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What is AWS loT Greengrass?

AWS loT Greengrass is an open source Internet of Things (IoT) edge runtime and cloud service
that helps you build, deploy and manage loT applications on your devices. You can use AWS

loT Greengrass to build software that enables your devices to act locally on the data that they
generate, run predictions based on machine learning models, and filter and aggregate device data.
AWS loT Greengrass enables your devices to collect and analyze data closer to where that data

is generated, react autonomously to local events, and communicate securely with other devices

on the local network. Greengrass devices can also communicate securely with AWS loT Core and
export loT data to the AWS Cloud. You can use AWS loT Greengrass to build edge applications
using pre-built software modules, called components, that can connect your edge devices to AWS
services or third-party services. You can also use AWS loT Greengrass to package and run your
software using Lambda functions, Docker containers, native operating system processes, or custom
runtimes of your choice.

The following example shows how an AWS loT Greengrass device interacts with the AWS Cloud.

AWS loT Greengrass core device ﬁ AWS Cloud

loT Apps

Rt AWS loT Greengrass
=/ client software
AWS loT Greengrass
N AWS loT Greengrass enables cloud service
loT Device local processing, messaging, AWS IoT Greengrass helps
data management, ML you build, deploy, and
inference, and offers pre-built manage your device Suf'h-_vare
components to accelerate across your fleets of devices
application development

New features

AWS loT Greengrass V2 introduces new features and improvements. The following includes more
information about the new features offered in version 2.

o What's new in AWS loT Greengrass Version 2

New features 1
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For first-time users of AWS loT Greengrass

If you're new to AWS loT Greengrass, we recommend that you review the following section:

o How AWS loT Greengrass works

Next, follow the getting started tutorial to try out the basic features of AWS loT Greengrass. In
this tutorial, you install the AWS loT Greengrass Core software on a device, develop a Hello World

component, and package that component for deployment.

For existing users of AWS loT Greengrass V1

For current users of AWS loT Greengrass V1, we recommend the following topics to help you
understand the differences between Greengrass version 1 and Greengrass version 2, and learn how
to move from version 1 to version 2:

» Migrate from AWS loT Greengrass Version 1

How AWS loT Greengrass works

The AWS loT Greengrass client software, also called AWS loT Greengrass Core software, runs on
Windows and Linux-based distributions, such as Ubuntu or Raspberry Pi OS, for devices with ARM
or x86 architectures. With AWS loT Greengrass, you can program devices to act locally on the data
they generate, run predictions based on machine learning models, and filter and aggregate device
data. AWS loT Greengrass enables local execution of AWS Lambda functions, Docker containers,
native OS processes, or custom runtimes of your choice.

AWS loT Greengrass provides pre-built software modules called components that let you easily
extend edge device functionality. AWS loT Greengrass components enable you to connect to AWS
services and third-party applications at the edge. After you develop your loT applications, AWS
loT Greengrass enables you to remotely deploy, configure, and manage those applications on your
fleet of devices in the field.

The following example shows how an AWS loT Greengrass device interacts with the AWS loT
Greengrass cloud service and other AWS services in the AWS Cloud.

For first-time users 2
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AWS Cloud

N
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Deploy

=P

loT thing group AWS loT Greengrass

Organize from one to millions cloud service

of Greengrass core devices. AWS loT Greengrass helps you
build, deploy, and manage your
device software across your
fleets of devices.
AWS loT Greengrass core device

TN ™~ Bring your
"\ | Lambda function K 9y
/ own runtime

} o AWS loT
“ | Docker container 504" ..and more. @ C"
S Analytics

%ﬁ AWS loT Core

Greengrass components h @ Amazon
Data () Sagemaker
exchange @
C\) Amazon
D\: AWS loT Greengrass Q Cloudwatch
- client software
Amazon
@ Simple Storage

85 Operating system Service (S3)
...and more AWS services.

Key concepts for AWS loT Greengrass

The following are essential concepts for understanding and using AWS loT Greengrass:

AWS loT thing

An AWS loT thing is a representation of a specific device or logical entity. Information about a
thing is stored in the AWS IoT registry.

Greengrass core device

A device that runs the AWS loT Greengrass Core software. A Greengrass core device is an AWS
loT thing. You can add multiple core devices to AWS IoT thing groups to create and manage
groups of Greengrass core devices. For more information, see Setting up AWS loT Greengrass
core devices.

Greengrass client device

A device that connects to and communicates with a Greengrass core device over MQTT. A
Greengrass client device is an AWS loT thing. The core device can process, filter, and aggregate
data from client devices that connect to it. You can configure the core device to relay MQTT

Key concepts 3
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messages between client devices, the AWS loT Core cloud service, and Greengrass components.
For more information, see Interact with local loT devices.

Client devices can run FreeRTOS or use the AWS IoT Device SDK or Greengrass discovery API to
get information about core devices to which they can connect.

Greengrass component

A software module that is deployed to and runs on a Greengrass core device. All software

that is developed and deployed with AWS loT Greengrass is modeled as a component. AWS
loT Greengrass provides pre-built public components that provide features and functionality
that you can use in your applications. You can also develop your own custom components, on
your local device or in the cloud. After you develop a custom component, you can use the AWS
loT Greengrass cloud service to deploy it to single or multiple core devices. You can create a
custom component and deploy that component to a core device. When you do, the core device
downloads the following resources to run the component:

» Recipe: A JSON or YAML file that describes the software module by defining component
details, configuration, and parameters.

« Artifact: The source code, binaries, or scripts that define the software that will run on your
device. You can create artifacts from scratch, or you can create a component using a Lambda
function, a Docker container, or a custom runtime.

« Dependency: The relationship between components that enables you to enforce automatic
updates or restarts of dependent components. For example, you can have a secure message
processing component dependent on an encryption component. This ensures that any
updates to the encryption component automatically update and restart the message
processing component.

For more information, see AWS-provided components and Develop AWS loT Greengrass

components.
Deployment

The process to send components and apply the desired component configuration to a
destination target device, which can be a single Greengrass core device or a group of Greengrass
core devices. Deployments automatically apply any updated component configurations to the
target and include any other components that are defined as dependencies. You can also clone
an existing deployment to create a new deployment that uses the same components but is
deployed to a different target. Deployments are continuous, which means that any updates

you make to the components or the component configuration of a deployment automatically

Key concepts 4
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get sent to all destination targets. For more information, see Deploy AWS loT Greengrass

components to devices.

AWS loT Greengrass Core software

As of version 2.14, AWS loT Greengrass provides two alternative implementations of its
device runtime, an executable known as the nucleus. The first, and previously only, nucleus
is implemented in Java. This choice provides the greatest portability across architectures and
operating systems. However, it also comes with a dependency on the Java Virtual Machine,
resulting in a large memory footprint.

The second, newly added nucleus is implemented in C. This choice considerably reduces its
footprint. However, it requires distribution (or compilation from source) separately for different
target architectures and operating systems. When there is a need to distinguish the two, we will
refer to the first implementation as the nucleus classic and the latter as the nucleus lite.

« Optional components: These configurable components are provided by AWS loT Greengrass
and enable additional features on your edge devices. Depending on your requirements, you
can choose the optional components that you want to deploy to your device, such as data
streaming, local machine learning inference, or a local command line interface. For more
information, see AWS-provided components.

You can upgrade your AWS loT Greengrass Core software by deploying new versions of your
components to your device.

Features of AWS loT Greengrass

AWS loT Greengrass Version 2 consists of the following elements:

« Software distributions

» The Greengrass nucleus component, which is the minimum installation of the AWS loT

Greengrass Core software. This component manages deployments, orchestration, and lifecycle
management of Greengrass components.

« Additional optional AWS-provided components that integrate with services, protocols, and
software.

« Greengrass development tools, which you can use to create, test, build, publish, and deploy

custom Greengrass components.

« The AWS loT Device SDK, which contains the interprocess communication (IPC) library for

custom Greengrass components and the Greengrass discovery library for client devices.

Features of AWS loT Greengrass 5



AWS loT Greengrass Developer Guide, Version 2

« The Stream Manager SDK, which you can use to manage data streams on core devices.

« Cloud service
o AWS loT Greengrass V2 API
« AWS loT Greengrass V2 console

AWS loT Greengrass Core software

You can use the AWS loT Greengrass Core software that runs on your edge devices to do the
following:

» Process data streams on the local device with automatic exports to the AWS Cloud. For more
information, see Manage data streams on Greengrass core devices.

» Support MQTT messaging between AWS loT and components. For more information, see
Publish/subscribe AWS loT Core MQTT messages.

 Interact with local devices that connect and communicate over MQTT. For more information, see
Interact with local loT devices.

» Support local publish and subscribe messaging between components. For more information, see
Publish/subscribe local messages.

« Deploy and invoke components and Lambda functions. For more information, see Deploy AWS
loT Greengrass components to devices.

« Manage component lifecycles, such as with support for install and run scripts. For more
information, see AWS loT Greengrass component recipe reference.

« Perform secure, over-the-air (OTA) software updates of the AWS IoT Greengrass Core software
and custom components. For more information, see Update the AWS loT Greengrass Core
software (OTA) and Deploy AWS loT Greengrass components to devices.

» Provide secure, encrypted storage of local secrets and controlled access by components. For
more information, see Secret manager.

« Secure connections between devices and the AWS Cloud with device authentication and
authorization. For more information, see Device authentication and authorization for AWS loT

Greengrass.

You configure and manage Greengrass core devices through AWS loT Greengrass APIs where you
create continuous software deployments. For more information, see Deploy AWS loT Greengrass

components to devices.

Features of AWS loT Greengrass 6
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Some features are supported on only certain platforms. For more information, see Greengrass
feature compatibility by operating system.

For more information about supported platforms, requirements, and downloads, see Setting up
AWS loT Greengrass core devices.

By downloading this software, you agree to the Greengrass Core Software License Agreement.

Greengrass feature compatibility by operating system

AWS loT Greengrass supports devices that run various operating systems. Some features are
supported on only certain operating systems. Use the following tables to learn which features are
available for each supported operating system. For more information about supported operating
systems, requirements, and how to set up Greengrass core devices, see Setting up AWS loT
Greengrass core devices.

Messaging
Feature Linux Windows Greengrass lite
(Linux)
Exchange MQTT
messages between
AWS loT and
components Yes
Yes Yes (except for MQTT5

extensions)

Exchange local
publish/subscribe
messages between

components Yes Yes Yes

Interact with local loT
devices over MQTT

Yes Yes No

Greengrass feature compatibility by operating system 7
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Feature

Interact with local
Modbus-RTU devices
using the Modbus-RT
U component

Security

Feature

Secure connections
with device authentic
ation and authoriza
tion

Deploy and access
secure, encrypted
secrets from AWS
Secrets Manager

Use a hardware
security module
(HSM) to securely
store the device's
private key and
certificate

Audit core devices
with AWS loT Device
Defender

Linux

Linux

©

Yes

©

Yes

©

Yes

©

Yes

Windows

No

Windows

® ® ®:Q

Greengrass lite
(Linux)

No

Greengrass lite
(Linux)

©

Yes

@ @

Greengrass feature compatibility by operating system
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Feature

Use AWS credentials
to interact with AWS
services

Installation

Feature

Install AWS loT
Greengrass with
automatic provision

ing

Install AWS loT
Greengrass with
manual provisioning

Install AWS loT
Greengrass with AWS
loT fleet provisioning

Install AWS loT
Greengrass with
custom provisioning
plugins

Run AWS loT
Greengrass in a
Docker container

Linux

Linux

Yes

©

Yes

©

Yes

©

Yes

©

Yes

©

Yes

Windows

Windows

©

Yes

©

Yes

©

Yes

©

Yes

®

Greengrass lite
(Linux)

Yes

Greengrass lite
(Linux)

©®

Yes

©

Yes

® - ®

Greengrass feature compatibility by operating system
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Feature Linux Windows Greengrass lite
(Linux)

using a prebuilt
Docker image

® Note

AWS loT Greengrass can be isntalled and run in a systemd-enabled docker container.

Remote maintenance and updates

Feature Linux Windows Greengass lite
(Linux)
Perform secure,
over-the-air (OTA) @
software updates
Yes Yes Yes
Manage core devices
with AWS Systems @
Manager
Yes No No
Connect to core
devices with AWS loT @
secure tunneling
Yes No Yes

Greengrass feature compatibility by operating system 10
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Machine learning

Feature

Perform machine
learning inference
using Amazon
SageMaker Al Edge
Manager

Perform machine
learning inference
using Amazon
Lookout for Vision

Perform machine
learning inference
using DLR

Perform machine
learning inference
using TensorFlow

Component features

Feature

Deploy and invoke
Lambda functions

Linux

Linux

©

Yes

©

Yes

©

Yes

©

Yes

Windows

Q@ :®

Windows

No

Greengrass lite
(Linux)

@ @@ ®

Greengrass lite
(Linux)

No

Greengrass feature compatibility by operating system
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Feature

Run Docker container
s in components

Process and export
high-volume data
streams using stream
manager

Manage component
lifecycles with
lifecycle scripts

Interact with device
shadows

Upload logs to
Amazon CloudWatch
Logs

Upload data to
Amazon CloudWatc
h metrics using the
CloudWatch metrics
component

Linux

©

Yes

©

Yes

©

Yes

©

Yes

©

Yes

©

Yes

Windows Greengrass lite

(Linux)

©

Yes

©

Yes

©

Yes

©

Yes

©

Yes

©

Yes

®

No

©

Yes

©

Yes

®

No

©

Yes

®

Greengrass feature compatibility by operating system
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Feature Linux Windows Greengrass lite

(Linux)

Publish messages
to Amazon Simple
Notification Service
using the Amazon
SNS component

Publish data to
Amazon Data
Firehose delivery
streams using stream
manager

Publish data to
Amazon Data
Firehose delivery
streams using the
Firehose component

Gather and act on
real-time system
telemetry metrics

Configure system
resource limits for
component processes

Pause and resume
component processes

©

Yes

©

Yes

©

Yes

©

Yes

©

Yes

©

Yes

© ®

Yes

®

No

©

Yes

JOMO

® ®

Z
(o)

®

No

®

Z
o

JOMO

Greengrass feature compatibility by operating system
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Feature Linux Windows Greengrass lite
(Linux)

Integrate with AWS
loT SiteWise using
the AWS loT SiteWise

components Yes Yes No

Publish video streams

to Amazon Kinesis

Video Streams using

the edge connector

for Kinesis Video Yes No No
Streams component

Component development

Feature Linux Windows Greengrass lite
(Linux)
Develop component
s locally on core
devices
Yes Yes Yes
Interact with a core
device using the AWS
loT Greengrass CLI
Yes Yes No
Interact with a core
device using the local
debug console
Yes Yes No

Greengrass feature compatibility by operating system 14
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Feature Linux Windows Greengrass lite
(Linux)

Use the AWS loT
Device SDK for
Python in custom

components Yes Yes Yes

Use the AWS loT
Device SDK for C++ in
custom components

Yes Yes Yes

Use the AWS loT
Device SDK for Java
in custom component

S Yes Yes Yes

Device certification

Feature Linux Windows Greengrass lite
(Linux)

Use AWS loT Device

Tester for AWS loT

Greengrass V2 to

validate loT devices Yes Yes No

Choosing your AWS loT Greengrass nucleus runtime

As of version 2.14, AWS loT Greengrass provides two alternative implementations of its device
runtime, an executable known as the nucleus. Despite their implementation differences, both
runtimes are compatible with the AWS loT Greengrass service and APIs and allow you to deploy
components provided by AWS or develop custom components using the Greengrass SDK. It is also
possible to mix devices, using either type of nucleus within the same fleet as necessary.

Choosing your AWS loT Greengrass nucleus runtime 15
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However, in order to achieve the desired portability or the specific memory saving benefits, it is
essential to ensure that the nucleus you deploy on your Greengrass devices is compatible with the
components you intend to use to accelerate the development of your AWS loT solutions. To learn
more about component compatibility, see Components.

Ultimately, the choice between the two Greengrass runtime options will depend on your specific
use case, device constraints, feature requirements, and operating system.

Greengrass nucleus

AWS loT Greengrass nucleus is the fully-featured runtime that enables you to run AWS loT
Greengrass on a wide range of devices, including gateways, servers, and edge devices with more
compute resources. Consider choosing Greengrass nucleus classic if:

« Compute resources: Your device has sufficient compute resources, such as more than 1 GB of
RAM and a relatively powerful processor (for example, greater than 1 GHz clock).

o Full OS support is needed: Greengrass nucleus classic supports the widest range of operating
systems (including most Linux distros and Windows).

« Components compatibility: Greengrass nucleus classic offers the fullest compatibility with
existing components published by the AWS loT service team and partners.

Greengrass nucleus lite

AWS loT Greengrass nucleus lite is a lightweight, open-source runtime that enables you to run
AWS loT Greengrass on resource-constrained devices. This can be useful for low-cost, single-board
computers with high-volume applications, such as smart home hubs, smart energy meters, smart
vehicles, edge Al, and robotics. Consider choosing Greengrass nucleus lite if your devices are:

» Resource constrained: Your device has limited resources, such as RAM memory (512 MB or less),
storage (FLASH) space or a low-performance processor (less than 1 GHz).

» Dependency limited: Your device vendor software platform does not support Java or the
specific JVM required by the nucleus classic.

« Operating system: Your devices run a distribution of Linux that supports systemd (for example:
Ubuntu, Yocto).

Greengrass nucleus 16
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Current limitations of Greengrass nucleus lite

As included in AWS loT Greengrass v2.14, the nucleus lite (v.2.0) runtime offers a subset of the
functionality available by the nucleus classic (v2.14).

The AWS loT Greengrass IPC (Inter-Process Communication) mechanism allows components to
communicate with the Greengrass nucleus. The lightweight version of the nucleus supports the
following subset:

Feature

SubscribeToTopic

PublishToTopic

PublishToloTCore
SubscribeToloTCore

UpdateState
SubscribeToComponentUpdates
DeferComponentUpdate
GetConfiguration
UpdateConfiguration
SubscribeToConfigurationUpdate
SubscribeToValidateConfigurationUpdates
SendConfigurationValidityReport
GetSecretValue
PutComponentMetric
GetComponentDetails

RestartComponent

Availability

Available

Available

Available

Available

Not currently available
Not currently available
Not currently available
Available

Available

Available

Not currently available.
Not currently available.

Not currently available.

Not currently available
Not currently available

Not currently available

Greengrass nucleus lite
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Feature

StopComponent
CreateLocalDeployment
CancelLocalDeployment
GetLocalDeploymentStatus
ListLocalDeployments
ListComponents
ValidateAuthorizationToken
CreateDebugPassword
PauseComponent
ResumeComponent
GetThingShadow
UpdateThingShadow
DeleteThingShadow
ListNamedShadowsForThing
SubscribeToCertificateUpdates
VerifyClientDeviceldentity
GetClientDeviceAuthToken

AuthorizeClientDeviceAction

Availability

Not currently available
Available

Not currently available
Not currently available
Not currently available
Not currently available
Not currently available
Not currently available
Not currently available
Not currently available
Not currently available
Not currently available
Not currently available
Not currently available
Not currently available
Not currently available
Not currently available

Not currently available

Greengrass nucleus lite

18



AWS loT Greengrass Developer Guide, Version 2

What's new in AWS loT Greengrass Version 2

AWS loT Greengrass Version 2 is a major version of AWS loT Greengrass that introduces the
following features:

o Publisher-supported components — AWS loT Greengrass now offers Publisher-supported
components. These components are developed, offered, and serviced by third-party vendors. For
more information, see Publisher-supported components.

» Operate a Greengrass device in VPC - Operating a Greengrass core device in VPC is now
available. This enables you to perform deployments in VPC without public internet access. For
more information, see Operate an AWS loT Greengrass core device in VPC.

» Greengrass Testing Framework (GTF) — GTF for AWS loT Greengrass Version 2 is now available.
GTF is a collection of building blocks to support end-to-end automation. It enables AWS loT
Greengrass Version 2 internal customers to use the same testing framework that the service
team uses for qualifying software changes, automated acceptance, and quality assurance
purposes. For more information, see Greengrass Testing Framework on Github.

« PSA-certified - AWS loT Greengrass nucleus versions 2.7.0 and later are now Platform Security
Architecture (PSA) certified. For more information, see AWS loT Greengrass is PSA-certified.

AWS loT Greengrass release notes provide details about AWS loT Greengrass releases—new
features, updates and improvements, and general fixes. AWS loT Greengrass has the following
types of releases:

» New feature releases for AWS loT Greengrass

« AWS loT Greengrass Core software updates

This section contains all of the AWS loT Greengrass V2 release notes, latest first, and includes
major feature changes and significant bug fixes. For information about additional minor fixes, see
the aws-greengrass organization on GitHub.

Release notes

o Release: AWS loT Greengrass Core v2.14.0 software update on December 16, 2024

o Release: AWS loT Greengrass Core v2.13.0 software update on August 26, 2024
» Release: AWS loT Greengrass Core v2.12.6 software update on May 24, 2024
o Release: AWS loT Greengrass Core v2.12.5 software update on April 25, 2024
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Release:

AWS loT Greengrass Core v2.12.4 software update on April 02, 2024

Release:

AWS loT Greengrass Core v2.12.3 software update on March 27, 2024

Release:

AWS loT Greengrass Core v2.12.2 software update on February 15, 2024

Release:

AWS loT Greengrass Core v2.12.1 software update on December 8, 2023

Release:

AWS loT Greengrass Core v2.12.0 software update on November 7, 2023

Release:

AWS loT Greengrass Core v2.11.3 software update on October 18, 2023

Release:

AWS loT Greengrass Core v2.11.2 software update on August 9, 2023

Release:

AWS loT Greengrass Core v2.11.1 software update on July 21, 2023

Release:

AWS loT Greengrass Core v2.11.0 software update on June 28, 2023

Release:

AWS loT Greengrass Core v2.10.3 software update on June 21, 2023

Release:

AWS loT Greengrass Core v2.10.2 software update on June 5, 2023

Release:

AWS loT Greengrass Core v2.10.1 software update on May 11, 2023

Release:

AWS loT Greengrass Core v2.10.0 software update on May 9, 2023

Release:

AWS loT Greengrass Core v2.9.6 software update on April 20, 2023

Release:

AWS loT Greengrass Core v2.9.5 software update on March 30, 2023

Release

: AWS loT Greengrass Core v2.9.4 software update on February 24, 2023

Release:

AWS loT Greengrass Core v2.9.3 software update on February 01, 2023

Release:

AWS loT Greengrass Core v2.9.2 software update on December 22, 2022

Release:

AWS loT Greengrass Core v2.9.1 software update on November 18, 2022

Release:

AWS loT Greengrass Core v2.9.0 software update on November 15, 2022

Release:

AWS loT Greengrass Core v2.8.1 software update on October 13, 2022

Release:

AWS loT Greengrass Core v2.8.0 software update on October 7, 2022

Release:

AWS loT Greengrass Core v2.7.0 software update on July 28, 2022

Release:

AWS loT Greengrass Core v2.6.0 software update on June 27, 2022

Release

: AWS loT Greengrass Core v2.5.6 software update on May 31, 2022

Release:

AWS loT Greengrass Core v2.5.5 software update on April 6, 2022

Release:

AWS loT Greengrass Core v2.5.4 software update on March 23, 2022

Release:

AWS loT Greengrass Core v2.5.3 software update on January 6, 2022

Release:

AWS loT Greengrass Core v2.5.2 software update on December 3, 2021
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o Release: AWS loT Greengrass Core v2.5.1 software update on November 23, 2021

o Release: AWS loT Greengrass Core v2.5.0 software update on November 12, 2021

o Release: AWS loT Greengrass Core v2.4.0 software update on August 3, 2021

o Release: AWS loT Greengrass Core v2.3.0 software update on June 29, 2021

o Release: AWS loT Greengrass Core v2.2.0 software update on June 18, 2021

» Release: AWS loT Greengrass Core v2.1.0 software update on April 26, 2021

o Release: AWS loT Greengrass Core v2.0.5 software update on March 09, 2021

o Release: AWS loT Greengrass Core v2.0.4 software update on February 04, 2021

Release: AWS loT Greengrass Core v2.14.0 software update on
December 16, 2024

This release provides version 2.14.0 of the Greengrass nucleus component, and new AWS loT
Greengrass nucleus lite updates. The AWS loT Greengrass nucleus lite is a new runtime, available
for AWS loT Greengrass version 2. It provides a reduced memory footprint alternative. This is a
good option for resource-constrained devices. It implements a subset of the nucleus functionality
with increased featured compatibility planned for future releases. The source code is available now
on Github. With the nucleus lite runtime you can:

» Deploy components to Greengrass core devices. Use the same recipe format, though some
advanced features may not be available yet.

» Applications deployed as Greengrass components can use the device SDKs to access the
supported Greengrass IPC APIs, such as: AWS loT Core MQTT access, local pub/sub, and
Greengrass configuration access. See the compatibility chart for the list of supported IPC APIs.

« Some AWS managed components have been updated for nucleus lite support. See the AWS-
provided components for a list of existing compatible components.

New features:

» Uses less memory and disk space (less than 5MB of RAM and less than 5MB of storage).

« Components integrate with the host system'’s service manager (systemd for currently supported
Linux platforms).

Things to watch out for:
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« AWS loT Greengrass nucleus lite recipes are case-sensitive. Ensure the correct (keys) casing is
used as in the https://docs.aws.amazon.com/greengrass/v2/developerguide/component-recipe-

reference.htmlrecipe reference.

« The nucleus lite runtime supports thing group deployments, and does not yet support the
(single) Core device deployment target type. To deploy to a single Greengrass device, use a thing
group with only that one device in it.

« The nucleus lite runtime uses bounded memory resources; functionality which scales according
to usage on the classic runtime may fail due to exceeding resources available on lite. This
includes a current limitation on max of 50 MQTT subscriptions at a time, and maximum limits
on recipe file sizes and deployments. Some of these limits are configurable at compile time if
compiling the lite runtime yourself.

« The nucleus lite runtime does not ship with Java. To use components requiring Java, the system
will need Java already installed, or a component may be used to install Java.

« We recommend compiling the nucleus lite runtime from source and using your own build
tailored for your system. For Yocto systems, a layer is available to integrate the nucleus lite
runtime into your system image.

« Currently the nucleus lite assumes a Linux system using systemd, or a container image using
systemd.

» While you can manage Docker containers with recipe scripts, Greengrass managed container
artifacts are not yet available.

» The nucleus lite runtime does not yet have support for keys stored in a PKCS11 module. If your
use case requires keys stored on a secure element, the classic runtime can support this use case
currently. To prevent leaks of your device credentials, ensure production devices are using full
disk encryption.

Alongside the introduction of nucleus lite, we are also releasing nucleus v2.14.0. This update brings
significant enhancements to the existing Greengrass nucleus.
Key features and improvements:

o New dual-stack endpoint support enables IPv6 network communication.
« Enhanced resilience against nucleus restart failures and directory corruption.

« Fixed memory leaks in IPC PubSub subscription closures.

Release date: December 16, 2024
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Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those

devices. Some automatic updates, such as a nucleus update, can cause your devices to

restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we

recommend that you directly include your preferred version of that component when you

create a deployment. For more information about update behavior for AWS loT Greengrass

Core software, see Update the AWS loT Greengrass Core software (OTA).

Component

Greengrass
nucleus lite

Greengrass
nucleus

Details

Version 2.0.0 of the Greengrass nucleus lite is available.

New features

» Uses less memory and disk space (less than 5MB of RAM and less than
5MB of storage).

« Components integrate with the host system’s service manager
(systemd for currently supported Linux platforms).

Version 2.14.0 of the Greengrass nucleus is available.

New features

» New dual-stack endpoint support enables IPv6 network communica
tion.

« Enhanced resilience against nucleus restart failures and directory
corruption.

Public component updates
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Component

Greengrass CLI

Stream
manager

MQTT 5 broker
(EMQX)

Lambda
runtimes
component

Lambda
manager
component

Details

Bug fixes and improvements
» Fixed memory leaks in IPC PubSub subscription closures.

« Fixes run lifecycle of the component where it enters into ERRORED
state due to startup timeout when skipif condition is true.

« Fixes an issue where the core device fails to connect to AWS loT Core
when the TLS policy is set to TLS13_1_3_2022_10.

Version 2.14.0 of the Greengrass CLI is available.

Bug fixes and improvements

» Validate deployment target parameter in the cli command.

Version 2.14.0 of the Stream manager is available.

New features

« Adds a new configuration key for startup timeout. Default value is 120
seconds.

» Add recipe supports for Greengrass nucleus lite.

Version 2.0.2 of the MQTT 5 broker (EMQX) is available.

Bug fixes and improvements

« Fixes an issue where EMQX starts up before the Client device auth
component is ready.

Version 2.0.9 of the Lambda runtimes component is available.

Bug fixes and improvements

 Fixes an syntax warning with Python 3.12

Version 2.3.5 of the Lambda manager component is available.

Bug fixes and improvements

« Improves performance by using epoll instead of nio when available

Public component updates
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Component

Secret manager
component

Secure
tunneling
component

CloudWatc
h metrics
component

Details

Version 2.2.2 of the Secret manager component is available.

Bug fixes and improvements

 Fixes an issue where secret manager doesn’t download the secrets
configured with partial arns.

Version 1.1.0 of the Secure tunneling component is available.

New features

» Add recipe supports for Greengrass nucleus lite

Version 1.1.0 of the CloudWatch metrics component is available.

New features

» Add recipe supports for Greengrass nucleus lite

Release: AWS loT Greengrass Core v2.13.0 software update on
August 26, 2024

This release provides version 2.13.0 of the Greengrass nucleus component.

Release date: August 26, 2024

Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to

restart unexpectedly.
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To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.13.0 of the Greengrass nucleus is available.
nucleus

New features

» Support FIPS endpoint in Nucleus. For more information, see FIPS

endpoints.
Bug fixes and improvements

» Cancel deployment improvements - deployments can now be
cancelled while new configuration is being merged and while waiting
for services to start.

Stream Version 2.1.13 of the Stream manager component is available.

manager
Bug fixes and improvements

« Support FIPS endpoint in AWS loT SiteWise

Secret manager Version 2.2.0 of the Secret manager component is available.

New features

« Adds support for periodic refresh of configured secrets through a new
component configuration key.

» Adds support for a new request parameter in the GetSecretValue IPC
request to refresh the secrets per request

IP detector Version 2.2.0 of the IP detector component is available.

New features

» Adds support for IPv6. You can now use IPv6 for local messaging.
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Component

Client device
auth

Local debug
console

Details

Version 2.5.1 of the Client device auth is available.

Bug fixes and improvements
» General bugs and fixes.

e Supports FIPS endpoint.

Version 2.4.3 of the Local debug console is available.

Bug fixes and improvements

» Fixes an issue that incorrectly displayed STREAM_MANAGER_EXP
ORTER_MAX_BANDWIDTH in Mpbs instead of bytes/sec.

Release: AWS loT Greengrass Core v2.12.6 software update on

May 24, 2024

This release provides version 2.12.6 of the Greengrass nucleus component and updates to AWS-

provided components.

Release date: May 24, 2024

Release details

o Public component updates

Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to

restart unexpectedly.
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To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.12.6 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements

« Fixes an issue that causes a crash at startup on certain ARMv8
processors, including the Jetson Nano.

Greengrass CLI Version 2.12.6 of the Greengrass CLI is available.

Bug fixes and improvements

» Version updated for Greengrass nucleus version 2.12.6 release.

Secret manager Version 2.1.8 of the secret manager is available.

Bug fixes and improvements

« Fixes an issue where secret manager doesn't accept a partial arn.

Release: AWS loT Greengrass Core v2.12.5 software update on
April 25, 2024

This release provides version 2.12.5 of the Greengrass nucleus component and updates to AWS-
provided components.

Release date: April 25, 2024

Release details

o Public component updates
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Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.12.5 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements

 Fixes an issue where deployment rollback occasionally gets stuck while
rolling back a previously broken component with hard dependencies.

« Fixes an issue where the nucleus doesn't publish status updates after
fleet provisioning.

» Adds retries for the GetDeploymentConfiguration API after
getting 404 errors.

Release: AWS loT Greengrass Core v2.12.4 software update on
April 02, 2024

This release provides version 2.12.4 of the Greengrass nucleus component and updates to AWS-
provided components.
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Release date: April 02, 2024

Release details

e Public component updates

Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.12.4 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements

« Fixes an issue where the nucleus enters a deadlock condition during
startup on some Linux devices.

Release: AWS loT Greengrass Core v2.12.3 software update on
March 27, 2024

This release provides version 2.12.3 of the Greengrass nucleus component and updates to AWS-
provided components.
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Release date: March 27, 2024

Release details

o Public component updates

Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-

provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those

devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we

recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass

Core software, see Update the AWS loT Greengrass Core software (OTA).

Component

Greengrass
nucleus

Shadow
manager

Details

Version 2.12.3 of the Greengrass nucleus is available.

Bug fixes and improvements

« Fixes an issue where the nucleus doesn't report the correct component
status after the nucleus relaunches and during component recovery.

» General bug fixes and improvements.

Version 2.3.7 of the shadow manager component is available.

Public component updates
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Component

Fleet provision
ing

IP detector

Moquette MQTT
3.1.1 broker
component

Lambda
manager

Local debug
console

Details

Bug fixes and improvements

Fixes an issue where shadow manager periodically logs a NullPoint
erException error during a shadow manager sync.

Version 1.2.1 of the AWS loT fleet provisioning plugin is available.

Bug fixes and improvements

Fixes an issue where the fleet provisioning plugin is offline during a
Greengrass nucleus startup. The fleet provisioning plugin now indefinit
ely retries MQTT connect calls.

Version 2.1.9 of the disk spooler component is available.

Bug fixes and improvements
Adjusts the IP acquired step to only send logs at the debug log level.

Version 2.3.6 of the Moquette MQTT 3.1.1 broker component is available.

Bug fixes and improvements
General bug fixes and improvements.

Version 2.3.3 of the Lambda manager component is available.

Bug fixes and improvements
General bug fixes and improvements.

Version 2.4.2 of the local debug console component is available.

Bug fixes and improvements

General bug fixes and improvements.

Public component updates
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Release: AWS loT Greengrass Core v2.12.2 software update on
February 15, 2024

This release provides version 2.12.2 of the Greengrass nucleus component and updates to AWS-
provided components.

Release date: February 15, 2024

Release details

e Public component updates

Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.12.2 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements
 Fixes an issue where old logs weren't cleaned up properly.

» General bug fixes and improvements.
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Component Details
Shadow Version 2.3.6 of the shadow manager component is available.
manager

Bug fixes and improvements

Fixes an issue where shadow properties that are deleted through AWS
Cloud updates while the device is offline continue to exist in the local
shadow after regaining connectivity.

Lambda Version 2.0.13 of the lambda launcher component is available.

launcher
Bug fixes and improvements

General bug fixes and improvements.

Disk spooler Version 1.0.3 of the disk spooler component is available.

Bug fixes and improvements

Improves performance by reusing database connections.

Release: AWS loT Greengrass Core v2.12.1 software update on
December 8, 2023

This release provides version 2.12.1 of the Greengrass nucleus component and updates to AWS-
provided components.

Release date: December 8, 2023

Release details

» Public component updates

Public component updates

The following table lists components provided by AWS that include new and updated features.
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/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.12.1 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements

 Fixes an issue where the nucleus may duplicate MQTT subscriptions to
deployment topics leading to additional logging and MQTT publishes.

Client device Version 2.4.5 of the client device auth component is available.
auth

New features

Adds support for wildcard prefixes for selecting thing names with the
selectionRule parameter.

Bug fixes and improvements

Fixes an issue where certificates aren't updated with new connectivity
information in certain cases.

Disk spooler Version 1.0.2 of the disk spooler component is available.

Public component updates 35



AWS loT Greengrass Developer Guide, Version 2

Component Details

Bug fixes and improvements

Fixes an issue where the MQTT message format field isn't persisted in
certain cases.

MQTT bridge Version 2.3.1 of the disk spooler component is available.

Bug fixes and improvements
Fixes an issue where the local MQTT client gets into a disconnect loop.

Stream Version 2.1.12 of the stream manager component is available.

manager
Bug fixes and improvements

Updates the order that credentials are used so that Greengrass credentia
ls are preferred for AWS service requests.

Release: AWS loT Greengrass Core v2.12.0 software update on
November 7, 2023

This release provides version 2.12.0 of the Greengrass nucleus component and updates to AWS-
provided components.

Release date: November 7, 2023

Release highlights

« Bootstrap on rollback — AWS loT Greengrass now provides a Greengrass nucleus configuration
parameter called BootstrapOnRollback. This feature enables you to run the bootstrap
lifecycle steps as part of a rollback deployment.

Release details

o Public component updates
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Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.12.0 of the Greengrass nucleus is available.
nucleus

New features

» Enables you to run the bootstrap lifecycle steps as part of a rollback
deployment.

Release: AWS loT Greengrass Core v2.11.3 software update on
October 18, 2023
This release provides version 2.11.3 of the Greengrass nucleus component.

Release date: October 18, 2023

Release details

e Public component updates
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Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass

Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.11.3 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements

« Fixes an issue in the nucleus where it may improperly start a
component when its dependencies fail.

New features

» Adds configurable s3 endpoint type.

Lambda Version 2.3.1 of the Lambda manager component is available.

manager
Bug fixes and improvements

« Adjusts log levels for certain errors.

Local deubg Version 2.4.0 of the Lambda manager component is available.

console
New features

« Adds stream manager debugging console.
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Component

Log manager

Shadow
manager

Details
Version 2.3.6 of the log manager component is available.

Bug fixes and improvements

» Adjusts log levels for certain errors.

Version 2.3.4 of the Shadow manager component is available.

Bug fixes and improvements

» Adds support for null and empty shadow state documents.

Release: AWS loT Greengrass Core v2.11.2 software update on
August 9, 2023

This release provides version 2.11.2 of the Greengrass nucleus component.

Release date: August 9, 2023

Release details

o Public component updates

Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to

restart unexpectedly.
To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
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create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.11.2 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements

 Fixes an issue in the nucleus MQTT 5 client where it may appear offline
when a large number (> 50) of subscriptions are in use.

« Adds a retry for the docker dial TCP failure.

Release: AWS loT Greengrass Core v2.11.1 software update on
July 21, 2023
This release provides version 2.11.1 of the Greengrass nucleus component.

Release date: July 21, 2023

Release details

o Public component updates

Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

AWS loT Greengrass Core v2.11.1 software update 40



AWS loT Greengrass Developer Guide, Version 2

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.11.1 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements

« Fixes an issue where the nucleus doesn't start if a bootstrap task fails
and the deployment metadata file is corrupted.

« Fixes an issue where on-demand Lambda components aren't reported
in deployment status updates.

» Adds support for duplicate authorization policy IDs.

Lambda Version 2.2.11 of the Lambda manager is available.

manager
Bug fixes and improvements

 Fixes an issue where the LegacySubscriptionRouter configuration does
not update when the Lambda configuration changes.

Release: AWS loT Greengrass Core v2.11.0 software update on
June 28, 2023

This release provides version 2.11.0 of the Greengrass nucleus component.
Release date: June 28, 2023

Release highlights

 Persistent disk spooler — AWS loT Greengrass now provides a persistent spooler implementation
for messages spooled from Greengrass core devices to AWS loT Core. This component will store
these outbound messages on disk. For more information, see Disk spooler.
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» Local deployment improvements — You can now cancel local deployments, set deployment
failing handling polices, and get detailed deployment status.

« Logging speed improvements — Log upload speeds for the log manager component have been
improved.

Release details

e Public component updates

Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass

Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.11.0 of the Greengrass nucleus is available.
nucleus

New features
« Enables you to cancel a local deployment.

« Enables you to configure a failure handling policy for a local
deployment.

» Adds support for a disk spooler plugin.
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Component

Greengrass CLI

Disk spooler

Log manager

Details

Version 2.11.0 of the Greengrass CLI is available.

New features
» Enables you to cancel a local deployment.

» Enables you to configure a failure handling policy for a local
deployment.

» Improves detailed deployment status reporting.
Version 1.0.0 of the disk spooler component is available.

» The disk spooler component provides persistent storage of messages sent
from Greengrass core devices to AWS loT Core.

Version 2.3.5 of the log manager component is available.
Improvements

Improves log upload speed.

Release: AWS loT Greengrass Core v2.10.3 software update on
June 21, 2023

This release provides version 2.10.3 of the Greengrass nucleus component.

Release date: June 21, 2023

Release details

o Public component updates

Public component updates

The following table lists components provided by AWS that include new and updated features.
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/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.10.3 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements

 Fixes an issue where Greengrass doesn't subscribe to deployment
notifications when using the PKCS#11 provider.

Release: AWS loT Greengrass Core v2.10.2 software update on
June 5, 2023
This release provides version 2.10.2 of the Greengrass nucleus component.

Release date: June 5, 2023

Release details

e Public component updates

Public component updates

The following table lists components provided by AWS that include new and updated features.
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/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.10.2 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements
 Allows case insensitive parsing of component lifecycles.

+ Fixes an issue where the environment PATH variable was not recreated
correctly.

« Fixes proxy URI encoding for components including stream manager
for usernames with special characters.

Client device Version 2.4.2 of the client device auth component is available.
auth

New features
Adds a new startupTimeoutSeconds configuration option.

Lambda Version 2.2.9 of the Lambda manager component is available.

manager
Bug fixes and improvements

Fixes an issue where the port number is corrupted due to a skewed clock.

Log manager Version 2.3.4 of the log manager component is available.
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Component Details

Bug fixes and improvements

« Adds support for setting the periodicUploadIntervalSec
parameter to fractional values. The minimum is 1 microsecond.

» Fixes an issue where log manager doesn't respect the CloudWatch
putLogEvents limits.

MQTT 3.1 Version 2.3.3 of the MQTT 3.1 broker (Moquette) component is available.
broker
(Moquette)

New features

Adds a new startupTimeoutSeconds configuration option.
MQTT bridge Version 2.2.6 of the MQTT bridge component is available.
New features

Adds a new startupTimeoutSeconds configuration option.

Stream Version 2.1.7 of the stream manager component is available.
manager

Bug fixes and improvements

Fixes an issue where stream manager fails to read the proxy configura
tion correctly.

Release: AWS loT Greengrass Core v2.10.1 software update on
May 11, 2023

This release provides version 2.10.1 of the Greengrass nucleus component.

Release date: May 11, 2023

Release details

e Public component updates
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Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions

of all of that component's dependencies. Because of this, new patch versions of AWS-

provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those

devices. Some automatic updates, such as a nucleus update, can cause your devices to

restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we

recommend that you directly include your preferred version of that component when you

create a deployment. For more information about update behavior for AWS loT Greengrass

Core software, see Update the AWS loT Greengrass Core software (OTA).

Component

Greengrass
nucleus

Stream
manager

Details

Version 2.10.1 of the Greengrass nucleus is available.

Bug fixes and improvements

« Fixes an issue that could cause a crash at startup on certain ARMv8
processors, including the Jetson Nano.

« Greengrass no longer closes a component's standard in, this reverts the
behavior to the pre-2.10.0 behavior

Version 2.1.6 of the new stream manager is available.

Bug fixes and improvements

Fixes an issue that could cause a crash at startup on certain ARMv8
processors, including the Jetson Nano.
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Release: AWS loT Greengrass Core v2.10.0 software update on
May 9, 2023

This release provides version 2.10.0 of the Greengrass nucleus component and updates to AWS-
provided components.

Release date: May 9, 2023

Release highlights

o MQTT5 support — AWS loT Greengrass now supports sending and receiving messages from AWS
loT Core using MQTT5. For more information, see Publish AWS loT Core MQTT messages.

Release details

e Public component updates

Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).
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Component Details
Greengrass Version 2.10.0 of the Greengrass nucleus is available.
nucleus

New features

e Adds interpolateComponentConfiguration support for the
empty regular expression. Greengrass now interpolates from the root
config object.

« Adds support for MQTTS5.

» Adds a mechanism for loading plugin components quickly without
scanning.

» Enables Greengrass to save disk space by deleting unused Docker
images.
Bug fixes and improvements

» Fixes an issue where rollback leaves certain configuration values in
place from a deployment.

 Fixes an issue where the Greengrass nucleus validates for an AWS
domain sequence in custom non-AWS credentials and data endpoints.

» Updates multi-group dependency resolution to re-resolve all group
dependencies via AWS Cloud negotiation, instead of locking to the
active version. This update also removes the deployment error code
INSTALLED_COMPONENT_NOT_FOUND

« Updates the Greengrass nucleus to skip downloading Docker images
when they already exist locally.

« Updates the Greengrass nucleus to restart a component install step
before timeout expires.

« Additional minor fixes and improvements.

Shadow Version 2.3.2 of the new shadow manager is available.

manager
Bug fixes and improvements

Fixes an issue where shadow manager enters the BROKEN state when the
local shadow database is corrupted.
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Release: AWS loT Greengrass Core v2.9.6 software update on
April 20, 2023

This release provides version 2.9.6 of the Greengrass nucleus component.

Release date: April 20, 2023

Release details

e Public component updates

Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.9.6 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements

» Fixes an issue where a Greengrass deployment fails with the error
LAUNCH_DIRECTORY_CORRUPTED and a subsequent device reboot
fails to start Greengrass. This error may occur when you move the
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Component Details

Greengrass device between multiple thing groups with deployments
that require Greengrass to restart.

Release: AWS loT Greengrass Core v2.9.5 software update on
March 30, 2023
This release provides version 2.9.5 of the Greengrass nucleus component.

Release date: March 30, 2023

Release details

e Public component updates

Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).
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Component Details
Greengrass Version 2.9.5 of the Greengrass nucleus is available.
nucleus

New features
» Adds support for Greengrass nucleus software signature verification.
Bug fixes and improvements

« Fixes an issue where a deployment fails when the local recipe
metadata region doesn't match the Greengrass nucleus launch region.
The Greengrass nucleus now renegotiates with the cloud when this
happens.

 Fixes an issue where the MQTT message spooler fills up and never
removes messages.

« Additional minor fixes and improvements.

Release: AWS loT Greengrass Core v2.9.4 software update on
February 24, 2023

This release provides version 2.9.4 of the Greengrass nucleus component.

Release date: February 24, 2023

Release details

e Public component updates

Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
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devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.9.4 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements
o Checks for a null message before it drops QOS 0 messages.
« Truncates job status detail values if they exceed the 1024 character
limit.
» Updates the bootstrap script for Windows to correctly read the
Greengrass root path if that path includes spaces.

» Updates subscribing to AWS IoT Core so that it drops client messages if
the subscription response wasn't sent.

 Ensures that the nucleus loads its configuration from backup files
when the main configuration file is corrupt or missing.

Release: AWS loT Greengrass Core v2.9.3 software update on
February 01, 2023
This release provides version 2.9.3 of the Greengrass nucleus component.

Release date: February 01, 2023

Release details

o Public component updates
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Public component updates

The following table lists components provided by AWS that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass

Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.9.3 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements
o Ensures MQTT client IDs aren't duplicated.

« Adds more robust file-reading and writing to avoid and recover from
corruption.

 Retries docker image pull on specific network-related errors.

« Adds the noProxyAddresses option for MQTT connection.

Release: AWS loT Greengrass Core v2.9.2 software update on
December 22, 2022

This release provides version 2.9.2 of the Greengrass nucleus component.

Release date: December 22, 2022
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Release details

e Public component updates

Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.9.2 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements

« Fixes an issue where configuring interpolateCompone
ntConfiguration doesn't apply to an ongoing deployment.

o Uses OSHI to list all child processes.

Release: AWS loT Greengrass Core v2.9.1 software update on
November 18, 2022

This release provides version 2.9.1 of the Greengrass nucleus component and updates to AWS-
provided components.
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Release date: November 18, 2022
Release highlights

« Log manager - Log manager now processes and directly uploads active log files instead of
waiting for new files to be rotated. This improvement significantly reduces log delays. For more
information, see Log manager

Release details

e Public component updates

Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.9.1 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements

« Adds fix where Greengrass restarts if a deployment removes a plugin
component.
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Component Details

Log manager Version 2.3.0 of the new log manager is available.

(® Note

We recommend that you upgrade to Greengrass nucleus 2.9.1 when
you upgrade to log manager 2.3.0.

New features

» Reduces log delays by processing and directly uploading active log files
instead of waiting for new files to be rotated.

Bug fixes and improvements

» Improves support of log rotation when rotating files with a unique
name.

« Additional minor fixes and improvements.

Release: AWS loT Greengrass Core v2.9.0 software update on
November 15, 2022

This release provides version 2.9.0 of the Greengrass nucleus component and updates to AWS-
provided components.

Release date: November 15, 2022

Release highlights

» Offline authentication — AWS loT Greengrass now supports offline authentication. You can
configure your AWS loT Greengrass core device so that client devices can connect to a core
device, even when the core device isn't connected to the cloud. For more information, see Offline

authentication.

« Subdeployments — You can now create subdeployments. You can use a subdeployment to
resolve unsuccessful deployments. Each subdeployment can test a different configuration of
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an unsuccessful deployment on a smaller subset of devices. For more information, see Create

subdeployments.

Release details

o Public component updates

Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.9.0 of the Greengrass nucleus is available.
nucleus

New features

» Adds the ability to create subdeployments that retry deployments with
a smaller subset of devices. This feature creates a more efficient way to
test and resolve unsuccessful deployments.

Bug fixes and improvements

« Improves support for systems that don't have useradd, groupadd,
and usermod.
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Component

Client device
auth

MQTT 5 broker
(EMQX)

Moquette MQTT
broker

Secret manager

Stream
manager

Details

« Additional minor fixes and improvements.

Version 2.3.0 of the client device auth component is available.

New features

« Adds support for offline authentication of client devices. With this
feature, client devices can continue to connect to the core device when
the core device isn't connected to the Internet.

« Adds support for customer-provided certificate authorities (CA). Your
core device uses a customer-provided CA as the root certificate to
generate MQTT broker certificates.

Version 1.2.0 of the MQTT 5 broker (EMQX) component is available.

New features
Adds support for certificate chains.

Version 2.3.0 of the new Moquette MQTT broker component is available.

New features
Adds support for certificate chains.

Version 2.1.4 of the new secret manager is available.

Bug fixes and improvements

Fixes an issue where cached secrets were being removed when secret
manager is deployed and Greengrass nucleus restarts.

Version 2.1.2 of the new stream manager is available.

Bug fixes and improvements

Fixes an issue on Windows OS that use a non-English language.
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Release: AWS loT Greengrass Core v2.8.1 software update on
October 13, 2022
This release provides version 2.8.1 of the Greengrass nucleus component.

Release date: October 13, 2022

® Note

If you are using Greengrass nucleus version 2.8.0, we strongly recommend that you
upgrade to Greengrass nucleus version 2.8.1.

Release details

o Public component updates

Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).
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Component Details
Greengrass Version 2.8.1 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements

« Fixes an issue where deployment error codes were not generated
correctly from Greengrass API errors.

« Fixes an issue where fleet status updates send inaccurate information
when a component reaches an ERRORED state during a deployment.

» Fixes an issue where deployments couldn’'t complete when Greengrass
had more than 50 existing subscriptions.

Release: AWS loT Greengrass Core v2.8.0 software update on
October 7, 2022

This release provides version 2.8.0 of the Greengrass nucleus component and version 1.1.0 of the
MQTT 5 broker (EMQX) component.

Release date: October 7, 2022
Release highlights

« Deployment error codes — The Greengrass nucleus now reports a deployment health status
response that includes detailed error codes when a component deployment can't be completed.
For more information, see Detailed deployment error codes.

« Component error statuses — The Greengrass nucleus now reports a component health status
response that includes detailed error statuses when a component enters the BROKEN or ERRORED
state. For more information, see Detailed component status codes.

Release details

e Public component updates

Public component updates

The following table lists AWS-provided components that include new and updated features.
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/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to

restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we

recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass

Core software, see Update the AWS loT Greengrass Core software (OTA).

Component

Greengrass
nucleus

Details

Version 2.8.0 of the Greengrass nucleus is available.

New features

Updates the Greengrass nucleus to report a deployment health status

response that includes detailed error codes when there is a problem
deploying components to a core device. For more information, see
Detailed deployment error codes.

Updates the Greengrass nucleus to report a component health status

response that includes detailed error codes when a component enters
the BROKEN or ERRORED state. For more information, see Detailed
component status codes.

Expands status message fields to improve cloud availability informati
on for devices.

Improves fleet status service robustness.

Bug fixes and improvements

Allows a broken component to reinstall when its configuration
changes.

Fixes an issue where a nucleus restart during bootstrap deployment
causes a deployment to fail.
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Component Details
 Fixes an issue in Windows where installation fails when a root path
contains spaces.

» Fixes an issue where a component shut down during a deployment
uses the shutdown script of the new version.

« Various shutdown improvements.

« Additional minor fixes and improvements.

MQTT 5 broker Version 1.1.0 of the MQTT 5 broker (EMQX) component is available.
(EMQX)

New features

» Adds support for EMQX configurations including broker options and
plug-ins.
Bug fixes and improvements

« Updates EMQX to version 4.4.9.

Release: AWS loT Greengrass Core v2.7.0 software update on
July 28, 2022

This release provides version 2.7.0 of the Greengrass nucleus component, version 2.1.0 of the
stream manager component, and version 2.2.5 of the Lambda manager component.

Release date: July 28, 2022
Release highlights

« Stream manager telemetry metrics — Stream manager now automatically sends telemetry
metrics to Amazon EventBridge, so you can create cloud applications that monitor and analyze
the volume of data that your core devices upload. For more information, see Gather system

health telemetry data from AWS loT Greengrass core devices.

» Custom certificate authority (CA) — Client certificates signed by a custom certificate CA, where
the CA isn't registered with AWS loT, are now supported. For more information, see Use a device
certificate signed by a private CA.

Release details
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e Public component updates

Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions

of all of that component's dependencies. Because of this, new patch versions of AWS-

provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those

devices. Some automatic updates, such as a nucleus update, can cause your devices to

restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we

recommend that you directly include your preferred version of that component when you

create a deployment. For more information about update behavior for AWS IoT Greengrass

Core software, see Update the AWS loT Greengrass Core software (OTA).

Component

Greengrass
nucleus

Details

Version 2.7.0 of the Greengrass nucleus is available.

New features

« Updates the Greengrass nucleus to send status updates to the AWS loT
Greengrass cloud when the core device applies a local deployment.

« Adds support for client certificates signed by a custom certificate
authority (CA), where the CA isn't registered with AWS loT. To use this
feature, you can set the new greengrassDataPlaneEndpoint

configuration option to iotdata. For more information, see Use a
device certificate signed by a private CA.

Bug fixes and improvements

» Fixes an issue where the Greengrass nucleus rolls back a deployment in
certain scenarios when the nucleus is stopped or restarted. The nucleus
now resumes the deployment after the nucleus restarts.
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Component Details

» Updates the Greengrass installer to respect the --start argument
when you specify to set up the software as a system service.

« Updates the behavior of SubscribeToComponentUpdates to set the
deployment ID in events where the nucleus updated a component.

« Additional minor fixes and improvements.

Stream Version 2.1.0 of the stream manager component is available.

manager
New features

« Updates this component to automatically send telemetry metrics to
Amazon EventBridge. For more information, see Gather system health
telemetry data from AWS loT Greengrass core devices.

This feature requires v2.7.0 or later of the Greengrass nucleus

component.

» Version updated for Greengrass nucleus version 2.7.0 release.

Lambda Version 2.2.5 of the Lambda manager component is available.

manager

New features

» Adds support for MQTT topic wildcards in event sources where you
subscribe to local publish/subscribe messages.

This feature requires v2.6.0 or later of the Greengrass nucleus

component.
« Version updated for Greengrass nucleus version 2.7.0 release.

Release: AWS loT Greengrass Core v2.6.0 software update on
June 27, 2022

This release provides version 2.6.0 of the Greengrass nucleus component, new AWS-provided
components, and updates to AWS-provided components.

Release date: June 27, 2022
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Release highlights

» Wildcards in local publish/subscribe topics — You can now use MQTT wildcards when you
subscribe to local publish/subscribe topics. For more information, see Publish/subscribe local

messages and SubscribeToTopic.

» Client device shadow support — You can now interact with client device shadows in custom
components and sync client device shadows with AWS loT Core. For more information, see
Interact with and sync client device shadows.

o Local MQTT 5 support for client devices — You can now deploy the EMQX MQTT 5 broker to
use MQTT 5 features in communication between client devices and a core device. For more
information, see MQTT 5 broker (EMQX) and Connect client devices to core devices.

» Recipe variables in component configurations — You can now use specific recipe variables in
component configurations. You can use these recipe variables when you define a component's
default configuration in a recipe or when you configure a component in a deployment. For more
information, see Recipe variables and Use recipe variables in merge updates.

« Wildcards in IPC authorization policies — You can now use the * wildcard to match any
combination of characters in interprocess communication (IPC) authorization policies. This
wildcard enables you to allow access to multiple resources in a single authorization policy. For
more information, see Wildcards in authorization policies.

» IPC operations that manage local deployments and components — You can now develop
custom components that manage local deployments and view component details. For more
information, see IPC: Manage local deployments and components.

« IPC operations that authenticate and authorize client devices — You can now use these
operations to create a custom local broker component. For more information, see IPC:
Authenticate and authorize client devices.

Release details

o Public component updates

Public component updates

The following table lists AWS-provided components that include new and updated features.
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/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions

of all of that component's dependencies. Because of this, new patch versions of AWS-

provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those

devices. Some automatic updates, such as a nucleus update, can cause your devices to

restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we

recommend that you directly include your preferred version of that component when you

create a deployment. For more information about update behavior for AWS loT Greengrass

Core software, see Update the AWS loT Greengrass Core software (OTA).

Component

Greengrass
nucleus

Details

Version 2.6.0 of the Greengrass nucleus is available.

New features

» Adds support for MQTT wildcards when you subscribe to local publish/

subscribe topics. For more information, see Publish/subscribe local

messages and SubscribeToTopic.

Adds support for recipe variables in component configurations,
other than the component_dependency_name :configur
ation: json_pointer recipe variable. You can use these recipes
variables when you define a component's DefaultConfigurati

on in a recipe or when you configure a component in a deploymen
t. To enable this feature, set the interpolateComponentConfiguration

configuration option to true. For more information, see Recipe
variables and Use recipe variables in merge updates.

Adds full support for the * wildcard in interprocess communication
(IPC) authorization policies. You can now specify the * character in
a resource string to match any combination of characters. For more
information, see Wildcards in authorization policies.

Adds support for custom components to call IPC operations that the
Greengrass CLI uses. You can use these IPC operations to manage local
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Component Details

deployments, view component details, and generate a password that
you can use to sign in to the local debug console. For more informati
on, see IPC: Manage local deployments and components.

Bug fixes and improvements
« Fixes an issue where dependent components wouldn't react when their
hard dependencies restart or change states in certain scenarios.
« Improves error messages that the core device reports to the AWS loT

Greengrass cloud service when a deployment fails.

 Fixes an issue where the Greengrass nucleus applied a thing
deployment twice in certain scenarios when the nucleus restarts.

« Additional minor fixes and improvements. For more information, see
the releases on GitHub.

MQTT 5 broker Version 1.0.0 of the new EMQX MQTT 5 broker component is available.
(EMQX)

New features
« Adds support for the local EMQX MQTT 5 broker. Client devices can
connect to this MQTT broker to communicate with a core device using
MQTT 5 features.
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Component Details
Shadow Version 2.2.0 of the shadow manager component is available.
manager

New features

« Adds support for the local shadow service over the local publish/s
ubscribe interface. You can now communicate with the local publish/s
ubscribe message broker on shadow MQTT topics to get, update, and

delete shadows on the core device. This feature enables you to connect
client devices to the local shadow service by using the MQTT bridge to
relay messages on shadow topics between client devices and the local
publish/subscribe interface.

This feature requires v2.6.0 or later of the Greengrass nucleus

component. To connect client devices to the local shadow service, you
must also use v2.2.0 or later of the MQTT bridge component.

« Addsthe direction option that you can configure to customize the
direction to sync shadows between the local shadow service and the
AWS Cloud. You can configure this option to reduce bandwidth and
connections to the AWS Cloud.

Client device Version 2.2.0 of the client device auth component is available.
auth

New features

« Adds support for custom components to call interprocess communica
tion (IPC) operations to authenticate and authorize client devices. You
can use these operations in a custom MQTT broker component, for
example. For more information, see IPC: Authenticate and authorize
client devices.

e Adds the maxActiveAuthTokens , cloudQueueSize ,and
threadPoolSize options that you can configure to tune how this
component performs.
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Component Details

MQTT bridge Version 2.2.0 of the MQTT bridge component is available.

New features

« Adds support for MQTT topic wildcards (# and +) when you specify
local publish/subscribe as the source message broker.

This feature requires v2.6.0 or later of the Greengrass nucleus

component.

o Adds the targetTopicPrefix option, which you can specify to
configure the MQTT bridge to add a prefix to the target topic when it
relays a message.

Greengrass CLI Version 2.6.0 of the Greengrass CLI is available.

New features

» Adds support for custom components to call interprocess communica
tion (IPC) operations that the Greengrass CLI uses. You can use these
IPC operations to manage local deployments, view component details,
and generate a password that you can use to sign in to the local debug
console. For more information, see IPC: Manage local deployments and

components.
Bug fixes and improvements

« Additional minor fixes and improvements.

Release: AWS loT Greengrass Core v2.5.6 software update on
May 31, 2022

This release provides version 2.5.6 of the Greengrass nucleus component and version 2.2.4 of the
log manager component.

Release date: May 31, 2022

Release details

o Public component updates
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Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.5.6 of the Greengrass nucleus is available.
nucleus

New features

« Adds support for hardware security modules that use ECC keys.
You can use a hardware security module (HSM) to securely store
the device's private key and certificate. For more information, see
Hardware security integration.

Bug fixes and improvements

» Fixes an issue where the deployment never completes when you
deploy a component with a broken install script in certain scenarios.

» Improves performance during startup.

« Additional minor fixes and improvements.
Log manager Version 2.2.4 of the log manager component is available.

Bug fixes and improvements

« Improves stability when handling invalid configurations.
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Component Details

« Additional minor fixes and improvements.

Release: AWS loT Greengrass Core v2.5.5 software update on
April 6, 2022

This release provides version 2.5.5 of the Greengrass nucleus component.

Release date: April 6, 2022

Release details

o Public component updates

Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass

Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.5.5 of the Greengrass nucleus is available.
nucleus

AWS |oT Greengrass Core v2.5.5 software update 72



AWS loT Greengrass Developer Guide, Version 2

Component Details

New features

o Adds the GG_ROOT_CA_PATH environment variable for component
S, SO you can access the root certificate authority (CA) certificate in
custom components.

Bug fixes and improvements

» Adds support for Windows devices that use a display language other
than English.

» Updates how the Greengrass nucleus parses Boolean installer
arguments, so you can specify a Boolean argument without a Boolean
value to specify a true value. For example, you can now specify
--provision instead of --provision true toinstall with
automatic resource provisioning.

 Fixes an issue where the core device didn't report its status to the AWS
loT Greengrass cloud service after provisioning in certain scenarios.

« Additional minor fixes and improvements.

Release: AWS loT Greengrass Core v2.5.4 software update on
March 23, 2022

This release provides version 2.5.4 of the Greengrass nucleus component and version 2.0.10 of the
Lambda launcher component.

Release date: March 23, 2022

Release details

o Public component updates

Public component updates

The following table lists AWS-provided components that include new and updated features.
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/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.5.4 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements

» General bug fixes and improvements.

Lambda Version 2.0.10 of the Lambda launcher component is available.

launcher
Bug fixes and improvements

« General bug fixes and improvements.

Release: AWS loT Greengrass Core v2.5.3 software update on
January 6, 2022

This release provides version 2.5.3 of the Greengrass nucleus component and the new PKCS#11
provider component.

Release date: January 6, 2022
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Release highlights

« Hardware security integration—You can now configure the AWS loT Greengrass Core software
to use a private key and certificate that you securely store in a hardware security module (HSM).
For more information, see Hardware security integration.

Release details

o Public component updates

Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.5.3 of the Greengrass nucleus is available.
nucleus

New features

» Adds support for hardware security integration. You can use a
hardware security module (HSM) to securely store the device's private
key and certificate. For more information, see Hardware security

integration.
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Component Details

Bug fixes and improvements

« Fixes an issue with runtime exceptions while the nucleus establishes
MQTT connections with AWS loT Core.

PKCS#11 Version 2.0.0 of the PKCS#11 provider component is available.
provider

New features

« Adds support for hardware security integration. You can use a
hardware security module (HSM) to securely store the device's private
key and certificate. For more information, see Hardware security

integration.

Release: AWS loT Greengrass Core v2.5.2 software update on
December 3, 2021
This release provides version 2.5.2 of the Greengrass nucleus component.

Release date: December 3, 2021

Release details

o Public component updates

Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.
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To prevent unintended updates for a component that is running on your device, we

recommend that you directly include your preferred version of that component when you

create a deployment. For more information about update behavior for AWS loT Greengrass

Core software, see Update the AWS loT Greengrass Core software (OTA).

Component

Greengrass
nucleus

AWS loT Device
Defender

Details

Version 2.5.2 of the Greengrass nucleus is available.

Bug fixes and improvements

 Fixes an issue where after the Greengrass nucleus updates, the
Windows service fails to start again after you stop it or reboot the
device.

Version 3.0.1 of the AWS loT Device Defender component is available.

This version of the AWS loT Device Defender component expects different
configuration parameters than version 2.x. If you use a non-default
configuration for version 2.x, and you want to upgrade from v2.x to v3.x,
you must update the component's configuration. For more information, see
AWS loT Device Defender component configuration.

New features
» Adds support for core devices that run Windows.

» Changes the component type from Lambda component to generic
component. This component now no longer depends on the legacy
subscription router component to create subscriptions.

e Adds the new UseInstaller configuration parameter that lets
you optionally disable the installation script that installs component
dependencies.

Release: AWS loT Greengrass Core v2.5.1 software update on
November 23, 2021

This release provides version 2.5.1 of the Greengrass nucleus component.
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Release date: November 23, 2021

Release details

o Public component updates

Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.5.1 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements

« Adds support for 32-bit versions of the Java Runtime Environment
(JRE) on Windows.

« Changes thing group removal behavior for core devices whose AWS
loT policy doesn't grant the greengrass:ListThingGroupsF
orCoreDevice permission. With this version, the deployment
continues, logs a warning, and doesn't remove components when you
remove the core device from a thing group. For more information, see
Deploy AWS loT Greengrass components to devices.
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Component Details

 Fixes an issue with system environment variables that the Greengrass
nucleus makes available to Greengrass component processes. You can
now restart a component for it to use the latest system environment
variables.

Release: AWS loT Greengrass Core v2.5.0 software update on
November 12, 2021

This release provides version 2.5.0 of the Greengrass nucleus component, new AWS-provided
components, and updates to AWS-provided components.

Release date: November 12, 2021
Release highlights

« Windows device support—You can now run the AWS loT Greengrass Core software on devices
running Windows operating systems. For more information, see Greengrass feature compatibility

by operating system.

« New thing group removal behavior—You can now remove a core device from a thing group to
remove that thing group's components in the next deployment to that device.

/A Important

As a result of this change, a core device's AWS loT policy must have the
greengrass:ListThingGroupsForCoreDevice permission. If you used the AWS loT
Greengrass Core software installer to provision resources, the default AWS loT policy

allows greengrass: *, which includes this permission. For more information, see Device
authentication and authorization for AWS loT Greengrass.

« Hardware security support—You can now configure the AWS loT Greengrass Core software to
use a hardware security module (HSM), so you can securely store the device's private key and
certificate. For more information, see Hardware security integration.

o HTTPS proxy support—You can now configure the AWS loT Greengrass Core software to
connect through HTTPS proxies. For more information, see Connect on port 443 or through a

network proxy.
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Release details

» Platform support updates

o Public component updates

Platform support updates

Platform Details

Windows AWS loT Greengrass now supports running the AWS loT Greengrass Core
software on the following versions of Windows:

+« Windows 10
+« Windows Server 2019

For more information, see Greengrass feature compatibility by operating
system.

Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).
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Component Details
Greengrass Version 2.5.0 of the Greengrass nucleus is available.
nucleus

New features
» Adds support for core devices that run Windows.

« Change the behavior of thing group removal. With this version, you
can remove a core device from a thing group to uninstall that thing
group's components in the next deployment.

As a result of this change, a core device's AWS IoT policy must have the
greengrass:ListThingGroupsForCoreDevice permission. If
you used the AWS loT Greengrass Core software installer to provision
resources, the default AWS IoT policy allows greengrass: * , which
includes this permission. For more information, see Device authentic

ation and authorization for AWS loT Greengrass.

« Adds support for HTTPS proxy configurations. For more information,
see Connect on port 443 or through a network proxy.

» Adds the new windowsUser configuration parameter. You can use
this parameter to specify the default user to use to run components on
a Windows core device. For more information, see Configure the user

that runs components.

o Adds the new httpClient configuration options that you can use
to customize HTTP request timeouts to improve performance on slow
networks. For more information, see the httpClient configuration
parameter.

Bug fixes and improvements

« Fixes the bootstrap lifecycle option to restart the core device from a
component.

« Adds support for hyphens in recipe variables.
 Fixes IPC authorization for on-demand Lambda function components.

» Improves log messages and changes non-critical logs from INFO to
DEBUG level, so logs are more useful.

« Removes the iot:DescribeCertificate permission from the
default token exchange role that the Greengrass nucleus creates when
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Component Details

you install the AWS loT Greengrass Core software with automatic
provisioning. This permission isn't used by the Greengrass nucleus.

» Fixes an issue so that the automatic provisioning script doesn't require

the iam:GetPolicy permissionif iam:CreatePolicy is available
for the same policy.

« Additional minor fixes and improvements.

Greengrass CLI Version 2.5.0 of the Greengrass CLI is available.

New features
« Adds support for core devices that run Windows.

» Adds the new AuthorizedWindowsGroups configuration
parameter that you can specify to authorize system groups to use the
Greengrass CLI on Windows devices.

o Adds the windowsUser parameter for local deployments. You can
use this parameter specify the user to use to run components on a
Windows core device.
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Component Details
CloudWatch Version 3.0.0 of the CloudWatch metrics component is available.
metrics

This version of the CloudWatch metrics component expects different

configuration parameters than version 2.x. If you use a non-default

configuration for version 2.x, and you want to upgrade from v2.x to v3.x,

you must update the component's configuration. For more information, see

CloudWatch metrics component configuration.

New features

Adds support for core devices that run Windows.

Changes the component type from Lambda component to generic
component. This component now no longer depends on the legacy
subscription router component to create subscriptions.

Adds new InputTopic configuration parameter to specify the topic
to which the component subscribes to receive messages.

Adds new OutputTopic configuration parameter to specify the topic
to which the component publishes status responses.

Adds new PubSubToIoTCore configuration parameter to specify
whether to publish and subscribe to AWS loT Core MQTT topics.

Adds the new UseInstaller configuration parameter that lets
you optionally disable the installation script that installs component
dependencies.

Bug fixes and improvements

Adds support for duplicate timestamps in input data.
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Component Details
Lambda Version 2.2.0 of the Lambda manager component is available.
manager

Bug fixes and improvements

 Fixes an issue where Lambda functions couldn't write logs after a
restart.

» Fixes an issue where the legacy subscription router sends duplicate
messages when there are wildcards in the topic.

« Fixes an issue where non-pinned Lambda functions couldn't use the
Greengrass interprocess communication (IPC) library in the AWS loT
Device SDK.

Release: AWS loT Greengrass Core v2.4.0 software update on
August 3, 2021

This release provides version 2.4.0 of the Greengrass nucleus component, new AWS-provided
components, and updates to AWS-provided components.

Release date: August 3, 2021

Release highlights

» System resource limits—The Greengrass nucleus component now supports system resource
limits. You can configure the maximum amount of CPU and RAM usage that each component's

processes can use on the core device. For more information, see Configure system resource limits

for components.

» Pause/resume components—The Greengrass nucleus now supports pausing and resuming
components. You can use the interprocess communication (IPC) library to develop custom
components that pause and resume other components' processes. For more information, see
PauseComponent and ResumeComponent.

« Install with AWS loT fleet provisioning—Use the new AWS IloT fleet provisioning plugin to
install the AWS loT Greengrass Core software on devices that connect to AWS IoT to provision
required AWS resources. Devices use a claim certificate to provision. You can embed the claim
certificate on devices during manufacturing, so each device can provision as soon as it comes
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online. For more information, see Install AWS loT Greengrass Core software with AWS loT fleet
provisioning.
« Install with custom provisioning—Develop a custom provisioning plugin to provision required

AWS resources when you install the AWS loT Greengrass Core software on devices. You can
create a Java application that runs during installation to set up Greengrass core devices for
your custom use case. For more information, see Install AWS loT Greengrass Core software with

custom resource provisioning.

Release details

e Public component updates

Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.4.0 of the Greengrass nucleus is available.
nucleus

New features

» Adds support for system resource limits. You can configure the
maximum amount of CPU and RAM usage that each component
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Component

Greengrass CLI

Details

's processes can use on the core device. For more information, see
Configure system resource limits for components.

Adds IPC operations to pause and resume components. For more
information, see PauseComponent and ResumeComponent.

Adds support for provisioning plugins. You can specify a JAR file to
run during installation to provision required AWS resources for a
Greengrass core device. The Greengrass nucleus includes an interface
that you can implement to develop custom provisioning plugins. For
more information, see Install AWS loT Greengrass Core software with

custom resource provisioning.

Adds the optional thing-name-policy argument to the AWS loT
Greengrass Core software installer. You can use this option to specify
an existing or custom AWS loT policy when you install the AWS loT
Greengrass Core software with automatic resource provisioning.

Bug fixes and improvements

» Updates logging configuration on startup. This fixes an issue where the

logging configuration wasn't applied on startup.

» Updates the nucleus loader symlink to point to the component store in

the Greengrass root folder during installation. This update enables you
to delete the JAR file and other nucleus artifacts that you download
when you install the AWS loT Greengrass Core software.

« Additional minor fixes and improvements. For more information, see

the releases on GitHub.

Version 2.4.0 of the Greengrass CLI is available.

New features

» Adds support for system resource limits. When you create a local

deployment, you can configure the maximum amount of CPU and RAM
usage that each component's processes can use on the core device. For
more information, see Configure system resource limits for component

s and the deployment create command.
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Component

AWS loT fleet
provisioning by
claim

Details

The AWS loT fleet provisioning by claim plugin is now available. For more
information, see Install AWS loT Greengrass Core software with AWS loT

fleet provisioning.

New features

» Adds support to install the AWS loT Greengrass Core software with
AWS IoT fleet provisioning. During installation, devices connect to AWS
loT to provision required AWS resources and download device certifica
tes to use for regular operations.

Release: AWS loT Greengrass Core v2.3.0 software update on

June 29, 2021

This release provides version 2.3.0 of the Greengrass nucleus component.

Release date: June 29, 2021

Release highlights

» Large configuration support—The Greengrass nucleus component now supports deployment
documents up to 10 MB. You can now deploy larger configuration updates to Greengrass

components.

® Note

To use this feature, a core device's AWS loT policy must allow the
greengrass:GetDeploymentConfiguration permission. If you used the AWS loT

Greengrass Core software installer to provision resources, your core device's AWS loT

policy allows greengrass: *, which includes this permission. For more information, see

Device authentication and authorization for AWS loT Greengrass.

Release details

e Public component updates
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Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those

devices. Some automatic updates, such as a nucleus update, can cause your devices to

restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we

recommend that you directly include your preferred version of that component when you

create a deployment. For more information about update behavior for AWS loT Greengrass

Core software, see Update the AWS loT Greengrass Core software (OTA).

Component

Greengrass
nucleus

Details

Version 2.3.0 of the Greengrass nucleus is available.

New features

» Adds support for deployment configuration documents up to 10

MB, up from 7 KB (for deployments that target things) or 31 KB (for
deployments that target thing groups).

To use this feature, a core device's AWS loT policy must allow the
greengrass:GetDeploymentConfiguration permission. If
you used the AWS loT Greengrass Core software installer to provision

resources, your core device's AWS loT policy allows greengrass:* ,
which includes this permission. For more information, see Device
authentication and authorization for AWS loT Greengrass.

Adds the iot:thingName recipe variable. You can use this recipe
variable to get the name of the core device's AWS loT thing in a recipe.
For more information, see Recipe variables.

Public component updates
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Component Details

Bug fixes and improvements

» Additional minor fixes and improvements. For more information, see
the releases on GitHub.

Release: AWS loT Greengrass Core v2.2.0 software update on
June 18, 2021

This release provides version 2.2.0 of the Greengrass nucleus component, new AWS-provided
components, and updates to AWS-provided components.

Release date: June 18, 2021

Release highlights

 Client device support—The new AWS-provided client device components enable you to connect
client devices to your core devices using cloud discovery. You can sync client devices with AWS
loT Core and interact with client devices in Greengrass components. For more information, see
Interact with local IoT devices.

« Local shadow service—The new shadow manager component enables the local shadow service
on your core devices. You can use this shadow service to interact with local shadows while offline
using the Greengrass interprocess communication (IPC) libraries in the AWS loT Device SDK. You
can also use the shadow manager component to synchronize local shadow states with AWS loT
Core. For more information, see Interact with device shadows.

Release details

e Public component updates

Public component updates

The following table lists AWS-provided components that include new and updated features.
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/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to

restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass

Core software, see Update the AWS loT Greengrass Core software (OTA).

Component

Greengrass
nucleus

Shadow
manager

Details

Version 2.2.0 of the Greengrass nucleus is available.

New features

» Adds IPC operations for local shadow management.
Bug fixes and improvements

« Reduces the size of the JAR file.

« Reduces memory usage.

« Fixes issues where the log configuration wasn't updated in certain
cases.

« Additional minor fixes and improvements. For more information, see
the releases on GitHub.

Version 2.0.0 of the new shadow manager component is available.

New features
» Adds support for classic and named shadows.
« Adds support for local shadow management using IPC.

» Adds support for shadow synchronization with AWS loT Core.

Public component updates
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Component

Client device
auth

Moquette MQTT
broker

MQTT bridge

IP detector

Log manager

Details

Version 2.0.0 of the new client device auth component is available.

New features

» Adds support for Greengrass client devices, which are local IoT devices
that connect to a core device over MQTT.

« Adds support for authentication and authorization of client devices
and their MQTT actions.

Version 2.0.0 of the new Moquette MQTT broker component is available.

New features

» Adds support for a local Moquette MQTT broker that handles
communication with client devices.

Version 2.0.0 of the new MQTT bridge component is available.

New features

» Adds support to relay messages between the local MQTT broker, the
local Greengrass publish/subscribe broker, and the AWS loT Core
MQTT broker.

Version 2.0.0 of the new IP detector component is available.

New features

« Adds support to report a core device's local MQTT broker endpoints to
the AWS loT Greengrass cloud service for client devices to connect.

Version 2.1.1 of the log manager component is available.

Bug fixes and improvements

 Fixes an issue where the system log configuration wasn't updated in
certain cases.

Public component updates
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Component Details
DLR object Version 2.1.2 of the DLR object detection is available.
detection

Bug fixes and improvements

» Fixes an image scaling issue that resulted in inaccurate bounding boxes
in the sample DLR object detection inference results.

TensorFlow Lite  Version 2.1.1 of the TensorFlow Lite object detection is available.
object detection

Bug fixes and improvements

« Fixes an image scaling issue that resulted in inaccurate bounding boxes
in the sample TensorFlow Lite object detection inference results.

Release: AWS loT Greengrass Core v2.1.0 software update on
April 26, 2021

This release provides version 2.1.0 of the Greengrass nucleus component and updates AWS-
provided components.

Release date: April 26, 2021

Release highlights

« Docker Hub and Amazon Elastic Container Registry (Amazon ECR) integration—The new
Docker application manager component enables you to download public or private images from
Amazon ECR. You can also use this component to download public images from Docker Hub and
AWS Marketplace. For more information, see Run a Docker container.

« Dockerfile and Docker images for AWS loT Greengrass Core software—You can use the
Greengrass Docker image to run AWS loT Greengrass in a Docker container that uses Amazon
Linux 2 as the base operating system. You can also use the AWS loT Greengrass Dockerfile to
build your own Greengrass image. For more information, see Run AWS loT Greengrass Core

software in a Docker container.

» Support for additional machine learning frameworks and platforms—You can deploy sample
machine learning inference components that use pre-trained models to perform sample image
classification and object detection using TensorFlow Lite 2.5.0 and DLR 1.6.0. This release also
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extends sample machine learning support for Armv8 (AArch64) devices. For more information,
see Perform machine learning inference.

Release details

» Platform support updates

o Public component updates

Platform support updates

Platform Details
Docker A Dockerfile and Docker image for AWS IoT Greengrass are now available.
Dockerfile

AWS IloT Greengrass provides a Dockerfile to build a container image that
has AWS loT Greengrass Core software and dependencies installed on an
Amazon Linux 2 (x86_64) base image. You can modify the base image

in the Dockerfile to run AWS loT Greengrass on a different platform
architecture.

Docker image

AWS loT Greengrass provides a pre-built Docker image that has AWS loT
Greengrass Core software and dependencies installed on an Amazon
Linux 2 (x86_64) base image.

For more information, see Run AWS loT Greengrass Core software in a
Docker container.

Public component updates

The following table lists AWS-provided components that include new and updated features.
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/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to

restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass

Core software, see Update the AWS loT Greengrass Core software (OTA).

Component

Greengrass
nucleus

Details

Version 2.1.0 of the Greengrass nucleus is available.

New features

Supports downloading Docker images from private repositories in
Amazon ECR.

Adds the following parameters to customize the MQTT configuration
on core devices:

« maxInFlightPublishes - The maximum number of unacknowl
edged MQTT QoS 1 messages that can be in flight at the same time.

« maxPublishRetry - The maximum number of times to retry a
message that fails to publish.

Adds the fleetstatusservice configuration parameter to
configure the interval at which the core device publishes device status
to the AWS Cloud.

Additional minor fixes and improvements. For more information, see
the releases on GitHub.

Bug fixes and improvements

Fixes an issue that caused shadow deployments to be duplicated when
the nucleus restarts.

Public component updates
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Component Details

Fixes an issue that caused the nucleus to crash when it encountered a
service load exception.

Improves component dependency resolution to fail a deployment that
includes a circular dependency.

Fixes an issue that prevented a plugin component from being
redeployed if that component had been previously removed from the
core device.

Fix an issue that caused the HOME environment variable to be set to the
/greengrass/v2 /work directory for Lambda components or for
components that run as root. The HOME variable is now correctly set to
the home directory for the user that runs the component.

Additional minor fixes and improvements. For more information, see
the releases on GitHub.

Docker applicati Version 2.0.0 of the new Docker application manager component is available

on manager
New features
« Manages credentials to download images from private repositories in
Amazon ECR.
« Downloads public images from Amazon ECR, Docker Hub, and AWS
Marketplace.
Lambda Version 2.0.4 of the Lambda launcher component is available.
launcher

Bug fixes and improvements

 Fixes an issue where the component doesn't correctly pass AddGroupO

wner to the Lambda function container.
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Component

Legacy
subscription
router

Local debug
console

Log manager

Details

Version 2.1.0 of the legacy subscription router component is available.

Bug fixes and improvements

» Adds support to specify component names instead of ARNs for
source and target. If you specify a component name for a subscript
ion, you don't need to reconfigure the subscription each time the
version of the Lambda function changes.

Version 2.1.0 of the local debug console component is available.

New features

« Uses HTTPS to secure your connection to the local debug console.
HTTPS is enabled by default.

Bug fixes and improvements

» You can dismiss flashbar messages in the configuration editor.

Version 2.1.0 of the log manager component is available.

Bug fixes and improvements

» Use defaults for logFileDirectoryPath and logFileRegex
that work for Greengrass components that print to standard output
(stdout) and standard error (stderr).

» Correctly route traffic through a configured network proxy when
uploading logs to CloudWatch Logs.

» Correctly handle colon characters (:) in log stream names. CloudWatch
Logs log stream names don't support colons.

« Simplify log stream names by removing thing group names from the
log stream.

« Remove an error log message that prints during normal behavior.

Public component updates
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Component

DLR image
classification

Details

Version 2.1.1 of the DLR image classification component is available.

New features

Use Deep Learning Runtime v1.6.0.

Add support for sample image classification on Armv8 (AArch64)
platforms. This extends machine learning support for Greengrass core
devices running NVIDIA Jetson, such as the Jetson Nano.

Enable camera integration for sample inference. Use the new
UseCamera configuration parameter to enable the sample inference
code to access the camera on your Greengrass core device and run
inference locally on the captured image.

Add support for publishing inference results to the AWS Cloud. Use the
new PublishResultsOnTopic configuration parameter to specify
the topic on which you want to publish results.

Add the new ImageDirectory configuration parameter that
enables you to specify a custom directory for the image on which you
want to perform inference.

Bug fixes and improvements

Write inference results to the component log file instead of a separate
inference file.

Use the AWS loT Greengrass Core software logging module to log
component output.

Use the AWS loT Device SDK to read the component configuration and
apply configuration changes.

Public component updates
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Component

DLR object
detection

DLR image
classification
model store

Details

Version 2.1.1 of the DLR object detection component is available.

New features

Use Deep Learning Runtime v1.6.0.

Add support for sample object detection on Armv8 (AArch64)
platforms. This extends machine learning support for Greengrass core
devices running NVIDIA Jetson, such as the Jetson Nano.

Enable camera integration for sample inference. Use the new
UseCamera configuration parameter to enable the sample inference
code to access the camera on your Greengrass core device and run
inference locally on the captured image.

Add support for publishing inference results to the AWS Cloud. Use the
new PublishResultsOnTopic configuration parameter to specify
the topic on which you want to publish results.

Add the new ImageDirectory configuration parameter that
enables you to specify a custom directory for the image on which you
want to perform inference.

Bug fixes and improvements

Write inference results to the component log file instead of a separate
inference file.

Use the AWS loT Greengrass Core software logging module to log
component output.

Use the AWS loT Device SDK to read the component configuration and
apply configuration changes.

Version 2.1.1 of the DLR image classification model store component is

available.

New features

Add a sample ResNet-50 image classification model for Armv8
(AArch64) platforms. This extends machine learning support for
Greengrass core devices running NVIDIA Jetson, such as the Jetson
Nano.

Public component updates
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Component

DLR object
detection
model store

DLR installer

TensorFlow Lite
image classific
ation

TensorFlow Lite
object detection

Details

Version 2.1.1 of the DLR object detection model store component is

available.

New features

» Add a sample YOLOV3 object detection model for Armv8 (AArch64)
platforms. This extends machine learning support for Greengrass core
devices running NVIDIA Jetson, such as the Jetson Nano.

Version 1.6.1 of the DLR component is available.

New features
« Install Deep Learning Runtime v1.6.0 and its dependencies.

» Add support for installing DLR on Armv8 (AArch64) platforms. This
extends machine learning support for Greengrass core devices running
NVIDIA Jetson, such as the Jetson Nano.

Bug fixes and improvements

« Install the AWS loT Device SDK in the virtual environment to read the
component configuration and apply configuration changes.

« Additional minor bug fixes and improvements.

Version 2.1.0 of the new TensorFlow Lite image classification component is

available.

New features

» Add support for sample image classification inference using TensorFlo
w Lite.

Version 2.1.0 of the new TensorFlow Lite object detection component is

available.

New features

« Add support for sample object detection inference using TensorFlow
Lite.
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Component

TensorFlow Lite
image classific
ation model
store

TensorFlow Lite
object detection
model store

TensorFlow Lite

Details

Version 2.1.0 of the new TensorFlow Lite image classification model store

component is available.

New features

» Provide a pre-trained MobileNet v1 quantized model for sample image
classification inference using TensorFlow Lite.

Version 2.1.0 of the new TensorFlow Lite object detection model store
component is available.

New features

 Provide a pre-trained Single Shot Detection (SSD) MobileNet model
trained on the COCO dataset for sample object detection inference
using TensorFlow Lite.

Version 2.5.0 of the new TensorFlow Lite component is available.

New features

« Install TensorFlow Lite v1.6.0 and its dependencies in a virtual
environment on Armv7, Armv8 (AArch64), and x86_64 platforms.

Release: AWS loT Greengrass Core v2.0.5 software update on
March 09, 2021

This release provides version 2.0.5 of the Greengrass nucleus component and updates AWS-
provided components. It fixes an issue with network proxy support and an issue with the
Greengrass data plane endpoint in AWS China Regions.

Release date: March 09, 2021

Public component updates

The following table lists AWS-provided components that include new and updated features.
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/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass

Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.0.5 of the Greengrass nucleus is available.
nucleus

Bug fixes and improvements

» Correctly routes traffic through a configured network proxy when
downloading AWS-provided components.

» Use the correct Greengrass data plane endpoint in AWS China Regions.

Release: AWS loT Greengrass Core v2.0.4 software update on
February 04, 2021

This release provides version 2.0.4 of the Greengrass nucleus component. It includes the

new greengrassDataPlanePort parameter to configure HTTPS communication over

port 443 and fixes bugs. The minimal IAM policy now requires the iam:GetPolicy and
sts:GetCallerIdentity when the AWS loT Greengrass Core software installer is run with - -
provision true.

Release date: February 04, 2021

AWS loT Greengrass Core v2.0.4 software update 101



AWS loT Greengrass Developer Guide, Version 2

Public component updates

The following table lists AWS-provided components that include new and updated features.

/A Important

When you deploy a component, AWS loT Greengrass installs the latest supported versions
of all of that component's dependencies. Because of this, new patch versions of AWS-
provided public components might be automatically deployed to your core devices if

you add new devices to a thing group, or you update the deployment that targets those
devices. Some automatic updates, such as a nucleus update, can cause your devices to
restart unexpectedly.

To prevent unintended updates for a component that is running on your device, we
recommend that you directly include your preferred version of that component when you
create a deployment. For more information about update behavior for AWS loT Greengrass
Core software, see Update the AWS loT Greengrass Core software (OTA).

Component Details
Greengrass Version 2.0.4 of the Greengrass nucleus is available.
nucleus

New features

« Enables HTTPS traffic over port 443. You can use the new greengras
sDataPlanePort configuration parameter for version 2.0.4 of the
nucleus component to configure HTTPS communication to travel over
port 443 instead of the default port 8443. For more information, see
Configure HTTPS over port 443.

« Adds the work path recipe variable. You can use this recipe variable to
get the path to components' work folders, which you can use to share
files between components and their dependencies. For more informati
on, see the work path recipe variable.

Bug fixes and improvements

» Prevents the creation of the token exchange AWS Identity and Access
Management (IAM) role policy if a role policy already exists.
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Component Details

As a result of this change, the installer now requires the iam:GetPo
licy andsts:GetCallerIdentity when run with --provisi
on true .For more information, see Minimal IAM policy for installer

to provision resources.

« Correctly handles the cancellation of a deployment that has not yet
been registered successfully.

« Updates the configuration to remove older entries with newer
timestamps when rolling back a deployment.

« Additional minor fixes and improvements. For more information, see
the releases on GitHub.
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Migrate from AWS loT Greengrass Version 1

AWS loT Greengrass Version 2 is a major version release of the AWS loT Greengrass Core software,
APIs, and console. AWS loT Greengrass V2 introduces several improvements to AWS loT Greengrass
V1, such as modular applications, deployments to large fleets of devices, and support for
additional platforms.

® Note

After June 30, 2023 AWS IloT Greengrass Version 1 no longer receives feature updates,
enhancements, bug fixes, or security patches. For more information, see the AWS loT
Greengrass V1 maintenance policy. If you use AWS loT Greengrass V1, we strongly
recommend that you migrate to AWS loT Greengrass V2.

Follow instructions in this guide to migrate from AWS IoT Greengrass V1 to AWS loT Greengrass
V2.

Can | run my V1 applications on V2?

Most V1 applications can run on V2 core devices without needing to change the application code. If
your V1 applications use the following feature, you won't be able to run them on V2.

« The C and C++ Lambda function runtimes
If your V1 applications use either of the following features, you must modify your application code
to use the AWS IoT Device SDK V2 to run the applications on AWS IoT Greengrass V2.

« Interact with the local shadow service

» Publish messages to local connected devices (Greengrass devices)

Migration overview

At a high level, you can use the following procedure to upgrade core devices from AWS loT
Greengrass V1 to AWS loT Greengrass V2. The exact procedure that you follow depends on the
specific requirements for your environment.
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Step 1 Step 2 Step 3 Step 4
Understand what's — Validate that V1 core — Set up a device to test —» Upgrade V1 core
different in V2 devices can run V2 V1 applications on V2 devices to run V2

1. Understand the differences between V1 and V2

AWS loT Greengrass V2 introduces new fundamental concepts for device fleets and deployable
software, and V2 simplifies several concepts from V1.

The AWS loT Greengrass V2 cloud service and AWS loT Greengrass Core software v2.x aren't
backward compatible with the AWS IoT Greengrass V1 cloud service and AWS loT Greengrass
Core software v1.x. As a result, AWS loT Greengrass V1 over-the-air (OTA) updates can't
upgrade core devices from V1 to V2.

2. Validate that V1 core devices can run V2

Validate that a V1 core device can run the AWS loT Greengrass Core software v2.x and AWS loT
Greengrass V2 features. AWS loT Greengrass V2 has different device requirements than AWS
loT Greengrass V1.

3. Set up a new device to test V1 applications on V2

To minimize risk to your devices in production, create a new device to test your V1 applications
on V2. After you install the AWS loT Greengrass Core software v2.x, you can create and

deploy AWS loT Greengrass V2 components to migrate and test your AWS loT Greengrass V1
applications.

4. Upgrade V1 core devices to run V2

Upgrade an existing V1 core device to run the AWS loT Greengrass Core software v2.x and AWS
loT Greengrass V2 components. To migrate a fleet of devices from V1 to V2, you repeat this
step for each device in the fleet.

Differences between AWS IoT Greengrass V1 and AWS loT
Greengrass V2

AWS loT Greengrass V2 introduces new fundamental concepts for devices, fleets, and deployable
software. This section describes the V1 concepts that are different in V2.
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Greengrass concepts and terminology

Concept

Application code

AWS loT Greengrass V1

In AWS loT Greengrass V1,
Lambda functions define the
software that runs on core
devices. In each Greengrass
group, you define subscript
ions and local resources that
the function uses. For Lambda
functions that the AWS loT
Greengrass Core software
runs in a containerized
Lambda runtime environme
nt, you define container
parameters, such as memory
limits.

AWS loT Greengrass V2

In AWS loT Greengrass V2,
components are the software
modules that run on core
devices.

« Each component has a
recipe that defines the
component's metadata,
parameters, dependenc
ies, and scripts to run at
each step in the component
lifecycle.

» The recipe also defines
the component's artifacts,
which are binary files, such
as scripts, compiled code,
and static resources.

« When you deploy a
component to a core
device, the core device
downloads the component
recipe and artifacts to run
the component.

You can import your V1
Lambda functions as
components that runin a
Lambda runtime environme
nt in AWS loT Greengrass V2.
When you import the Lambda
function, you specify the
subscriptions, local resources
, and container parameter

Differences between V1 and V2
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Concept AWS loT Greengrass V1 AWS loT Greengrass V2

s for the function. For more
information, see Step 2:
Create and deploy AWS loT
Greengrass V2 components to

migrate AWS loT Greengrass

V1 applications.

For more information about
how to create custom
components, see Develop
AWS loT Greengrass

components.
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Concept

AWS loT Greengrass groups
and deployments

AWS loT Greengrass V1

In AWS loT Greengrass V1, a
group defines the core device,
the settings and software for
that core device, and the list
of AWS loT things that can
connect to that core device.
You create a deployment to
send a group's configuration
to a core device.

AWS loT Greengrass V2

In AWS loT Greengrass V2,
you use deployments to define
the software components and
configurations that run on
core devices.

» Each deployment targets
a single core device (which
is an AWS loT thing) or an
AWS loT thing group that
can contain multiple core
devices.

» Deployments to thing
groups are continuous, so
when you add a core device
to a thing group, it receives
the software configuration
for that group.

For more information, see
Deploy AWS loT Greengrass

components to devices.

In AWS loT Greengrass V2,
you can also create local
deployments using the
Greengrass CLI to test custom

software components on the
device where you develop
them. For more information,
see Create AWS loT Greengras

S components.

Differences between V1 and V2
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Concept AWS loT Greengrass V1 AWS loT Greengrass V2

AWS loT Greengrass Core In AWS loT Greengrass V1, In AWS loT Greengrass V2,

software the AWS IoT Greengrass Core  the AWS loT Greengrass
software is a single package Core software is modular, so
that contains the software that you can choose what to
and all of its features. The install to control the memory
edge device on which you footprint.

install the AWS IoT Greengras

s Core software is called a » The Greengrass nucleus

component is the minimum
required installation of

the AWS IoT Greengrass
Core software. The edge

Greengrass core.

device on which you install
the nucleus is called a
Greengrass core device.

e The nucleus handles
deployments, orchestration,
and lifecycle managemen
t of other components on
the core device.

o Features such as stream
manager, secret manager,
and log manager are
components that you
deploy only when you need
those features. For more
information, see AWS-provi
ded components.
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Concept

Connectors

AWS loT Greengrass V1

In AWS loT Greengrass V1,
connectors are prebuilt
modules that you deploy

to AWS loT Greengrass V1
core devices to interact with
local infrastructure, device
protocols, AWS, and other
cloud services.

AWS loT Greengrass V2

In AWS loT Greengrass V2,
AWS provides Greengrass
components that implement
the functionality provided

by connectors in V1. The
following AWS IoT Greengras
s V2 components provide
Greengrass V1 connector
functionality:

¢ CloudWatch metrics
component

e AWS loT Device Defender
component

« Firehose component

e Modbus-RTU protocol
adapter component

« Amazon SNS component

For more information, see
AWS-provided components.
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Concept

Connected devices (Greengra
ss devices)

AWS loT Greengrass V1

In AWS loT Greengrass V1,
connected devices are AWS
loT things that you add to a
Greengrass group to connect
to the core device in that
group and communicate over
MQTT. You must deploy that
group each time that you
add or remove a connected
device. You use subscriptions
to relay messages between
connected devices, AWS loT
Core, and applications on the
core device.

AWS loT Greengrass V2

In AWS loT Greengrass V2,
connected devices are called
Greengrass client devices.

« You associate client devices
to core devices to connect
them and communicate
over MQTT.

« To authorize client devices
to connect, you define
authorization policies that
can apply to groups of
client devices, so you don't
need to create a deploymen
t to add or remove a client
device.

» To relay messages between
client devices, AWS loT
Core, and Greengrass
components, you can
configure an optional
MQTT bridge component.

In both AWS IoT Greengrass
V1 and AWS loT Greengrass
V2, devices can run FreeRTOS
or use the AWS loT Device
SDK or Greengrass discovery

_API to get information about
core devices to which they
can connect. The Greengras

s discovery APl is backward
compatible, so if you have
client devices that connect
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Concept

Local resources

AWS loT Greengrass V1

In AWS loT Greengrass V1,
Lambda functions that run in
containers can be configure
d to access volumes and
devices on the core device's
file system. These file system
resources are known as local
resources.

AWS loT Greengrass V2

to a V1 core device, you can
connect them to a V2 core
device without changing their
code.

For more information about
client devices, see Interact
with local loT devices.

In AWS loT Greengrass V2,
you can run components
that are Lambda functions,

Docker containers, or native

operating system processes or

custom runtimes.

« When you import a
containerized Lambda
function as a component,
you must specify the local
resources that the function
uses.

« Non-containerized Lambda
functions and non-Lambd
a components can work
directly with local resources
on core devices, so you
don't need to specify the
local resources that the
component uses.
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Concept AWS loT Greengrass V1 AWS loT Greengrass V2

Local shadow service In AWS loT Greengrass V1, In AWS loT Greengrass V2,
the local shadow service you enable the local shadow
is enabled by default, and service by deploying the
supports only unnamed shadow manager component.

classic shadows. You use the
AWS loT Greengrass Core SDK
in your Lambda functions to

+ You can use the AWS loT
Device SDK V2 in Lambda
functions and custom

interact with shadows on your

. components to interact
with shadows on your

devices.

e The local shadow service
supports named shadows.

o The local shadow service
lets you delete shadows
and synchronize deleted
shadows with AWS loT
Core.

For more information, see
Interact with device shadows.
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Concept

Subscriptions

AWS loT Greengrass V1

In AWS loT Greengrass V1,

you define subscriptions for a

Greengrass group to specify
communication channels
between Lambda functions
, connectors, connected
devices, the AWS loT Core
MQTT broker, and the local
shadow service. Subscript
ions specify where Lambda
functions receive event
messages to consume as
function payloads.

AWS loT Greengrass V2

In AWS loT Greengrass V2,
you specify communica
tion channels without using
subscriptions.

« Components manage
their own communication
channels to interact with
local publish/subscribe
messages, AWS loT Core
MQTT messages, and the
local shadow service.

« To develop a component
that reacts to messages
from another component
or the AWS loT Core
MQTT broker, you
can use interprocess
communication (IPC)
interfaces for local
publish/subscribe

messaging and AWS loT

Core MQTT messaging.

« To develop a component
that interacts with the
local shadow service, you
can use the IPC interface
for the local shadow

service.

e In the component
configuration, you define
authorization policies to
specify the topics and
local shadows that the
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Concept

Accessing other AWS services

AWS loT Greengrass V1

In AWS loT Greengrass V1,
you attach an AWS Identity
and Access Management
(IAM) role, called the group
role, to a Greengrass group.
The group role defines the
permissions that Lambda
functions and AWS loT
Greengrass features on that
group's core device use to
access AWS services.

AWS loT Greengrass V2

component has permissio
n to use.

» To configure communica
tion channels between
client devices, the local
publish/subscribe broker,
and the AWS IoT Core
MQTT broker, you configure
and deploy the MQTT
bridge component. The

MQTT bridge component
enables you to interact with
client devices in component
s and relay messages
between client devices and
AWS loT Core.

In AWS loT Greengrass V2,
you attach an AWS IoT role
alias to a Greengrass core
device. The role alias points to
an IAM role called the token
exchange role. The token
exchange role defines the
permissions that Greengras

s components on the core
device use to access AWS
services. For more informati
on, see Authorize core devices

to interact with AWS services.
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Validate V1 core devices can run V2 software

The AWS loT Greengrass Core software v2.x has different requirements than the AWS loT
Greengrass Core software v1.x. Before you upgrade V1 core devices to V2, review the device
requirements for AWS loT Greengrass V2. AWS loT Greengrass V2 doesn't currently support
migration for custom Linux-based systems using the Yocto Project.

You can use AWS loT Device Tester (IDT) for AWS loT Greengrass V2 to validate that devices meet
the requirements to run the AWS loT Greengrass Core software v2.x. IDT is a downloadable testing
framework that runs on your host computer and connects to devices to be validated. Follow
instructions to use IDT to run the AWS loT Greengrass qualification suite. When you configure IDT,
you can choose to validate whether devices support optional features, such as Docker, machine

learning (ML), data stream management, and hardware security integration.

If IDT reports V2 test failures or errors for a V1 core device, you can't upgrade that device from V1
to V2.

Set up a new V2 core device to test V1 applications

Set up a new AWS loT Greengrass V2 core device to deploy and test AWS-provided components
and AWS Lambda functions for your AWS loT Greengrass V1 applications. You can also use

this V2 core device to develop and test additional custom Greengrass components that run
native processes on core devices. After you test your applications on a V2 core device, you can
upgrade your existing V1 core devices to V2 and deploy the V2 components that provide your V1
functionality.

Step 1: Install AWS loT Greengrass V2 on a new device

Install the AWS loT Greengrass Core software v2.x on a new device. You can follow the getting
started tutorial to set up a device and learn how to develop and deploy components. This tutorial
uses automatic provisioning to quickly set up a device. When you install the AWS loT Greengrass
Core software v2.x, specify the --deploy-dev-tools argument to deploy the Greengrass CLI,

so you can develop, test, and debug components directly on the device. For more information
about other installation options, including how to install the AWS loT Greengrass Core software
behind a proxy or using a hardware security module (HSM), see Install the AWS loT Greengrass Core
software.
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(Optional) Enable logging to Amazon CloudWatch Logs

To enable a V2 core device to upload logs to Amazon CloudWatch Logs, you can deploy the AWS-
provided log manager component. You can use CloudWatch Logs to view component logs, so you

can debug and troubleshoot without access to the core device's file system. For more information,
see Monitor AWS loT Greengrass logs.

Step 2: Create and deploy AWS loT Greengrass V2 components to
migrate AWS loT Greengrass V1 applications

You can run most AWS loT Greengrass V1 applications on AWS loT Greengrass V2. You can import
Lambda functions as components that run on AWS loT Greengrass V2, and you can use AWS-
provided components that offer the same functionality as AWS loT Greengrass connectors.

You can also develop custom components to build any feature or runtime to run on Greengrass
core devices. For information about how to develop and test components locally, see Create AWS
loT Greengrass components.

Topics

« Import V1 Lambda functions

¢ Use V1 connectors

« Run Docker containers

e Run machine learning inference

« Connect V1 Greengrass devices

+ Enable the local shadow service

 Integrate with AWS loT SiteWise

Import V1 Lambda functions

You can import Lambda functions as AWS loT Greengrass V2 components. Choose from the
following approaches:
« Import V1 Lambda functions directly as Greengrass components.

» Update your Lambda functions to use the Greengrass libraries in the AWS loT Device SDK v2, and
then import the Lambda functions as Greengrass components.
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» Create custom components that use non-Lambda code and the AWS loT Device SDK v2 to
implement the same functionality as your Lambda functions.

If your Lambda function uses features, such as stream manager or local secrets, you must define
dependencies on the AWS-provided components that package these features. When you deploy
the Lambda function component, the deployment also includes the component for each feature
that you define as a dependency. In the deployment, you can configure parameters, such as which
secrets to deploy to the core device. Not all V1 features require a component dependency for your
Lambda function on V2. The following list describes how to use V1 features in your V2 Lambda
function component.

« Access other AWS services

If your Lambda function uses AWS credentials to make requests to other AWS services, the core
device's token exchange role must allow the core device to perform the AWS operations that the
Lambda function uses. For more information, see Authorize core devices to interact with AWS

services.

« Stream manager

If your Lambda function uses stream manager, specify aws.greengrass.StreamManager as
a component dependency when you import the function. When you deploy the stream manager
component, specify the stream manager parameters to set for the target core devices. The core
device's token exchange role must allow the core device to access the AWS Cloud destinations
that you use with stream manager. For more information, see Stream manager.

» Local secrets

If your Lambda function uses local secrets, specify aws.greengrass.SecretManager as a
component dependency when you import the function. When you deploy the secret manager
component, specify the secret resources to deploy to the target core devices. The core device's
token exchange role must allow the core device to retrieve the secret resources to deploy. For
more information, see Secret manager.

When you deploy your Lambda function component, configure it to have an IPC authorization
policy that grants permission to use the GetSecretValue IPC operation in the AWS loT Device SDK
V2.

« Local shadows
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If your Lambda function interacts with local shadows, you must update the

Lambda function code to use the AWS loT Device SDK V2. You must also specify
aws.greengrass.ShadowManager as a component dependency when you import the
function. For more information, see Interact with device shadows.

When you deploy your Lambda function component, configure it to have an IPC authorization
policy that grants permission to use the shadow IPC operations in the AWS loT Device SDK V2.

o Subscriptions

o If your Lambda function subscribes to messages from a cloud source, specify those
subscriptions as event sources when you import the function.

« If your Lambda function subscribes to messages from another Lambda function, or if your
Lambda function publishes messages to AWS loT Core or other Lambda functions, configure
and deploy the legacy subscription router component when you deploy your Lambda function.
When you deploy the legacy subscription router component, specify the subscriptions that the
Lambda function uses.

(@ Note

The legacy subscription router component is required only if your Lambda function
uses the publish() function in the AWS loT Greengrass Core SDK. If you update
your Lambda function code to use the interprocess communication (IPC) interface in
the AWS loT Device SDK V2, you don't need to deploy the legacy subscription router
component. For more information, see the following interprocess communication

services:

o Publish/subscribe local messages

o Publish/subscribe AWS loT Core MQTT messages

« If your Lambda function subscribes to messages from local connected devices, specify those
subscriptions as event sources when you import the function. You must also configure and
deploy the MQTT bridge component to relay messages from the connected devices to the local
publish/subscribe topics that you specify as event sources.

« If your Lambda function publishes messages to local connected devices, you must update the
Lambda function code to use the AWS IoT Device SDK V2 to publish local publish/subscribe
messages. You must also configure and deploy the MQTT bridge component to relay messages
from the local publish/subscribe message broker to the connected devices.
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« Local volumes and devices

If your containerized Lambda function accesses local volumes or devices, specify those volumes
and devices when you import the Lambda function. This feature doesn't require a component
dependency.

For more information, see Run AWS Lambda functions.

Use V1 connectors

You can deploy AWS-provided components that offer the same functionality of some AWS loT
Greengrass connectors. When you create the deployment, you can configure the connectors'
parameters.

The following AWS loT Greengrass V2 components provide Greengrass V1 connector functionality:

CloudWatch metrics component

AWS loT Device Defender component

Firehose component

Modbus-RTU protocol adapter component

Amazon SNS component

Run Docker containers

AWS loT Greengrass V2 doesn't provide a component to directly replace the V1 Docker application
deployment connector. However, you can use the Docker application manager component to
download Docker images, and then create custom components that run Docker containers from
the downloaded images. For more information, see Run a Docker container and Docker application

manager.

Run machine learning inference

AWS loT Greengrass V2 provides an Amazon SageMaker Al Edge Manager component that installs
the Amazon SageMaker Al Edge Manager agent and enables you to use SageMaker Al Neo-
compiled models as model components on Greengrass core devices. AWS loT Greengrass V2 also
provides components that install Deep Learning Runtime and TensorFlow Lite on your device.

You can use the corresponding DLR and TensorFlow Lite model and inference components to

Step 2: Create and deploy V2 components to migrate V1 applications 120


https://github.com/neo-ai/neo-ai-dlr
https://www.tensorflow.org/lite/guide/python

AWS loT Greengrass Developer Guide, Version 2

perform sample image classification and object detection inference. To use other machine learning
frameworks, such as MXNet and TensorFlow, you can develop your own custom components that
use these frameworks.

Connect V1 Greengrass devices

Connected devices in AWS loT Greengrass V1 are called client devices in AWS loT Greengrass V2.
AWS loT Greengrass V2 support for client devices is backward-compatible with AWS loT Greengrass
V1, so you can connect V1 client devices to V2 core devices without changing their application
code. To enable client devices to connect to a V2 core device, deploy Greengrass components

that enable client device support, and associate the client devices to the core device. To relay
messages between client devices, the AWS loT Core cloud service, and Greengrass components
(including Lambda functions), deploy and configure the MQTT bridge component. You can deploy
the IP detector component to automatically detect connectivity information, or you can manually
manage endpoints. For more information, see Interact with local IoT devices.

Enable the local shadow service

In AWS loT Greengrass V2, the local shadow service is implemented by the AWS-provided shadow
manager component. AWS loT Greengrass V2 also includes support for named shadows. To enable
your components to interact with local shadows and to sync shadow states to AWS loT Core,
configure and deploy the shadow manager component, and use the shadow IPC operations in your
component code. For more information, see Interact with device shadows.

Integrate with AWS loT SiteWise

If you use your V1 core device as an AWS loT SiteWise gateway, follow instructions to set up your

new V2 core device as an AWS loT SiteWise gateway. AWS loT SiteWise provides an installation
script that deploys the AWS IoT SiteWise components for you.

Step 3: Test your AWS loT Greengrass V2 applications

After you create and deploy V2 components to your new V2 core device, verify that your
applications meet your expectations. You can check the device's logs to view your components'
standard output (stdout) and standard error (stderr) messages. For more information, see Monitor
AWS loT Greengrass logs.

If you deployed the Greengrass CLI to the core device, you can use it to debug components and

their configurations. For more information, see Greengrass CLI commands.
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After you verify that your applications work on a V2 core device, you can deploy your application's
Greengrass components to other core devices. If you developed custom components that run
native processes or Docker containers, you must first publish those components to the AWS loT
Greengrass service to deploy them to other core devices.

Upgrade Greengrass V1 core devices to Greengrass V2

After you verify that your applications and components work on an AWS loT Greengrass V2

core device, you can install the AWS loT Greengrass Core software v2.x on your devices that
currently run v1.x, such as production devices. Then, deploy Greengrass V2 components to run your
Greengrass applications on the devices.

To upgrade a fleet of devices from V1 to V2, complete these steps for each device to upgrade. You
can use thing groups to deploy V2 components to a fleet of core devices.

® Tip
We recommend that you create a script to automate the upgrade process for a fleet of

devices. If you use AWS Systems Manager to manage your fleet, you can use Systems
Manager to run that script on each device to upgrade your fleet from V1 to V2.

You can contact your AWS Enterprise Support representative with questions about how to
best automate the upgrade process.

Step 1: Install the AWS loT Greengrass Core software v2.x

Choose from the following options to install the AWS loT Greengrass Core software v2.x on a V1
core device:

« Upgrade in fewer steps

To upgrade in fewer steps, you can uninstall the v1.x software before you install the v2.x
software.

« Upgrade with minimal downtime

To upgrade with minimal downtime, you can install both versions of the AWS IoT Greengrass
Core software at the same time. After you install the AWS loT Greengrass Core software v2.x and
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verify that your V2 applications operate correctly, you uninstall the AWS loT Greengrass Core
software v1.x. Before you choose this option, consider the additional RAM required to run both
versions of the AWS loT Greengrass Core software at the same time.

Uninstall AWS loT Greengrass Core v1.x before you install v2.x

If you want to upgrade sequentially, uninstall the AWS IoT Greengrass Core software v1.x before
you install v2.x on your device.

To uninstall the AWS loT Greengrass Core software v1.x

1. If the AWS loT Greengrass Core software v1.x is running as a service, you must stop, disable,
and remove the service.

a. Stop the running AWS loT Greengrass Core software v1.x service.

sudo systemctl stop greengrass

b. Wait until the service stops. You can use the 1ist command to check the status of the
service.

sudo systemctl list-units --type=service | grep greengrass

c. Disable the service.

sudo systemctl disable greengrass

d. Remove the service.

sudo rm /etc/systemd/system/greengrass.service

2. If the AWS loT Greengrass Core software v1.x is not running as a service, use the following
command to stop the daemon. Replace greengrass-root with the name of your Greengrass
root folder. The default location is /greengrass.

cd /greengrass-root/ggc/core/
sudo ./greengrassd stop

3. (Optional) Back up your Greengrass root folder and, if applicable, your custom write folder, to

a different folder on your device.
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a. Use the following command to copy the current Greengrass root folder to a different
folder, and then remove the root folder.

sudo cp -r /greengrass-root /path/to/greengrass-backup
rm -rf /greengrass-root

b. Use the following command to move the write folder to a different folder, and then
remove the write folder.

sudo cp -r /write-directory /path/to/write-directory-backup
rm -rf /write-directory

You can then use the installation instructions for AWS loT Greengrass V2 to install the software on

your device.

® Tip
To reuse a core device's identity when you migrate it from V1 to V2, follow instructions to
install the AWS loT Greengrass Core software with manual provisioning. First remove the

V1 core software from the device, and then reuse the V1 core device's AWS loT thing and
certificate, and update the certificate's AWS IoT policies to grant permissions that the v2.x
software requires.

Install AWS loT Greengrass Core software v2.x on a device already running v1.x

If you install the AWS loT Greengrass Core v2.x software on a device that is already running the
AWS loT Greengrass Core software v1.x, keep the following in mind:

o The AWS loT thing name for your V2 core device must be unique. Don't use the same thing name
as your V1 core device.

« The ports that you use for the AWS loT Greengrass Core software v2.x must be different from the
ports that you use for v1.x.

» Configure the V1 stream manager to use a port other than 8088. For more information, see
Configure stream manager.

» Configure the V1 MQTT broker to use a port other than 8883. For more information, see
Configure the MQTT port for local messaging.
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o AWS loT Greengrass V2 doesn't provide the option to rename the Greengrass system service. If
you run Greengrass as a system service, you must do one of the following to avoid conflicting
system service names:

« Rename the Greengrass service for v1.x before you install v2.x.

« Install the AWS IoT Greengrass Core software v2.x without a system service, and then manually
configure the software as a system service with a name other than greengrass.

To rename the Greengrass service for v1.x

1. Stop the AWS loT Greengrass Core software v1.x service.

sudo systemctl stop greengrass

2. Wait for the service to stop. The service can take up to a few minutes to stop. You can use
the 1ist-units command to check whether the service stopped.

sudo systemctl list-units --type=service | grep greengrass

3. Disable the service.

sudo systemctl disable greengrass

4. Rename the service.

sudo mv /etc/systemd/system/greengrass.service /etc/systemd/system/greengrass-
vl.service

5. Reload the service and start it.

sudo systemctl daemon-reload
sudo systemctl reset-failed
sudo systemctl enable greengrass-vl
sudo systemctl start greengrass-vl

You can then use the installation instructions for AWS loT Greengrass V2 to install the software on
your device.
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® Tip
To reuse a core device's identity when you migrate it from V1 to V2, follow instructions to
install the AWS loT Greengrass Core software with manual provisioning. First remove the
V1 core software from the device, and then reuse the V1 core device's AWS loT thing and
certificate, and update the certificate's AWS loT policies to grant permissions that the v2.x
software requires.

Step 2: Deploy AWS loT Greengrass V2 components to the core devices

After you install the AWS loT Greengrass Core software v2.x on your device, create a deployment
that includes the following resources. To deploy components to a fleet of similar devices, create a
deployment for a thing group that contains those devices.

« Lambda function components that you created from your V1 Lambda functions. For more
information, see Run AWS Lambda functions.

« If you use V1 subscriptions, the legacy subscription router component.

« If you use stream manager, the stream manager component. For more information, see Manage

data streams on Greengrass core devices.

« If you use local secrets, the secret manager component.

« If you use V1 connectors, the AWS-provided connector components.

« If you use Docker containers, the Docker application manager component. For more information,

see Run a Docker container.

« If you use machine learning inference, components for machine learning support. For more
information, see Perform machine learning inference.

« If you use connected devices, the components for client device support. You must also

enable client device support and associate the client devices with your core device. For more
information, see Interact with local loT devices.

« If you use device shadows, the shadow manager component. For more information, see Interact

with device shadows.

« If you upload logs from Greengrass core devices to Amazon CloudWatch Logs, the log manager
component. For more information, see Monitor AWS loT Greengrass logs.
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« If you integrate with AWS loT SiteWise, follow instructions to set up the V2 core device as an
AWS |oT SiteWise gateway. AWS loT SiteWise provides an installation script that deploys the
AWS |oT SiteWise components for you.

o User-defined components that you developed to implement custom functionality.

For information about creating and revising deployments, see Deploy AWS loT Greengrass
components to devices.
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Tutorial: Getting started with AWS loT Greengrass V2

You can complete this getting started tutorial to learn the basic features of AWS loT Greengrass
V2. In this tutorial, you do the following:

1. Install and configure the AWS loT Greengrass Core software on a Linux device, such as a
Raspberry Pi, or a Windows device. This device is a Greengrass core device.

2. Develop a Hello World component on your Greengrass core device. Components are software
modules that run on Greengrass core devices.

3. Upload that component to AWS loT Greengrass V2 in the AWS Cloud.

4. Deploy that component from the AWS Cloud to your Greengrass core device.

(@ Note

This tutorial describes how to set up a development environment and explore the
features of AWS loT Greengrass. For more information about how to set up and configure
production devices, see the following:

» Setting up AWS loT Greengrass core devices

o Install the AWS loT Greengrass Core software

You can expect to spend 20 to 30 minutes on this tutorial.

Topics

« Prerequisites
e Step 1: Set up an AWS account

o Step 2: Set up your environment

« Step 3: Install the AWS loT Greengrass Core software

» Step 4: Develop and test a component on your device

» Step 5: Create your component in the AWS IoT Greengrass service

» Step 6: Deploy your component

» Next steps
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Prerequisites

To complete this getting started tutorial, you need the following:

An AWS account. If you don't have one, see Step 1: Set up an AWS account.

The use of an AWS Region that supports AWS loT Greengrass V2. For the list of supported

Regions, see AWS loT Greengrass V2 endpoints and quotas in the AWS General Reference.

An AWS Identity and Access Management (IAM) user with administrator permissions.

A device to set up as a Greengrass core device, such as a Raspberry Pi with Raspberry Pi OS

(previously called Raspbian), or a Windows 10 device. You must have administrator permissions
on this device, or the ability to acquire administrator privileges, such as through sudo. This
device must have an internet connection.

You can also choose to use a different device that meets the requirements to install and run the
AWS loT Greengrass Core software.

If your development computer meets these requirements, you can set it up as your Greengrass
core device in this tutorial.

« Python 3.5 or later installed for all users on the device and added to the PATH environment
variable. On Windows, you must also have the Python Launcher for Windows installed for all

users.

/A Important

In Windows, Python doesn't install for all users by default. When you install Python,
you must customize the installation to configure it for the AWS loT Greengrass Core

software to run Python scripts. For example, if you use the graphical Python installer, do
the following:

1.

U

Select Install launcher for all users (recommended).
Choose Customize installation.

Choose Next.

Select Install for all users.

Select Add Python to environment variables.

Choose Install.
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For more information, see Using Python on Windows in the Python 3 documentation.

o AWS Command Line Interface (AWS CLI) installed and configured with credentials on your
development computer and on your device. Make sure you use the same AWS Region to
configure the AWS CLI on your development computer and on your device. To use AWS loT
Greengrass V2 with the AWS CLI, you must have one of the following versions or later:

e« Minimum AWS CLI V1 version: v1.18.197
e« Minimum AWS CLI V2 version: v2.1.11

® Tip

You can run the following command to check the version of the AWS CLI that you have.

aws --version

For more information, see Installing, updating, and uninstalling the AWS CLI and Configuring the
AWS CLI in the AWS Command Line Interface User Guide.

(® Note

If you use a 32-bit ARM device, such as a Raspberry Pi with a 32-bit operating system,
install AWS CLI V1. AWS CLI V2 isn't available for 32-bit ARM devices. For more
information, see Installing, updating, and uninstalling the AWS CLI version 1.

Step 1: Set up an AWS account

Sign up for an AWS account
If you do not have an AWS account, complete the following steps to create one.
To sign up for an AWS account

1. Open https://portal.aws.amazon.com/billing/signup.

2. Follow the online instructions.
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Part of the sign-up procedure involves receiving a phone call and entering a verification code
on the phone keypad.

When you sign up for an AWS account, an AWS account root user is created. The root user
has access to all AWS services and resources in the account. As a security best practice, assign
administrative access to a user, and use only the root user to perform tasks that require root

user access.

AWS sends you a confirmation email after the sign-up process is complete. At any time, you can
view your current account activity and manage your account by going to https://aws.amazon.com/
and choosing My Account.

Create a user with administrative access

After you sign up for an AWS account, secure your AWS account root user, enable AWS IAM Identity
Center, and create an administrative user so that you don't use the root user for everyday tasks.

Secure your AWS account root user

1. Signin to the AWS Management Console as the account owner by choosing Root user and

entering your AWS account email address. On the next page, enter your password.

For help signing in by using root user, see Signing in as the root user in the AWS Sign-In User
Guide.

2. Turn on multi-factor authentication (MFA) for your root user.

For instructions, see Enable a virtual MFA device for your AWS account root user (console) in
the IAM User Guide.

Create a user with administrative access

1. Enable IAM Identity Center.

For instructions, see Enabling AWS IAM Identity Center in the AWS IAM Identity Center User
Guide.

2. InlAM Identity Center, grant administrative access to a user.
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For a tutorial about using the IAM Identity Center directory as your identity source, see
Configure user access with the default IAM Identity Center directory in the AWS IAM Identity
Center User Guide.

Sign in as the user with administrative access

o Tosign in with your IAM Identity Center user, use the sign-in URL that was sent to your email
address when you created the IAM Identity Center user.

For help signing in using an IAM Identity Center user, see Signing in to the AWS access portal in
the AWS Sign-In User Guide.

Assign access to additional users

1. In 1AM Identity Center, create a permission set that follows the best practice of applying least-
privilege permissions.

For instructions, see Create a permission set in the AWS IAM Identity Center User Guide.

2. Assign users to a group, and then assign single sign-on access to the group.

For instructions, see Add groups in the AWS IAM Identity Center User Guide.

Step 2: Set up your environment

(® Note

These steps do not apply to nucleus lite.

Follow the steps in this section to set up a Linux or Windows device to use as your AWS loT
Greengrass core device.

Set up a Linux device (Raspberry Pi)

These steps assume that you use a Raspberry Pi with Raspberry Pi OS. If you use a different device
or operating system, consult the relevant documentation for your device.
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To set up a Raspberry Pi for AWS loT Greengrass V2

1.

Enable SSH on your Raspberry Pi to remotely connect to it. For more information, see SSH
(Secure shell) in the Raspberry Pi Documentation.

Find the IP address of your Raspberry Pi to connect to it with SSH. To do so, you can run the
following command on your Raspberry Pi.

hostname -I
Connect to your Raspberry Pi with SSH.

On your development computer, run the following command. Replace username with the
name of the user to sign in, and replace pi-ip-address with the IP address that you found in
the previous step.

ssh username@pi-ip-address

/A Important

If your development computer uses an earlier version of Windows, you might not have
the ssh command, or you might have ssh but can't connect to your Raspberry Pi.

To connect to your Raspberry Pi, you can install and configure PuTTY, which is a no-
cost, open source SSH client. Consult the PUTTY documentation to connect to your
Raspberry Pi.

Install the Java runtime, which AWS loT Greengrass Core software requires to run. On your
Raspberry Pi, use the following commands to install Java 11.

sudo apt install default-jdk

When the installation completes, run the following command to verify that Java runs on your
Raspberry Pi.

java -version

The command prints the version of Java that runs on the device. The output might look similar
to the following example.
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openjdk version "11.0.9.1" 2020-11-04
Open]DK Runtime Environment (build 11.0.9.1+1-post-Debian-1deblQu2)
Open]DK 64-Bit Server VM (build 11.0.9.1+1-post-Debian-1debl@u2, mixed mode)

@ Tip: Set kernel parameters on a Raspberry Pi

If your device is a Raspberry Pi, you can complete the following steps to view and update its
Linux kernel parameters:

1. Open the /boot/cmdline. txt file. This file specifies Linux kernel parameters to apply
when the Raspberry Pi boots.

For example, on a Linux-based system, you can run the following command to use GNU
nano to open the file.

sudo nano /boot/cmdline.txt

2. Verify that the /boot/cmdline. txt file contains the following kernel parameters.
The systemd.unified_cgroup_hierarchy=0 parameter specifies to use cgroups v1
instead of cgroups v2.

cgroup_enable=memory cgroup_memory=1 systemd.unified_cgroup_hierarchy=0

If the /boot/cmdline. txt file doesn't contain these parameters, or it contains these
parameters with different values, update the file to contain these parameters and values.

3. If you updated the /boot/cmdline. txt file, reboot the Raspberry Pi to apply the
changes.

sudo reboot
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Set up a Linux device (other)
To set up a Linux device for AWS loT Greengrass V2

1. Install the Java runtime, which AWS loT Greengrass Core software requires to run. We
recommend that you use Amazon Corretto or OpenJDK long-term support versions. Version

8 or higher is required. The following commands show you how to install OpenJDK on your
device.

o For Debian-based or Ubuntu-based distributions:

sudo apt install default-jdk

For Red Hat-based distributions:

sudo yum install java-11-openjdk-devel

For Amazon Linux 2:

sudo amazon-linux-extras install java-openjdkll

For Amazon Linux 2023:

sudo dnf install java-1l-amazon-corretto -y

When the installation completes, run the following command to verify that Java runs on your
Linux device.

java -version

The command prints the version of Java that runs on the device. For example, on a Debian-
based distribution, the output might look similar to the following sample.

openjdk version "11.0.9.1" 2020-11-04
Open]DK Runtime Environment (build 11.0.9.1+1-post-Debian-1deblQu2)
Open]DK 64-Bit Server VM (build 11.0.9.1+1-post-Debian-1debl@u2, mixed mode)

2. (Optional) Create the default system user and group that runs components on the device. You
can also choose to let the AWS loT Greengrass Core software installer create this user and
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group during installation with the - -component-default-user installer argument. For
more information, see Installer arguments.

sudo useradd --system --create-home ggc_user
sudo groupadd --system ggc_group

3. Verify that the user that runs the AWS loT Greengrass Core software (typically root), has
permission to run sudo with any user and any group.

a. Run the following command to open the /etc/sudoers file.

sudo visudo

b. Verify that the permission for the user looks like the following example.

root ALL=(ALL:ALL) ALL

4. (Optional) To run containerized Lambda functions, you must enable cgroups v1, and you must

enable and mount the memory and devices cgroups. If you don't plan to run containerized
Lambda functions, you can skip this step.

To enable these cgroups options, boot the device with the following Linux kernel parameters.

cgroup_enable=memory cgroup_memory=1 systemd.unified_cgroup_hierarchy=0

For information about viewing and setting kernel parameters for your device, see the
documentation for your operating system and boot loader. Follow the instructions to
permanently set the kernel parameters.

5. Install all other required dependencies on your device as indicated by the list of requirements
in Device requirements.

Set up a Windows device
To set up a Windows device for AWS loT Greengrass V2

1. Install the Java runtime, which AWS loT Greengrass Core software requires to run. We
recommend that you use Amazon Corretto or OpenJDK long-term support versions. Version 8
or higher is required.
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2.

Check whether Java is available on the PATH system variable, and add it if not. The
LocalSystem account runs the AWS loT Greengrass Core software, so you must add Java to the
PATH system variable instead of the PATH user variable for your user. Do the following:

Press the Windows key to open the start menu.
Type environment variables to search for the system options from the start menu.

In the start menu search results, choose Edit the system environment variables to open
the System properties window.

Choose Environment variables... to open the Environment Variables window.

Under System variables, select Path, and then choose Edit. In the Edit environment
variable window, you can view each path on a separate line.

Check if the path to the Java installation's bin folder is present. The path might look
similar to the following example.

C:\\Program Files\\Amazon Corretto\\jdk1l1.0.13_8\\bin

If the Java installation's bin folder is missing from Path, choose New to add it, and then
choose OK.

Open the Windows Command Prompt (cmd . exe) as an administrator.

Create the default user in the LocalSystem account on the Windows device. Replace password
with a secure password.

net user /add ggc_user password

® Tip

Depending on your Windows configuration, the user's password might be set to expire
at a date in the future. To ensure your Greengrass applications continue to operate,
track when the password expires, and update it before it expires. You can also set the
user's password to never expire.

» To check when a user and its password expire, run the following command.

net user ggc_user | findstr /C:expires

» To set a user's password to never expire, run the following command.
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wmic UserAccount where "Name='ggc_user'" set PasswordExpires=False

« If you're using Windows 10 or later where the wmic command is deprecated, run the

following PowerShell command.

Get-CimInstance -Query "SELECT * from Win32_UserAccount WHERE name =
'ggc_user'" | Set-CimInstance -Property @{PasswordExpires="False"}

5. Download and install the PsExec utility from Microsoft on the device.

6. Use the PsExec utility to store the user name and password for the default user in the
Credential Manager instance for the LocalSystem account. Replace password with the user's
password that you set earlier.

psexec -s cmd /c cmdkey /generic:ggc_user /user:ggc_user /pass:password

If the PsExec License Agreement opens, choose Accept to agree to the license and run the

command.

@ Note
On Windows devices, the LocalSystem account runs the Greengrass nucleus, and you
must use the PsExec utility to store the default user information in the LocalSystem
account. Using the Credential Manager application stores this information in the
Windows account of the currently logged on user, instead of the LocalSystem account.

Step 3: Install the AWS loT Greengrass Core software

Follow the steps in this section to set up your Raspberry Pi as a AWS loT Greengrass core device
that you can use for local development. In this section, you download and run an installer that does
the following to configure the AWS loT Greengrass Core software for your device:

« Installs the Greengrass nucleus component. The nucleus is a mandatory component and is the
minimum requirement to run the AWS loT Greengrass Core software on a device. For more
information, see Greengrass nucleus component.

Step 3: Install the AWS loT Greengrass Core software 138


https://learn.microsoft.com/en-us/windows/win32/wmisdk/wmic
https://docs.microsoft.com/en-us/sysinternals/downloads/psexec

AWS loT Greengrass Developer Guide, Version 2

Registers your device as an AWS loT thing and downloads a digital certificate that allows your
device to connect to AWS. For more information, see Device authentication and authorization for
AWS loT Greengrass.

Adds the device's AWS loT thing to a thing group, which is a group or fleet of AWS loT things.
Thing groups enable you to manage fleets of Greengrass core devices. When you deploy
software components to your devices, you can choose to deploy to individual devices or to
groups of devices. For more information, see Managing devices with AWS |oT in the AWS IloT Core
Developer Guide.

Creates the IAM role that allows your Greengrass core device to interact with AWS services.
By default, this role allows your device to interact with AWS loT and send logs to Amazon
CloudWatch Logs. For more information, see Authorize core devices to interact with AWS

services.

Installs the AWS loT Greengrass command line interface (greengrass-cli), which you can
use to test custom components that you develop on the core device. For more information, see
Greengrass Command Line Interface.

Install the AWS loT Greengrass Core software (console)

Sign in to the AWS loT Greengrass console.

Under Get started with Greengrass, choose Set up core device.

Under Step 1: Register a Greengrass core device, for Core device name, enter the name of
the AWS loT thing for your Greengrass core device. If the thing doesn't exist, the installer
creates it.

Under Step 2: Add to a thing group to apply a continuous deployment, for Thing group,
choose the AWS loT thing group to which you want to add your core device.
« If you select Enter a new group name, then in Thing group name, enter the name of the

new group to create. The installer creates the new group for you.

« If you select Select an existing group, then in Thing group name, choose the existing group
that you want to use.

« If you select No group, then the installer doesn't add the core device to a thing group.

Under Step 3: Install the Greengrass Core software, complete the following steps.
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Nucleus classic

1. Choose Nucleus classic as your core device's software runtime.
2. Choose your core device's operating system: Linux or Windows.

3. Provide your AWS credentials to the device so that the installer can provision the
AWS loT and IAM resources for your core device. To increase security, we recommend
that you get temporary credentials for an IAM role that allows only the minimum
permissions necessary to provision. For more information, see Minimal IAM policy for

installer to provision resources.

® Note

The installer doesn't save or store your credentials.

On your device, do one of the following to retrieve credentials and make them
available to the AWS loT Greengrass Core software installer:

o (Recommended) Use temporary credentials from AWS IAM Identity Center

a. Provide the access key ID, secret access key, and session token from the IAM
Identity Center. For more information, see Manual credential refresh in
Getting and refreshing temporary credentials in the IAM Identity Center user
guide.

b. Run the following commands to provide the credentials to the AWS IoT
Greengrass Core software.

Linux or Unix

export AWS_ACCESS_KEY_ID=AKIAIOSFODNN7EXAMPLE

export AWS_SECRET_ACCESS_KEY=wJalrXUtnFEMI/K7MDENG/
bPxRfiCYEXAMPLEKEY

export AWS_SESSION_TOKEN=AQoDYXdzEJrlK...o50ytwEXAMPLE=

Windows Command Prompt (CMD)

set AWS_ACCESS_KEY_ID=AKIAIOSFODNN7EXAMPLE
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set AWS_SECRET_ACCESS_KEY=wJalrXUtnFEMI/K7MDENG/
bPxRfiCYEXAMPLEKEY
set AWS_SESSION_TOKEN=AQoDYXdzEJriK...o50ytwEXAMPLE=

PowerShell

$env:AWS_ACCESS_KEY_ID="AKIAIOSFODNN7EXAMPLE"
$env:AWS_SECRET_ACCESS_KEY="wJalrXUtnFEMI/K7MDENG/
bPxRfiCYEXAMPLEKEY"
$env:AWS_SESSION_TOKEN="AQoDYXdzEJriK. . .o50ytwEXAMPLE="

o Use temporary security credentials from an IAM role:

a. Provide the access key ID, secret access key, and session token from an IAM
role that you assume. For more information about how to retrieve these
credentials, see Requesting temporary security credentials in the IAM User
Guide.

b. Run the following commands to provide the credentials to the AWS loT
Greengrass Core software.

Linux or Unix

export AWS_ACCESS_KEY_ID=AKIAIOSFODNN7EXAMPLE

export AWS_SECRET_ACCESS_KEY=wJalrXUtnFEMI/K7MDENG/
bPXRfiCYEXAMPLEKEY

export AWS_SESSION_TOKEN=AQoDYXdzEJrl1K...o50ytwEXAMPLE=

Windows Command Prompt (CMD)

set AWS_ACCESS_KEY_ID=AKIAIOSFODNN7EXAMPLE

set AWS_SECRET_ACCESS_KEY=wJalrXUtnFEMI/K7MDENG/
bPxRfiCYEXAMPLEKEY

set AWS_SESSION_TOKEN=AQoDYXdzEJriK...o50ytwEXAMPLE=

PowerShell

$env:AWS_ACCESS_KEY_ID="AKIAIOSFODNN7EXAMPLE"
$env:AWS_SECRET_ACCESS_KEY="wJalrXUtnFEMI/K7MDENG/
bPXRfiCYEXAMPLEKEY"
$env:AWS_SESSION_TOKEN="AQoDYXdzEJriK. ..o50ytwEXAMPLE="
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Use long-term credentials from an IAM user:

Provide the access key ID and secret access key for your IAM user. You can
create an IAM user for provisioning that you later delete. For the IAM policy to
give the user, see Minimal IAM policy for installer to provision resources. For
more information about how to retrieve long-term credentials, see Managing
access keys for IAM users in the IAM User Guide.

Run the following commands to provide the credentials to the AWS loT
Greengrass Core software.

Linux or Unix

export AWS_ACCESS_KEY_ID=AKIAIOSFODNN7EXAMPLE
export AWS_SECRET_ACCESS_KEY=wJalrXUtnFEMI/K7MDENG/
bPxRfiCYEXAMPLEKEY

Windows Command Prompt (CMD)

set AWS_ACCESS_KEY_ID=AKIAIOSFODNN7EXAMPLE
set AWS_SECRET_ACCESS_KEY=wJalrXUtnFEMI/K7MDENG/
bPxRfiCYEXAMPLEKEY

PowerShell

$env:AWS_ACCESS_KEY_ID="AKIAIOSFODNN7EXAMPLE"
$env:AWS_SECRET_ACCESS_KEY="wJalrXUtnFEMI/K7MDENG/
bPXRfiCYEXAMPLEKEY"

(Optional) If you created an IAM user to provision your Greengrass device,
delete the user.

(Optional) If you used the access key ID and secret access key from an existing
IAM user, update the keys for the user so that they are no longer valid. For
more information, see Updating access keys in the AWS Identity and Access

Management user guide.

4. Under Run the installer, complete the following steps.

Install the AWS IoT Greengrass Core software (console) 142


https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_access-keys.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_access-keys.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_access-keys.html#Using_RotateAccessKey

AWS loT Greengrass Developer Guide, Version 2

a. Under Download the installer, choose Copy and run the copied command on
your core device. This command downloads the latest version of the AWS loT
Greengrass Core software and unzips it on your device.

b. Under Run the installer, choose Copy, and run the copied command on your core
device. This command uses the AWS loT thing and thing group names that you
specified earlier to run the AWS loT Greengrass Core software installer and set up
AWS resources for your core device.

This command also does the following:

« Set up the AWS loT Greengrass Core software as a system service that runs at
boot. On Linux devices, this requires the Systemd init system.

/A Important

On Windows core devices, you must set up the AWS loT Greengrass Core
software as a system service.

» Deploy the AWS loT Greengrass CLI component, which is a command-line tool
that enables you to develop custom Greengrass components on the core device.

» Specify to use the ggc_user system user to run software components on
the core device. On Linux devices, this command also specifies to use the
ggc_group system group, and the installer creates the system user and group
for you.

When you run this command, you should see the following messages to indicate
that the installer succeeded.

Successfully configured Nucleus with provisioned resource details!
Configured Nucleus to deploy aws.greengrass.Cli component
Successfully set up Nucleus as a system service
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® Note

If you have a Linux device and it doesn't have systemd, the installer won't
set up the software as a system service, and you won't see the success
message for setting up the nucleus as a system service.

Nucleus lite

1. Choose Nucleus lite as your core device's software runtime.

2. Select your device set up method to provision your device to a Greengrass core device.

Option 1: Set up a device with package download (approximately 1MB)

1. Create an AWS loT thing and the role for Greengrass.

2. Download the zip file that contains AWS loT resources that your device needs to
connect to AWS loT:
» A certificate and private key generated using AWS loT's certificate authority.
» A schema file to initiate Greengrass installation for your device.

3. Download the package that will install the latest Greengrass Nucleus lite runtime to
your Raspberry Pi.

4. Provision your device to become an AWS loT Greengrass Core device and connect it to
AWS loT:
a. a. Transfer the Greengrass package and connection kit to your device using a USB

thumb drive, SCP/FTP, or SD cards.

b. b. Unzip the greengrass-package.zip file in the /Greengrassinstaller directory on
the device.

C. ¢. Unzip the connection kit zip file in the /directory on the device.
d. d.Run the provided command on the device to install AWS loT Greengrass

5. Then, choose View core devices.

Option 2: Set up a device with a pre-configured whole disk sample image download
(approximately 1T00MB)
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1. Create an AWS loT thing and the role for Greengrass.

2. Download the zip file that contains AWS loT resources that your device needs to
connect to AWS loT:
» A certificate and private key generated using AWS loT's certificate authority.
» A schema file to initiate Greengrass installation for your device.

3. Download the pre-configured whole disk sample image that contains Greengrass and
the operating system.
a. To transfer the connection kit and flash the image onto your device, follow the

readme file downloaded with the image.

b. To start Greengrass installation, turn on and boot the device from the flashed
image

4. Then, choose View core devices.

Option 3: Set up a device with your own custom build

1. Create an AWS loT thing and the role for Greengrass.

2. Download the zip file that contains AWS loT resources that your device needs to
connect to AWS loT:
» A certificate and private key generated using AWS loT's certificate authority.
» A schema file to initiate Greengrass installation for your device.

3. To customize and build your own image using Yocto from source code, and then use

the connection kit to install nucleus lite, follow the instructions on GitHub.

e« Then, choose View core devices.

Install the AWS loT Greengrass Core software (CLI)

® Note

These steps do not apply to nucleus lite.
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To install and configure the AWS loT Greengrass Core software
1.  Onyour Greengrass core device, run the following command to switch to the home directory.

Linux or Unix

cd ~

Windows Command Prompt (CMD)

cd %SUSERPROFILES

PowerShell

cd ~

2. Onyour core device, download the AWS loT Greengrass Core software to a file named
greengrass-nucleus-latest.zip.

Linux or Unix

curl -s https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-
latest.zip > greengrass-nucleus-latest.zip

Windows Command Prompt (CMD)

curl -s https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-
latest.zip > greengrass-nucleus-latest.zip

PowerShell

iwr -Uri https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-
latest.zip -OutFile greengrass-nucleus-latest.zip

By downloading this software, you agree to the Greengrass Core Software License Agreement.

3. Unzip the AWS loT Greengrass Core software to a folder on your device. Replace
GreengrassInstaller with the folder that you want to use.
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Linux or Unix

unzip greengrass-nucleus-latest.zip -d GreengrassInstaller && rm greengrass-
nucleus-latest.zip

Windows Command Prompt (CMD)

mkdir GreengrassInstaller && tar -xf greengrass-nucleus-latest.zip -
C GreengrassInstaller && del greengrass-nucleus-latest.zip

PowerShell

Expand-Archive -Path greengrass-nucleus-latest.zip -DestinationPath .\
\GreengrassInstaller
rm greengrass-nucleus-latest.zip

4. Run the following command to launch the AWS loT Greengrass Core software installer. This
command does the following:
» Create the AWS resources that the core device requires to operate.

« Set up the AWS loT Greengrass Core software as a system service that runs at boot. On Linux
devices, this requires the Systemd init system.

/A Important

On Windows core devices, you must set up the AWS loT Greengrass Core software as
a system service.

» Deploy the AWS IoT Greengrass CLI component, which is a command-line tool that enables

you to develop custom Greengrass components on the core device.

« Specify to use the ggc_user system user to run software components on the core device.
On Linux devices, this command also specifies to use the ggc_group system group, and the
installer creates the system user and group for you.

Replace argument values in your command as follows.

a. /greengrass/v2or (C:\greengrass\v2: The path to the root folder to use to install
the AWS loT Greengrass Core software.
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b. GreengrassInstaller. The path to the folder where you unpacked the AWS loT
Greengrass Core software installer.

c. region.The AWS Region in which to find or create resources.

d. MyGreengrassCore. The name of the AWS loT thing for your Greengrass core device. If
the thing doesn't exist, the installer creates it. The installer downloads the certificates to
authenticate as the AWS loT thing. For more information, see Device authentication and
authorization for AWS loT Greengrass.

(® Note

The thing name can't contain colon (:) characters.

e. MyGreengrassCoreGroup. The name of AWS loT thing group for your Greengrass core
device. If the thing group doesn't exist, the installer creates it and adds the thing to it. If
the thing group exists and has an active deployment, the core device downloads and runs
the software that the deployment specifies.

(® Note

The thing group name can't contain colon (:) characters.

f. GreengrassV2IoTThingPolicy.The name of the AWS loT policy that allows the
Greengrass core devices to communicate with AWS loT and AWS IoT Greengrass. If the
AWS IoT policy doesn't exist, the installer creates a permissive AWS IoT policy with this
name. You can restrict this policy's permissions for you use case. For more information, see
Minimal AWS loT policy for AWS loT Greengrass V2 core devices.

g. GreengrassV2TokenExchangeRole. The name of the IAM role that allows
the Greengrass core device to get temporary AWS credentials. If the role
doesn't exist, the installer creates it and creates and attaches a policy named
GreengrassV2TokenExchangeRoleAccess. For more information, see Authorize core

devices to interact with AWS services.

h. GreengrassCoreTokenExchangeRoleAlias. The alias to the IAM role that allows the
Greengrass core device to get temporary credentials later. If the role alias doesn't exist,
the installer creates it and points it to the IAM role that you specify. For more information,
see Authorize core devices to interact with AWS services.
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Linux or Unix

sudo -E java -Droot="/greengrass/v2" -Dlog.store=FILE \
-jar ./GreengrassInstaller/lib/Greengrass.jar \
--aws-region region \
--thing-name MyGreengrassCore \
--thing-group-name MyGreengrassCoreGroup \
--thing-policy-name GreengrassV2IoTThingPolicy \
--tes-role-name GreengrassV2TokenExchangeRole \
--tes-role-alias-name GreengrassCoreTokenExchangeRoleAlias \
--component-default-user ggc_user:ggc_group \
--provision true \
--setup-system-service true \
--deploy-dev-tools true

Windows Command Prompt (CMD)

java -Droot="C:\greengrass\v2" "-Dlog.store=FILE" ~
-jar ./GreengrassInstaller/lib/Greengrass.jar ~
--aws-region region "
--thing-name MyGreengrassCore *
--thing-group-name MyGreengrassCoreGroup "
--thing-policy-name GreengrassV2IoTThingPolicy *
--tes-role-name GreengrassV2TokenExchangeRole *
--tes-role-alias-name GreengrassCoreTokenExchangeRoleAlias ~
--component-default-user ggc_user *
--provision true #
--setup-system-service true *
--deploy-dev-tools true

PowerShell

java -Droot="C:\greengrass\v2" "-Dlog.store=FILE"
-jar ./GreengrassInstaller/lib/Greengrass.jar °
--aws-region region °
--thing-name MyGreengrassCore
--thing-group-name MyGreengrassCoreGroup °
--thing-policy-name GreengrassV2IoTThingPolicy °
--tes-role-name GreengrassV2TokenExchangeRole
--tes-role-alias-name GreengrassCoreTokenExchangeRoleAlias
--component-default-user ggc_user °
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--provision true °
--setup-system-service true °
--deploy-dev-tools true

(@ Note
If you are running AWS loT Greengrass on a device with limited memory, you can
control the amount of memory that AWS loT Greengrass Core software uses. To
control memory allocation, you can set JVM heap size options in the jvmOptions
configuration parameter in your nucleus component. For more information, see
Control memory allocation with JVM options.

When you run this command, you should see the following messages to indicate that the
installer succeeded.

Successfully configured Nucleus with provisioned resource details!
Configured Nucleus to deploy aws.greengrass.Cli component
Successfully set up Nucleus as a system service

(® Note

If you have a Linux device and it doesn't have systemd, the installer won't set up the
software as a system service, and you won't see the success message for setting up the
nucleus as a system service.

(Optional) Run the Greengrass software (Linux)

® Note

These steps do not apply to nucleus lite.

If you installed the software as a system service, the installer runs the software for you. Otherwise,
you must run the software. To see if the installer set up the software as a system service, look for
the following line in the installer output.
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Successfully set up Nucleus as a system service

If you don't see this message, do the following to run the software:

1. Run the following command to run the software.

sudo /greengrass/v2/alts/current/distro/bin/loader

The software prints the following message if it launches successfully.

Launched Nucleus successfully.

2.  You must leave the current command shell open to keep the AWS loT Greengrass Core
software running. If you use SSH to connect to the core device, run the following command on
your development computer to open a second SSH session that you can use to run additional
commands on the core device. Replace username with the name of the user to sign in, and
replace pi-ip-address with the IP address of the device.

ssh username@pi-ip-address

For more information about how to interact with the Greengrass system service, see Configure the

Greengrass nucleus as a system service.

Verify the Greengrass CLI installation on the device

(@ Note

These steps do not apply to nucleus lite.

The Greengrass CLI can take up to a minute to deploy. Run the following command to check the
status of the deployment. Replace MyGreengrassCore with the name of your core device.

aws greengrassv2 list-effective-deployments --core-device-thing-name MyGreengrassCore
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The coreDeviceExecutionStatus indicates the status of the deployment to the core device.
When the status is SUCCEEDED, run the following command to verify that the Greengrass CLI is
installed and runs. Replace /greengrass/v2 with the path to the root folder.

Linux or Unix
/greengrass/v2/bin/greengrass-cli help
Windows Command Prompt (CMD)
C:\greengrass\v2\bin\greengrass-cli help
PowerShell

C:\greengrass\v2\bin\greengrass-cli help

The command outputs help information for the Greengrass CLI. If the greengrass-cli isn't
found, the deployment might have failed to install the Greengrass CLI. For more information, see
Troubleshooting AWS loT Greengrass V2.

You can also run the following command to manually deploy the AWS loT Greengrass CLI to your
device.

» Replace region with the AWS Region that you use. Make sure that you use the same AWS
Region that you used to configure the AWS CLI on your device.

« Replace account-id with your AWS account ID.

» Replace MyGreengrassCore with the name of your core device.

Linux, macQOS, or Unix

aws greengrassv2 create-deployment \
--target-arn "arn:aws:iot:region:account-id:thing/MyGreengrassCore" \
--components '{
"aws.greengrass.Cli": {
"componentVersion": "2.14.0"
}
} 1
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Windows Command Prompt (CMD)

aws greengrassv2 create-deployment A
--target-arn "arn:aws:iot:region:account-id:thing/MyGreengrassCore" *
--components "{\"aws.greengrass.Cli\":{\"componentVersion\":\"2.14.0\"}}"

PowerShell

aws greengrassv2 create-deployment °
--target-arn "arn:aws:iot:region:account-id:thing/MyGreengrassCore" °
--components '{\"aws.greengrass.Cli\":{\"componentVersion\":\"2.14.0\"}}"'

® Tip
You can add /greengrass/v2/bin (Linux) or C: \greengrass\v2\bin (Windows) to
your PATH environment variable to run greengrass-cli without its absolute path.

The AWS loT Greengrass Core software and local development tools run on your device. Next, you
can develop a Hello World AWS IoT Greengrass component on your device.

Step 4: Develop and test a component on your device

A component is a software module that runs on AWS loT Greengrass core devices. Components
enable you to create and manage complex applications as discrete building blocks that you can
reuse from one Greengrass core device to another. Every component is composed of a recipe and
artifacts.

» Recipes

Every component contains a recipe file, which defines its metadata. The recipe also specifies
the component's configuration parameters, component dependencies, lifecycle, and platform
compatibility. The component lifecycle defines the commands that install, run, and shut down
the component. For more information, see AWS loT Greengrass component recipe reference.

You can define recipes in JSON or YAML format.

o Artifacts
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Components can have any number of artifacts, which are component binaries. Artifacts can
include scripts, compiled code, static resources, and any other files that a component consumes.
Components can also consume artifacts from component dependencies.

With AWS loT Greengrass, you can use the Greengrass CLI to develop and test components locally
on a Greengrass core device without interaction with the AWS Cloud. When you complete your
local component, you can use the component recipe and artifacts to create that component in the
AWS loT Greengrass service in the AWS Cloud, and then deploy it to all of your Greengrass core
devices. For more information about components, see Develop AWS loT Greengrass components.

In this section, you learn how to create and run a basic Hello World component locally on your core
device.

To develop a Hello World component on your device

1. Create a folder for your components with subfolders for recipes and artifacts. Run the
following commands on your Greengrass core device to create these folders and change to the
component folder. Replace ~/greengrassv2 or SUSERPROFILE%\greengrassv2 with the
path to the folder to use for local development.

Linux or Unix

mkdir -p ~/greengrassv2/{recipes,artifacts}
cd ~/greengrassv2

Windows Command Prompt (CMD)

mkdir %USERPROFILE%\greengrassv2\\recipes, %USERPROFILE%\greengrassv2\\artifacts
cd %USERPROFILE%\greengrassv2

PowerShell

mkdir ~/greengrassv2/recipes, ~/greengrassv2/artifacts
cd ~/greengrassv2

2. Use a text editor to create a recipe file that defines your component's metadata, parameters,
dependencies, lifecycle, and platform capability. Include the component version in the recipe

Step 4: Develop and test a component on your device 154



AWS loT Greengrass Developer Guide, Version 2

file name so that you can identify which recipe reflects which component version. You can
choose YAML or JSON format for your recipe.

For example, on a Linux-based system, you can run the following command to use GNU nano

to create the file.

JSON

nano recipes/com.example.HelloWorld-1.0.@.json

YAML

nano recipes/com.example.HelloWorld-1.0.0.yaml

(@ Note

AWS loT Greengrass uses semantic versions for components. Semantic versions follow

a major.minor.patch number system. For example, version 1.0. 0 represents the

first major release for a component. For more information, see the semantic version

specification.

3. Paste the following recipe into the file.

JSON

"RecipeFormatVersion": "2020-01-25",
"ComponentName": '"com.example.HelloWorld",
"ComponentVersion": "1.0.0",
"ComponentDescription": "My first AWS IoT Greengrass component.",
"ComponentPublisher": "Amazon",
"ComponentConfiguration": {
"DefaultConfiguration": {

"Message": "world"
}
},
"Manifests": [
{
"Platform": {
"os": "linux"
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iy
"Lifecycle": {
"Run": "python3 -u {artifacts:path}/hello_world.py {configuration:/

Messagel}"
}
.
{
"Platform": {
"os": "windows"
.

"Lifecycle": {
"Run": "py -3 -u {artifacts:path}/hello_world.py {configuration:/
Message}"

}

YAML

RecipeFormatVersion: '2020-01-25'
ComponentName: com.example.HelloWorld
ComponentVersion: '1.0.0'
ComponentDescription: My first AWS IoT Greengrass component.
ComponentPublisher: Amazon
ComponentConfiguration:
DefaultConfiguration:
Message: world
Manifests:
- Platform:
os: linux
Lifecycle:
Run: |
python3 -u {artifacts:path}/hello_world.py "{configuration:/Message}"
- Platform:
os: windows
Lifecycle:
Run: |
py -3 -u {artifacts:path}/hello_world.py "{configuration:/Message}"
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This recipe's ComponentConfiguration section defines a parameter, Message, that defaults
toworld. The Manifests section defines a manifest, which is a set of lifecycle instructions
and artifacts for a platform. You can define multiple manifests to specify different install
instructions for various platforms, for example. In the manifest, the Lifecycle section
instructs the Greengrass core device to run the Hello World script with the Message parameter
value as an argument.

4. Run the following command to create a folder for the component artifacts.

Linux or Unix

mkdir -p artifacts/com.example.HelloWorld/1.0.0
Windows Command Prompt (CMD)

mkdir artifacts\com.example.HelloWorld\1.0.0
PowerShell

mkdir artifacts\com.example.HelloWorld\1.0.0

/A Important

You must use the following format for the artifact folder path. Include the component
name and version that you specify in the recipe.

artifacts/componentName/componentVersion/

5. Use a text editor to create a Python script artifact file for your Hello World component.

For example, on a Linux-based system, you can run the following command to use GNU nano
to create the file.

nano artifacts/com.example.HelloWorld/1.0.0/hello_world.py

Copy and paste the following Python script into the file.
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import sys

o

message = "Hello, %s!" % sys.argv[1l]

# Print the message to stdout, which Greengrass saves in a log file.
print(message)

6. Use the local AWS loT Greengrass CLI to manage components on your Greengrass core device.

Run the following command to deploy the component to the AWS loT Greengrass core.
Replace /greengrass/v2 or C:\greengrass\v2 with your AWS loT Greengrass V2 root
folder, and replace ~/greengrassv2 or SUSERPROFILE%\greengrassv2 with your
component development folder.

Linux or Unix

sudo /greengrass/v2/bin/greengrass-cli deployment create \
--recipeDir ~/greengrassv2/recipes \
--artifactDir ~/greengrassv2/artifacts \
--merge "com.example.HelloWorld=1.0.0"

Windows Command Prompt (CMD)

C:\greengrass\v2\bin\greengrass-cli deployment create *
--recipeDir SUSERPROFILE%\greengrassv2\recipes
--artifactDir SUSERPROFILE%\greengrassv2\artifacts ~
--merge '"com.example.HelloWorld=1.0.0"

PowerShell

C:\greengrass\v2\bin\greengrass-cli deployment create °
--recipeDir ~/greengrassv2/recipes °
--artifactDir ~/greengrassv2/artifacts °
--merge '"com.example.HelloWorld=1.0.0"

This command adds the component that uses the recipe in recipes and the Python script
inartifacts. The --merge option adds or updates the component and version that you
specify.
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7. The AWS IoT Greengrass Core software saves stdout from component process to log files in the
logs folder. Run the following command to verify that the Hello World component runs and
prints messages.

Linux or Unix
sudo tail -f /greengrass/v2/logs/com.example.HelloWorld.log
Windows Command Prompt (CMD)

type C:\greengrass\v2\logs\com.example.HelloWorld.log

The type command writes the file's contents to the terminal. Run this command multiple
times to observe changes in the file.

PowerShell

gc C:\greengrass\v2\logs\com.example.HelloWorld.log -Tail 10 -Wait

You should see messages similar to the following example.

Hello, world!

(@ Note

If the file doesn't exist, the local deployment may not be complete yet. If the file
doesn't exist within 15 seconds, the deployment likely failed. This can occur if your
recipe isn't valid, for example. Run the following command to view the AWS loT
Greengrass core log file. This file includes logs from the Greengrass core device's
deployment service.

Linux or Unix

sudo tail -f /greengrass/v2/logs/greengrass.log
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Windows Command Prompt (CMD)

type C:\greengrass\v2\logs\greengrass.log

The type command writes the file's contents to the terminal. Run this command
multiple times to observe changes in the file.

PowerShell

gc C:\greengrass\v2\logs\greengrass.log -Tail 10 -Wait

8. Modify the local component to iterate and test your code. Open hello_world.py in a text
editor, and add the following code at line 4 to edit the message that the AWS loT Greengrass

core logs.

message += " Greetings from your first Greengrass component."

The hello_world. py script should now have the following contents.

import sys

message = "Hello, %s!" % sys.argv[1]
message += " Greetings from your first Greengrass component."

# Print the message to stdout, which Greengrass saves in a log file.
print(message)

9. Run the following command to update the component with your changes.

Linux or Unix

sudo /greengrass/v2/bin/greengrass-cli deployment create \
--recipeDir ~/greengrassv2/recipes \
--artifactDir ~/greengrassv2/artifacts \
--merge '"com.example.HelloWorld=1.0.0"

Windows Command Prompt (CMD)

C:\greengrass\v2\bin\greengrass-cli deployment create *
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10.

11.

--recipeDir SUSERPROFILE%\greengrassv2\recipes
--artifactDir SUSERPROFILE%\greengrassv2\artifacts ~
--merge '"com.example.HelloWorld=1.0.0"

PowerShell

C:\greengrass\v2\bin\greengrass-cli deployment create °
--recipeDir ~/greengrassv2/recipes °
--artifactDir ~/greengrassv2/artifacts °
--merge "com.example.HelloWorld=1.0.0"

This command updates the com.example.HelloWorld component with the latest Hello
World artifact.

Run the following command to restart the component. When you restart a component, the
core device uses the latest changes.

Linux or Unix

sudo /greengrass/v2/bin/greengrass-cli component restart \
--names '"com.example.HellowWorld"

Windows Command Prompt (CMD)

C:\greengrass\v2\bin\greengrass-cli component restart #
--names "com.example.HelloWorld"

PowerShell

C:\greengrass\v2\bin\greengrass-cli component restart °
--names "com.example.HelloWorld"

Check the log again to verify that the Hello World component prints the new message.

Linux or Unix

sudo tail -f /greengrass/v2/logs/com.example.HelloWorld.log
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12.

Windows Command Prompt (CMD)

type C:\greengrass\v2\logs\com.example.HelloWorld.log

The type command writes the file's contents to the terminal. Run this command multiple
times to observe changes in the file.

PowerShell

gc C:\greengrass\v2\logs\com.example.HelloWorld.log -Tail 1@ -Wait

You should see messages similar to the following example.

Hello, world! Greetings from your first Greengrass component.

You can update the component's configuration parameters to test different configurations.
When you deploy a component, you can specify a configuration update, which defines how to
modify the component's configuration on the core device. You can specify which configuration
values to reset to default values and the new configuration values to merge onto the core
device. For more information, see Update component configurations.

Do the following:

Use a text editor to create a file called hello-world-config-update. json to contain
the configuration update

For example, on a Linux-based system, you can run the following command to use GNU
nano to create the file.

nano hello-world-config-update.json

Copy and paste the following JSON object into the file. This JSON object defines a
configuration update that merges the value friend to the Message parameter to update
its value. This configuration update doesn't specify any values to reset. You don't need to
reset the Message parameter because the merge update replaces the existing value.

{

"com.example.HelloWorld": {
"MERGE": {
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"Message": "friend"

}

¢. Run the following command to deploy the configuration update to the Hello World
component.

Linux or Unix

sudo /greengrass/v2/bin/greengrass-cli deployment create \
--merge "com.example.HelloWorld=1.0.0" \
--update-config hello-world-config-update.json

Windows Command Prompt (CMD)

C:\greengrass\v2\bin\greengrass-cli deployment create *
--merge '"com.example.HelloWorld=1.0.0" A
--update-config hello-world-config-update.json

PowerShell

C:\greengrass\v2\bin\greengrass-cli deployment create °
--merge "com.example.HelloWorld=1.0.0" °
--update-config hello-world-config-update.json

d. Check the log again to verify that the Hello World component outputs the new message.

Linux or Unix

sudo tail -f /greengrass/v2/logs/com.example.HelloWorld.log

Windows Command Prompt (CMD)

type C:\greengrass\v2\logs\com.example.HelloWorld.log

The type command writes the file's contents to the terminal. Run this command
multiple times to observe changes in the file.
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PowerShell

gc C:\greengrass\v2\logs\com.example.HelloWorld.log -Tail 10 -Wait

You should see messages similar to the following example.

Hello, friend! Greetings from your first Greengrass component.

13. After you finish testing your component, remove it from your core device. Run the following
command.

Linux or Unix

sudo /greengrass/v2/bin/greengrass-cli deployment create --
remove="com.example.HelloWorld"

Windows Command Prompt (CMD)

C:\greengrass\v2\bin\greengrass-cli deployment create --
remove="com.example.HelloWorld"

PowerShell

C:\greengrass\v2\bin\greengrass-cli deployment create --
remove="com.example.HelloWorld"

/A Important

This step is required for you to deploy the component back to the core device after
you upload it to AWS loT Greengrass. Otherwise, the deployment fails with a version
compatibility error because the local deployment specifies a different version of the
component.

Run the following command and verify that the com.example.HelloWorld component
doesn't appear in the list of components on your device.
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Linux or Unix
sudo /greengrass/v2/bin/greengrass-cli component list
Windows Command Prompt (CMD)
C:\greengrass\v2\bin\greengrass-cli component list
PowerShell

C:\greengrass\v2\bin\greengrass-cli component list

Your Hello World component is complete, and you can now upload it to the AWS loT Greengrass
cloud service. Then, you can deploy the component to Greengrass core devices.

Step 5: Create your component in the AWS loT Greengrass
service
When you finish developing a component on your core device, you can upload it to the AWS loT

Greengrass service in the AWS Cloud. You can also directly create the component in the AWS loT
Greengrass console. AWS loT Greengrass provides a component management service that hosts

your components so that you can deploy them to individual devices or fleets of devices. To upload
a component to the AWS loT Greengrass service, you complete the following steps:

» Upload component artifacts to an S3 bucket.

« Add each artifact's Amazon Simple Storage Service (Amazon S3) URI to the component recipe.

» Create a component in AWS loT Greengrass from the component recipe.

In this section, you complete these steps on your Greengrass core device to upload your Hello
World component to the AWS loT Greengrass service.
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Create your component in AWS loT Greengrass (console)

1.

Use an S3 bucket in your AWS account to host AWS loT Greengrass component artifacts. When
you deploy the component to a core device, the device downloads the component's artifacts
from the bucket.

You can use an existing S3 bucket, or you can create a new bucket.

a. Inthe Amazon S3 console, under Buckets, choose Create bucket.

b. For Bucket name, enter a unique bucket name. For example, you can use greengrass-
component-artifacts-region-123456789012. Replace 123456789012 with your
AWS account ID and region with the AWS Region that you use for this tutorial.

c. For AWS region, select the AWS Region that you use for this tutorial.

d. Choose Create bucket.

e. Under Buckets, choose the bucket that you created, upload the hello_world.py
script to the artifacts/com.example.HelloWorld/1.0.0 folder in the bucket. For
information about uploading objects to S3 buckets, see Uploading objects in the Amazon
Simple Storage Service User Guide.

f.  Copy the S3 URI of the hello_world.py object in the S3 bucket. This URI should look
similar to the following example. Replace amzn-s3-demo-bucket with the name of the S3
bucket.

s3://amzn-s3-demo-bucket/artifacts/com.example.HelloWorld/1.0.0/hello_world.py
Allow the core device to access component artifacts in the S3 bucket.

Each core device has a core device IAM role that allows it to interact with AWS loT and send
logs to the AWS Cloud. This device role doesn't allow access to S3 buckets by default, so you
must create and attach a policy that allows the core device to retrieve component artifacts
from the S3 bucket.

If your device's role already allows access to the S3 bucket, you can skip this step. Otherwise,
create an IAM policy that allows access and attach it to the role, as follows:

a. Inthe IAM console navigation menu, choose Policies, and then choose Create policy.

b. On the JSON tab, replace the placeholder content with the following policy. Replace
amzn-s3-demo-bucket with the name of the S3 bucket that contains component artifacts
for the core device to download.
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"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"s3:GetObject"
1,

"Resource": "arn:aws:s3:::amzn-s3-demo-bucket/*"

Choose Next.

n

d. Inthe Policy details section, for Name, enter
MyGreengrassV2ComponentArtifactPolicy.

e. Choose Create policy.

f.  Inthe IAM console navigation menu, choose Role, and then choose the name of
the role for the core device. You specified this role name when you installed the
AWS loT Greengrass Core software. If you did not specify a name, the default is
GreengrassV2TokenExchangeRole.

Under Permissions, choose Add permissions, then choose Attach policies.

5 @

On the Add permissions page, select the check box next to the
MyGreengrassV2ComponentArtifactPolicy policy that you created, and then choose
Add permissions.

3. Use the component recipe to create a component in the AWS loT Greengrass console.

a. Inthe AWS IoT Greengrass console navigation menu, choose Components, and then

choose Create component.

b. Under Component information, choose Enter recipe as JSON. The placeholder recipe
should look similar to the following example.

{
"RecipeFormatVersion": "2020-01-25",
"ComponentName": "com.example.HelloWorld",
"ComponentVersion": "1.0.0",
"ComponentDescription": "My first AWS IoT Greengrass component.",
"ComponentPublisher": "Amazon",
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"ComponentConfiguration": {
"DefaultConfiguration": {

"Message": "world"
}
},
"Manifests": [
{
"Platform": {
"os": "linux"
.
"Lifecycle": {
"Run": "python3 -u {artifacts:path}/hello_world.py \"{configuration:/
Message}\""
.
"Artifacts": [
{

"URI": "s3://amzn-s3-demo-bucket/artifacts/
com.example.HelloWorld/1.0.0/hello_world.py"
}
]
},
{
"Platform": {
"os": "windows"
},
"Lifecycle": {
"Run": "py -3 -u {artifacts:path}/hello_world.py \"{configuration:/
Message}\""
},
"Artifacts": [
{
"URI": "s3://amzn-s3-demo-bucket/artifacts/
com.example.HelloWorld/1.0.0/hello_woxld.py"

c. Replace the placeholder URI in each Artifacts section with S3 URI of your
hello_world.py object.

d. Choose Create component.
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e. Onthe com.example.HelloWorld component page, verify that the Status of the
component is Deployable.

Create your component in AWS loT Greengrass (AWS CLI)
To upload your Hello World component

1. Use an S3 bucket in your AWS account to host AWS loT Greengrass component artifacts. When
you deploy the component to a core device, the device downloads the component's artifacts
from the bucket.

You can use an existing S3 bucket, or run the following command to create a bucket. This
command creates a bucket with your AWS account ID and AWS Region to form a unique bucket
name. Replace 123456789012 with your AWS account ID and region with the AWS Region
that you use for this tutorial.

aws s3 mb s3://greengrass-component-artifacts-123456789012-region

The command outputs the following information if the request succeeds.

make_bucket: greengrass-component-artifacts-123456789012-region
2. Allow the core device to access component artifacts in the S3 bucket.

Each core device has a core device IAM role that allows it to interact with AWS loT and send
logs to the AWS Cloud. This device role doesn't allow access to S3 buckets by default, so you
must create and attach a policy that allows the core device to retrieve component artifacts
from the S3 bucket.

If the core device's role already allows access to the S3 bucket, you can skip this step.
Otherwise, create an IAM policy that allows access and attach it to the role, as follows:

a. Create afile called component-artifact-policy.json and copy the following JSON
into the file. This policy allows access to all files in an S3 bucket. Replace amzn-s3-demo-
bucket with the name of the S3 bucket.

{
"Version": "2012-10-17",
"Statement": [
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{
"Effect": "Allow",
"Action": [
"s3:GetObject"
1,
"Resource": "arn:aws:s3:::amzn-s3-demo-bucket/*"
}

b. Run the following command to create the policy from the policy document in
component-artifact-policy.json.

Linux or Unix

aws iam create-policy \\
--policy-name MyGreengrassV2ComponentArtifactPolicy \\
--policy-document file://component-artifact-policy.json

Windows Command Prompt (CMD)

aws iam create-policy A
--policy-name MyGreengrassV2ComponentArtifactPolicy *
--policy-document file://component-artifact-policy.json

PowerShell

aws iam create-policy °
--policy-name MyGreengrassV2ComponentArtifactPolicy °
--policy-document file://component-artifact-policy.json

Copy the policy Amazon Resource Name (ARN) from the policy metadata in the output.
You use this ARN to attach this policy to the core device role in the next step.

¢. Run the following command to attach the policy to the core device role. Replace
GreengrassV2TokenExchangeRole with the name of the role for the core device.
You specified this role name when you installed the AWS loT Greengrass Core software.
Replace the policy ARN with the ARN from the previous step.
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Linux or Unix

aws iam attach-role-policy \\
--role-name GreengrassV2TokenExchangeRole \\
--policy-arn
arn:aws:iam: :123456789012:policy/MyGreengrassV2ComponentArtifactPolicy

Windows Command Prompt (CMD)

aws iam attach-role-policy #
--role-name GreengrassV2TokenExchangeRole "
--policy-azrn
arn:aws:iam: :123456789012:policy/MyGreengrassV2ComponentArtifactPolicy

PowerShell

aws iam attach-role-policy °
--role-name GreengrassV2TokenExchangeRole °
--policy-azrn
arn:aws:iam::123456789012:policy/MyGreengrassV2ComponentArtifactPolicy

If the command has no output, it succeeded. The core device can now access artifacts that
you upload to this S3 bucket.

3. Upload the Hello World Python script artifact to the S3 bucket.

Run the following command to upload the script to the same path in the bucket where the
script exists on your AWS loT Greengrass core. Replace amzn-s3-demo-bucket with the name
of the S3 bucket.

Linux or Unix

aws s3 cp \
artifacts/com.example.HelloWorld/1.0.0/hello_world.py \
s3://amzn-s3-demo-bucket/artifacts/com.example.HelloWorld/1.0.0/hello_world.py

Windows Command Prompt (CMD)

aws s3 cp A
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artifacts/com.example.HelloWorld/1.0.0/hello_world.py *
s3://amzn-s3-demo-bucket/artifacts/com.example.HelloWorld/1.0.0/hello_world.py

PowerShell

aws s3 cp
artifacts/com.example.HelloWorld/1.0.0/hello_world.py °
s3://amzn-s3-demo-bucket/artifacts/com.example.HelloWorld/1.0.0/hello_world.py

The command outputs a line that starts with upload: if the request succeeds.

4. Add the artifact's Amazon S3 URI to the component recipe.

The Amazon S3 URI is composed of the bucket name and the path to the artifact object in the
bucket. Your script artifact's Amazon S3 URI is the URI that you upload the artifact to in the
previous step. This URI should look similar to the following example. Replace amzn-s3-demo-
bucket with the name of the S3 bucket.

s3://amzn-s3-demo-bucket/artifacts/com.example.HelloWorld/1.0.0/hello_world.py

To add the artifact to the recipe, add a list of Artifacts that contains a structure with the
Amazon S3 URI.

JSON

"Artifacts": [

{
"URI": "s3://amzn-s3-demo-bucket/artifacts/com.example.HelloWorld/1.0.0/

hello_world.py"
}

Open the recipe file in a text editor.

For example, on a Linux-based system, you can run the following command to use GNU
nano to create the file.

nano recipes/com.example.HelloWorld-1.0.0.json
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Add the artifact to the recipe. Your recipe file should look similar to the following example.

{
"RecipeFormatVersion": "2020-01-25",
"ComponentName": "com.example.HelloWorld",
"ComponentVersion": "1.0.0",
"ComponentDescription": "My first AWS IoT Greengrass component.",
"ComponentPublisher": "Amazon",
"ComponentConfiguration": {
"DefaultConfiguration": {
"Message": "world"
}
.
"Manifests": [
{
"Platform": {
"os": "linux"
1,
"Lifecycle": {
"Run": "python3 -u {artifacts:path}/hello_world.py \"{configuration:/
Message}\""
1,
"Artifacts": [
{

"URI": "s3://amzn-s3-demo-bucket/artifacts/
com.example.HelloWorld/1.0.0/hello_woxld.py"
}
]
.

{
"Platform": {
.
"Lifecycle": {
"Run": "py -3 -u {artifacts:path}/hello_world.py \"{configuration:/
Message}\""
.
"Artifacts": [
{

os": "windows"

"URI": "s3://amzn-s3-demo-bucket/artifacts/
com.example.HelloWorld/1.0.0/hello_world.py"

}
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}

YAML

Artifacts:
- URI: s3://amzn-s3-demo-bucket/artifacts/com.example.HelloWorld/1.0.0/
hello_world.py

Open the recipe file in a text editor.

For example, on a Linux-based system, you can run the following command to use GNU
nano to create the file.

nano recipes/com.example.HelloWorld-1.0.0.yaml

Add the artifact to the recipe. Your recipe file should look similar to the following example.

RecipeFormatVersion: '2020-01-25'
ComponentName: com.example.HelloWorld
ComponentVersion: '1.0.0'
ComponentDescription: My first AWS IoT Greengrass component.
ComponentPublisher: Amazon
ComponentConfiguration:
DefaultConfiguration:
Message: world
Manifests:
- Platform:
os: linux
Lifecycle:
Run: |
python3 -u {artifacts:path}/hello_world.py "{configuration:/Message}"
Axtifacts:
- URI: s3://amzn-s3-demo-bucket/artifacts/com.example.HelloWoxrld/1.0.0/
hello_world.py
- Platform:
os: windows
Lifecycle:
Run: |
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py -3 -u {artifacts:path}/hello_world.py "{configuration:/Message}"
Artifacts:
- URI: s3://amzn-s3-demo-bucket/artifacts/com.example.HelloWoxld/1.0.0/
hello_world.py

5. Create a component resource in AWS loT Greengrass from the recipe. Run the following
command to create the component from the recipe, which you provide as a binary file.

JSON

aws greengrassv2 create-component-version --inline-recipe fileb://recipes/
com.example.HelloWorld-1.0.0.json

YAML

aws greengrassv2 create-component-version --inline-recipe fileb://recipes/
com.example.HelloWorld-1.0.0.yaml

The response looks similar to the following example if the request succeeds.

arn":
"arn:aws:greengrass:region:123456789012:components:com.example.HelloWorld:versions:1.0.0",

"componentName": "com.example.HelloWorld",
"componentVersion": "1.0.0",

"creationTimestamp": "Mon Nov 30 09:04:05 UTC 2020",
"status": {

"componentState": "REQUESTED",
"message": "NONE",
"errors": {}

Copy the arn from the output to check the state of the component in the next step.

(® Note

You can also see your Hello World component in the AWS loT Greengrass console on
the Components page.
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6. Verify that the component creates and is ready to be deployed. When you create a component,
its state is REQUESTED. Then, AWS IoT Greengrass validates that the component is deployable.
You can run the following command to query the component status and verify that your
component is deployable. Replace the arn with the ARN from the previous step.

aws greengrassv2 describe-component --arn
"arn:aws:greengrass:region:123456789012:components:com.example.HelloWorld:versions:1.0.0"

If the component validates, the response indicates that the component state is DEPLOYABLE.

"arn":
"arn:aws:greengrass:region:123456789012:components:com.example.HelloWorld:versions:1.0.0",
"componentName": "com.example.HelloWorld",
"componentVersion": "1.0.0",
"creationTimestamp": "2020-11-30T18:04:05.8237",
"publisher": "Amazon",
"description": "My first Greengrass component.",
"status": {

"componentState": "DEPLOYABLE",

"message": "NONE",

"errors": {}

},
"platforms": [
{
"os": "linux",
"architecture": "all"
}
]

Your Hello World component is now available in AWS loT Greengrass. You can deploy it back to this
Greengrass core device or to other core devices.

Step 6: Deploy your component

With AWS loT Greengrass, you can deploy components to individual devices or groups of devices.
When you deploy a component, AWS loT Greengrass installs and runs that component's software
on each target device. You specify which components to deploy and the configuration update to
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deploy for each component. You can also control how the deployment rolls out to the devices that
the deployment targets. For more information, see Deploy AWS IoT Greengrass components to
devices.

In this section, you deploy your Hello World component back to your Greengrass core device.

Deploy your component (console)

In the AWS loT Greengrass console navigation menu, choose Components.

On the Components page, on the My components tab, choose com.example.HelloWorld.
On the com.example.HelloWorld page, choose Deploy.

From Add to deployment, choose Create new deployment, then choose Next.

i A W=

On the Specify target page, do the following:

a. Inthe Name box, enter Deployment for MyGreengrassCore.

b. For Deployment target, choose Core device, and the name of the AWS loT thing for your
core device. The default value in this tutorial is MyGreengrassCore.

c. Choose Next.

6. On the Select components page, under My components, verify that the
com.example.HelloWorld component is selected, and choose Next.

7. On the Configure components page, choose com.example.HelloWorld, and do the following:

a. Choose Configure component.

b. Under Configuration update, in Configuration to merge, enter the following
configuration.

{

"Message": "universe"

}

This configuration update sets the Hello World Message parameter to universe for the
device in this deployment.

c. Choose Confirm.
d. Choose Next.

8. On the Configure advanced settings page, keep the default configuration settings, and
choose Next.
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9.

10.

On the Review page, choose Deploy.

Verify that the deployment completes successfully. The deployment can take several minutes
to complete. Check the Hello World log to verify the change. Run the following command on
your Greengrass core device.

Linux or Unix

sudo tail -f /greengrass/v2/logs/com.example.HelloWorld.log
Windows Command Prompt (CMD)

type C:\greengrass\v2\\logs\\com.example.HelloWorld.log
PowerShell

gc C:\greengrass\v2\\logs\\com.example.HelloWorld.log -Tail 10 -Wait

You should see messages similar to the following example.

Hello, universe! Greetings from your first Greengrass component.

® Note

If the log messages don't change, the deployment failed or didn't reach the core
device. This can occur if your core device isn't connected to the internet or doesn't have
permissions to retrieve artifacts from your S3 bucket. Run the following command

on your core device to view the AWS loT Greengrass Core software log file. This file
includes logs from the Greengrass core device's deployment service.

Linux or Unix
sudo tail -f /greengrass/v2/logs/greengrass.log
Windows Command Prompt (CMD)

type C:\greengrass\v2\\logs\\greengrass.log
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The type command writes the file's contents to the terminal. Run this command
multiple times to observe changes in the file.

PowerShell

gc C:\greengrass\v2\\logs\\greengrass.log -Tail 10 -Wait

For more information, see Troubleshooting AWS loT Greengrass V2.

Deploy your component (AWS CLI)
To deploy your Hello World component

1.  Onyour development computer, create a file called hello-world-deployment. json and
copy the following JSON into the file. This file defines the components and configurations to
deploy.

{
"components": {

"com.example.HelloWorld": {
"componentVersion": "1.0.0",
"configurationUpdate": {

"merge": "{\"Message\":\"universe\"}"
}
}
}
}

This configuration file specifies to deploy version 1.0.0 of the Hello World component

that you developed and published in the previous procedure. The configurationUpdate
specifies to merge the component configuration in a JSON-encoded string. This configuration
update sets the Hello World Message parameter to universe for the device in this
deployment.

2. Run the following command to deploy the component to your Greengrass core device. You can
deploy to things, which are individual devices, or thing groups, which are groups of devices.
Replace MyGreengrassCore with the name of the AWS loT thing for your core device.
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Linux or Unix

aws greengrassv2 create-deployment \
--target-arn "arn:aws:iot:region:account-id:thing/MyGreengrassCore" \
--cli-input-json file://hello-world-deployment.json

Windows Command Prompt (CMD)

aws greengrassv2 create-deployment A
--target-arn "arn:aws:iot:region:account-id:thing/MyGreengrassCore" *
--cli-input-json file://hello-world-deployment.json

PowerShell

aws greengrassv2 create-deployment °
--target-arn "arn:aws:iot:region:account-id:thing/MyGreengrassCore"
--cli-input-json file://hello-world-deployment.json

The command outputs a response similar to the following example.

{

"deploymentId": "deb69c37-314a-4369-a6al-3dff9fce73a9",

"iotJobId": "b5d92151-6348-4941-8603-bdbfb3e02b75",

"iotJobArn": "arn:aws:iot:region:account-id:job/b5d92151-6348-4941-8603-
bdbfb3e@2b75"
}

3. Verify that the deployment completes successfully. The deployment can take several minutes
to complete. Check the Hello World log to verify the change. Run the following command on
your Greengrass core device.

Linux or Unix

sudo tail -f /greengrass/v2/logs/com.example.HelloWorld.log

Windows Command Prompt (CMD)

type C:\greengrass\v2\\logs\\com.example.HelloWorld.log
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PowerShell

gc C:\greengrass\v2\\logs\\com.example.HelloWorld.log -Tail 10 -Wait

You should see messages similar to the following example.

Hello, universe! Greetings from your first Greengrass component.

(® Note

If the log messages don't change, the deployment failed or didn't reach the core
device. This can occur if your core device isn't connected to the internet or doesn't have
permissions to retrieve artifacts from your S3 bucket. Run the following command

on your core device to view the AWS loT Greengrass Core software log file. This file
includes logs from the Greengrass core device's deployment service.

Linux or Unix
sudo tail -f /greengrass/v2/logs/greengrass.log
Windows Command Prompt (CMD)

type C:\greengrass\v2\\logs\\greengrass.log

The type command writes the file's contents to the terminal. Run this command
multiple times to observe changes in the file.

PowerShell

gc C:\greengrass\v2\\logs\\greengrass.log -Tail 10 -Wait

For more information, see Troubleshooting AWS loT Greengrass V2.
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Next steps

You've completed this tutorial. The AWS loT Greengrass Core software and your Hello World
component run on your device. Also, your Hello World component is available in the AWS loT
Greengrass cloud service to deploy to other devices. For more information about the topics that
this tutorial explores, see the following:

o Create AWS loT Greengrass components

» Publish components to deploy to your core devices

» Deploy AWS loT Greengrass components to devices
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Setting up AWS loT Greengrass core devices

Complete the tasks in this section to install, configure, and run the AWS loT Greengrass Core
software.

(® Note

This section describes advanced installation and configuration of the AWS loT Greengrass
Core software. These steps do not apply to nucleus lite.lf you're a first-time user of AWS loT
Greengrass V2, we recommend that you first complete the getting started tutorial to set up

a core device and explore the features of AWS loT Greengrass.

Topics

» Supported platforms

» Device requirements

« Lambda function requirements

e Set up an AWS account

o Install the AWS loT Greengrass Core software

e Run the AWS loT Greengrass Core software

« Run AWS loT Greengrass Core software in a Docker container

» Configure the AWS loT Greengrass Core software

« Update the AWS loT Greengrass Core software (OTA)

« Uninstall the AWS loT Greengrass Core software

Supported platforms

» Greengrass nucleus supported platforms

» Greengrass nucleus lite supported platforms

Device requirements

» Greengrass nucleus device requirements
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« Greengrass nucleus lite device requirements

Lambda function requirements

/A Important

Greengrass Lambda functions are currently not supported by Greengrass nucleus lite.

Your device must meet the following requirements to run Lambda functions:

A Linux-based operating system.
« Your device must have the mkfifo shell command.

 Your device must run the programming language libraries that a Lambda function requires. You
must install the required libraries on the device and add them to the PATH environment variable.
Greengrass supports all Lambda supported versions of Python, Node.js, and Java runtimes.
Greengrass doesn't apply any additional restrictions on deprecated Lambda runtime versions.
For more information about AWS loT Greengrass support for Lambda runtimes, see Run AWS
Lambda functions.

 To run containerized Lambda functions, your device must meet the following requirements:
 Linux kernel version 4.4 or later.
+ The kernel must support cgroups v1, and you must enable and mount the following cgroups:

« The memory cgroup for AWS loT Greengrass to set the memory limit for containerized
Lambda functions.

» The devices cgroup for containerized Lambda functions to access system devices or volumes.
The AWS loT Greengrass Core software doesn't support cgroups v2.

To meet this requirement, boot the device with the following Linux kernel parameters.

cgroup_enable=memory cgroup_memory=1 systemd.unified_cgroup_hierarchy=0
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® Tip
On a Raspberry Pi, edit the /boot/cmdline. txt file to set the device's kernel
parameters.

« You must enable the following Linux kernel configurations on the device:
« Namespace:
e CONFIG_IPC_NS
e CONFIG_UTS_NS
« CONFIG_USER_NS
e CONFIG_PID_NS
» Cgroups:
« CONFIG_CGROUP_DEVICE
» CONFIG_CGROUPS
o CONFIG_MEMCG
« Others:
o CONFIG_POSIX_MQUEUE
o« CONFIG_OVERLAY_FS
o CONFIG_HAVE_ARCH_SECCOMP_FILTER
e CONFIG_SECCOMP_FILTER
o« CONFIG_KEYS
« CONFIG_SECCOMP
o CONFIG_SHMEM

® Tip
Check the documentation for your Linux distribution to learn how to verify and
set Linux kernel parameters. You can also use AWS loT Device Tester for AWS loT
Greengrass to verify that your device meets these requirements. For more information,
see Using AWS loT Device Tester for AWS loT Greengrass V2.
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Set up an AWS account

If you do not have an AWS account, complete the following steps to create one.
To sign up for an AWS account

1. Open https://portal.aws.amazon.com/billing/signup.

2. Follow the online instructions.

Part of the sign-up procedure involves receiving a phone call and entering a verification code
on the phone keypad.

When you sign up for an AWS account, an AWS account root user is created. The root user
has access to all AWS services and resources in the account. As a security best practice, assign
administrative access to a user, and use only the root user to perform tasks that require root

user access.

To create an administrator user, choose one of the following options.

Choose To By You can also

one

way to

manage

your

administr

ator

In IAM Use short-term Following the instructions ~ Configure programmatic

Identity  credentials to access in Getting started in the access by Configuring the

Center AWS. AWS IAM lIdentity Center AWS CLI to use AWS IAM
User Guide. Identity Center in the AWS

(Recomme This aligns with the Command Line Interface User

ded) security best practices Guide.

. For information
about best practices

, see Security best
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Choose To By You can also
one

way to

manage

your

administr

ator

practices in IAM in the
IAM User Guide.

In IAM Use long-term Following the instructions ~ Configure programmatic
credentials to access in Create an IAM user for access by Manage access keys

(Not AWS. emergency access in the for IAM users in the IAM User

rczlc)ommer IAM User Guide. Guide.

e

Install the AWS loT Greengrass Core software

AWS loT Greengrass extends AWS to edge devices so that they can act on the data they generate,
while they use the AWS Cloud for management, analytics, and durable storage. Install the AWS
loT Greengrass Core software on edge devices to integrate with AWS loT Greengrass and the AWS
Cloud.

/A Important

Before you download and install the AWS loT Greengrass Core software, check that your
core device meets the requirements to install and run the AWS loT Greengrass Core

software v2.0.

The AWS IoT Greengrass Core software includes an installer that sets up your device as a
Greengrass core device. When you run the installer, you can configure options, such as the root
folder and the AWS Region to use. You can choose to have the installer create required AWS loT
and IAM resources for you. You can also choose to deploy local development tools to configure a
device that you use for custom component development.

Install the AWS loT Greengrass Core software 187


https://docs.aws.amazon.com/IAM/latest/UserGuide/best-practices.html#bp-users-federation-idp
https://docs.aws.amazon.com/IAM/latest/UserGuide/getting-started-emergency-iam-user.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/getting-started-emergency-iam-user.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_access-keys.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_access-keys.html

AWS loT Greengrass Developer Guide, Version 2

The AWS IoT Greengrass Core software requires the following AWS loT and IAM resources to
connect to the AWS Cloud and operate:

« An AWS loT thing. When you register a device as an AWS loT thing, that device can use a digital
certificate to authenticate with AWS. This certificate allows the device to communicate with AWS
loT and AWS loT Greengrass. For more information, see Device authentication and authorization

for AWS loT Greengrass.

» (Optional) An AWS loT thing group. You use thing groups to manage fleets of Greengrass core
devices. When you deploy software components to your devices, you can choose to deploy to
individual devices or to groups of devices. You can add a device to a thing group to deploy that
thing group's software components to the device. For more information, see Deploy AWS loT

Greengrass components to devices.

« An IAM role. Greengrass core devices use the AWS loT Core credentials provider to authorize calls
to AWS services with an IAM role. This role allows your device to interact with AWS loT, send logs
to Amazon CloudWatch Logs, and download custom component artifacts from Amazon Simple
Storage Service (Amazon S3). For more information, see Authorize core devices to interact with

AWS services.

« An AWS loT role alias. Greengrass core devices use the role alias to identify the IAM role to use.
The role alias enables you to change the IAM role but keep the device configuration the same.
For more information, see Authorizing direct calls to AWS services in the AWS IoT Core Developer
Guide.

Choose one of the following options to install the AWS loT Greengrass Core software on your core
device.

e Quick installation

Choose this option to set up a Greengrass core device in as few steps as possible. The installer
creates the required AWS loT and IAM resources for you. This option requires you to provide AWS
credentials to the installer to create resources in your AWS account.

You can't use this option to install behind a firewall or network proxy. If your devices are behind
a firewall or network proxy, consider manual installation.

For more information, see Install AWS loT Greengrass Core software with automatic resource
provisioning.

« Manual installation
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Choose this option to create the required AWS resources manually or to install behind a firewall
or network proxy. By using a manual installation, you don't need to give the installer permission
to create resources in your AWS account, because you create the required AWS loT and IAM
resources. You can also configure your device to connect on port 443 or through a network
proxy. You can also configure the AWS loT Greengrass Core software to use a private key and
certificate that you store in a hardware security module (HSM), Trusted Platform Module (TPM),
or another cryptographic element.

For more information, see Install AWS loT Greengrass Core software with manual resource
provisioning.

« Installation with AWS loT fleet provisioning

Choose this option to create the required AWS resources from an AWS loT fleet provisioning
template. You might choose this option to create similar devices in a fleet, or if you manufacture
devices that your customers later activate, such as vehicles or smart home devices. Devices

use claim certificates to authenticate and provision AWS resources, including an X.509 client
certificate that the device uses to connect to the AWS Cloud for normal operation. You can
embed or flash the claim certificates into the device's hardware during manufacturing, and you
can use the same claim certificate and key to provision multiple devices. You can also configure
devices to connect on port 443 or through a network proxy.

For more information, see Install AWS loT Greengrass Core software with AWS loT fleet
provisioning.

« Installation with custom provisioning

Choose this option to develop a custom Java application that provisions the required AWS
resources. You might choose this option if you create your own X.509 client certificates or if you
want more control over the provisioning process. AWS loT Greengrass provides an interface that
you can implement to exchange information between your custom provisioning application and
the AWS loT Greengrass Core software installer.

For more information, see Install AWS loT Greengrass Core software with custom resource
provisioning.

AWS loT Greengrass also provides containerized environments that run the AWS loT Greengrass
Core software. You can use a Dockerfile to run AWS loT Greengrass in a Docker container.
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Topics

« Install AWS loT Greengrass Core software with automatic resource provisioning

Install AWS loT Greengrass Core software with manual resource provisioning

Install AWS loT Greengrass Core software with AWS loT fleet provisioning

Install AWS loT Greengrass Core software with custom resource provisioning

Installer arguments

Install AWS loT Greengrass Core software with automatic resource
provisioning

The AWS loT Greengrass Core software includes an installer that sets up your device as a
Greengrass core device. To set up a device quickly, the installer can provision the AWS loT thing,
AWS loT thing group, IAM role, and AWS loT role alias that the core device requires to operate.
The installer can also deploy the local development tools to the core device, so you can use the
device to develop and test custom software components. The installer requires AWS credentials to
provision these resources and create the deployment.

If you can't provide AWS credentials to the device, you can provision the AWS resources that the
core device requires to operate. You can also deploy the development tools to a core device to use
as a development device. This enables you to provide fewer permissions to the device when you
run the installer. For more information, see Install AWS loT Greengrass Core software with manual

resource provisioning.

/A Important

Before you download the AWS loT Greengrass Core software, check that your core device
meets the requirements to install and run the AWS loT Greengrass Core software v2.0.

Topics

Set up the device environment

Provide AWS credentials to the device

Download the AWS loT Greengrass Core software

Install the AWS loT Greengrass Core software
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Set up the device environment

Follow the steps in this section to set up a Linux or Windows device to use as your AWS loT
Greengrass core device.

Set up a Linux device
To set up a Linux device for AWS loT Greengrass V2

1. Install the Java runtime, which AWS loT Greengrass Core software requires to run. We
recommend that you use Amazon Corretto or OpenJDK long-term support versions. Version

8 or higher is required. The following commands show you how to install OpenJDK on your
device.

o For Debian-based or Ubuntu-based distributions:

sudo apt install default-jdk

For Red Hat-based distributions:

sudo yum install java-11-openjdk-devel

For Amazon Linux 2:

sudo amazon-linux-extras install java-openjdkll

For Amazon Linux 2023:

sudo dnf install java-1l-amazon-corretto -y

When the installation completes, run the following command to verify that Java runs on your
Linux device.

java -version

The command prints the version of Java that runs on the device. For example, on a Debian-
based distribution, the output might look similar to the following sample.

openjdk version "11.0.9.1" 2020-11-04
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Open]DK Runtime Environment (build 11.0.9.1+1-post-Debian-1deblQu2)
Open]DK 64-Bit Server VM (build 11.0.9.1+1-post-Debian-1debl@u2, mixed mode)

2. (Optional) Create the default system user and group that runs components on the device. You
can also choose to let the AWS loT Greengrass Core software installer create this user and
group during installation with the - -component-default-user installer argument. For
more information, see Installer arguments.

sudo useradd --system --create-home ggc_user
sudo groupadd --system ggc_group

3. Verify that the user that runs the AWS loT Greengrass Core software (typically root), has
permission to run sudo with any user and any group.

a. Run the following command to open the /etc/sudoers file.

sudo visudo

b. Verify that the permission for the user looks like the following example.

root ALL=(ALL:ALL) ALL

4. (Optional) To run containerized Lambda functions, you must enable cgroups v1, and you must

enable and mount the memory and devices cgroups. If you don't plan to run containerized
Lambda functions, you can skip this step.

To enable these cgroups options, boot the device with the following Linux kernel parameters.

cgroup_enable=memory cgroup_memory=1 systemd.unified_cgroup_hierarchy=0

For information about viewing and setting kernel parameters for your device, see the
documentation for your operating system and boot loader. Follow the instructions to
permanently set the kernel parameters.

5. Install all other required dependencies on your device as indicated by the list of requirements
in Device requirements.

Install with automatic provisioning 192


https://en.wikipedia.org/wiki/Cgroups

AWS loT Greengrass Developer Guide, Version 2

Set up a Windows device

® Note

This feature is available for v2.5.0 and later of the Greengrass nucleus component.

To set up a Windows device for AWS loT Greengrass V2

1.

Install the Java runtime, which AWS loT Greengrass Core software requires to run. We
recommend that you use Amazon Corretto or OpenJDK long-term support versions. Version 8

or higher is required.

Check whether Java is available on the PATH system variable, and add it if not. The
LocalSystem account runs the AWS loT Greengrass Core software, so you must add Java to the
PATH system variable instead of the PATH user variable for your user. Do the following:

a. Press the Windows key to open the start menu.

b. Type environment variables to search for the system options from the start menu.

¢. Inthe start menu search results, choose Edit the system environment variables to open
the System properties window.

d. Choose Environment variables... to open the Environment Variables window.

e. Under System variables, select Path, and then choose Edit. In the Edit environment
variable window, you can view each path on a separate line.

f.  Check if the path to the Java installation's bin folder is present. The path might look
similar to the following example.

C:\\Program Files\\Amazon Corretto\\jdk1l1l.0.13_8\\bin
g. If the Java installation's bin folder is missing from Path, choose New to add it, and then
choose OK.
Open the Windows Command Prompt (cmd . exe) as an administrator.

Create the default user in the LocalSystem account on the Windows device. Replace password
with a secure password.

net user /add ggc_user password
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® Tip
Depending on your Windows configuration, the user's password might be set to expire
at a date in the future. To ensure your Greengrass applications continue to operate,
track when the password expires, and update it before it expires. You can also set the
user's password to never expire.

» To check when a user and its password expire, run the following command.

net user ggc_user | findstr /C:expires

» To set a user's password to never expire, run the following command.

wmic UserAccount where "Name='ggc_user'" set PasswordExpires=False

« If you're using Windows 10 or later where the wmic command is deprecated, run the

following PowerShell command.

Get-CimInstance -Query "SELECT * from Win32_UserAccount WHERE name =
'ggc_user'" | Set-CimInstance -Property @{PasswordExpires="False"}

5. Download and install the PsExec utility from Microsoft on the device.

6. Use the PsExec utility to store the user name and password for the default user in the
Credential Manager instance for the LocalSystem account. Replace password with the user's
password that you set earlier.

psexec -s cmd /c cmdkey /generic:ggc_user /user:ggc_user /pass:password

If the PsExec License Agreement opens, choose Accept to agree to the license and run the
command.

(® Note

On Windows devices, the LocalSystem account runs the Greengrass nucleus, and you
must use the PsExec utility to store the default user information in the LocalSystem
account. Using the Credential Manager application stores this information in the
Windows account of the currently logged on user, instead of the LocalSystem account.
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Provide AWS credentials to the device

Provide your AWS credentials to your device so that the installer can provision the required AWS
resources. For more information about the required permissions, see Minimal IAM policy for

installer to provision resources.

To provide AWS credentials to the device

«  Provide your AWS credentials to the device so that the installer can provision the AWS loT
and IAM resources for your core device. To increase security, we recommend that you get
temporary credentials for an 1AM role that allows only the minimum permissions necessary to
provision. For more information, see Minimal IAM policy for installer to provision resources.

(® Note

The installer doesn't save or store your credentials.

On your device, do one of the following to retrieve credentials and make them available to the
AWS loT Greengrass Core software installer:

o (Recommended) Use temporary credentials from AWS IAM Identity Center

a. Provide the access key ID, secret access key, and session token from the IAM Identity
Center. For more information, see Manual credential refresh in Getting and
refreshing temporary credentials in the IAM Identity Center user guide.

b. Run the following commands to provide the credentials to the AWS loT Greengrass
Core software.

Linux or Unix

export AWS_ACCESS_KEY_ID=AKIAIOSFODNN7EXAMPLE
export AWS_SECRET_ACCESS_KEY=wJalrXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY
export AWS_SESSION_TOKEN=AQoDYXdzEJriK...o50ytwEXAMPLE=

Windows Command Prompt (CMD)

set AWS_ACCESS_KEY_ID=AKIAIOSFODNN7EXAMPLE
set AWS_SECRET_ACCESS_KEY=wJalrXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY
set AWS_SESSION_TOKEN=AQoDYXdzEJriK. ..o50ytwEXAMPLE=
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PowerShell

$env:AWS_ACCESS_KEY_ID="AKIAIOSFODNN7EXAMPLE"
$env:AWS_SECRET_ACCESS_KEY="wJalrXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY"
$env:AWS_SESSION_TOKEN="AQoDYXdzEJriK. . .o50ytwEXAMPLE="

Use temporary security credentials from an IAM role:

a. Provide the access key ID, secret access key, and session token from an IAM role
that you assume. For more information about how to retrieve these credentials, see
Requesting temporary security credentials in the IAM User Guide.

b. Run the following commands to provide the credentials to the AWS loT Greengrass
Core software.

Linux or Unix

export AWS_ACCESS_KEY_ID=AKIAIOSFODNN7EXAMPLE
export AWS_SECRET_ACCESS_KEY=wJalrXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY
export AWS_SESSION_TOKEN=AQoDYXdzEJr1K...o50ytwEXAMPLE=

Windows Command Prompt (CMD)

set AWS_ACCESS_KEY_ID=AKIAIOSFODNN7EXAMPLE
set AWS_SECRET_ACCESS_KEY=wJalrXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY
set AWS_SESSION_TOKEN=AQoDYXdzEJriK...o50ytwEXAMPLE=

PowerShell

$env:AWS_ACCESS_KEY_ID="AKIAIOSFODNN7EXAMPLE"
$env:AWS_SECRET_ACCESS_KEY="wJalrXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY"
$env:AWS_SESSION_TOKEN="AQoDYXdzEJriK...o50ytwEXAMPLE="

« Use long-term credentials from an IAM user:

a. Provide the access key ID and secret access key for your IAM user. You can create an
IAM user for provisioning that you later delete. For the IAM policy to give the user, see
Minimal IAM policy for installer to provision resources. For more information about

how to retrieve long-term credentials, see Managing access keys for IAM users in the
IAM User Guide.
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b. Run the following commands to provide the credentials to the AWS loT Greengrass
Core software.

Linux or Unix

export AWS_ACCESS_KEY_ID=AKIAIOSFODNN7EXAMPLE
export AWS_SECRET_ACCESS_KEY=wJalrXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY

Windows Command Prompt (CMD)

set AWS_ACCESS_KEY_ID=AKIAIOSFODNN7EXAMPLE
set AWS_SECRET_ACCESS_KEY=wJalrXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY

PowerShell

$env:AWS_ACCESS_KEY_ID="AKIAIOSFODNN7EXAMPLE"
$env:AWS_SECRET_ACCESS_KEY="wJalrXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY"

c. (Optional) If you created an IAM user to provision your Greengrass device, delete the
user.

d. (Optional) If you used the access key ID and secret access key from an existing
IAM user, update the keys for the user so that they are no longer valid. For more
information, see Updating access keys in the AWS Identity and Access Management

user guide.

Download the AWS loT Greengrass Core software

You can download the latest version of the AWS IoT Greengrass Core software from the following
location:

o https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-latest.zip

(® Note

You can download a specific version of the AWS loT Greengrass Core software from the
following location. Replace version with the version to download.
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https://d2s8p88vquow66.cloudfront.net/releases/greengrass-version.zip

To download the AWS loT Greengrass Core software

1. On your core device, download the AWS loT Greengrass Core software to a file named
greengrass-nucleus-latest.zip.

Linux or Unix

curl -s https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-
latest.zip > greengrass-nucleus-latest.zip

Windows Command Prompt (CMD)

curl -s https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-
latest.zip > greengrass-nucleus-latest.zip

PowerShell

iwr -Uri https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-
latest.zip -OutFile greengrass-nucleus-latest.zip

By downloading this software, you agree to the Greengrass Core Software License Agreement.

2. (Optional) To verify the Greengrass nucleus software signature

(@ Note

This feature is available with Greengrass nucleus version 2.9.5 and later.

a. Use the following command to verify your Greengrass nucleus artifact's signature:

Linux or Unix

jarsigner -verify -certs -verbose greengrass-nucleus-latest.zip
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Windows Command Prompt (CMD)

The file name might look different depending on the JDK version you install. Replace
jdk17.0.6_10 with the JDK version you installed.

"C:\\Program Files\\Amazon Corretto\\jdkl17.0.6_10\\bin\\jarsigner.exe" -
verify -certs -verbose greengrass-nucleus-latest.zip

PowerShell

The file name might look different depending on the JDK version you install. Replace
jdk17.0.6_10 with the JDK version you installed.

'C:\\Program Files\\Amazon Corretto\\jdk17.0.6_10\\bin\\jarsigner.exe' -
verify -certs -verbose greengrass-nucleus-latest.zip

b. The jarsigner invocation yields output that indicates the results of the verification.

i.  If the Greengrass nucleus zip file is signed, the output contains the following
statement:

jar verified.

ii. If the Greengrass nucleus zip file isn't signed, the output contains the following
statement:

jar is unsigned.

c. If you provided the Jarsigner -certs option along with -verify and -verbose options,
the output also includes detailed signer certificate information.

3. Unzip the AWS loT Greengrass Core software to a folder on your device. Replace
GreengrassInstaller with the folder that you want to use.

Linux or Unix

unzip greengrass-nucleus-latest.zip -d GreengrassInstaller && rm greengrass-
nucleus-latest.zip
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Windows Command Prompt (CMD)

mkdir GreengrassInstaller && tar -xf greengrass-nucleus-latest.zip -
C GreengrassInstaller && del greengrass-nucleus-latest.zip

PowerShell

Expand-Archive -Path greengrass-nucleus-latest.zip -DestinationPath .\
\GreengrassInstaller
rm greengrass-nucleus-latest.zip

4. (Optional) Run the following command to see the version of the AWS loT Greengrass Core
software.

java -jar ./GreengrassInstaller/lib/Greengrass.jar --version

/A Important

If you install a version of the Greengrass nucleus earlier than v2.4.0, don't remove this
folder after you install the AWS loT Greengrass Core software. The AWS loT Greengrass
Core software uses the files in this folder to run.

If you downloaded the latest version of the software, you install v2.4.0 or later, and you can
remove this folder after you install the AWS loT Greengrass Core software.

Install the AWS loT Greengrass Core software

Run the installer with arguments that specify to do the following:

« Create the AWS resources that the core device requires to operate.

« Specify to use the ggc_user system user to run software components on the core device. On
Linux devices, this command also specifies to use the ggc_group system group, and the installer
creates the system user and group for you.

» Set up the AWS loT Greengrass Core software as a system service that runs at boot. On Linux
devices, this requires the Systemd init system.
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/A Important

On Windows core devices, you must set up the AWS loT Greengrass Core software as a
system service.

To set up a development device with local development tools, specify the --deploy-dev-
tools true argument. The local development tools can take up to a minute to deploy after the
installation completes.

For more information about the arguments that you can specify, see Installer arguments.

(@ Note

If you are running AWS loT Greengrass on a device with limited memory, you can control
the amount of memory that AWS loT Greengrass Core software uses. To control memory
allocation, you can set JVM heap size options in the jvmOptions configuration parameter
in your nucleus component. For more information, see Control memory allocation with JVM

options.

To install the AWS loT Greengrass Core software

1.  Run the AWS loT Greengrass Core installer. Replace argument values in your command as
follows.

(@ Note

Windows has a path length limitation of 260 characters. If you are using Windows, use
a root folder like C:\greengrass\v2 or D:\greengrass\v2 to keep the Greengrass
components paths under the 260 character limit.

a. /greengrass/v2or C:\greengrass\v2: The path to the root folder to use to install
the AWS loT Greengrass Core software.

b. GreengrassInstaller. The path to the folder where you unpacked the AWS loT
Greengrass Core software installer.
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c. region.The AWS Region in which to find or create resources.

d. MyGreengrassCore. The name of the AWS loT thing for your Greengrass core device. If
the thing doesn't exist, the installer creates it. The installer downloads the certificates to
authenticate as the AWS loT thing. For more information, see Device authentication and

authorization for AWS loT Greengrass.

(@ Note

The thing name can't contain colon (:) characters.

e. MyGreengrassCoreGroup. The name of AWS loT thing group for your Greengrass core
device. If the thing group doesn't exist, the installer creates it and adds the thing to it. If
the thing group exists and has an active deployment, the core device downloads and runs
the software that the deployment specifies.

(® Note

The thing group name can't contain colon (:) characters.

f. GreengrassV2IoTThingPolicy.The name of the AWS loT policy that allows the
Greengrass core devices to communicate with AWS loT and AWS IoT Greengrass. If the
AWS loT policy doesn't exist, the installer creates a permissive AWS IoT policy with this
name. You can restrict this policy's permissions for you use case. For more information, see
Minimal AWS loT policy for AWS loT Greengrass V2 core devices.

g. GreengrassV2TokenExchangeRole. The name of the IAM role that allows
the Greengrass core device to get temporary AWS credentials. If the role
doesn't exist, the installer creates it and creates and attaches a policy named
GreengrassV2TokenExchangeRoleAccess. For more information, see Authorize core

devices to interact with AWS services.

h. GreengrassCoreTokenExchangeRoleAlias. The alias to the IAM role that allows the
Greengrass core device to get temporary credentials later. If the role alias doesn't exist,
the installer creates it and points it to the IAM role that you specify. For more information,
see Authorize core devices to interact with AWS services.
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Linux or Unix

sudo -E java -Droot="/greengrass/v2" -Dlog.store=FILE \
-jar ./GreengrassInstaller/lib/Greengrass.jar \
--aws-region region \
--thing-name MyGreengrassCore \
--thing-group-name MyGreengrassCoreGroup \
--thing-policy-name GreengrassV2IoTThingPolicy \
--tes-role-name GreengrassV2TokenExchangeRole \
--tes-role-alias-name GreengrassCoreTokenExchangeRoleAlias \
--component-default-user ggc_user:ggc_group \
--provision true \
--setup-system-service true

Windows Command Prompt (CMD)

java -Droot="C:\greengrass\v2" "-Dlog.store=FILE" *
-jar ./GreengrassInstaller/lib/Greengrass.jar ~
--aws-region region "

--thing-name MyGreengrassCore *

--thing-group-name MyGreengrassCoreGroup "
--thing-policy-name GreengrassV2IoTThingPolicy
--tes-role-name GreengrassV2TokenExchangeRole *
--tes-role-alias-name GreengrassCoreTokenExchangeRoleAlias "
--component-default-user ggc_user A

--provision true ~

--setup-system-service true

PowerShell

java -Droot="C:\greengrass\v2" "-Dlog.store=FILE"
-jar ./GreengrassInstaller/lib/Greengrass.jar °
--aws-region region °
--thing-name MyGreengrassCore
--thing-group-name MyGreengrassCoreGroup °
--thing-policy-name GreengrassV2IoTThingPolicy °
--tes-role-name GreengrassV2TokenExchangeRole
--tes-role-alias-name GreengrassCoreTokenExchangeRoleAlias
--component-default-user ggc_user °
--provision true
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--setup-system-service true

/A Important

On Windows core devices, you must specify --setup-system-service true to set
up the AWS loT Greengrass Core software as a system service.

The installer prints the following messages if it succeeds:
« If you specify --provision, the installer prints Successfully configured Nucleus
with provisioned resource details if it configured the resources successfully.

« If you specify --deploy-dev-tools, the installer prints Configured Nucleus to
deploy aws.greengrass.Cli component if it created the deployment successfully.

 If you specify --setup-system-service true, the installer prints Successfully set
up Nucleus as a system service if it set up and ran the software as a service.

 If you don't specify --setup-system-service true, the installer prints Launched
Nucleus successfully if it succeeded and ran the software.

2. Skip this step if you installed Greengrass nucleus v2.0.4 or later. If you downloaded the latest

version of the software, you installed v2.0.4 or later.

Run the following command to set the required file permissions for your AWS loT Greengrass
Core software root folder. Replace /greengrass/v2 with the root folder that you specified
in your installation command, and replace /greengrass with the parent folder for your root
folder.

sudo chmod 755 /greengrass/v2 && sudo chmod 755 /greengrass

If you installed the AWS loT Greengrass Core software as a system service, the installer runs the
software for you. Otherwise, you must run the software manually. For more information, see Run
the AWS loT Greengrass Core software.
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® Note

By default, the IAM role that the installer creates doesn't allow access to component
artifacts in S3 buckets. To deploy custom components that define artifacts in Amazon

S3, you must add permissions to the role to allow your core device to retrieve component
artifacts. For more information, see Allow access to S3 buckets for component artifacts.

If you don't yet have an S3 bucket for component artifacts, you can add these permissions
later after you create a bucket.

For more information about how to configure and use the software and AWS loT Greengrass, see
the following:

Configure the AWS loT Greengrass Core software

Develop AWS loT Greengrass components

Deploy AWS IoT Greengrass components to devices

Greengrass Command Line Interface

Install AWS loT Greengrass Core software with manual resource
provisioning

The AWS IoT Greengrass Core software includes an installer that sets up your device as a
Greengrass core device. To set up a device manually, you can create the required AWS loT and IAM
resources for the device to use. If you create these resources manually, you don't need to provide
AWS credentials to the installer.

When you manually install the AWS loT Greengrass Core software, you can also configure the
device to use a network proxy or connect to AWS on port 443. You might need to specify these
configuration options if your device runs behind a firewall or a network proxy, for example. For
more information, see Connect on port 443 or through a network proxy.

You can also configure the AWS loT Greengrass Core software to use a hardware security module
(HSM) through the PKCS#11 interface. This feature enables you to securely store private key

and certificate files so that they aren't exposed or duplicated in software. You can store private
keys and certificates on a hardware module such as an HSM, a Trusted Platform Module (TPM),

or another cryptographic element. This feature is available on Linux devices only. For more
information about hardware security and requirements to use it, see Hardware security integration.
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/A Important

Before you download the AWS loT Greengrass Core software, check that your core device
meets the requirements to install and run the AWS loT Greengrass Core software v2.0.

Topics

o Retrieve AWS loT endpoints

« Create an AWS loT thing

» Create the thing certificate

« Configure the thing certificate

« Create a token exchange role

+ Download certificates to the device

o Set up the device environment

« Download the AWS loT Greengrass Core software

« Install the AWS loT Greengrass Core software

Retrieve AWS loT endpoints

Get the AWS loT endpoints for your AWS account, and save them to use later. Your device uses
these endpoints to connect to AWS IoT. Do the following:

1. Get the AWS loT data endpoint for your AWS account.

aws iot describe-endpoint --endpoint-type iot:Data-ATS

The response looks similar to the following example, if the request succeeds.

"endpointAddress": "device-data-prefix-ats.iot.us-west-2.amazonaws.com"

}

2. Get the AWS loT credentials endpoint for your AWS account.

aws iot describe-endpoint --endpoint-type iot:CredentialProvider
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The response looks similar to the following example, if the request succeeds.

{

"endpointAddress": "device-credentials-prefix.credentials.iot.us-
west-2.amazonaws.com"
}

Create an AWS loT thing

AWS loT things represent devices and logical entities that connect to AWS loT. Greengrass core
devices are AWS loT things. When you register a device as an AWS loT thing, that device can use a
digital certificate to authenticate with AWS.

In this section, you create an AWS loT thing that represents your device.
To create an AWS loT thing

1. Create an AWS loT thing for your device. On your development computer, run the following
command.

» Replace MyGreengrassCore with the thing name to use. This name is also the name of
your Greengrass core device.

® Note

The thing name can't contain colon (:) characters.

aws iot create-thing --thing-name MyGreengrassCore

The response looks similar to the following example, if the request succeeds.

{
"thingName": "MyGreengrassCore",
"thingArn": "arn:aws:iot:us-west-2:123456789012:thing/MyGreengrassCore",
"thingId": "8cb4b6cd-268e-495d-b5b9-1713d71dbf42"

}
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2. (Optional) Add the AWS IoT thing to a new or existing thing group. You use thing groups to
manage fleets of Greengrass core devices. When you deploy software components to your
devices, you can target individual devices or groups of devices. You can add a device to a
thing group with an active Greengrass deployment to deploy that thing group's software
components to the device. Do the following:

a. (Optional) Create an AWS loT thing group.

» Replace MyGreengrassCoreGroup with the name of the thing group to create.

(® Note

The thing group name can't contain colon (:) characters.

aws iot create-thing-group --thing-group-name MyGreengrassCoreGroup

The response looks similar to the following example, if the request succeeds.

"thingGroupName": "MyGreengrassCoreGroup",

"thingGroupArn": "arn:aws:iot:us-west-2:123456789012:thinggroup/
MyGreengrassCoreGroup",

"thingGroupId": "4df721el-ff9f-4f97-92dd-02db4e3f03aa"
}

b. Add the AWS loT thing to a thing group.

« Replace MyGreengrassCore with the name of your AWS IloT thing.

» Replace MyGreengrassCoreGroup with the name of the thing group.

aws iot add-thing-to-thing-group --thing-name MyGreengrassCore --thing-group-
name MyGreengrassCoreGroup

The command doesn't have any output if the request succeeds.
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Create the thing certificate

When you register a device as an AWS loT thing, that device can use a digital certificate to
authenticate with AWS. This certificate allows the device to communicate with AWS loT and AWS
loT Greengrass.

In this section, you create and download certificates that your device can use to connect to AWS.

If you want to configure the AWS loT Greengrass Core software to use a hardware security module
(HSM) to securely store the private key and certificate, follow the steps to create the certificate
from a private key in an HSM. Otherwise, follow the steps to create the certificate and private key
in the AWS loT service. The hardware security feature is available on Linux devices only. For more
information about hardware security and requirements to use it, see Hardware security integration.

Create the certificate and private key in the AWS loT service
To create the thing certificate

1. Create a folder where you download the certificates for the AWS loT thing.

mkdir greengrass-v2-certs

2. Create and download the certificates for the AWS IoT thing.

aws iot create-keys-and-certificate --set-as-active --certificate-pem-outfile
greengrass-v2-certs/device.pem.crt --public-key-outfile greengrass-v2-certs/
public.pem.key --private-key-outfile greengrass-v2-certs/private.pem.key

The response looks similar to the following example, if the request succeeds.

"certificateArn": "arn:aws:iot:us-west-2:123456789012:cert/
aa@b7958770878eabe251d8a7ddd547f4889¢c524¢c9b574ab9fbf65f32248b1d4",

"certificateId":
"aa@b7958770878eabe251d8a7ddd547f4889¢c524c9b574ab9fbf65f32248b1d4",
"certificatePem": "----- BEGIN CERTIFICATE-----

MIICiTCCAfICCQD6M70RwOuUX0jANBgkghkiGOw
@BAQUFADCBiDELMAkGA1UEBhMCVVMxCzAJBgNVBAgTA1dBMRAwWDgYDVQQHEWdTZ
WF@dGx1MQ8wDQYDVQQKEwWZBbWF6b24xFDASBgNVBASTCO1BTSBDb25zb2x1MRIw
EAYDVQQDEw1UZXN@Q21sYWMxHzAdBgkqhkiGOw@BCQEWEG5vb251QGFtYXpvbi5
jb20wHhcNMTEWNDI1IMjAONTIxWhcNMTIWNDIOMjAONTIxWjCBiDELMAKGALIUEBhA
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MCVVMxCzAJBgNVBAgTA1dBMRAwWDgYDVQQHEWdTZWF@dGx1MQ8wDQYDVQQKEwWZBb
WF6b24xFDASBgNVBASTCOLBTSBDb25zb2x1IMRIWEAYDVQQDEW1UZXN@Q21sYWMx
HzAdBgkghkiG9w@BCQEWEG5vb251QGFtYXpvbi5jb20wgZ8wDQYIKoZIhvcNAQE
BBQADgYQAMIGIA0oGBAMaK@dn+a4GmWIWI21uUSTfwfEvySWtC2XADZ4nB+BLYgVI
k6@CpiwsZ3G93vUEIO3IyNoH/fOwYK8mITrDHudUZg3gX4walG5M43q7Wgc/MbQ
ITx0USQv7c7ugFFDzQGBzZswY6786m86gpEIbb30hjZnzcvQAaRHhd1QWIMmM2nt
AgMBAAEwDQYJKoZIhvcNAQEFBQADgYEAtCu4nUhVVxYUntneD9+h8Mg9q6qg+auN
KyExzyLwax1lAoo7TJIHidbtS4J5iNmZgXLOFkbFFBjvSfpJI1lJl00zbhNYS5f6Guo
EDmMFJ10ZxBHjJInyp3780D8uTs7fLvjx79LjSTbNYiytVbZPQUQ5Yaxu2jXnimvw
3rrszlaEXAMPLE=

"keyPair": {

"PublicKey": "----- BEGIN PUBLIC KEY----- \
MIIBIjANBgkghkEXAMPLEQEFAAOCAQS8AMIIBCgKCAQEAEXAMPLE1nnyJwKSMHw4h\
MMEXAMPLEuuN/dMAS3fyce8DW/4+EXAMPLEyYjmoF/YVF/gHr99VEEXAMPLESVF13\
59VK7cEXAMPLE67GK+y+jikgX0gHh/xJTwo
+sGpWEXAMPLEDZz18x0d2ka4tCzuWEXAMPLEahJbYkCPUBSU80opVkR7gkEXAMPLE1DR6sx2Hoc1iO0Ltu6Fkw91lswQWE
\\GB3ZPrNh@PzQYvjUStZeccyNCx2EXAMPLEvpOmMQOUXP6pl1fgxwKRX2fEXAMPLEDa\
hJLXkX3rHU2xbxJSq7D+XEXAMPLEcw+LyFhI5mgFR188eGdsAEXAMPLE1NI9EesG\

FQIDAQAB\

"PrivateKey": "----- BEGIN RSA PRIVATE KEY----- \
key omitted for security reasons\

Save the certificate's Amazon Resource Name (ARN) to use to configure the certificate later.

Create the certificate from a private key in an HSM

(® Note

This feature is available for v2.5.3 and later of the Greengrass nucleus component. AWS loT

Greengrass doesn't currently support this feature on Windows core devices.
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To create the thing certificate

1. On the core device, initialize a PKCS#11 token in the HSM, and generate a private key. The
private key must be an RSA key with an RSA-2048 key size (or larger) or an ECC key.

® Note

To use a hardware security module with ECC keys, you must use Greengrass nucleus
v2.5.6 or later.
To use a hardware security module and secret manager, you must use a hardware

security module with RSA keys.

Check the documentation for your HSM to learn how to initialize the token and generate

the private key. If your HSM supports object IDs, specify an object ID when you generate the
private key. Save the slot ID, user PIN, object label, object ID (if your HSM uses one) that you
specify when you initialize the token and generate the private key. You use these values later
when you import the thing certificate to the HSM and configure the AWS loT Greengrass Core
software.

2. Create a certificate signing request (CSR) from the private key. AWS loT uses this CSR to create
a thing certificate for the private key that you generated in the HSM. For information about
how to create a CSR from the private key, see the documentation for your HSM. The CSR is a
file, such as iotdevicekey.csr.

3. Copy the CSR from the device to your development computer. If SSH and SCP are enabled
on the development computer and the device, you can use the scp command on your
development computer to transfer the CSR. Replace device-ip-address with the IP address
of your device, and replace ~/iotdevicekey. csr with the path to the CSR file on the device.

scp device-ip-address:~/iotdevicekey.csr iotdevicekey.csr

4. On your development computer, create a folder where you download the certificate for the
AWS loT thing.

mkdir greengrass-v2-certs

5. Use the CSR file to create and download the certificate for the AWS loT thing to your
development computer.
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aws iot create-certificate-from-csr --set-as-active --certificate-signing-
request=file://iotdevicekey.csr --certificate-pem-outfile greengrass-v2-certs/

device.pem.crt

The response looks similar to the following example, if the request succeeds.

"certificateArn": "arn:aws:iot:us-west-2:123456789012:cert/

aa0b7958770878eabe251d8a7ddd547f4889¢c524¢c9b574ab9fbf65132248b1d4",

"certificateId":

"2adb7958770878eabe251d8a7ddd547f4889c524c9b574ab9fbf65f32248b1d4",

"certificatePem": "----- BEGIN CERTIFICATE-----

MIICiTCCAfICCQD6mM70RwOuUX0jANBgkghkiGOw
OBAQUFADCBiDELMAkGA1UEBhMCVVMxCzAJBgNVBAgTA1dBMRAWDgYDVQQHEwWdTZ
WF@dGx1MQ8wDQYDVQQKEwZBbWF6b24XxFDASBgNVBASTC@1BTSBDb25zb2x1MRIw
EAYDVQQDEw1UZXN@Q21sYWMxHzAdBgkqhkiGOw@BCQEWEG5vb251QGFtYXpvbi5s
jb20wHhcNMTEWNDI1IMFAONTIxWhcNMTIWNDIOMjAONTIxWjCBiDELMAKGALUEBhA
MCVVMxCzAJBgNVBAgTA1dBMRAwWDgYDVQQHEwWdTZWF@dGx1MQ8wDQYDVQQKEwWZBb
WF6b24xFDASBgNVBASTCO1BTSBDb25zb2x1MRIWEAYDVQQDEW1UZXNOQ21sYWMx
HzAdBgkghkiGO9w@BCQEWEG5vb251QGFtYXpvbi5jb20wgZ8wDQYIKoZIhvcNAQE
BBQADgYQAMIGIA0oGBAMaK@dn+a4GmWIWI21uUSTfwfEvySWtC2XADZ4nB+BLYgVI
k60CpiwsZ3G93VvUEIO3IyNoH/fOwYK8mOTrDHudUZg3qX4waLG5M43q7Wgc/MbQ
ITxO0USQv7c7ugFFDzQGBzZswY6786m86gpEIbb30hjZnzcvQAaRHhd1QWIMm2nr
AgMBAAEWDQYJKoZIhvcNAQEFBQADgYEAtCu4nUhVVxYUntneD9+h8Mg9q6q+auN
KyExzylLwax1Aoo7TJIHidbtS4J5iNmZgXL@OFkbFFBjvSfplI1J0@zbhNYS5f6Guo
EDmFJ10ZxBHjInyp3780D8uTs7fLvjx79LjSTbNYiytVbZPQUQ5Yaxu2jXnimvw
3rrszlaEXAMPLE=

Save the certificate's ARN to use to configure the certificate later.

Configure the thing certificate

Attach the thing certificate to the AWS loT thing that you created earlier, and add an AWS loT

policy to the certificate to define the AWS loT permissions for the core device.

To configure the thing's certificate

1.

Attach the certificate to the AWS IloT thing.
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» Replace MyGreengrassCore with the name of your AWS loT thing.

» Replace the certificate Amazon Resource Name (ARN) with the ARN of the certificate that
you created in the previous step.

aws iot attach-thing-principal --thing-name MyGreengrassCore
--principal arn:aws:iot:us-west-2:123456789012:cert/
aaob7958770878eabe251d8a7ddd54714889¢c524c9b574ab9fbf65132248b1d4

The command doesn't have any output if the request succeeds.

2. Create and attach an AWS loT policy that defines the AWS IoT permissions for your Greengrass
core device. The following policy allows access to all MQTT topics and Greengrass operations,
so your device works with custom applications and future changes that require new Greengrass
operations. You can restrict this policy down based on your use case. For more information, see
Minimal AWS loT policy for AWS loT Greengrass V2 core devices.

If you have set up a Greengrass core device before, you can attach its AWS loT policy instead of
creating a new one.

Do the following:

a. Create a file that contains the AWS loT policy document that Greengrass core devices
require.

For example, on a Linux-based system, you can run the following command to use GNU
nano to create the file.

nano greengrass-v2-iot-policy.json

Copy the following JSON into the file.

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"iot:Publish",
"iot:Subscribe",
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"iot:Receive",
"iot:Connect",
"greengrass:*"

1,

"Resource": [

i n

b. Create an AWS IoT policy from the policy document.

« Replace GreengrassV2IoTThingPolicy with the name of the policy to create.

aws iot create-policy --policy-name GreengrassV2IoTThingPolicy --policy-
document file://greengrass-v2-iot-policy.json

The response looks similar to the following example, if the request succeeds.

"policyName": "GreengrassV2IoTThingPolicy",
"policyArn": "arn:aws:iot:us-west-2:123456789012:policy/
GreengrassV2IoTThingPolicy",
"policyDocument": "{
\\"Version\\": \\"2012-10-17\\",
\\"Statement\\": [
{
\\"Effect\\": \\"Allow\\",
\\"Actionm\\": [
\\"iot:Publish\\",
\\"iot:Subscribe\\",
\\"iot:Receive\\",
\\"iot:Connect\\",
\\"greengrass: *\\"

1,
\\"Resource\\": [
AN
]
}
]
",
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"policyVersionId": "1"

}
c. Attach the AWS IoT policy to the AWS loT thing's certificate.

» Replace GreengrassV2IoTThingPolicy with the name of the policy to attach.
« Replace the target ARN with the ARN of the certificate for your AWS IoT thing.

aws iot attach-policy --policy-name GreengrassV2IoTThingPolicy
--target arn:aws:iot:us-west-2:123456789012:cert/
aadb7958770878eabe251d8a7ddd54714889c524c9b574ab9fbf65132248b1d4

The command doesn't have any output if the request succeeds.

Create a token exchange role

Greengrass core devices use an IAM service role, called the token exchange role, to authorize calls to
AWS services. The device uses the AWS loT credentials provider to get temporary AWS credentials
for this role, which allows the device to interact with AWS loT, send logs to Amazon CloudWatch
Logs, and download custom component artifacts from Amazon S3. For more information, see
Authorize core devices to interact with AWS services.

You use an AWS loT role alias to configure the token exchange role for Greengrass core devices.
Role aliases enable you to change the token exchange role for a device but keep the device
configuration the same. For more information, see Authorizing direct calls to AWS services in the
AWS IoT Core Developer Guide.

In this section, you create a token exchange IAM role and an AWS IoT role alias that points to the
role. If you have already set up a Greengrass core device, you can use its token exchange role and
role alias instead of creating new ones. Then, you configure your device's AWS loT thing to use that
role and alias.

To create a token exchange IAM role
1. Create an IAM role that your device can use as a token exchange role. Do the following:

a. Create a file that contains the trust policy document that the token exchange role
requires.
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For example, on a Linux-based system, you can run the following command to use GNU
nano to create the file.

nano device-role-trust-policy.json

Copy the following JSON into the file.

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "credentials.iot.amazonaws.com"

}I

"Action": "sts:AssumeRole"

b. Create the token exchange role with the trust policy document.

» Replace GreengrassV2TokenExchangeRole with the name of the IAM role to create.

aws iam create-role --role-name GreengrassV2TokenExchangeRole --assume-role-
policy-document file://device-role-trust-policy.json

The response looks similar to the following example, if the request succeeds.

"Role": {

"Path": "/",
"RoleName": "GreengrassV2TokenExchangeRole",
"RoleId": "AROAZ2YMUHYHK50KM77FB",
"Arn": "arn:aws:iam::123456789012:r0le/GreengrassV2TokenExchangeRole",
"CreateDate": "2021-02-06T00:13:29+00:00",
"AssumeRolePolicyDocument": {

"Version": "2012-10-17",

"Statement": [

{
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"Effect": "Allow",
"Principal": {
"Service": "credentials.iot.amazonaws.com"

iy

"Action": "sts:AssumeRole"

c. Create a file that contains the access policy document that the token exchange role
requires.

For example, on a Linux-based system, you can run the following command to use GNU
nano to create the file.

nano device-role-access-policy.json

Copy the following JSON into the file.

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"logs:CreatelLogGroup",
"logs:CreatelLogStream",
"logs:PutLogEvents",
"logs:DescribelLogStreams",
"s3:GetBucketLocation"
1,
"Resource": "*"
}
]
}
(@ Note

This access policy doesn't allow access to component artifacts in S3 buckets. To
deploy custom components that define artifacts in Amazon S3, you must add
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permissions to the role to allow your core device to retrieve component artifacts.
For more information, see Allow access to S3 buckets for component artifacts.

If you don't yet have an S3 bucket for component artifacts, you can add these
permissions later after you create a bucket.

d. Create the IAM policy from the policy document.

« Replace GreengrassV2TokenExchangeRoleAccess with the name of the IAM policy
to create.

aws iam create-policy --policy-name GreengrassV2TokenExchangeRoleAccess --
policy-document file://device-role-access-policy.json

The response looks similar to the following example, if the request succeeds.

"Policy": {

"PolicyName": "GreengrassV2TokenExchangeRoleAccess",

"PolicyId": "ANPAZ2YMUHYHACI7C5Z66",

"Arn": "arn:aws:iam::123456789012:policy/
GreengrassV2TokenExchangeRoleAccess",

"Path": "/",

"DefaultVersionId": "v1",

"AttachmentCount": 0,

"PermissionsBoundaryUsageCount": 0,

"IsAttachable": true,

"CreateDate": "2021-02-06T00:37:17+00:00",

"UpdateDate": "2021-02-06T00:37:17+00:00"

e. Attach the IAM policy to the token exchange role.

» Replace GreengrassV2TokenExchangeRole with the name of the IAM role.

» Replace the policy ARN with the ARN of the IAM policy that you created in the previous
step.
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aws iam attach-role-policy --role-name GreengrassV2TokenExchangeRole --policy-
arn arn:aws:iam::123456789012:policy/GreengrassV2TokenExchangeRoleAccess

The command doesn't have any output if the request succeeds.

2. Create an AWS loT role alias that points to the token exchange role.

» Replace GreengrassCoreTokenExchangeRoleAlias with the name of the role alias to
create.

» Replace the role ARN with the ARN of the IAM role that you created in the previous step.

aws iot create-role-alias --role-alias GreengrassCoreTokenExchangeRoleAlias --role-
arn arn:aws:iam::123456789012:role/GreengrassV2TokenExchangeRole

The response looks similar to the following example, if the request succeeds.

"roleAlias": "GreengrassCoreTokenExchangeRoleAlias",
"roleAliasArn": "arn:aws:iot:us-west-2:123456789012:rolealias/
GreengrassCoreTokenExchangeRoleAlias"

}

(® Note

To create a role alias, you must have permission to pass the token exchange IAM
role to AWS IoT. If you receive an error message when you try to create a role alias,
check that your AWS user has this permission. For more information, see Granting
a user permissions to pass a role to an AWS service in the AWS Identity and Access

Management User Guide.

3. Create and attach an AWS loT policy that allows your Greengrass core device to use the role
alias to assume the token exchange role. If you have set up a Greengrass core device before,
you can attach its role alias AWS loT policy instead of creating a new one. Do the following:

a. (Optional) Create a file that contains the AWS IoT policy document that the role alias
requires.
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For example, on a Linux-based system, you can run the following command to use GNU
nano to create the file.

nano greengrass-v2-iot-role-alias-policy.json

Copy the following JSON into the file.

« Replace the resource ARN with the ARN of your role alias.

"Version":"2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": "iot:AssumeRoleWithCertificate",
"Resource": "arn:aws:iot:us-west-2:123456789012:rolealias/
GreengrassCoreTokenExchangeRoleAlias"

}

b. Create an AWS IoT policy from the policy document.

» Replace GreengrassCoreTokenExchangeRoleAliasPolicy with the name of the
AWS IoT policy to create.

aws iot create-policy --policy-name GreengrassCoreTokenExchangeRoleAliasPolicy
--policy-document file://greengrass-v2-iot-role-alias-policy.json

The response looks similar to the following example, if the request succeeds.

"policyName": "GreengrassCoreTokenExchangeRoleAliasPolicy",
"policyArn": "arn:aws:iot:us-west-2:123456789012:policy/
GreengrassCoreTokenExchangeRoleAliasPolicy",
"policyDocument": "{
\\"Version\\":\\"2012-10-17\\",
\\"Statement\\": [
{

Install with manual provisioning 220



AWS loT Greengrass Developer Guide, Version 2

\\"Effect\\": \\"Allow\\",

\\"Action\\": \\"iot:AssumeRoleWithCertificate\\",

\\"Resource\\": \\"arn:aws:iot:us-west-2:123456789012:rolealias/
GreengrassCoreTokenExchangeRoleAlias\\"

}
]
3",
"policyVersionId": "1"

}
c. Attach the AWS IloT policy to the AWS loT thing's certificate.

» Replace GreengrassCoreTokenExchangeRoleAliasPolicy with the name of the
role alias AWS loT policy.

» Replace the target ARN with the ARN of the certificate for your AWS loT thing.

aws iot attach-policy --policy-name GreengrassCoreTokenExchangeRoleAliasPolicy
--target arn:aws:iot:us-west-2:123456789012:cert/
aabb7958770878eabe251d8a7ddd54714889¢c524c9b574ab9fbf65132248b1d4

The command doesn't have any output if the request succeeds.

Download certificates to the device

Earlier, you downloaded your device's certificate to your development computer. In this section,
you copy the certificate to your core device to set up the device with the certificates that it uses to
connect to AWS loT. You also download the Amazon root certificate authority (CA) certificate. If you
use an HSM, you also import the certificate file into the HSM in this section.

« If you created the thing certificate and private key in the AWS loT service earlier, follow the steps
to download the certificates with private key and certificate files.

« If you created the thing certificate from a private key in a hardware security module (HSM)
earlier, follow the steps to download the certificates with the private key and certificate in an
HSM.
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Download certificates with private key and certificate files
To download certificates to the device

1. Copy the AWS loT thing certificate from your development computer to the device. If SSH and
SCP are enabled on the development computer and the device, you can use the scp command
on your development computer to transfer the certificate. Replace device-ip-address with
the IP address of your device.

scp -r greengrass-v2-certs/ device-ip-address:~
2. Create the Greengrass root folder on the device. You'll later install the AWS loT Greengrass

Core software to this folder.

® Note

Windows has a path length limitation of 260 characters. If you are using Windows, use
a root folder like C:\greengrass\v2 or D:\greengrass\v2 to keep the Greengrass
components paths under the 260 character limit.

Linux or Unix

« Replace /greengrass/v2 with the folder to use.

sudo mkdir -p /greengrass/v2

Windows Command Prompt

» Replace C:\greengrass\v2 with the folder to use.

mkdir C:\greengrass\v2

PowerShell

« Replace C:\greengrass\v2 with the folder to use.
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mkdir C:\greengrass\v2
3. (Linux only) Set the permissions of the parent of the Greengrass root folder.

« Replace /greengrass with the parent of the root folder.

sudo chmod 755 /greengrass

4. Copy the AWS loT thing certificates to the Greengrass root folder.
Linux or Unix

« Replace /greengrass/v2 with the Greengrass root folder.

sudo cp -R ~/greengrass-v2-certs/* /greengrass/v2

Windows Command Prompt

« Replace C:\greengrass\v2 with the folder to use.

robocopy %USERPROFILE%\greengrass-v2-certs C:\greengrass\v2 /E

PowerShell

« Replace C:\greengrass\v2 with the folder to use.

cp -Path ~\greengrass-v2-certs\* -Destination C:\greengrass\v2

5. Download the Amazon root certificate authority (CA) certificate. AWS loT certificates are
associated with Amazon's root CA certificate by default.

Linux or Unix

sudo curl -o /greengrass/v2/AmazonRootCAl.pem https://www.amazontrust.com/
repository/AmazonRootCAl.pem
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Windows Command Prompt (CMD)

curl -o C:\greengrass\v2\\AmazonRootCAl.pem https://www.amazontrust.com/
repository/AmazonRootCAl.pem

PowerShell

iwr -Uri https://www.amazontrust.com/repository/AmazonRootCAl.pem -OutFile C:
\greengrass\v2\\AmazonRootCAl.pem

Download certificates with the private key and certificate in an HSM

(® Note

This feature is available for v2.5.3 and later of the Greengrass nucleus component. AWS loT
Greengrass doesn't currently support this feature on Windows core devices.

To download certificates to the device

1. Copy the AWS loT thing certificate from your development computer to the device. If SSH and
SCP are enabled on the development computer and the device, you can use the scp command
on your development computer to transfer the certificate. Replace device-ip-address with
the IP address of your device.

scp -r greengrass-v2-certs/ device-ip-address:~

2. Create the Greengrass root folder on the device. You'll later install the AWS IoT Greengrass
Core software to this folder.

(® Note

Windows has a path length limitation of 260 characters. If you are using Windows, use
a root folder like C:\greengrass\v2 or D:\greengrass\v2 to keep the Greengrass
components paths under the 260 character limit.
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Linux or Unix

» Replace /greengrass/v2 with the folder to use.

sudo mkdir -p /greengrass/v2

Windows Command Prompt

» Replace C:\greengrass\v2 with the folder to use.

mkdir C:\greengrass\v2

PowerShell

» Replace C:\greengrass\v2 with the folder to use.

mkdir C:\greengrass\v2
3. (Linux only) Set the permissions of the parent of the Greengrass root folder.

« Replace /greengrass with the parent of the root folder.

sudo chmod 755 /greengrass

4. Import the thing certificate file, ~/greengrass-v2-certs/device.pem.crt, into the HSM.
Check the documentation for your HSM to learn how to import certificates into it. Import the
certificate using the same token, slot ID, user PIN, object label, and object ID (if your HSM uses
one) where you generated the private key in the HSM earlier.

(® Note

If you generated the private key earlier without an object ID, and the certificate has
an object ID, set the private key's object ID to the same value as the certificate. Check
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the documentation for your HSM to learn how to set the object ID for the private key
object.

5. (Optional) Delete the thing certificate file, so that it exists only in the HSM.

rm ~/greengrass-v2-certs/device.pem.crt

6. Download the Amazon root certificate authority (CA) certificate. AWS loT certificates are
associated with Amazon's root CA certificate by default.

Linux or Unix

sudo curl -o /greengrass/v2/AmazonRootCAl.pem https://www.amazontrust.com/
repository/AmazonRootCAl. pem

Windows Command Prompt (CMD)

curl -o C:\greengrass\v2\\AmazonRootCAl.pem https://www.amazontrust.com/
repository/AmazonRootCAl.pem

PowerShell

iwr -Uri https://www.amazontrust.com/repository/AmazonRootCAl.pem -OutFile C:
\greengrass\v2\\AmazonRootCAl.pem

Set up the device environment

Follow the steps in this section to set up a Linux or Windows device to use as your AWS loT
Greengrass core device.

Set up a Linux device
To set up a Linux device for AWS loT Greengrass V2

1. Install the Java runtime, which AWS loT Greengrass Core software requires to run. We
recommend that you use Amazon Corretto or OpenJDK long-term support versions. Version

8 or higher is required. The following commands show you how to install OpenJDK on your
device.
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o For Debian-based or Ubuntu-based distributions:

sudo apt install default-jdk

« For Red Hat-based distributions:

sudo yum install java-11l-openjdk-devel

« For Amazon Linux 2:

sudo amazon-linux-extras install java-openjdkll

« For Amazon Linux 2023:

sudo dnf install java-1l-amazon-corretto -y

When the installation completes, run the following command to verify that Java runs on your
Linux device.

java -version

The command prints the version of Java that runs on the device. For example, on a Debian-
based distribution, the output might look similar to the following sample.

openjdk version "11.0.9.1" 2020-11-04
Open]DK Runtime Environment (build 11.0.9.1+1-post-Debian-1debl@u2)
Open]DK 64-Bit Server VM (build 11.0.9.1+1-post-Debian-1debl@u2, mixed mode)

2. (Optional) Create the default system user and group that runs components on the device. You
can also choose to let the AWS loT Greengrass Core software installer create this user and
group during installation with the --component-default-user installer argument. For
more information, see Installer arguments.

sudo useradd --system --create-home ggc_user
sudo groupadd --system ggc_group

3. Verify that the user that runs the AWS loT Greengrass Core software (typically root), has
permission to run sudo with any user and any group.
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a. Run the following command to open the /etc/sudoers file.

sudo visudo

b. Verify that the permission for the user looks like the following example.

root ALL=(ALL:ALL) ALL

(Optional) To run containerized Lambda functions, you must enable cgroups v1, and you must

enable and mount the memory and devices cgroups. If you don't plan to run containerized
Lambda functions, you can skip this step.

To enable these cgroups options, boot the device with the following Linux kernel parameters.

cgroup_enable=memory cgroup_memory=1 systemd.unified_cgroup_hierarchy=0

For information about viewing and setting kernel parameters for your device, see the
documentation for your operating system and boot loader. Follow the instructions to
permanently set the kernel parameters.

Install all other required dependencies on your device as indicated by the list of requirements
in Device requirements.

Set up a Windows device

(® Note

This feature is available for v2.5.0 and later of the Greengrass nucleus component.

To set up a Windows device for AWS loT Greengrass V2

1.

Install the Java runtime, which AWS loT Greengrass Core software requires to run. We
recommend that you use Amazon Corretto or OpenJDK long-term support versions. Version 8
or higher is required.

Check whether Java is available on the PATH system variable, and add it if not. The
LocalSystem account runs the AWS loT Greengrass Core software, so you must add Java to the
PATH system variable instead of the PATH user variable for your user. Do the following:
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a. Press the Windows key to open the start menu.
b. Type environment variables to search for the system options from the start menu.

¢. Inthe start menu search results, choose Edit the system environment variables to open
the System properties window.

d. Choose Environment variables... to open the Environment Variables window.

e. Under System variables, select Path, and then choose Edit. In the Edit environment
variable window, you can view each path on a separate line.

f.  Check if the path to the Java installation's bin folder is present. The path might look
similar to the following example.

C:\\Program Files\\Amazon Corretto\\jdk1l1.0.13_8\\bin

g. If the Java installation's bin folder is missing from Path, choose New to add it, and then
choose OK.

3. Open the Windows Command Prompt (cmd. exe) as an administrator.

4. Create the default user in the LocalSystem account on the Windows device. Replace password
with a secure password.

net user /add ggc_user password

® Tip
Depending on your Windows configuration, the user's password might be set to expire
at a date in the future. To ensure your Greengrass applications continue to operate,
track when the password expires, and update it before it expires. You can also set the
user's password to never expire.

» To check when a user and its password expire, run the following command.

net user ggc_user | findstr /C:expires

» To set a user's password to never expire, run the following command.

wmic UserAccount where "Name='ggc_user'" set PasswordExpires=False
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« If you're using Windows 10 or later where the wmic command is deprecated, run the
following PowerShell command.

Get-CimInstance -Query "SELECT * from Win32_UserAccount WHERE name =
'ggc_user'" | Set-CimInstance -Property @{PasswordExpires="False"}

5. Download and install the PsExec utility from Microsoft on the device.

6. Use the PsExec utility to store the user name and password for the default user in the
Credential Manager instance for the LocalSystem account. Replace password with the user's
password that you set earlier.

psexec -s cmd /c cmdkey /generic:ggc_user /user:ggc_user /pass:password

If the PsExec License Agreement opens, choose Accept to agree to the license and run the
command.

(@ Note

On Windows devices, the LocalSystem account runs the Greengrass nucleus, and you
must use the PsExec utility to store the default user information in the LocalSystem
account. Using the Credential Manager application stores this information in the
Windows account of the currently logged on user, instead of the LocalSystem account.

Download the AWS loT Greengrass Core software

You can download the latest version of the AWS IoT Greengrass Core software from the following

location:

o https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-latest.zip

(® Note

You can download a specific version of the AWS loT Greengrass Core software from the
following location. Replace version with the version to download.
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https://d2s8p88vquow66.cloudfront.net/releases/greengrass-version.zip

To download the AWS loT Greengrass Core software

1. On your core device, download the AWS loT Greengrass Core software to a file named
greengrass-nucleus-latest.zip.

Linux or Unix

curl -s https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-
latest.zip > greengrass-nucleus-latest.zip

Windows Command Prompt (CMD)

curl -s https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-
latest.zip > greengrass-nucleus-latest.zip

PowerShell

iwr -Uri https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-
latest.zip -OutFile greengrass-nucleus-latest.zip

By downloading this software, you agree to the Greengrass Core Software License Agreement.

2. (Optional) To verify the Greengrass nucleus software signature

(@ Note

This feature is available with Greengrass nucleus version 2.9.5 and later.

a. Use the following command to verify your Greengrass nucleus artifact's signature:

Linux or Unix

jarsigner -verify -certs -verbose greengrass-nucleus-latest.zip
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Windows Command Prompt (CMD)

The file name might look different depending on the JDK version you install. Replace
jdk17.0.6_10 with the JDK version you installed.

"C:\\Program Files\\Amazon Corretto\\jdkl17.0.6_10\\bin\\jarsigner.exe" -
verify -certs -verbose greengrass-nucleus-latest.zip

PowerShell

The file name might look different depending on the JDK version you install. Replace
jdk17.0.6_10 with the JDK version you installed.

'C:\\Program Files\\Amazon Corretto\\jdk17.0.6_10\\bin\\jarsigner.exe' -
verify -certs -verbose greengrass-nucleus-latest.zip

b. The jarsigner invocation yields output that indicates the results of the verification.

i.  If the Greengrass nucleus zip file is signed, the output contains the following
statement:

jar verified.

ii. If the Greengrass nucleus zip file isn't signed, the output contains the following
statement:

jar is unsigned.

c. If you provided the Jarsigner -certs option along with -verify and -verbose options,
the output also includes detailed signer certificate information.

3. Unzip the AWS loT Greengrass Core software to a folder on your device. Replace
GreengrassInstaller with the folder that you want to use.

Linux or Unix

unzip greengrass-nucleus-latest.zip -d GreengrassInstaller && rm greengrass-
nucleus-latest.zip
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Windows Command Prompt (CMD)

mkdir GreengrassInstaller && tar -xf greengrass-nucleus-latest.zip -
C GreengrassInstaller && del greengrass-nucleus-latest.zip

PowerShell

Expand-Archive -Path greengrass-nucleus-latest.zip -DestinationPath .\
\GreengrassInstaller
rm greengrass-nucleus-latest.zip

4. (Optional) Run the following command to see the version of the AWS loT Greengrass Core
software.

java -jar ./GreengrassInstaller/lib/Greengrass.jar --version

/A Important

If you install a version of the Greengrass nucleus earlier than v2.4.0, don't remove this
folder after you install the AWS loT Greengrass Core software. The AWS loT Greengrass
Core software uses the files in this folder to run.

If you downloaded the latest version of the software, you install v2.4.0 or later, and you can
remove this folder after you install the AWS loT Greengrass Core software.

Install the AWS loT Greengrass Core software

Run the installer with arguments that specify the following actions:

« Install from a partial configuration file that specifies to use the AWS resources and certificates
that you created earlier. The AWS loT Greengrass Core software uses a configuration file that
specifies the configuration of every Greengrass component on the device. The installer creates a
complete configuration file from the partial configuration file that you provide.

« Specify to use the ggc_user system user to run software components on the core device. On
Linux devices, this command also specifies to use the ggc_group system group, and the installer
creates the system user and group for you.
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« Set up the AWS loT Greengrass Core software as a system service that runs at boot. On Linux
devices, this requires the Systemd init system.

/A Important

On Windows core devices, you must set up the AWS loT Greengrass Core software as a
system service.

For more information about the arguments that you can specify, see Installer arguments.

@ Note
If you are running AWS loT Greengrass on a device with limited memory, you can control
the amount of memory that AWS loT Greengrass Core software uses. To control memory
allocation, you can set JVM heap size options in the jvmOptions configuration parameter
in your nucleus component. For more information, see Control memory allocation with JVM

options.

« If you created the thing certificate and private key in the AWS loT service earlier, follow the steps
to install the AWS loT Greengrass Core software with private key and certificate files.

« If you created the thing certificate from a private key in a hardware security module (HSM)
earlier, follow the steps to install the AWS loT Greengrass Core software with the private key and
certificate in an HSM.

Install the AWS loT Greengrass Core software with private key and certificate files

To install the AWS loT Greengrass Core software

1. Check the version of the AWS loT Greengrass Core software.

« Replace GreengrassInstaller with the path to the folder that contains the software.

java -jar ./GreengrassInstaller/lib/Greengrass.jar --version

2. Use a text editor to create a configuration file named config.yaml to provide to the installer.
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For example, on a Linux-based system, you can run the following command to use GNU nano
to create the file.

nano GreengrassInstaller/config.yaml

Copy the following YAML content into the file. This partial configuration file specifies system
parameters and Greengrass nucleus parameters.

system:
certificateFilePath: "/greengrass/v2/device.pem.crt"
privateKeyPath: "/greengrass/v2/private.pem.key"
rootCaPath: "/greengrass/v2/AmazonRootCAl.pem"
rootpath: "/greengrass/v2"
thingName: "MyGreengrassCore"
services:
aws.greengrass.Nucleus:
componentType: "NUCLEUS"
version: "2.14.0"
configuration:
awsRegion: "us-west-2"
iotRoleAlias: "GreengrassCoreTokenExchangeRoleAlias"
iotDataEndpoint: "device-data-prefix-ats.iot.us-west-2.amazonaws.com"
iotCredEndpoint: "device-credentials-prefix.credentials.iot.us-
west-2.amazonaws.com"

Then, do the following:

« Replace each instance of /greengrass/v2 with the Greengrass root folder.
» Replace MyGreengrassCore with the name of the AWS loT thing.

» Replace 2.14. 0 with the version of the AWS IoT Greengrass Core software.
» Replace us-west-2 with the AWS Region where you created the resources.

» Replace GreengrassCoreTokenExchangeRoleAlias with the name of the token
exchange role alias.

» Replace the iotDataEndpoint with your AWS loT data endpoint.
» Replace the iotCredEndpoint with your AWS IoT credentials endpoint.
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® Note

In this configuration file, you can customize other nucleus configuration options such
as the ports and network proxy to use, as shown in the following example. For more
information, see Greengrass nucleus configuration.

system:
certificateFilePath: "/greengrass/v2/device.pem.crt"
privateKeyPath: "/greengrass/v2/private.pem.key"
rootCaPath: "/greengrass/v2/AmazonRootCAl.pem"
rootpath: "/greengrass/v2"
thingName: "MyGreengrassCore"
services:
aws.greengrass.Nucleus:
componentType: "NUCLEUS"
version: "2.14.0"
configuration:
awsRegion: "us-west-2"
iotRoleAlias: "GreengrassCoreTokenExchangeRoleAlias"
iotCredEndpoint: "device-credentials-prefix.credentials.iot.us-
west-2.amazonaws.com"
iotDataEndpoint: "device-data-prefix-ats.iot.us-west-2.amazonaws.com"
mqtt:
port: 443
greengrassDataPlanePort: 443
networkProxy:
noProxyAddresses: "http://192.168.0.1,www.example.com"
proxy:
url: "https://my-proxy-server:1100"
username: "Mary_Major"
password: "pass@wordl357"

3. Runtheinstaller, and specify --init-config to provide the configuration file.

» Replace /greengrass/v2 or C:\greengrass\v2 with the Greengrass root folder.

» Replace each instance of GreengrassInstaller with the folder where you unpacked the
installer.
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Linux or Unix

sudo -E java -Droot="/greengrass/v2" -Dlog.store=FILE \
-jar ./GreengrassInstaller/lib/Greengrass.jar \
--init-config ./GreengrassInstaller/config.yaml \
--component-default-user ggc_user:ggc_group \
--setup-system-service true

Windows Command Prompt (CMD)

java -Droot="C:\greengrass\v2" "-Dlog.store=FILE" *
-jar ./GreengrassInstaller/lib/Greengrass.jar ~
--init-config ./GreengrassInstaller/config.yaml A
--component-default-user ggc_user *
--setup-system-service true

PowerShell

java -Droot="C:\greengrass\v2" "-Dlog.store=FILE"
-jar ./GreengrassInstaller/lib/Greengrass.jar °
--init-config ./Greengrassinstaller/config.yaml °
--component-default-user ggc_user °
--setup-system-service true

/A Important

On Windows core devices, you must specify --setup-system-service true to set
up the AWS loT Greengrass Core software as a system service.

If you specify --setup-system-service true, the installer prints Successfully set
up Nucleus as a system service if it set up and ran the software as a system service.
Otherwise, the installer doesn't output any message if it installs the software successfully.
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® Note

You can't use the deploy-dev-tools argument to deploy local development
tools when you run the installer without the --provision true argument.
For information about deploying the Greengrass CLI directly on your device, see
Greengrass Command Line Interface.

4. Verify the installation by viewing the files in the root folder.

Linux or Unix
1s /greengrass/v2
Windows Command Prompt (CMD)
dir C:\greengrass\v2
PowerShell

1s C:\greengrass\v2

If the installation succeeded, the root folder contains several folders, such as config,
packages, and logs.

Install the AWS loT Greengrass Core software with the private key and certificate in an HSM

(@ Note

This feature is available for v2.5.3 and later of the Greengrass nucleus component. AWS loT
Greengrass doesn't currently support this feature on Windows core devices.

To install the AWS loT Greengrass Core software
1. Check the version of the AWS loT Greengrass Core software.

» Replace GreengrassInstaller with the path to the folder that contains the software.
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java -jar ./GreengrassInstaller/lib/Greengrass.jar --version

2. To enable the AWS IoT Greengrass Core software to use the private key and certificate in
the HSM, install the PKCS#11 provider component when you install the AWS loT Greengrass

Core software. The PKCS#11 provider component is a plugin that you can configure during
installation. You can download the latest version of the PKCS#11 provider component from
the following location:

o https://d2s8p88vquow66.cloudfront.net/releases/Pkcs11Provider/
aws.greengrass.crypto.Pkcs11Provider-latest.jar

Download the PKCS#11 provider plugin to a file named
aws.greengrass.crypto.PkcsllProvider. jar. Replace GreengrassInstaller with
the folder that you want to use.

curl -s https://d2s8p88vquow66.cloudfront.net/releases/Pkcsl1lProvider/
aws.greengrass.crypto.PkcsllProvider-latest.jar > GreengrassInstaller/
aws.greengrass.crypto.PkcsllProvider.jar

By downloading this software, you agree to the Greengrass Core Software License Agreement.

3. Use a text editor to create a configuration file named config.yaml to provide to the installer.

For example, on a Linux-based system, you can run the following command to use GNU nano
to create the file.

nano GreengrassInstaller/config.yaml

Copy the following YAML content into the file. This partial configuration file specifies system
parameters, Greengrass nucleus parameters, and PKCS#11 provider parameters.

system:
certificateFilePath: "pkcsll:object=iotdevicekey;type=cert"
privateKeyPath: "pkcsll:object=iotdevicekey;type=private"
rootCaPath: "/greengrass/v2/AmazonRootCAl.pem"
rootpath: "/greengrass/v2"
thingName: "MyGreengrassCore"
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services:
aws.greengrass.Nucleus:
componentType: "NUCLEUS"
version: "2.14.0"
configuration:
awsRegion: "us-west-2"
iotRoleAlias: "GreengrassCoreTokenExchangeRoleAlias"
iotDataEndpoint: "device-data-prefix-ats.iot.us-west-2.amazonaws.com"
iotCredEndpoint: "device-credentials-prefix.credentials.iot.us-
west-2.amazonaws.com"
aws.greengrass.crypto.PkcsllProvider:
configuration:
name: "softhsm_pkcsil"
library: "/usr/local/Cellar/softhsm/2.6.1/1ib/softhsm/libsofthsm2.so"
slot: 1
userPin: "1234"

Then, do the following:

» Replace each instance of iotdevicekey in the PKCS#11 URIs with the object label where
you created the private key and imported the certificate.

» Replace each instance of /greengrass/v2 with the Greengrass root folder.

» Replace MyGreengrassCore with the name of the AWS loT thing.

» Replace 2. 14. 0 with the version of the AWS loT Greengrass Core software.

» Replace us-west-2 with the AWS Region where you created the resources.

» Replace GreengrassCoreTokenExchangeRoleAlias with the name of the token
exchange role alias.

» Replace the iotDataEndpoint with your AWS loT data endpoint.
» Replace the iotCredEndpoint with your AWS IoT credentials endpoint.

» Replace the configuration parameters for the
aws.greengrass.crypto.PkcsllProvider component with the values for the HSM
configuration on the core device.
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® Note

In this configuration file, you can customize other nucleus configuration options such
as the ports and network proxy to use, as shown in the following example. For more
information, see Greengrass nucleus configuration.

system:
certificateFilePath: "pkcsll:object=iotdevicekey;type=cert"
privateKeyPath: "pkcsll:object=iotdevicekey;type=private"
rootCaPath: "/greengrass/v2/AmazonRootCAl.pem"
rootpath: "/greengrass/v2"
thingName: "MyGreengrassCore"
services:
aws.greengrass.Nucleus:
componentType: "NUCLEUS"
version: "2.14.0"
configuration:
awsRegion: "us-west-2"
iotRoleAlias: "GreengrassCoreTokenExchangeRoleAlias"
iotDataEndpoint: "device-data-prefix-ats.iot.us-west-2.amazonaws.com"
iotCredEndpoint: "device-credentials-prefix.credentials.iot.us-
west-2.amazonaws.com"
mqtt:
port: 443
greengrassDataPlanePort: 443
networkProxy:
noProxyAddresses: "http://192.168.0.1,www.example.com"
proxy:
url: "https://my-proxy-server:1100"
username: "Mary_Major"
password: "pass@wordl357"
aws.greengrass.crypto.PkcsllProvider:
configuration:
name: "softhsm_pkcsil"
library: "/usr/local/Cellar/softhsm/2.6.1/1ib/softhsm/libsofthsm2.so"
slot: 1
userPin: "1234"

4. Run the installer, and specify --init-config to provide the configuration file.
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» Replace /greengrass/v2 with the Greengrass root folder.

» Replace each instance of GreengrassInstaller with the folder where you unpacked the
installer.

sudo -E java -Droot="/greengrass/v2" -Dlog.store=FILE \
-jar ./GreengrassInstaller/lib/Greengrass.jar \
--trusted-plugin ./GreengrassInstaller/aws.greengrass.crypto.PkcsllProvider.jar \
--init-config ./GreengrassInstaller/config.yaml \
--component-default-user ggc_user:ggc_group \
--setup-system-service true

/A Important

On Windows core devices, you must specify --setup-system-service true to set
up the AWS loT Greengrass Core software as a system service.

If you specify --setup-system-service true, the installer prints Successfully set
up Nucleus as a system service if it set up and ran the software as a system service.
Otherwise, the installer doesn't output any message if it installs the software successfully.

(® Note

You can't use the deploy-dev-tools argument to deploy local development
tools when you run the installer without the --provision true argument.
For information about deploying the Greengrass CLI directly on your device, see
Greengrass Command Line Interface.

5. Verify the installation by viewing the files in the root folder.

Linux or Unix

1s /greengrass/v2
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Windows Command Prompt (CMD)
dir C:\greengrass\v2
PowerShell

1s C:\greengrass\v2

If the installation succeeded, the root folder contains several folders, such as config,
packages, and logs.

If you installed the AWS loT Greengrass Core software as a system service, the installer runs the
software for you. Otherwise, you must run the software manually. For more information, see Run
the AWS loT Greengrass Core software.

For more information about how to configure and use the software and AWS loT Greengrass, see
the following:

Configure the AWS loT Greengrass Core software

Develop AWS loT Greengrass components

Deploy AWS IoT Greengrass components to devices

Greengrass Command Line Interface

Install AWS loT Greengrass Core software with AWS IloT fleet
provisioning

This feature is available for v2.4.0 and later of the Greengrass nucleus component.

With AWS IoT fleet provisioning, you can configure AWS IoT to generate and securely deliver X.509
device certificates and private keys to your devices when they connect to AWS loT for the first
time. AWS loT provides client certificates that are signed by the Amazon Root certificate authority
(CA). You can also configure AWS loT to specify thing groups, thing types, and permissions for
Greengrass core devices that you provision with fleet provisioning. You define a provisioning
template to define how AWS loT provisions each device. The provisioning template specifies

Install with fleet provisioning 243



AWS loT Greengrass Developer Guide, Version 2

the thing, policy, and certificate resources to create for a device when provisioning. For more
information, see Provisioning templates in the AWS loT Core Developer Guide.

AWS loT Greengrass provides an AWS loT fleet provisioning plugin that you can use to install the
AWS loT Greengrass Core software using AWS resources created by AWS loT fleet provisioning.
The fleet provisioning plugin uses provisioning by claim. Devices use a provisioning claim certificate
and private key to obtain a unique X.509 device certificate and private key that they can use for
regular operations. You can embed the claim certificate and private key in each device during
manufacturing, so your customers can activate devices later when each device comes online. You
can use the same claim certificate and private key for multiple devices. For more information, see
Provisioning by claim in the AWS IloT Core Developer Guide.

(® Note

The fleet provisioning plugin doesn't currently support storing private key and certificate
files in a hardware security module (HSM). To use an HSM, install the AWS loT Greengrass
Core software with manual provisioning.

To install the AWS loT Greengrass Core software with AWS loT fleet provisioning, you must set

up resources in your AWS account that AWS loT uses to provision Greengrass core devices. These
resources include a provisioning template, claim certificates, and a token exchange IAM role. After
you create these resources, you can reuse them to provision multiple core devices in a fleet. For
more information, see Set up AWS loT fleet provisioning for Greengrass core devices.

/A Important

Before you download the AWS loT Greengrass Core software, check that your core device
meets the requirements to install and run the AWS loT Greengrass Core software v2.0.

Topics

Prerequisites
Retrieve AWS loT endpoints

Download certificates to the device

Set up the device environment
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Download the AWS loT Greengrass Core software

Download the AWS loT fleet provisioning plugin

Install the AWS loT Greengrass Core software

Set up AWS loT fleet provisioning for Greengrass core devices

Configure the AWS loT fleet provisioning plugin

AWS loT fleet provisioning plugin changelog

Prerequisites

To install the AWS IoT Greengrass Core software with AWS IoT fleet provisioning, you must first set

up AWS loT fleet provisioning for Greengrass core devices. After you complete these steps once,

you can use fleet provisioning to install the AWS loT Greengrass Core software on any number of

devices.

Retrieve AWS loT endpoints

Get the AWS loT endpoints for your AWS account, and save them to use later. Your device uses

these endpoints to connect to AWS IoT. Do the following:

1.

Get the AWS loT data endpoint for your AWS account.

aws iot describe-endpoint --endpoint-type iot:Data-ATS

The response looks similar to the following example, if the request succeeds.

{

"endpointAddress": "device-data-prefix-ats.iot.us-west-2.amazonaws.com"

}

Get the AWS IoT credentials endpoint for your AWS account.

aws iot describe-endpoint --endpoint-type iot:CredentialProvider

The response looks similar to the following example, if the request succeeds.

{
"endpointAddress": "device-credentials-prefix.credentials.iot.us-
west-2.amazonaws.com"
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}

Download certificates to the device

The device uses a claim certificate and private key to authenticate its request to provision AWS
resources and acquire an X.509 device certificate. You can embed the claim certificate and private
key into the device during manufacturing, or copy the certificate and key to the device during
installation. In this section, you copy the claim certificate and private key to the device. You also
download the Amazon Root certificate authority (CA) certificate to the device.

/A Important

Provisioning claim private keys should be secured at all times, including on Greengrass core
devices. We recommend that you use Amazon CloudWatch metrics and logs to monitor for
indications of misuse, such as unauthorized use of the claim certificate to provision devices.
If you detect misuse, disable the provisioning claim certificate so that it can't be used for
device provisioning. For more information, see Monitoring AWS IoT in the AWS IloT Core

Developer Guide.

To help you better manage the number of devices, and which devices, that register
themselves in your AWS account, you can specify a pre-provisioning hook when you create
a fleet provisioning template. A pre-provisioning hook is an AWS Lambda function that
validates template parameters that devices provide during registration. For example, you
might create a pre-provisioning hook that checks a device ID against a database to verify
that the device has permission to provision. For more information, see Pre-provisioning
hooks in the AWS IoT Core Developer Guide.

To download claim certificates to the device

1. Copy the claim certificate and private key to the device. If SSH and SCP are enabled on the
development computer and the device, you can use the scp command on your development
computer to transfer the claim certificate and private key. The following example command
transfers these files a folder named claim-certs on your development computer to the
device. Replace device-ip-address with the IP address of your device.

scp -r claim-certs/ device-ip-address:~
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2. Create the Greengrass root folder on the device. You'll later install the AWS loT Greengrass
Core software to this folder.

(@ Note

Windows has a path length limitation of 260 characters. If you are using Windows, use
a root folder like C:\greengrass\v2 or D:\greengrass\v2 to keep the Greengrass
components paths under the 260 character limit.

Linux or Unix

« Replace /greengrass/v2 with the folder to use.

sudo mkdir -p /greengrass/v2

Windows Command Prompt

» Replace C:\greengrass\v2 with the folder to use.

mkdir C:\greengrass\v2

PowerShell

« Replace C:\greengrass\v2 with the folder to use.

mkdir C:\greengrass\v2
3. (Linux only) Set the permissions of the parent of the Greengrass root folder.

« Replace /greengrass with the parent of the root folder.

sudo chmod 755 /greengrass
4. Move the claim certificates to the Greengrass root folder.

» Replace /greengrass/v2 or C:\greengrass\v2 with the Greengrass root folder.
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Linux or Unix

sudo mv ~/claim-certs /greengrass/v2
Windows Command Prompt (CMD)

move %USERPROFILE%\claim-certs C:\greengrass\v2
PowerShell

mv -Path ~\claim-certs -Destination C:\greengrass\v2

5. Download the Amazon root certificate authority (CA) certificate. AWS loT certificates are
associated with Amazon's root CA certificate by default.

Linux or Unix

sudo curl -o /greengrass/v2/AmazonRootCAl.pem https://www.amazontrust.com/
repository/AmazonRootCAl.pem

Windows Command Prompt (CMD)

curl -o C:\greengrass\v2\\AmazonRootCAl.pem https://www.amazontrust.com/
repository/AmazonRootCAl. pem

PowerShell

iwr -Uri https://www.amazontrust.com/repository/AmazonRootCAl.pem -OutFile C:
\greengrass\v2\\AmazonRootCAl.pem

Set up the device environment

Follow the steps in this section to set up a Linux or Windows device to use as your AWS loT
Greengrass core device.
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Set up a Linux device
To set up a Linux device for AWS loT Greengrass V2

1. Install the Java runtime, which AWS loT Greengrass Core software requires to run. We
recommend that you use Amazon Corretto or OpenJDK long-term support versions. Version

8 or higher is required. The following commands show you how to install OpenJDK on your
device.

o For Debian-based or Ubuntu-based distributions:

sudo apt install default-jdk

For Red Hat-based distributions:

sudo yum install java-11l-openjdk-devel

For Amazon Linux 2:

sudo amazon-linux-extras install java-openjdkll

« For Amazon Linux 2023:

sudo dnf install java-1l-amazon-corretto -y

When the installation completes, run the following command to verify that Java runs on your
Linux device.

java -version

The command prints the version of Java that runs on the device. For example, on a Debian-
based distribution, the output might look similar to the following sample.

openjdk version "11.0.9.1" 2020-11-04
Open]DK Runtime Environment (build 11.0.9.1+1-post-Debian-1deblQu2)
Open]DK 64-Bit Server VM (build 11.0.9.1+1-post-Debian-1debl@u2, mixed mode)

2. (Optional) Create the default system user and group that runs components on the device. You
can also choose to let the AWS loT Greengrass Core software installer create this user and
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group during installation with the - -component-default-user installer argument. For
more information, see Installer arguments.

sudo useradd --system --create-home ggc_user
sudo groupadd --system ggc_group

3. Verify that the user that runs the AWS loT Greengrass Core software (typically root), has
permission to run sudo with any user and any group.

a. Run the following command to open the /etc/sudoers file.

sudo visudo

b. Verify that the permission for the user looks like the following example.

root ALL=(ALL:ALL) ALL

4. (Optional) To run containerized Lambda functions, you must enable cgroups v1, and you must

enable and mount the memory and devices cgroups. If you don't plan to run containerized
Lambda functions, you can skip this step.

To enable these cgroups options, boot the device with the following Linux kernel parameters.

cgroup_enable=memory cgroup_memory=1 systemd.unified_cgroup_hierarchy=0

For information about viewing and setting kernel parameters for your device, see the
documentation for your operating system and boot loader. Follow the instructions to
permanently set the kernel parameters.

5. Install all other required dependencies on your device as indicated by the list of requirements
in Device requirements.

Set up a Windows device

® Note

This feature is available for v2.5.0 and later of the Greengrass nucleus component.
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To set up a Windows device for AWS loT Greengrass V2

1.

Install the Java runtime, which AWS loT Greengrass Core software requires to run. We
recommend that you use Amazon Corretto or OpenJDK long-term support versions. Version 8
or higher is required.

Check whether Java is available on the PATH system variable, and add it if not. The
LocalSystem account runs the AWS loT Greengrass Core software, so you must add Java to the
PATH system variable instead of the PATH user variable for your user. Do the following:

a. Press the Windows key to open the start menu.

b. Type environment variables to search for the system options from the start menu.

¢. Inthe start menu search results, choose Edit the system environment variables to open
the System properties window.

d. Choose Environment variables... to open the Environment Variables window.

e. Under System variables, select Path, and then choose Edit. In the Edit environment
variable window, you can view each path on a separate line.

f.  Check if the path to the Java installation's bin folder is present. The path might look
similar to the following example.

C:\\Program Files\\Amazon Corretto\\jdk1l1l.0.13_8\\bin

g. If the Java installation's bin folder is missing from Path, choose New to add it, and then
choose OK.

Open the Windows Command Prompt (cmd . exe) as an administrator.

Create the default user in the LocalSystem account on the Windows device. Replace password
with a secure password.

net user /add ggc_user password

® Tip
Depending on your Windows configuration, the user's password might be set to expire
at a date in the future. To ensure your Greengrass applications continue to operate,
track when the password expires, and update it before it expires. You can also set the
user's password to never expire.
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» To check when a user and its password expire, run the following command.

net user ggc_user | findstr /C:expires

« To set a user's password to never expire, run the following command.

wmic UserAccount where "Name='ggc_user'" set PasswordExpires=False

« If you're using Windows 10 or later where the wmic command is deprecated, run the

following PowerShell command.

Get-CimInstance -Query "SELECT * from Win32_UserAccount WHERE name =
'ggc_user'" | Set-CimInstance -Property @{PasswordExpires="False"}

5. Download and install the PsExec utility from Microsoft on the device.

6. Use the PsExec utility to store the user name and password for the default user in the
Credential Manager instance for the LocalSystem account. Replace password with the user's
password that you set earlier.

psexec -s cmd /c cmdkey /generic:ggc_user /user:ggc_user /pass:password

If the PsExec License Agreement opens, choose Accept to agree to the license and run the
command.

(® Note

On Windows devices, the LocalSystem account runs the Greengrass nucleus, and you
must use the PsExec utility to store the default user information in the LocalSystem
account. Using the Credential Manager application stores this information in the
Windows account of the currently logged on user, instead of the LocalSystem account.

Download the AWS loT Greengrass Core software

You can download the latest version of the AWS loT Greengrass Core software from the following

location:
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o https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-latest.zip

® Note

You can download a specific version of the AWS loT Greengrass Core software from the
following location. Replace version with the version to download.

https://d2s8p88vquow66.cloudfront.net/releases/greengrass-version.zip

To download the AWS loT Greengrass Core software

1. Onyour core device, download the AWS loT Greengrass Core software to a file named
greengrass-nucleus-latest.zip.

Linux or Unix

curl -s https://d2s8p88vquowb6.cloudfront.net/releases/greengrass-nucleus-
latest.zip > greengrass-nucleus-latest.zip

Windows Command Prompt (CMD)

curl -s https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-
latest.zip > greengrass-nucleus-latest.zip

PowerShell

iwr -Uri https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-
latest.zip -OutFile greengrass-nucleus-latest.zip

By downloading this software, you agree to the Greengrass Core Software License Agreement.

2. (Optional) To verify the Greengrass nucleus software signature

(® Note

This feature is available with Greengrass nucleus version 2.9.5 and later.
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AWS loT Greengrass
Use the following command to verify your Greengrass nucleus artifact's signature:

a.
Linux or Unix
jarsigner -verify -certs -verbose greengrass-nucleus-latest.zip
Windows Command Prompt (CMD)
The file name might look different depending on the JDK version you install. Replace
jdk17.0.6_10 with the JDK version you installed.
"C:\\Program Files\\Amazon Corretto\\jdk17.0.6_10\\bin\\jarsigner.exe" -
verify -certs -verbose greengrass-nucleus-latest.zip
PowerShell
The file name might look different depending on the JDK version you install. Replace
jdk17.0.6_10 with the JDK version you installed.
'C:\\Program Files\\Amazon Corretto\\jdkl17.0.6_10\\bin\\jarsigner.exe' -
verify -certs -verbose greengrass-nucleus-latest.zip
b. The jarsigner invocation yields output that indicates the results of the verification.
i. If the Greengrass nucleus zip file is signed, the output contains the following
statement:
jar verified.
ii. If the Greengrass nucleus zip file isn't signed, the output contains the following
statement:
jar is unsigned.
¢. If you provided the Jarsigner -certs option along with -verify and -verbose options,
the output also includes detailed signer certificate information.
3. Unzip the AWS loT Greengrass Core software to a folder on your device. Replace

GreengrassInstaller with the folder that you want to use.
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Linux or Unix

unzip greengrass-nucleus-latest.zip -d GreengrassInstaller && rm greengrass-
nucleus-latest.zip

Windows Command Prompt (CMD)

mkdir GreengrassInstaller && tar -xf greengrass-nucleus-latest.zip -
C GreengrassInstaller && del greengrass-nucleus-latest.zip

PowerShell

Expand-Archive -Path greengrass-nucleus-latest.zip -DestinationPath .\
\GreengrassInstaller
Im greengrass-nucleus-latest.zip

4. (Optional) Run the following command to see the version of the AWS loT Greengrass Core
software.

java -jar ./GreengrassInstaller/lib/Greengrass.jar --version

/A Important

If you install a version of the Greengrass nucleus earlier than v2.4.0, don't remove this
folder after you install the AWS loT Greengrass Core software. The AWS loT Greengrass
Core software uses the files in this folder to run.

If you downloaded the latest version of the software, you install v2.4.0 or later, and you can
remove this folder after you install the AWS loT Greengrass Core software.

Download the AWS loT fleet provisioning plugin

You can download the latest version of the AWS IoT fleet provisioning plugin from the following
location:

o https://d2s8p88vquow66.cloudfront.net/releases/aws-greengrass-FleetProvisioningByClaim/
fleetprovisioningbyclaim-latest.jar
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® Note

You can download a specific version of the AWS loT fleet provisioning plugin from the
following location. Replace version with the version to download. For more information
about each version of the fleet provisioning plugin, see AWS loT fleet provisioning plugin

changelog.

https://d2s8p88vquow66.cloudfront.net/releases/aws-greengrass-
FleetProvisioningByClaim/fleetprovisioningbyclaim-version.jar

The fleet provisioning plugin is open source. To view its source code, see the AWS |oT fleet

provisioning plugin on GitHub.

To download the AWS loT fleet provisioning plugin

o Onyour device, download the AWS loT fleet provisioning plugin to a file named
aws.greengrass.FleetProvisioningByClaim. jar. Replace GreengrassInstaller
with the folder that you want to use.

Linux or Unix

curl -s https://d2s8p88vquow66.cloudfront.net/releases/aws-greengrass-
FleetProvisioningByClaim/fleetprovisioningbyclaim-latest. jar
> GreengrassInstaller/aws.greengrass.FleetProvisioningByClaim.jar

Windows Command Prompt (CMD)

curl -s https://d2s8p88vquow66.cloudfront.net/releases/aws-greengrass-
FleetProvisioningByClaim/fleetprovisioningbyclaim-latest. jar
> GreengrassInstaller/aws.greengrass.FleetProvisioningByClaim.jar

PowerShell

iwr -Uri https://d2s8p88vquow66.cloudfront.net/releases/aws-greengrass-
FleetProvisioningByClaim/fleetprovisioningbyclaim-latest.jar -
OutFile GreengrassInstaller/aws.greengrass.FleetProvisioningByClaim. jar
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By downloading this software, you agree to the Greengrass Core Software License Agreement.

Install the AWS loT Greengrass Core software

Run the installer with arguments that specify the following actions:

« Install from a partial configuration file that specifies to use the fleet provisioning plugin to
provision AWS resources. The AWS loT Greengrass Core software uses a configuration file that
specifies the configuration of every Greengrass component on the device. The installer creates
a complete configuration file from the partial configuration file that you provide and the AWS
resources that the fleet provisioning plugin creates.

» Specify to use the ggc_user system user to run software components on the core device. On
Linux devices, this command also specifies to use the ggc_group system group, and the installer
creates the system user and group for you.

« Set up the AWS IoT Greengrass Core software as a system service that runs at boot. On Linux
devices, this requires the Systemd init system.

/A Important

On Windows core devices, you must set up the AWS loT Greengrass Core software as a
system service.

For more information about the arguments that you can specify, see Installer arguments.

(® Note

If you are running AWS loT Greengrass on a device with limited memory, you can control
the amount of memory that AWS loT Greengrass Core software uses. To control memory
allocation, you can set JVM heap size options in the jvmOptions configuration parameter
in your nucleus component. For more information, see Control memory allocation with JVM

options.
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To install the AWS loT Greengrass Core software
1. Check the version of the AWS IoT Greengrass Core software.

» Replace GreengrassInstaller with the path to the folder that contains the software.

java -jar ./GreengrassInstaller/lib/Greengrass.jar --version
2. Use a text editor to create a configuration file named config.yaml to provide to the installer.

For example, on a Linux-based system, you can run the following command to use GNU nano
to create the file.

nano GreengrassInstaller/config.yaml

Copy the following YAML content into the file. This partial configuration file specifies
parameters for the fleet provisioning plugin. For more information about the options that you
can specify, see Configure the AWS |oT fleet provisioning plugin.

Linux or Unix

services:
aws.greengrass.Nucleus:
version: "2.14.0"
aws.greengrass.FleetProvisioningByClaim:
configuration:
rootPath: "/greengrass/v2"
awsRegion: "us-west-2"
iotDataEndpoint: "device-data-prefix-ats.iot.us-west-2.amazonaws.com"
iotCredentialEndpoint: "device-credentials-prefix.credentials.iot.us-
west-2.amazonaws.com"
iotRoleAlias: "GreengrassCoreTokenExchangeRoleAlias"
provisioningTemplate: "GreengrassFleetProvisioningTemplate"
claimCertificatePath: "/greengrass/v2/claim-certs/claim.pem.crt"
claimCertificatePrivateKeyPath: "/greengrass/v2/claim-certs/
claim.private.pem.key"
rootCaPath: "/greengrass/v2/AmazonRootCAl.pem"
templateParameters:
ThingName: "MyGreengrassCore"
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ThingGroupName: "MyGreengrassCoreGroup"

Windows

services:
aws.greengrass.Nucleus:
version: "2.14.0"
aws.greengrass.FleetProvisioningByClaim:
configuration:
rootPath: "C:\\greengrass\\v2"
awsRegion: "us-west-2"
iotDataEndpoint: "device-data-prefix-ats.iot.us-west-2.amazonaws.com"
iotCredentialEndpoint: "device-credentials-prefix.credentials.iot.us-
west-2.amazonaws.com"
iotRoleAlias: "GreengrassCoreTokenExchangeRoleAlias"
provisioningTemplate: "GreengrassFleetProvisioningTemplate"
claimCertificatePath: "C:\\greengrass\\v2\\claim-certs\\claim.pem.crt"
claimCertificatePrivateKeyPath: "C:\\greengrass\\v2\\claim-certs\
\claim.private.pem.key"
rootCaPath: "C:\\greengrass\\v2\\AmazonRootCAl.pem"
templateParameters:
ThingName: "MyGreengrassCore"
ThingGroupName: "MyGreengrassCoreGroup"

Then, do the following:

» Replace 2.14. 0 with the version of the AWS loT Greengrass Core software.

» Replace each instance of /greengrass/v2 or C:\greengrass\v2 with the Greengrass
root folder.

(® Note

On Windows devices, you must specify path separators as double backslashes (\\),
such as C:\\greengrass\\v2.

» Replace us-west-2 with the AWS Region where you created the provisioning template and

other resources.

» Replace the iotDataEndpoint with your AWS loT data endpoint.
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» Replace the iotCredentialEndpoint with your AWS loT credentials endpoint.

» Replace GreengrassCoreTokenExchangeRoleAlias with the name of the token
exchange role alias.

« Replace GreengrassFleetProvisioningTemplate with the name of the fleet
provisioning template.

» Replace the claimCertificatePath with the path to the claim certificate on the device.

» Replace the claimCertificatePrivateKeyPath with the path to the claim certificate
private key on the device.

» Replace the template parameters (templateParameters) with the values to use to
provision the device. This example refers to the example template that defines ThingName

and ThingGroupName parameters.

® Note

In this configuration file, you can customize other configuration options such as
the ports and network proxy to use, as shown in the following example. For more
information, see Greengrass nucleus configuration.

Linux or Unix

services:
aws.greengrass.Nucleus:
version: "2.14.0"
configuration:
mqtt:
port: 443
greengrassDataPlanePort: 443
networkProxy:
noProxyAddresses: "http://192.168.0.1,www.example.com"
proxy:
url: "http://my-proxy-server:1100"
username: "Mary_Major"
password: "pass@wordl357"
aws.greengrass.FleetProvisioningByClaim:
configuration:
rootPath: "/greengrass/v2"
awsRegion: "us-west-2"
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iotDataEndpoint: "device-data-prefix-ats.iot.us-
west-2.amazonaws.com"
iotCredentialEndpoint: "device-credentials-
prefix.credentials.iot.us-west-2.amazonaws.com"
iotRoleAlias: "GreengrassCoreTokenExchangeRoleAlias"
provisioningTemplate: "GreengrassFleetProvisioningTemplate"
claimCertificatePath: "/greengrass/v2/claim-certs/claim.pem.crt"
claimCertificatePrivateKeyPath: "/greengrass/v2/claim-certs/
claim.private.pem. key"
rootCaPath: "/greengrass/v2/AmazonRootCAl.pem"
templateParameters:
ThingName: "MyGreengrassCore"
ThingGroupName: "MyGreengrassCoreGroup"
magttPort: 443
proxyUrl: "http://my-proxy-server:1100"
proxyUserName: "Mary_Major"
proxyPassword: "pass@wordl357"

Windows

services:
aws.greengrass.Nucleus:
version: "2.14.0"
configuration:
mqtt:
port: 443
greengrassDataPlanePort: 443
networkProxy:
noProxyAddresses: "http://192.168.0.1,www.example.com"
proxy:
url: "http://my-proxy-server:1100"
username: "Mary_Major"
password: "pass@wordl357"
aws.greengrass.FleetProvisioningByClaim:
configuration:
rootPath: "C:\\greengrass\\v2"
awsRegion: "us-west-2"
iotDataEndpoint: "device-data-prefix-ats.iot.us-
west-2.amazonaws.com"
iotCredentialEndpoint: "device-credentials-
prefix.credentials.iot.us-west-2.amazonaws.com"
iotRoleAlias: "GreengrassCoreTokenExchangeRoleAlias"
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provisioningTemplate: "GreengrassfFleetProvisioningTemplate"

claimCertificatePath: "C:\\greengrass\\v2\\claim-certs\
\claim.pem.crt"

claimCertificatePrivateKeyPath: "C:\\greengrass\\v2\\claim-certs\
\claim.private.pem.key"

rootCaPath: "C:\\greengrass\\v2\\AmazonRootCAl.pem"
templateParameters:

ThingName: "MyGreengrassCore"

ThingGroupName: "MyGreengrassCoreGroup"
magttPort: 443

proxyUrl: "http://my-proxy-server:1100"
proxyUserName: "Mary_Major"
proxyPassword: "pass@wordl357"

To use an HTTPS proxy, you must use version 1.1.0 or later of the fleet provisioning

plugin. You must additionally specify the rootCaPath under system, as shown in the
following example.

Linux or Unix

system:

rootCaPath: "/greengrass/v2/AmazonRootCAl.pem"
services:

Windows

system:

rootCaPath: "C:\\greengrass\\v2\\AmazonRootCAl.pem"
services:

3. Run the installer. Specify --trusted-plugin to provide the fleet provisioning plugin, and
specify --init-config to provide the configuration file.

» Replace /greengrass/v2 with the Greengrass root folder.
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» Replace each instance of GreengrassInstaller with the folder where you unpacked the
installer.

Linux or Unix

sudo -E java -Droot="/greengrass/v2" -Dlog.store=FILE \
-jar ./GreengrassInstaller/lib/Greengrass.jar \
--trusted-plugin ./GreengrassInstaller/

aws.greengrass.FleetProvisioningByClaim. jar \
--init-config ./GreengrassInstaller/config.yaml \
--component-default-user ggc_user:ggc_group \
--setup-system-service true

Windows Command Prompt (CMD)

java -Droot="C:\greengrass\v2" "-Dlog.store=FILE" *
-jar ./GreengrassInstaller/lib/Greengrass.jar ~
--trusted-plugin ./GreengrassInstaller/

aws.greengrass.FleetProvisioningByClaim. jar #
--init-config ./GreengrassInstaller/config.yaml A
--component-default-user ggc_user #
--setup-system-service true

PowerShell

java -Droot="C:\greengrass\v2" "-Dlog.store=FILE"
-jar ./GreengrassInstaller/lib/Greengrass.jar °
--trusted-plugin ./GreengrassInstaller/

aws.greengrass.FleetProvisioningByClaim. jar °
--init-config ./Greengrassinstaller/config.yaml °
--component-default-user ggc_user °
--setup-system-service true

/A Important

On Windows core devices, you must specify --setup-system-service true to set
up the AWS loT Greengrass Core software as a system service.
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If you specify --setup-system-service true, the installer prints Successfully set
up Nucleus as a system service if it set up and ran the software as a system service.
Otherwise, the installer doesn't output any message if it installs the software successfully.

(@ Note

You can't use the deploy-dev-tools argument to deploy local development
tools when you run the installer without the --provision true argument.
For information about deploying the Greengrass CLI directly on your device, see
Greengrass Command Line Interface.

4. Verify the installation by viewing the files in the root folder.

Linux or Unix
1s /greengrass/v2
Windows Command Prompt (CMD)
dir C:\greengrass\v2
PowerShell

1s C:\greengrass\v2

If the installation succeeded, the root folder contains several folders, such as config,
packages, and logs.

If you installed the AWS loT Greengrass Core software as a system service, the installer runs the
software for you. Otherwise, you must run the software manually. For more information, see Run
the AWS loT Greengrass Core software.

For more information about how to configure and use the software and AWS IoT Greengrass, see
the following:

» Configure the AWS loT Greengrass Core software
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« Develop AWS loT Greengrass components

» Deploy AWS loT Greengrass components to devices

» Greengrass Command Line Interface

Set up AWS IoT fleet provisioning for Greengrass core devices

To install the AWS loT Greengrass Core software with fleet provisioning, you must first set up the
following resources in your AWS account. These resources enable devices to register themselves

with AWS loT and operate as Greengrass core devices. Follow steps in this section once to create
and configure these resources in your AWS account.

« A token exchange IAM role, which core devices use to authorize calls to AWS services.
o An AWS loT role alias that points to the token exchange role.

» (Optional) An AWS loT policy, which core devices use to authorize calls to the
AWS IoT and AWS loT Greengrass services. This AWS loT policy must allow the
iot:AssumeRoleWithCertificate permission for the AWS loT role alias that points to the
token exchange role.

You can use a single AWS loT policy for all core devices in your fleet, or you can configure your
fleet provisioning template to create an AWS loT policy for each core device.

o An AWS loT fleet provisioning template. This template must specify the following:

« An AWS loT thing resource. You can specify a list of existing thing groups to deploy
components to each device when it comes online.

« An AWS loT policy resource. This resource can define one of the following properties:

« The name of an existing AWS IoT policy. If you choose this option, the core devices that
you create from this template use the same AWS loT policy, and you can manage their
permissions as a fleet.

« An AWS loT policy document. If you choose this option, each core device that you create
from this template uses a unique AWS IoT policy, and you can manage permissions for each
individual core device.

« An AWS loT certificate resource. This certificate resource must use the
AWS::IoT::Certificate: :Id parameter to attach the certificate to the core device. For
more information, see Just-in-time provisioning in the AWS loT Developer Guide.
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« An AWS loT provisioning claim certificate and private key for the fleet provisioning template. You

can embed this certificate and private key in devices during manufacturing, so the devices can
register and provision themselves when they come online.

/A Important

Provisioning claim private keys should be secured at all times, including on Greengrass
core devices. We recommend that you use Amazon CloudWatch metrics and logs to
monitor for indications of misuse, such as unauthorized use of the claim certificate to
provision devices. If you detect misuse, disable the provisioning claim certificate so that
it can't be used for device provisioning. For more information, see Monitoring AWS IoT in
the AWS IoT Core Developer Guide.

To help you better manage the number of devices, and which devices, that register
themselves in your AWS account, you can specify a pre-provisioning hook when you
create a fleet provisioning template. A pre-provisioning hook is an AWS Lambda function

that validates template parameters that devices provide during registration. For example,
you might create a pre-provisioning hook that checks a device ID against a database

to verify that the device has permission to provision. For more information, see Pre-
provisioning hooks in the AWS IloT Core Developer Guide.

« An AWS loT policy that you attach to the provisioning claim certificate to allow devices to

Topics

register and use the fleet provisioning template.

Create a token exchange role

Create an AWS loT policy

Create a fleet provisioning template

Create a provisioning claim certificate and private key

Create a token exchange role

Greengrass core devices use an IAM service role, called the token exchange role, to authorize calls to
AWS services. The device uses the AWS loT credentials provider to get temporary AWS credentials
for this role, which allows the device to interact with AWS loT, send logs to Amazon CloudWatch
Logs, and download custom component artifacts from Amazon S3. For more information, see

Authorize core devices to interact with AWS services.
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You use an AWS loT role alias to configure the token exchange role for Greengrass core devices.
Role aliases enable you to change the token exchange role for a device but keep the device
configuration the same. For more information, see Authorizing direct calls to AWS services in the
AWS IoT Core Developer Guide.

In this section, you create a token exchange IAM role and an AWS loT role alias that points to the
role. If you have already set up a Greengrass core device, you can use its token exchange role and
role alias instead of creating new ones.

To create a token exchange IAM role
1. Create an IAM role that your device can use as a token exchange role. Do the following:

a. Create a file that contains the trust policy document that the token exchange role
requires.

For example, on a Linux-based system, you can run the following command to use GNU
nano to create the file.

nano device-role-trust-policy.json

Copy the following JSON into the file.

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "credentials.iot.amazonaws.com"

}I

"Action": "sts:AssumeRole"

b. Create the token exchange role with the trust policy document.

» Replace GreengrassV2TokenExchangeRole with the name of the IAM role to create.
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aws iam create-role --role-name GreengrassV2TokenExchangeRole --assume-role-
policy-document file://device-role-trust-policy.json

The response looks similar to the following example, if the request succeeds.

"Role": {
"Path": "/",
"RoleName": "GreengrassV2TokenExchangeRole",
"RoleId": "AROAZ2YMUHYHK50KM77FB",
"Arn": "arn:aws:iam::123456789012:r0le/GreengrassV2TokenExchangeRole",
"CreateDate": "2021-02-06T00:13:29+00:00",
"AssumeRolePolicyDocument": {
"Version": "2012-10-17",
"Statement": [

{
"Effect": "Allow",

"Principal": {
"Service": "credentials.iot.amazonaws.com"

}I

"Action": "sts:AssumeRole"

c. Create a file that contains the access policy document that the token exchange role
requires.

For example, on a Linux-based system, you can run the following command to use GNU
nano to create the file.

nano device-role-access-policy.json

Copy the following JSON into the file.

"Version": "2012-10-17",
"Statement": [
{
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"Effect": "Allow",

"Action": [
"logs:CreatelLogGroup",
"logs:CreatelLogStream",
"logs:PutLogEvents",
"logs:DescribelogStreams",
"s3:GetBucketLocation"

1,

"Resource'": "*"

(® Note

This access policy doesn't allow access to component artifacts in S3 buckets. To
deploy custom components that define artifacts in Amazon S3, you must add
permissions to the role to allow your core device to retrieve component artifacts.
For more information, see Allow access to S3 buckets for component artifacts.

If you don't yet have an S3 bucket for component artifacts, you can add these
permissions later after you create a bucket.

d. Create the IAM policy from the policy document.

« Replace GreengrassV2TokenExchangeRoleAccess with the name of the IAM policy
to create.

aws iam create-policy --policy-name GreengrassV2TokenExchangeRoleAccess --
policy-document file://device-role-access-policy.json

The response looks similar to the following example, if the request succeeds.

"Policy": {
"PolicyName": "GreengrassV2TokenExchangeRoleAccess",
"PolicyId": "ANPAZ2YMUHYHACI7C5z66",
"Arn": "arn:aws:iam::123456789012:policy/
GreengrassV2TokenExchangeRoleAccess",
"Path": "/",
"DefaultVersionId": "v1",
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"AttachmentCount": 0,
"PermissionsBoundaryUsageCount": 0,
"IsAttachable": true,

"CreateDate": "2021-02-06T00:37:17+00:00",
"UpdateDate": "2021-02-06T00:37:17+00:00"

e. Attach the IAM policy to the token exchange role.

» Replace GreengrassV2TokenExchangeRole with the name of the IAM role.

» Replace the policy ARN with the ARN of the IAM policy that you created in the previous
step.

aws iam attach-role-policy --role-name GreengrassV2TokenExchangeRole --policy-
arn arn:aws:iam::123456789012:policy/GreengrassV2TokenExchangeRoleAccess

The command doesn't have any output if the request succeeds.
2. Create an AWS loT role alias that points to the token exchange role.
» Replace GreengrassCoreTokenExchangeRoleAlias with the name of the role alias to
create.

» Replace the role ARN with the ARN of the IAM role that you created in the previous step.

aws iot create-role-alias --role-alias GreengrassCoreTokenExchangeRoleAlias --role-
arn arn:aws:iam::123456789012:role/GreengrassV2TokenExchangeRole

The response looks similar to the following example, if the request succeeds.

"roleAlias": "GreengrassCoreTokenExchangeRoleAlias",
"roleAliasArn": "arn:aws:iot:us-west-2:123456789012:rolealias/
GreengrassCoreTokenExchangeRoleAlias"

}
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® Note

To create a role alias, you must have permission to pass the token exchange IAM
role to AWS IoT. If you receive an error message when you try to create a role alias,
check that your AWS user has this permission. For more information, see Granting
a user permissions to pass a role to an AWS service in the AWS Identity and Access

Management User Guide.

Create an AWS loT policy

After you register a device as an AWS loT thing, that device can use a digital certificate to
authenticate with AWS. This certificate includes one or more AWS loT policies that define
the permissions that a device can use with the certificate. These policies allow the device to
communicate with AWS loT and AWS loT Greengrass.

With AWS loT fleet provisioning, devices connect to AWS IloT to create and download a device
certificate. In the fleet provisioning template that you create in the next section, you can specify
whether AWS loT attaches the same AWS loT policy to all devices' certificates, or creates a new
policy for each device.

In this section, you create an AWS IloT policy that AWS loT attaches to all devices' certificates. With
this approach, you can manage permissions for all devices as a fleet. If you would rather create a
new AWS loT policy for each device, you can skip this section, and refer to the policy in it when you
define your fleet template.

To create an AWS loT policy

o Create an AWS loT policy that defines the AWS loT permissions for your fleet of Greengrass
core devices. The following policy allows access to all MQTT topics and Greengrass operations,
so your device works with custom applications and future changes that require new Greengrass
operations. This policy also allows the iot:AssumeRoleWithCertificate permission,
which allows your devices to use the token exchange role that you created in the previous
section. You can restrict this policy down based on your use case. For more information, see
Minimal AWS loT policy for AWS loT Greengrass V2 core devices.

Do the following:
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a. Create a file that contains the AWS loT policy document that Greengrass core devices
require.

For example, on a Linux-based system, you can run the following command to use GNU
nano to create the file.

nano greengrass-v2-iot-policy.json

Copy the following JSON into the file.

« Replace the iot:AssumeRoleWithCertificate resource with the ARN of the AWS
loT role alias that you created in the previous section.

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"iot:Publish",
"iot:Subscribe",
"iot:Receive",
"iot:Connect",
"greengrass:*"
1,

"Resource": [

"y

]
+

{
"Effect": "Allow",

"Action": "iot:AssumeRoleWithCertificate",
"Resource": "arn:aws:iot:us-west-2:123456789012:rolealias/
GreengrassCoreTokenExchangeRoleAlias"

}

b. Create an AWS loT policy from the policy document.
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» Replace GreengrassV2IoTThingPolicy with the name of the policy to create.

aws iot create-policy --policy-name GreengrassV2IoTThingPolicy --policy-
document file://greengrass-v2-iot-policy.json

The response looks similar to the following example, if the request succeeds.

"policyName": "GreengrassV2IoTThingPolicy",
"policyArn": "arn:aws:iot:us-west-2:123456789012:policy/
GreengrassV2IoTThingPolicy",
"policyDocument": "{
\"Version\": \"2012-10-17\",
\"Statement\": [
{
\"Effect\": \"Allow\",
\"Action\": [
\"iot:Publish\",
\"iot:Subscribe\",
\"iot:Receive\",
\"iot:Connect\",
\"greengrass:*\"
1,
\"Resource\": [
A"\
]
I
{
\"Effect\": \"Allow\",
\"Action\": \"iot:AssumeRoleWithCertificate\",
\"Resource\": \"arn:aws:iot:us-west-2:123456789012:rolealias/
GreengrassCoreTokenExchangeRoleAlias\"
}
]

n
’

"policyVersionId": "1"
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Create a fleet provisioning template

AWS |oT fleet provisioning templates define how to provision AWS loT things, policies, and
certificates. To provision Greengrass core devices with the fleet provisioning plugin, you must
create a template that specifies the following:

« An AWS loT thing resource. You can specify a list of existing thing groups to deploy components
to each device when it comes online.

« An AWS loT policy resource. This resource can define one of the following properties:

« The name of an existing AWS loT policy. If you choose this option, the core devices that you
create from this template use the same AWS IloT policy, and you can manage their permissions
as a fleet.

o An AWS loT policy document. If you choose this option, each core device that you create
from this template uses a unique AWS loT policy, and you can manage permissions for each
individual core device.

« An AWS loT certificate resource. This certificate resource must use the
AWS: :IoT::Certificate: :Id parameter to attach the certificate to the core device. For more
information, see Just-in-time provisioning in the AWS loT Developer Guide.

In the template, you can specify to add the AWS IoT thing to a list of existing thing groups.
When the core device connects to AWS loT Greengrass for the first time, it receives Greengrass
deployments for each thing group where it's a member. You can use thing groups to deploy the
latest software to each device as soon as it comes online. For more information, see Deploy AWS
loT Greengrass components to devices.

The AWS loT service requires permissions to create and update AWS loT resources in your

AWS account when provisioning devices. To give the AWS loT service access, you create an

IAM role and provide it when you create the template. AWS loT provides an managed policy,
AWSIloTThingsRegistration, that allows access to all permissions that AWS loT might use when
provisioning devices. You can use this managed policy, or create a custom policy that scopes down

the permissions in the managed policy for your use case.

In this section, you create an IAM role that allows AWS IoT to provision resources for devices, and
you create a fleet provisioning template that uses that IAM role.
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To create a fleet provisioning template

1. Create an IAM role that AWS IoT can assume to provision resources in your AWS account. Do
the following:

a. Create a file that contains the trust policy document that allows AWS loT to assume the
role.

For example, on a Linux-based system, you can run the following command to use GNU
nano to create the file.

nano aws-iot-trust-policy.json

Copy the following JSON into the file.

"Version": "2012-10-17",
"Statement": [

{
"Effect": "Allow",

"Principal": {
"Service": "iot.amazonaws.com"

}I

"Action": "sts:AssumeRole"

b. Create an IAM role with the trust policy document.

» Replace GreengrassFleetProvisioningRole with the name of the IAM role to
create.

aws iam create-role --role-name GreengrassFleetProvisioningRole --assume-role-
policy-document file://aws-iot-trust-policy.json

The response looks similar to the following example, if the request succeeds.

"Role": {
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"Path": "/",
"RoleName": "GreengrassFleetProvisioningRole",
"RoleId": "AROAZ2YMUHYHK50KM77FB",
"Arn": "arn:aws:iam::123456789012:ro0le/GreengrassFleetProvisioningRole",
"CreateDate": "2021-07-26T00:15:12+00:00",
"AssumeRolePolicyDocument": {
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "iot.amazonaws.com"

}I

"Action": "sts:AssumeRole"

c. Review the AWSIoTThingsRegistration policy, which allows access to all permissions that
AWS loT might use when provisioning devices. You can use this managed policy, or create
a custom policy that defines scoped-down permissions for your use case. If you choose to

create a custom policy, do so now.

d. Attach the IAM policy to the fleet provisioning role.

» Replace GreengrassFleetProvisioningRole with the name of the IAM role.

« If you created a custom policy in the previous step, replace the policy ARN with the ARN
of the 1AM policy to use.

aws iam attach-role-policy --role-name GreengrassfFleetProvisioningRole --
policy-arn arn:aws:iam::aws:policy/service-role/AWSIoTThingsRegistration

The command doesn't have any output if the request succeeds.

2. (Optional) Create a pre-provisioning hook, which is an AWS Lambda function that validates
template parameters that devices provide during registration. You can use a pre-provisioning
hook to gain more control over which and how many devices onboard in your AWS account.
For more information, see Pre-provisioning hooks in the AWS loT Core Developer Guide.

3. Create a fleet provisioning template. Do the following:
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a. Create a file to contain the provisioning template document.

For example, on a Linux-based system, you can run the following command to use GNU
nano to create the file.

nano greengrass-fleet-provisioning-template.json

Write the provisioning template document. You can start from the following example
provisioning template, which specifies to create an AWS IloT thing with the following
properties:

« The thing's name is the value that you specify in the ThingName template parameter.

« The thing is a member of the thing group that you specify in the ThingGroupName
template parameter. The thing group must exist in your AWS account.

« The thing's certificate has the AWS IoT policy named GreengrassV2IoTThingPolicy
attached to it.

For more information, see Provisioning templates in the AWS IoT Core Developer Guide.

{
"Parameters": {
"ThingName": {
"Type": "String"
.
"ThingGroupName": {
"Type": "String"
},
"AWS::IoT::Certificate::Id": {
"Type": "String"
}
},
"Resources": {
"MyThing": {

"OverrideSettings": {
"AttributePayload": "REPLACE",
"ThingGroups": "REPLACE",
"ThingTypeName": "REPLACE"

I

"Properties": {
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"AttributePayload": {3},
"ThingGroups": [
{
"Ref": "ThingGroupName"
}
1,
"ThingName": {
"Ref": "ThingName"

}
1,
"Type": "AWS::IoT::Thing"
1,
"MyPolicy": {
"Properties": {
"PolicyName": "GreengrassV2IoTThingPolicy"
1,
"Type": "AWS::IoT::Policy"
1,

"MyCertificate": {
"Properties": {
"CertificateId": {
"Ref": "AWS::IoT::Certificate::Id"

},
"Status": "Active"
},
"Type": "AWS::IoT::Certificate"
}
Note

MyThing, MyPolicy, and MyCertificate are arbitrary names that identify
each resource specification in the fleet provisioning template. AWS loT doesn't
use these names in the resources that it creates from the template. You can use
these names or replace them with values that help you identify each resource in

the template.

b. Create the fleet provisioning template from the provisioning template document.

« Replace GreengrassFleetProvisioningTemplate with the name of the template
to create.
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» Replace the template description with a description for your template.

» Replace the provisioning role ARN with the ARN of the role that you created earlier.

Linux or Unix

aws iot create-provisioning-template \
--template-name GreengrassFleetProvisioningTemplate \
--description "A provisioning template for Greengrass core devices." \
--provisioning-role-arn "arn:aws:iam::123456789012:role/
GreengrassFleetProvisioningRole" \
--template-body file://greengrass-fleet-provisioning-template.json \
--enabled

Windows Command Prompt (CMD)

aws iot create-provisioning-template ~
--template-name GreengrassFleetProvisioningTemplate *
--description "A provisioning template for Greengrass core devices." #
--provisioning-role-arn "arn:aws:iam::123456789012:role/
GreengrassFleetProvisioningRole" *
--template-body file://greengrass-fleet-provisioning-template.json #
--enabled

PowerShell

aws iot create-provisioning-template °
--template-name GreengrassFleetProvisioningTemplate °
--description "A provisioning template for Greengrass core devices."
--provisioning-role-arn "arn:aws:iam::123456789012:role/
GreengrassFleetProvisioningRole"
--template-body file://greengrass-fleet-provisioning-template.json °
--enabled

(® Note

If you created a pre-provisioning hook, specify the ARN of the pre-provisioning
hook's Lambda function with the --pre-provisioning-hook argument.
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--pre-provisioning-hook targetArn=arn:aws:lambda:us-
west-2:123456789012: function:GreengrassPreProvisioningHook

The response looks similar to the following example, if the request succeeds.

"templateArn": "arn:aws:iot:us-west-2:123456789012:provisioningtemplate/
GreengrassFleetProvisioningTemplate",

"templateName": "GreengrassFleetProvisioningTemplate",

"defaultVersionId": 1

Create a provisioning claim certificate and private key

Claim certificates are X.509 certificates that allow devices to register as AWS loT things and retrieve
a unique X.509 device certificate to use for regular operations. After you create a claim certificate,
you attach an AWS loT policy that allows devices to use it to create unique device certificates and
provision with a fleet provisioning template. Devices with the claim certificate can provision using
only the provisioning template that you allow in the AWS IoT policy.

In this section, you create the claim certificate and configure it for devices to use with the fleet
provisioning template that you created in the previous section.

/A Important

Provisioning claim private keys should be secured at all times, including on Greengrass core
devices. We recommend that you use Amazon CloudWatch metrics and logs to monitor for
indications of misuse, such as unauthorized use of the claim certificate to provision devices.
If you detect misuse, disable the provisioning claim certificate so that it can't be used for
device provisioning. For more information, see Monitoring AWS IoT in the AWS IloT Core

Developer Guide.

To help you better manage the number of devices, and which devices, that register
themselves in your AWS account, you can specify a pre-provisioning hook when you create
a fleet provisioning template. A pre-provisioning hook is an AWS Lambda function that
validates template parameters that devices provide during registration. For example, you
might create a pre-provisioning hook that checks a device ID against a database to verify
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that the device has permission to provision. For more information, see Pre-provisioning
hooks in the AWS IoT Core Developer Guide.

To create a provisioning claim certificate and private key

1. Create a folder where you download the claim certificate and private key.

mkdir claim-certs

2. Create and save a certificate and private key to use for provisioning. AWS loT provides client
certificates that are signed by the Amazon Root certificate authority (CA).

Linux or Unix

aws iot create-keys-and-certificate \
--certificate-pem-outfile "claim-certs/claim.pem.crt" \
--public-key-outfile "claim-certs/claim.public.pem.key" \
--private-key-outfile "claim-certs/claim.private.pem.key" \
--set-as-active

Windows Command Prompt (CMD)

aws iot create-keys-and-certificate ~
--certificate-pem-outfile "claim-certs/claim.pem.crt" A
--public-key-outfile "claim-certs/claim.public.pem.key" A
--private-key-outfile "claim-certs/claim.private.pem.key" A
--set-as-active

PowerShell

aws iot create-keys-and-certificate °
--certificate-pem-outfile "claim-certs/claim.pem.crt"
--public-key-outfile "claim-certs/claim.public.pem.key"
--private-key-outfile "claim-certs/claim.private.pem.key"
--set-as-active

The response contains information about the certificate, if the request succeeds. Save the
certificate's ARN to use later.
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3. Create and attach an AWS loT policy that allows devices to use the certificate to create
unique device certificates and provision with the fleet provisioning template. The following
policy allows access to the device provisioning MQTT API. For more information, see Device
provisioning MQTT API in the AWS IoT Core Developer Guide.

Do the following:

a. Create a file that contains the AWS loT policy document that Greengrass core devices
require.

For example, on a Linux-based system, you can run the following command to use GNU
nano to create the file.

nano greengrass-provisioning-claim-iot-policy.json

Copy the following JSON into the file.

» Replace each instance of region with the AWS Region where you set up fleet
provisioning.

« Replace each instance of account-1id with your AWS account ID.

» Replace each instance of GreengrassFleetProvisioningTemplate with the name
of the fleet provisioning template that you created in the previous section.

"Version": "2012-10-17",
"Statement": [

{
"Effect": "Allow",
"Action": "iot:Connect",
"Resource": "*"

},

{

"Effect": "Allow",

"Action": [
"iot:Publish",
"iot:Receive"

1,

"Resource": [
"arn:aws:iot:region:account-id:topic/$aws/certificates/create/*",
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"arn:aws:iot:region:account-id:topic/$aws/provisioning-
templates/GreengrassFleetProvisioningTemplate/provision/*"

]

I
{

"Effect": "Allow",

"Action": "iot:Subscribe",

"Resource": [
"arn:aws:iot:region:account-id:topicfilter/$aws/certificates/create/*",
"arn:aws:iot:region:account-id:topicfilter/$aws/provisioning-

templates/GreengrassFleetProvisioningTemplate/provision/*"

]

b. Create an AWS IoT policy from the policy document.

» Replace GreengrassProvisioningClaimPolicy with the name of the policy to
create.

aws iot create-policy --policy-name GreengrassProvisioningClaimPolicy --policy-
document file://greengrass-provisioning-claim-iot-policy.json

The response looks similar to the following example, if the request succeeds.

"policyName": "GreengrassProvisioningClaimPolicy",
"policyArn": "arn:aws:iot:us-west-2:123456789012:policy/
GreengrassProvisioningClaimPolicy",
"policyDocument": "{
\"Version\": \"2012-10-17\",
\"Statement\": [
{
\"Effect\": \"Allow\",
\"Action\": \"iot:Connect\",
\"Resource\": \"*\"
3,
{
\"Effect\": \"Allow\",
\"Action\": [
\"iot:Publish\",
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\"iot:Receive\"

1,

\"Resource\": [
\"arn:aws:iot:region:account-id:topic/$aws/certificates/create/*\",
\"arn:aws:iot:region:account-id:topic/$aws/provisioning-

templates/GreengrassFleetProvisioningTemplate/provision/*\"

]

I
{

\"Effect\": \"Allow\",

\"Action\": \"iot:Subscribe\",

\"Resource\": [
\"arn:aws:iot:region:account-id:topicfilter/$aws/certificates/create/

*\",
\"arn:aws:iot:region:account-id:topicfilter/$aws/provisioning-
templates/GreengrassFleetProvisioningTemplate/provision/*\"

]

]

n
’

"policyVersionId": "1"

}
4. Attach the AWS loT policy to the provisioning claim certificate.

» Replace GreengrassProvisioningClaimPolicy with the name of the policy to attach.

» Replace the target ARN with the ARN of the provisioning claim certificate.

aws iot attach-policy --policy-name GreengrassProvisioningClaimPolicy --
target arn:aws:iot:us-west-2:123456789012:cert/
aaob7958770878eabe251d8a7ddd54714889c524c9b574ab9fbf65f32248b1d4

The command doesn't have any output if the request succeeds.

You now have a provisioning claim certificate and private key that devices can use to register with
AWS loT and provision themselves as Greengrass core devices. You can embed the claim certificate
and private key in devices during manufacturing, or copy the certificate and key to devices before
you install the AWS loT Greengrass Core software. For more information, see Install AWS loT
Greengrass Core software with AWS loT fleet provisioning.
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Configure the AWS IloT fleet provisioning plugin

The AWS IoT fleet provisioning plugin provides the following configuration parameters that you
can customize when you install the AWS loT Greengrass Core software with fleet provisioning.

rootPath

The path to the folder to use as the root for the AWS loT Greengrass Core software.

awsRegion

The AWS Region that the fleet provisioning plugin uses to provision AWS resources.

iotDataEndpoint

The AWS loT data endpoint for your AWS account.
iotCredentialEndpoint

The AWS IloT credentials endpoint for your AWS account.

iotRoleAlias

The AWS IoT role alias that points to a token exchange IAM role. The AWS loT credentials
provider assumes this role to allow the Greengrass core device to interact with AWS services. For
more information, see Authorize core devices to interact with AWS services.

provisioningTemplate

The AWS IoT fleet provisioning template to use to provision AWS resources. This template must
specify the following:

o An AWS loT thing resource. You can specify a list of existing thing groups to deploy
components to each device when it comes online.

« An AWS loT policy resource. This resource can define one of the following properties:

« The name of an existing AWS loT policy. If you choose this option, the core devices that
you create from this template use the same AWS loT policy, and you can manage their
permissions as a fleet.

o An AWS loT policy document. If you choose this option, each core device that you create
from this template uses a unique AWS IloT policy, and you can manage permissions for each
individual core device.

o An AWS loT certificate resource. This certificate resource must use the
AWS: :IoT::Certificate: :1d parameter to attach the certificate to the core device. For
more information, see Just-in-time provisioning in the AWS loT Developer Guide.
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For more information, see Provisioning templates in the AWS IoT Core Developer Guide.

claimCertificatePath

The path to the provisioning claim certificate for the provisioning template that you specify in
provisioningTemplate. For more information, see CreateProvisioningClaim in the AWS loT

Core API Reference.

claimCertificatePrivateKeyPath

The path to the provisioning claim certificate private key for the provisioning template that you
specify in provisioningTemplate. For more information, see CreateProvisioningClaim in the
AWS IoT Core API Reference.

/A Important

Provisioning claim private keys should be secured at all times, including on Greengrass
core devices. We recommend that you use Amazon CloudWatch metrics and logs to
monitor for indications of misuse, such as unauthorized use of the claim certificate to
provision devices. If you detect misuse, disable the provisioning claim certificate so that
it can't be used for device provisioning. For more information, see Monitoring AWS loT
in the AWS IoT Core Developer Guide.

To help you better manage the number of devices, and which devices, that register
themselves in your AWS account, you can specify a pre-provisioning hook when you
create a fleet provisioning template. A pre-provisioning hook is an AWS Lambda
function that validates template parameters that devices provide during registration.
For example, you might create a pre-provisioning hook that checks a device ID against
a database to verify that the device has permission to provision. For more information,
see Pre-provisioning hooks in the AWS IoT Core Developer Guide.

rootCaPath

The path to the Amazon root certificate authority (CA) certificate.
templateParameters
(Optional) The map of parameters to provide to the fleet provisioning template. For more

information, see Provisioning templates' parameters section in the AWS loT Core Developer
Guide.
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deviceld

(Optional) The device identifier to use as the client ID when the fleet provisioning plugin creates
an MQTT connection to AWS loT.

Default: A random UUID.
mqttPort

(Optional) The port to use for MQTT connections.

Default: 8883
proxyUrl

(Optional) The URL of the proxy server in the format scheme://userinfo@host:port. To
use an HTTPS proxy, you must use version 1.1.0 or later of the fleet provisioning plugin.

« scheme - The scheme, which must be http or https.

/A Important

Greengrass core devices must run Greengrass nucleus v2.5.0 or later to use HTTPS

proxies.
If you configure an HTTPS proxy, you must add the proxy server CA certificate to the
core device's Amazon root CA certificate. For more information, see Enable the core

device to trust an HTTPS proxy.

« userinfo - (Optional) The user name and password information. If you specify this
information in the url, the Greengrass core device ignores the username and password
fields.

« host - The host name or IP address of the proxy server.

« port - (Optional) The port number. If you don't specify the port, then the Greengrass core
device uses the following default values:

« http-80
 https-443

proxyUserName

(Optional) The user name that authenticates the proxy server.
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proxyPassword

(Optional) The user name that authenticates the proxy server.

csrPath

(Optional) The path to the certificate signing request (CSR) file to use to create the device
certificate from a CSR. For more information, see Provisioning by claim in the AWS IloT Core
developer guide.

csrPrivateKeyPath

(Optional, required if csrPath is declared) The path to the private key used to generate the
CSR. The private key must have been used to generate the CSR. For more information, see
Provisioning by claim in the AWS IloT Core developer guide.

AWS loT fleet provisioning plugin changelog

The following table describes the changes in each version of the AWS loT fleet provisioning by
claim plugin (aws.greengrass.FleetProvisioningByClaim).

Version Changes

1.2.1 Bug fixes and improvements

 Fixes an issue where the fleet provisioning plugin is offline during a
Greengrass nucleus startup. The fleet provisioning plugin now indefinit
ely retries MQTT connect calls.

1.2.0 Bug fixes and improvements

» Adds support for device provisioning via certificate signing request
with configurable private key path.

« Minor fixes and improvements.

1.1.0 Bug fixes and improvements

« Adds support for additional file path formats when you configure the
plugin on Windows devices.

» Adds support for HTTPS network proxy configurations. For more
information, see Connect on port 443 or through a network proxy and
Enable the core device to trust an HTTPS proxy.
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Version Changes

1.0.0 Initial version.

Install AWS loT Greengrass Core software with custom resource
provisioning

This feature is available for v2.4.0 and later of the Greengrass nucleus component.

The AWS loT Greengrass Core software installer provides a Java interface that you can implement
in a custom plugin that provisions required AWS resources. You can develop a provisioning plugin
to use custom X.509 client certificates or to run complex provisioning steps that other installation
processes don't support. For more information, see Create your own client certificates in the AWS
loT Core Developer Guide.

To run a custom provisioning plugin when you install the AWS loT Greengrass Core software, you
create a JAR file that you provide to the installer. The installer runs the plugin, and the plugin
returns a provisioning configuration that defines the AWS resources for the Greengrass core device.
The installer uses this information to configure the AWS IoT Greengrass Core software on the
device. For more information, see Develop custom provisioning plugins.

/A Important

Before you download the AWS loT Greengrass Core software, check that your core device
meets the requirements to install and run the AWS loT Greengrass Core software v2.0.

Topics

Prerequisites

Set up the device environment

Download the AWS loT Greengrass Core software

Install the AWS loT Greengrass Core software

Develop custom provisioning plugins
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Prerequisites

To install the AWS loT Greengrass Core software with custom provisioning, you must have the
following:

« A JAR file for a custom provisioning plugin that implements the DeviceIldentityInterface.
The custom provisioning plugin must return values for each system and nucleus configuration
parameter. Otherwise, you must provide those values in the configuration file during installation.
For more information, see Develop custom provisioning plugins.

Set up the device environment

Follow the steps in this section to set up a Linux or Windows device to use as your AWS loT
Greengrass core device.

Set up a Linux device
To set up a Linux device for AWS loT Greengrass V2

1. Install the Java runtime, which AWS loT Greengrass Core software requires to run. We
recommend that you use Amazon Corretto or OpenJDK long-term support versions. Version

8 or higher is required. The following commands show you how to install OpenJDK on your
device.

« For Debian-based or Ubuntu-based distributions:

sudo apt install default-jdk

« For Red Hat-based distributions:

sudo yum install java-11l-openjdk-devel

« For Amazon Linux 2:

sudo amazon-linux-extras install java-openjdkll

« For Amazon Linux 2023:

sudo dnf install java-1l-amazon-corretto -y
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When the installation completes, run the following command to verify that Java runs on your
Linux device.

java -version

The command prints the version of Java that runs on the device. For example, on a Debian-
based distribution, the output might look similar to the following sample.

openjdk version "11.0.9.1" 2020-11-04
Open]DK Runtime Environment (build 11.0.9.1+1-post-Debian-1debl@u2)
Open]DK 64-Bit Server VM (build 11.0.9.1+1-post-Debian-1debl@u2, mixed mode)

2. (Optional) Create the default system user and group that runs components on the device. You
can also choose to let the AWS loT Greengrass Core software installer create this user and
group during installation with the --component-default-user installer argument. For
more information, see Installer arguments.

sudo useradd --system --create-home ggc_user
sudo groupadd --system ggc_group

3. Verify that the user that runs the AWS loT Greengrass Core software (typically root), has
permission to run sudo with any user and any group.

a. Run the following command to open the /etc/sudoers file.

sudo visudo

b. Verify that the permission for the user looks like the following example.

root ALL=(ALL:ALL) ALL

4. (Optional) To run containerized Lambda functions, you must enable cgroups v1, and you must

enable and mount the memory and devices cgroups. If you don't plan to run containerized
Lambda functions, you can skip this step.

To enable these cgroups options, boot the device with the following Linux kernel parameters.

cgroup_enable=memory cgroup_memory=1 systemd.unified_cgroup_hierarchy=0
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For information about viewing and setting kernel parameters for your device, see the
documentation for your operating system and boot loader. Follow the instructions to
permanently set the kernel parameters.

Install all other required dependencies on your device as indicated by the list of requirements
in Device requirements.

Set up a Windows device

(@ Note

This feature is available for v2.5.0 and later of the Greengrass nucleus component.

To set up a Windows device for AWS loT Greengrass V2

1.

Install the Java runtime, which AWS loT Greengrass Core software requires to run. We
recommend that you use Amazon Corretto or OpenJDK long-term support versions. Version 8
or higher is required.

Check whether Java is available on the PATH system variable, and add it if not. The
LocalSystem account runs the AWS loT Greengrass Core software, so you must add Java to the
PATH system variable instead of the PATH user variable for your user. Do the following:

a. Press the Windows key to open the start menu.
b. Type environment variables to search for the system options from the start menu.

¢. Inthe start menu search results, choose Edit the system environment variables to open
the System properties window.

d. Choose Environment variables... to open the Environment Variables window.

e. Under System variables, select Path, and then choose Edit. In the Edit environment
variable window, you can view each path on a separate line.

f.  Check if the path to the Java installation's bin folder is present. The path might look
similar to the following example.

C:\\Program Files\\Amazon Corretto\\jdk11.0.13_8\\bin

g. If the Java installation's bin folder is missing from Path, choose New to add it, and then
choose OK.
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3. Open the Windows Command Prompt (cmd. exe) as an administrator.

4. Create the default user in the LocalSystem account on the Windows device. Replace password
with a secure password.

net user /add ggc_user password

® Tip
Depending on your Windows configuration, the user's password might be set to expire
at a date in the future. To ensure your Greengrass applications continue to operate,
track when the password expires, and update it before it expires. You can also set the
user's password to never expire.

» To check when a user and its password expire, run the following command.

net user ggc_user | findstr /C:expires

» To set a user's password to never expire, run the following command.

wmic UserAccount where "Name='ggc_user'" set PasswordExpires=False

« If you're using Windows 10 or later where the wmic command is deprecated, run the
following PowerShell command.

Get-CimInstance -Query "SELECT * from Win32_UserAccount WHERE name =
'ggc_user'" | Set-CimInstance -Property @{PasswordExpires="False"}

5. Download and install the PsExec utility from Microsoft on the device.

6. Use the PsExec utility to store the user name and password for the default user in the
Credential Manager instance for the LocalSystem account. Replace password with the user's
password that you set earlier.

psexec -s cmd /c cmdkey /generic:ggc_user /user:ggc_user /pass:password

If the PsExec License Agreement opens, choose Accept to agree to the license and run the
command.
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® Note

On Windows devices, the LocalSystem account runs the Greengrass nucleus, and you
must use the PsExec utility to store the default user information in the LocalSystem
account. Using the Credential Manager application stores this information in the
Windows account of the currently logged on user, instead of the LocalSystem account.

Download the AWS loT Greengrass Core software

You can download the latest version of the AWS IoT Greengrass Core software from the following

location:

o https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-latest.zip

(® Note
You can download a specific version of the AWS loT Greengrass Core software from the
following location. Replace version with the version to download.

https://d2s8p88vquow66.cloudfront.net/releases/greengrass-version.zip

To download the AWS loT Greengrass Core software

1. Onyour core device, download the AWS loT Greengrass Core software to a file named

greengrass-nucleus-latest.zip.
Linux or Unix

curl -s https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-
latest.zip > greengrass-nucleus-latest.zip

Windows Command Prompt (CMD)

curl -s https://d2s8p88vquowb6.cloudfront.net/releases/greengrass-nucleus-
latest.zip > greengrass-nucleus-latest.zip
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PowerShell

iwr -Uri https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-
latest.zip -OutFile greengrass-nucleus-latest.zip

By downloading this software, you agree to the Greengrass Core Software License Agreement.

2. (Optional) To verify the Greengrass nucleus software signature

(® Note

This feature is available with Greengrass nucleus version 2.9.5 and later.

a. Use the following command to verify your Greengrass nucleus artifact's signature:

Linux or Unix

jarsigner -verify -certs -verbose greengrass-nucleus-latest.zip

Windows Command Prompt (CMD)

The file name might look different depending on the JDK version you install. Replace
jdk17.0.6_10 with the JDK version you installed.

"C:\\Program Files\\Amazon Corretto\\jdk17.0.6_10\\bin\\jarsigner.exe" -
verify -certs -verbose greengrass-nucleus-latest.zip

PowerShell

The file name might look different depending on the JDK version you install. Replace
jdk17.0.6_10 with the JDK version you installed.

'C:\\Program Files\\Amazon Corretto\\jdk17.0.6_10\\bin\\jarsigner.exe' -
verify -certs -verbose greengrass-nucleus-latest.zip

b. The jarsigner invocation yields output that indicates the results of the verification.
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i. If the Greengrass nucleus zip file is signed, the output contains the following
statement:

jar verified.

ii. If the Greengrass nucleus zip file isn't signed, the output contains the following
statement:

jar is unsigned.

c. If you provided the Jarsigner -certs option along with -verify and -verbose options,
the output also includes detailed signer certificate information.

3. Unzip the AWS loT Greengrass Core software to a folder on your device. Replace
GreengrassInstaller with the folder that you want to use.

Linux or Unix

unzip greengrass-nucleus-latest.zip -d GreengrassInstaller && rm greengrass-
nucleus-latest.zip

Windows Command Prompt (CMD)

mkdir GreengrassInstaller && tar -xf greengrass-nucleus-latest.zip -
C GreengrassInstaller && del greengrass-nucleus-latest.zip

PowerShell

Expand-Archive -Path greengrass-nucleus-latest.zip -DestinationPath .\
\GreengrassInstaller
rm greengrass-nucleus-latest.zip

4. (Optional) Run the following command to see the version of the AWS loT Greengrass Core
software.

java -jar ./GreengrassInstaller/lib/Greengrass.jar --version
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/A Important

If you install a version of the Greengrass nucleus earlier than v2.4.0, don't remove this
folder after you install the AWS loT Greengrass Core software. The AWS loT Greengrass
Core software uses the files in this folder to run.

If you downloaded the latest version of the software, you install v2.4.0 or later, and you can
remove this folder after you install the AWS loT Greengrass Core software.

Install the AWS loT Greengrass Core software

Run the installer with arguments that specify the following actions:

« Install from a partial configuration file that specifies to use your custom provisioning plugin to
provision AWS resources. The AWS loT Greengrass Core software uses a configuration file that
specifies the configuration of every Greengrass component on the device. The installer creates
a complete configuration file from the partial configuration file that you provide and the AWS
resources that the custom provisioning plugin creates.

» Specify to use the ggc_user system user to run software components on the core device. On
Linux devices, this command also specifies to use the ggc_group system group, and the installer
creates the system user and group for you.

« Set up the AWS IoT Greengrass Core software as a system service that runs at boot. On Linux
devices, this requires the Systemd init system.

/A Important

On Windows core devices, you must set up the AWS loT Greengrass Core software as a
system service.

For more information about the arguments that you can specify, see Installer arguments.

(® Note

If you are running AWS loT Greengrass on a device with limited memory, you can control
the amount of memory that AWS loT Greengrass Core software uses. To control memory
allocation, you can set JVM heap size options in the jvmOptions configuration parameter
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in your nucleus component. For more information, see Control memory allocation with JVM
options.

To install the AWS loT Greengrass Core software (Linux)
1. Check the version of the AWS loT Greengrass Core software.

» Replace GreengrassInstaller with the path to the folder that contains the software.

java -jar ./Greengrassinstaller/lib/Greengrass.jar --version
2. Use a text editor to create a configuration file named config.yaml to provide to the installer.

For example, on a Linux-based system, you can run the following command to use GNU nano
to create the file.

nano GreengrassInstaller/config.yaml

Copy the following YAML content into the file.

system:
rootpath: "/greengrass/v2"
# The following values are optional. Return them from the provisioning plugin or
set them here.
# certificateFilePath: ""
# privateKeyPath: ""
# rootCaPath: ""
# thingName: ""
services:
aws.greengrass.Nucleus:
version: "2.14.0"
configuration:
# The following values are optional. Return them from the provisioning plugin
or set them here.
# awsRegion: ""
# iotRoleAlias: ""
# iotDataEndpoint: ""

# iotCredEndpoint:
com.example.CustomProvisioning:
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configuration:
# You can specify configuration parameters to provide to your plugin.

# pluginParameter:

Then, do the following:

Replace 2. 14. 0 with the version of the AWS IoT Greengrass Core software.

Replace each instance of /greengrass/v2 with the Greengrass root folder.

(Optional) Specify system and nucleus configuration values. You must set these values if
your provisioning plugin doesn't provide them.

(Optional) Specify configuration parameters to provide to your provisioning plugin.

(® Note

In this configuration file, you can customize other configuration options, such as
the ports and network proxy to use, as shown in the following example. For more
information, see Greengrass nucleus configuration.

system:
rootpath: "/greengrass/v2"
# The following values are optional. Return them from the provisioning
plugin or set them here.
# certificateFilePath: ""
# privateKeyPath: ""
# rootCaPath: ""
# thingName: ""
services:
aws.greengrass.Nucleus:
version: "2.14.0"
configuration:
mgtt:
port: 443
greengrassDataPlanePort: 443
networkProxy:
noProxyAddresses: "http://192.168.0.1,www.example.com"
proxy:
url: "http://my-proxy-server:1100"
username: "Mary_Major"
password: "pass@wordl357"
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#
plugin
#
#
#
#

The following values are optional. Return
or set them here.
awsRegion: ""

iotRoleAlias: ""
iotDataEndpoint:
iotCredEndpoint: ""

com.example.CustomProvisioning:
configuration:

them from the provisioning

# You can specify configuration parameters to provide to your plugin.

#

pluginParameter: ""

3. Run theinstaller. Specify --trusted-plugin to provide your custom provisioning plugin,

and specify --init-config to provide the configuration file.

(® Note

Windows has a path length limitation of 260 characters. If you are using Windows, use

a root folder like C:\greengrass\v2 or D:\greengrass\v2 to keep the Greengrass
components paths under the 260 character limit.

» Replace /greengrass/v2 or C:\greengrass\v2 with the Greengrass root folder.

» Replace each instance of GreengrassInstaller with the folder where you unpacked the

installer.

» Replace the path to the custom provisioning plugin JAR file with the path to your plugin's

JAR file.

Linux or Unix

sudo -E java -Droot="/greengrass/v2" -Dlog.store=FILE \
-jar ./GreengrassInstaller/lib/Greengrass.jar \
--trusted-plugin /path/to/com.example.CustomProvisioning.jar \

--init-config ./GreengrassInstaller/config.yaml \

--component-default-user ggc_user:ggc_group \

--setup-

system-service true
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Windows Command Prompt (CMD)

java -Droot="C:\greengrass\v2" "-Dlog.store=FILE" A
-jar ./GreengrassInstaller/lib/Greengrass.jar
--trusted-plugin /path/to/com.example.CustomProvisioning.jar #
--init-config ./GreengrassInstaller/config.yaml A
--component-default-user ggc_user A
--setup-system-service true

PowerShell

java -Droot="C:\greengrass\v2" "-Dlog.store=FILE" °
-jar ./GreengrassInstaller/lib/Greengrass.jar °
--trusted-plugin /path/to/com.example.CustomProvisioning.jar °
--init-config ./Greengrassinstaller/config.yaml °
--component-default-user ggc_user °
--setup-system-service true

/A Important

On Windows core devices, you must specify --setup-system-service true to set
up the AWS loT Greengrass Core software as a system service.

If you specify --setup-system-service true, the installer prints Successfully set
up Nucleus as a system service if it set up and ran the software as a system service.
Otherwise, the installer doesn't output any message if it installs the software successfully.

® Note

You can't use the deploy-dev-tools argument to deploy local development
tools when you run the installer without the --provision true argument.
For information about deploying the Greengrass CLI directly on your device, see
Greengrass Command Line Interface.

4. Verify the installation by viewing the files in the root folder.
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Linux or Unix
1s /greengrass/v2
Windows Command Prompt (CMD)
dir C:\greengrass\v2
PowerShell

1s C:\greengrass\v2

If the installation succeeded, the root folder contains several folders, such as config,
packages, and logs.

If you installed the AWS loT Greengrass Core software as a system service, the installer runs the
software for you. Otherwise, you must run the software manually. For more information, see Run
the AWS loT Greengrass Core software.

For more information about how to configure and use the software and AWS loT Greengrass, see
the following:

Configure the AWS loT Greengrass Core software

Develop AWS loT Greengrass components

Deploy AWS IoT Greengrass components to devices

Greengrass Command Line Interface

Develop custom provisioning plugins

To develop a custom provisioning plugin, create a Java class that implements the
com.aws.greengrass.provisioning.DeviceldentityInterface interface. You caninclude
the Greengrass nucleus JAR file in your project to access this interface and its classes. This interface
defines a method that inputs a plugin configuration and outputs a provisioning configuration.

The provisioning configuration defines configurations for the system and the Greengrass nucleus
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component. The AWS IoT Greengrass Core software installer uses this provisioning configuration to
configure the AWS loT Greengrass Core software on a device.

After you develop a custom provisioning plugin, build it as a JAR file that you can provide to the
AWS loT Greengrass Core software installer to run your plugin during installation. The installer runs
your custom provisioning plugin in the same JVM that the installer uses, so you can create a JAR
that contains only your plugin code.

® Note
The AWS IoT fleet provisioning plugin implements the DeviceIdentityInterface to

use fleet provisioning during installation. The fleet provisioning plugin is open source, so
you can explore its source code to see an example of how to use the provisioning plugin
interface. For more information, see the AWS |oT fleet provisioning plugin on GitHub.

Topics

e Requirements

« Implement the Deviceldentitylnterface interface

Requirements

To develop a custom provisioning plugin, you must create a Java class that meets the following
requirements:

» Uses the com.aws.greengrass package, or a package within the com.aws.greengrass
package.
» Has a constructor without any arguments.

« Implements the DeviceIdentityInterface interface. For more information, see Implement
the Deviceldentitylnterface interface.

Implement the Deviceldentitylnterface interface

To use the com.aws.greengrass.provisioning.DeviceldentityInterface interfacein
your custom plugin, add the Greengrass nucleus as a dependency to your project.
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To use the Deviceldentitylnterface in a custom provisioning plugin project
* You can add the Greengrass nucleus JAR file as a library, or add the Greengrass nucleus as a
Maven dependency. Do one of the following:

« To add the Greengrass nucleus JAR file as a library, download the AWS loT Greengrass
Core software, which contains the Greengrass nucleus JAR. You can download the latest
version of the AWS loT Greengrass Core software from the following location:

o https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-latest.zip

You can find the Greengrass nucleus JAR file (Greengrass. jar) in the 1ib folder in the
ZIP file. Add this JAR file to your project.

« To consume the Greengrass nucleus in a Maven project, add a dependency the on
the nucleus artifact in the com.aws.greengrass group. You must also add the
greengrass-common repository, because the Greengrass nucleus isn't available in the
Maven Central Repository.

<project ...>

<repositories>
<repository>
<id>greengrass-common</id>
<name>greengrass common</name>
<url>https://d2jrmuggsésoldf.cloudfront.net/snapshots</url>
</repository>
</repositories>

<dependencies>
<dependency>
<groupId>com.aws.greengrass</groupld>
<artifactId>nucleus</artifactId>
<version>2.5.0-SNAPSHOT</version>
<scope>provided</scope>
</dependency>
</dependencies>
</project>
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The Deviceldentitylnterface interface

The com.aws.greengrass.provisioning.DevicelIdentityInterface interface has the
following shape.

(® Note

You can also explore these classes in the com.aws.greengrass.provisioning package of the

Greengrass nucleus source code on GitHub.

public interface com.aws.greengrass.provisioning.DeviceldentityInterface {
ProvisionConfiguration updateIdentityConfiguration(ProvisionContext context)
throws RetryableProvisioningException, InterruptedException;

// Return the name of the plugin.
String name();

com.aws.greengrass.provisioning.ProvisionConfiguration {
SystemConfiguration systemConfiguration;
NucleusConfiguration nucleusConfiguration

com.aws.greengrass.provisioning.ProvisionConfiguration.SystemConfiguration {
String certificateFilePath;
String privateKeyPath;
String rootCAPath;
String thingName;

com.aws.greengrass.provisioning.ProvisionConfigura