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What is AWS loT SiteWise?

AWS |oT SiteWise is a managed service with which you can collect, store, organize and monitor
data from industrial equipment at scale to help you make better, data-driven decisions. You can
use AWS loT SiteWise to monitor operations across facilities, quickly compute common industrial
performance metrics, and create applications that analyze industrial equipment data to prevent
costly equipment issues and reduce gaps in production.

With AWS loT SiteWise Monitor, your operational users can create web applications to view and
analyze your industrial data in real-time. You can gain insights about your industrial operations
by configuring and monitoring metrics such as mean time between failures and overall equipment
effectiveness (OEE).

AWS loT SiteWise Edge is a component of AWS loT SiteWise that allows collection, storage and
processing of data on local devices. This is useful if you have limited access to the internet or need
to keep your data private.

The following diagram shows the basic architecture of AWS IoT SiteWise:
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How AWS loT SiteWise works

AWS loT SiteWise offers a resource modeling framework that you can use to create representations
of your industrial devices, processes, and facilities. The representations of your equipment and
processes are called asset models in AWS loT SiteWise. With asset models, you define the raw data
to consume and how to process it into useful metrics. Build and visualize assets and models for
your industrial operation in the AWS loT SiteWise console. You can also configure asset models to
collect and process data at the edge or in the AWS Cloud.

Topics

 Ingest industrial data

» Model assets to contextualize gathered data

« Analyze using queries, alarms, and predictions

 Visualize operations

o Store data

« Integrate with other services

Ingest industrial data

Begin to use AWS loT SiteWise by ingesting industrial data. Ingesting your data is done in one of
several ways:

» Direct ingestion from on-site servers: Utilize protocols like OPC UA to read data directly
from on-site devices. Deploy the SiteWise Edge gateway software, compatible with AWS loT
Greengrass V2, on a wide range of platforms such as common industrial gateways or virtual
servers. You can connect up to 100 OPC UA servers to a single AWS loT SiteWise gateway. For
more information, see AWS loT SiteWise Edge self-hosted gateway requirements.

Note that protocols like Modbus TCP and Ethernet/IP (EIP) are supported through our
partnership with Domatica in the context of AWS loT Greengrass V2.

« Edge data processing with packs: Enhance your SiteWise Edge gateway by adding packs to
enable comprehensive edge capabilities. With SiteWise Edge, available on AWS IoT Greengrass
V2, data processing is executed directly on-site before being securely transmitted to the AWS
Cloud using an AWS loT Greengrass stream. For more information, see Set up an OPC UA source
in SiteWise Edge.
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https://console.aws.amazon.com/iotsitewise/

AWS |oT SiteWise User Guide

« Adaptive ingestion via Amazon S3 with bulk operations: When working with large numbers of
assets or asset models, use bulk operations to bulk import and export resources from Amazon S3
buckets. For more information, see Bulk operations with assets and models.

« MQTT messages with AWS loT Core Rules: For devices connected to AWS loT Core sending
MQTT messages, employ the AWS loT Core rules engine to direct those messages to AWS loT
SiteWise.If you have devices connected to AWS loT Core sending MQTT messages, use the AWS
loT Core rules engine to route those messages to AWS loT SiteWise. For more information, see
Ingest data to AWS loT SiteWise using AWS loT Core rules.

« Event-triggered data ingestion: Use AWS IoT Events actions to configure the loT SiteWise action
in AWS loT Events to send data to AWS loT SiteWise when events occur. For more information,
see Ingest data to AWS loT SiteWise from AWS loT Events.

o AWS loT SiteWise API: Your applications at the Edge or in the cloud can directly send data to
AWS loT SiteWise. For more information, see Ingest data with AWS loT SiteWise APIs.

Model assets to contextualize gathered data

After ingesting data, you can use the data to create virtual representations of your assets,
processes, and facilities by building models of your physical operations. An asset, representing a
device or process, transmits data streams to the AWS Cloud. Assets can also signify logical device
groupings. Hierarchies are formed by associating assets to mirror complex operations. These
hierarchies allow assets to access data from associated child assets. Assets are created from asset
models. Asset models are declarative structures that standardize asset formats. Reuse components
of assets for organization and maintainability of your models. For more information, see Model
industrial assets.

With AWS loT SiteWise, you can configure your assets to transform the incoming data into
contextual metrics and transforms.
« Transforms work when receiving equipment data.

» Metrics are calculated at intervals you define.

Metrics and transforms are applicable to both individual assets or multiple assets.AWS loT SiteWise
automatically computes commonly used statistical aggregates like average, sum, and count, across
various time frames relevant to your equipment data, metrics, and transforms.
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Assets can be synchronized using AWS loT TwinMaker. For more information, see Integrating AWS
loT SiteWise and AWS loT TwinMaker.

Analyze using queries, alarms, and predictions

Analyze the date gathered with AWS IoT SiteWise by running queries and setting up alarms. You
can also use Amazon Lookout to automatically detect anomalies within metrics and identify their
root causes.

 Set specific alarms to alert your team when equipment or processes deviate from optimal
performance, ensuring quick issue identification and resolution. For more information, see
Monitor data with alarms in AWS loT SiteWise.

« Use the AWS IoT SiteWise API operations to query your asset properties' current values, historical
values, and aggregates over specific time intervals. For more information, see Query data from
AWS loT SiteWise.

» Use anomaly detection with Amazon Lookout for Equipment to identify and visualize changes
in equipment or operating conditions. With anomaly detection, you can determine preventative
maintenance measures for your operations. This integration allows customers to sync data
between AWS loT SiteWise and Amazon Lookout for Equipment. For more information, see
Detect anomalies with Lookout for Equipment.

Visualize operations

Set up SiteWise Monitor to create web applications for your operational employees. The web
applications help employees to visualize your operations. Handle varied levels of access for your
employees using IAM Identity Center or IAM. Configure unique logins and permissions for each
employee to view specific subsets of an entire industrial operation. AWS loT SiteWise provides an
application guide for these employees to learn how to use SiteWise Monitor.

For more information on visualizing your operations, see Monitor data with AWS loT SiteWise

Monitor.

Store data

You can integrate time series storage with your industrial data lake. AWS IoT SiteWise has three
storage tiers for industrial data:

« A hot storage tier that is optimized for real-time applications.
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« A warm storage tier optimized for analytical workloads.

« A customer-managed cold storage tier using Amazon S3 for operational data applications with
high latency tolerance.

AWS |oT SiteWise helps you manage storage cost by keeping recent data in the hot storage tier.
Then, you define data retention policies to move historical data to warm or cold tier storage. For
more information, see Manage data storage in AWS loT SiteWise.

You can also import and export asset metadata. For more information see Asset metadata.

Integrate with other services

AWS IoT SiteWise integrates with several AWS services to develop a complete AWS loT solution in
the AWS Cloud. For more information, see Interact with other AWS services.

Use cases for AWS loT SiteWise

AWS loT SiteWise is used across a variety of industries for many industrial data collection and
analysis applications.

Collect data consistently from all your sources to help resolve issues quickly. AWS loT SiteWise
offers remote monitoring to collect the data directly on-site or gather it from multiple sources
across many facilities. AWS loT SiteWise provides the necessary flexibility for industrial loT data
solutions.

Manufacturing

AWS loT SiteWise can simplify the process of collecting and utilizing data from your equipment to
pinpoint and minimize inefficiencies, enhancing industrial operations. AWS IoT SiteWise helps you
collect data from manufacturing lines and equipment. With AWS loT SiteWise, you can transfer the
data to the AWS Cloud and build performance metrics for your specific equipment and processes.
You can use the metrics produced to understand the overall effectiveness of your operations and
identify opportunities for innovation and improvement. You can also view your manufacturing
process and identify equipment and process deficiencies, production gaps, or product defects.

Food and beverage

Food and beverage industry facilities handle a wide variety of food processing, including grinding
grain to flour, butchering and packing meat, and assembling, cooking, and freezing microwaveable
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meals. Food processing plants often span multiple locations with plant and equipment operators
in a centralized location to monitor processes and equipment. For example, refrigeration units
assess ingredient handling and expiration. They monitor waste creation across facilities to ensure
operational efficiency. With AWS loT SiteWise, you can group sensor data streams from multiple
locations by production line, and facilities so your process engineers can better understand and
make improvements across facilities.

Energy and utilities

With AWS loT SiteWise, you can resolve equipment issues easier and more efficiently. You can
monitor asset performance remotely and in real time. Access historical equipment data from
anywhere to pinpoint potential problems, dispatch accurate resources, and both prevent and fix
issues faster.

Using this service with an AWS SDK

AWS software development kits (SDKs) are available for many popular programming languages.
Each SDK provides an API, code examples, and documentation that make it easier for developers to
build applications in their preferred language.

SDK documentation Code examples

AWS SDK for C++ AWS SDK for C++ code examples

AWS CLI AWS CLI code examples

AWS SDK for Go AWS SDK for Go code examples

AWS SDK for Java AWS SDK for Java code examples

AWS SDK for JavaScript AWS SDK for JavaScript code examples
AWS SDK for Kotlin AWS SDK for Kotlin code examples

AWS SDK for .NET AWS SDK for .NET code examples

AWS SDK for PHP AWS SDK for PHP code examples

AWS Tools for PowerShell AWS Tools for PowerShell code examples
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SDK documentation

AWS SDK for Python (Boto3)

AWS SDK for Ruby

AWS SDK for Rust

AWS SDK for SAP ABAP

AWS SDK for Swift

(@ Example availability

Code examples

AWS SDK for Python (Boto3) code examples

AWS SDK for Ruby code examples

AWS SDK for Rust code examples

AWS SDK for SAP ABAP code examples

AWS SDK for Swift code examples

Can't find what you need? Request a code example by using the Provide feedback link at

the bottom of this page.

AWS loT SiteWise concepts

The following are the core concepts of AWS loT SiteWise:

Aggregate

Aggregates are fundamental metrics, or measurements, that AWS loT SiteWise automatically
calculates for all time series data. For more information, see Query asset property aggregates in

AWS loT SiteWise.

Asset

When you input, or ingest, data into AWS loT SiteWise from your industrial equipment, your
devices, equipment, and processes are each shown as assets. Each asset has associated data. For
example, a piece of equipment might have a serial number, a location, a make and model, and
an installation date. It might also have time series values for availability, performance, quality,
temperature, pressure, and more. Group assets into hierarchies, allowing assets to access data
stored in their child assets. For more information, see Model industrial assets.

Concepts
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Asset hierarchy

Set up asset hierarchies to create logical representations of your industrial operations. To do
this, define a hierarchy in an asset model and associate assets created from that model with
the specified hierarchy. Metrics in parent assets can combine data from the properties of child
assets, allowing you to calculate metrics that offer insights into your overall operation or a
specific part of it. For more information, see Define asset model hierarchies.

Asset model

Every asset is made using an asset model. Asset models are structures that define and
standardize the format of your assets. They ensure consistent information across multiple
assets of the same type, allowing you to handle data in assets that represent groups of devices.
In each asset model, you can define attributes, time series inputs (measurements), time series

transformations (transforms), time series aggregations (metrics), and asset hierarchies. For more

information, see Model industrial assets.

Decide where your asset model's properties are processed by configuring your asset model for
the edge. Utilize this feature to handle and monitor asset data on your local devices.

Asset property

Asset properties are the structures within each asset that hold industrial data. Each property
has a data type and can also have a unit. A property can be an attribute, a measurement, a

transform, or a metric. For more information, see Define data properties.

Configure asset properties to compute at the edge. For more information about processing data
at the edge, see Set up an OPC UA source in SiteWise Edge.

Attribute

Attributes are properties of an asset that typically stay constant, like the device manufacturer
or device location. Attributes can have preset values. Every asset created from an asset model
includes the default values of the attributes defined in that model. For more information, see
Define static data (attributes).

Computation model

A ComputationModel is an abstraction for certain types of compute that can enact on your
data. It defines the blueprint for a suite of computations, where users can describe input, output
and configuration for a specific computation engine. ComputationModel is a new resource
with ARN and is stateful and versioned. For more information, see Create a computation model
(AWS CLI).
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Dashboard

Each project contains a set of dashboards. Dashboards provide a set of visualizations for the
values of a set of assets. Project owners create the dashboards and the visualizations that it
contains. When a project owner is ready to share the set of dashboards, the owner can invite
viewers to the project, which gives them access to all dashboards in the project. If you want
a different set of viewers for different dashboards, you must divide the dashboards between
projects. When viewers look at dashboards, they can customize time range to look at specific
data.

Dataset

Datasets are collections of data that represents time-series data, non-time-series data, and
non-equipment data such as shift schedules, maintenance records, and employee databases.
They support external data and use AWS loT SiteWise analytic capabilities. It includes dataset
sources, dataset schema and dataset parameters. The AWS loT SiteWise Assistant uses datasets
that consume Amazon Kendra indexes.

Data stream

Input, or ingest, industrial data into AWS loT SiteWise even before creating asset models and
assets. AWS loT SiteWise automatically generates data streams to collect raw data streams from
your equipment.

Data stream alias

Data stream aliases help you easily identify a data stream. For example, the alias serverl-
windfarm/3/turbine/7/temperature indicates temperature values coming from turbine
#7 in wind farm #3. The term serverl is the data source name that helps identify the OPC UA
server, and serverl- is a prefix attached to all data streams reported from this OPC UA server.

Data stream association

After you create asset models and assets, associate data streams with asset properties defined
in your assets to structure your data. AWS loT SiteWise can then use asset models and assets
to handle incoming data from your data streams. You can also disassociate data streams from
asset properties. For more information, see Manage data streams for AWS loT SiteWise.

Destinations

Destinations in SiteWise Edge represent the endpoints where you want to send your telemetry
or processed data. SiteWise Edge supports the AWS loT SiteWise hot tier, buffered ingestion, or
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an Amazon S3 bucket as destinations. You can configure destinations to subscribe to specific
MQTT topics using path filters. For more information, see Understand AWS IoT SiteWise Edge
destinations.

Formula

Each transform and metric property comes with a formula that outlines how the property
transforms or aggregates data. These formulas include property inputs, operators, and
functions offered by AWS loT SiteWise. For more information, see Use formula expressions.

Interface

An interface is a type of model that defines a standard structure that can be applied to different
asset models. For more information, see Asset model interfaces.

Measurement

Measurements are properties of an asset that depict the raw sensor time series data streams
from a device or equipment. For more information, see Define data streams from equipment
(measurements).

Metric

Metrics are properties of an asset that represent aggregated time series data. Each metric is
accompanied by a mathematical expression (formula) that outlines how to aggregate data
points and a time interval for computing that aggregation. Metrics generate a single data point
for each specified time interval. For more information, see Aggregate data from properties and
other assets (metrics).

MQTT

MQTT (Message Queuing Telemetry Transport) is a lightweight messaging protocol for sensors
and devices.

Packs

SiteWise Edge gateways use packs to determine how to collect, process, and route data. For
more information about the available packs for your SiteWise Edge gateway, see the section
called "Use packs”.

Data collection pack

Use the data collection pack so that your SiteWise Edge gateway can collect your industrial
data and route it to the AWS destination of your choice.

Concepts 10



AWS |oT SiteWise User Guide

Data processing pack

Use the data processing pack to process, store, and retrieve your data at the edge for up to
30 days. Exchange edge-processed data to and from local applications through SiteWise
Edge APIs.

OPCUA

OPC UA (Open Platform Communications Unified Architecture) is a communication protocol for
industrial automation.

Path filters

Use path filters within a gateway to subscribe to MQTT topics and publish to AWS loT SiteWise
supported destinations. MQTT-based sources, data processing pipelines, and destinations all
exchange data using MQTT topics on a self-hosted MQTT-enabled, V3 gateway. You can define
topic filters to specify the data you want to ingest or route to different destinations.

Portal

An AWS |oT SiteWise Monitor portal is a web application that you can use to visualize and share
your AWS loT SiteWise data. A portal has one or more administrators and contains zero or more
projects.

Portal administrator

Each SiteWise Monitor portal has one or more portal administrators. Portal administrators
use the portal to create projects that contain collections of assets and dashboards. The portal
administrator then assigns assets and owners to each project. By controlling access to the
project, portal administrators specify which assets that project owners and viewers can see.

Project

Each SiteWise Monitor portal contains a set of projects. Each project has a subset of your

AWS loT SiteWise assets associated with it. Project owners create one or more dashboards to
provide a consistent way to view the data associated with those assets. Project owners can
invite viewers to the project to allow them to view the assets and dashboards in the project. The
project is the basic unit of sharing within SiteWise Monitor. Project owners can invite users who
were given access to the portal by the AWS administrator. A user must have access to a portal
before a project in that portal can be shared with that user.

Project owner

Each SiteWise Monitor project has owners. Project owners create visualizations in the form of
dashboards to represent operational data in a consistent manner. When dashboards are ready
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to share, the project owner can invite viewers to the project. Project owners can also assign
other owners to the project. Project owners can configure thresholds and notification settings
for alarms.

Project viewer

Each SiteWise Monitor project has viewers. Project viewers can connect to the portal to view the
dashboards that project owners created. In each dashboard, project viewers can adjust the time
range to better understand operational data. Project viewers can only view dashboards in the
projects to which they have access. Project viewers can acknowledge and snooze alarms.

Property alias

You have the option to create aliases on asset properties, such as an OPC UA server data
stream path (for example, /company/windfarm/3/turbine/7/temperature), simplifying the
identification of an asset property during the ingestion or retrieval of asset data. When you
use a SiteWise Edge gateway to ingest data from servers, your property aliases must match the

paths of your raw data streams. For more information, see Manage data streams for AWS loT
SiteWise.

Property notification

When you enable property notifications for an asset property, AWS loT SiteWise publishes

an MQTT message to AWS IoT Core each time that property receives a new value. The
message payload includes details about the update to that property value. Use property value
notifications to create solutions that connect your industrial data in AWS loT SiteWise with
other AWS services. For more information, see Interact with other AWS services.

SiteWise Edge gateway

A SiteWise Edge gateway is installed on the customer's premises to gather, handle, and direct
data. A SiteWise Edge gateway connects to your industrial data sources through various
protocols to gather and process data, sending it to the AWS cloud. SiteWise Edge gateways can
also connect to partner data sources. For more information, see Use AWS loT SiteWise Edge
gateways.

Transform

Transforms are properties of an asset that represent transformed time series data. Every
transform is accompanied by a mathematical expression (formula) that specifies how to
convert data points from one form to another. The transformed data points hold a one-to-one
relationship with the input data points. For more information, see Transform data (transforms).
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Visualization

In each dashboard, project owners decide how to display the properties and alarms of the assets
associated with the project. Availability might be represented as a line chart, while other values
might be displayed as bar charts or key performance indicators (KPIs). Alarms are best displayed
as status grids and status timelines. Project owners customize each visualization to provide the
best understanding of the data for that asset.
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Get started with AWS loT SiteWise

With AWS loT SiteWise, you can collect, organize, analyze, and visualize your data.

AWS |oT SiteWise provides a demo that you can use to explore the service without configuring a
real data source. For more information, see Use the AWS loT SiteWise demo.

You can complete the following tutorials to explore certain features of AWS loT SiteWise:

 Ingest data to AWS IoT SiteWise from AWS loT things

+ Visualize and share wind farm data in SiteWise Monitor

o Publish property value updates to Amazon DynamoDB

See the following topics to learn more about AWS loT SiteWise:

» Ingest data to AWS loT SiteWise

+ Model industrial assets

« Configure edge capabilities on AWS loT SiteWise Edge

e Monitor data with AWS loT SiteWise Monitor
o Query data from AWS loT SiteWise

« Interact with other AWS services

Topics

« Requirements

e Set up an AWS account

Requirements

You must have an AWS account to get started with AWS loT SiteWise. If you don't have one, see the
following section for instructions on how to set up an account.

Use a Region where AWS loT SiteWise is available. For more information, see AWS loT SiteWise

endpoints and quotas. You can use the Region selector in the AWS Management Console to switch

to one of these Regions.
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Set up an AWS account

Topics

« Sign up for an AWS account

+ Create a user with administrative access

Sign up for an AWS account

If you do not have an AWS account, complete the following steps to create one.
To sign up for an AWS account

1. Open https://portal.aws.amazon.com/billing/signup.

2. Follow the online instructions.

Part of the sign-up procedure involves receiving a phone call or text message and entering a
verification code on the phone keypad.

When you sign up for an AWS account, an AWS account root user is created. The root user
has access to all AWS services and resources in the account. As a security best practice, assign
administrative access to a user, and use only the root user to perform tasks that require root

user access.

AWS sends you a confirmation email after the sign-up process is complete. At any time, you can
view your current account activity and manage your account by going to https://aws.amazon.com/
and choosing My Account.

Create a user with administrative access

After you sign up for an AWS account, secure your AWS account root user, enable AWS IAM ldentity
Center, and create an administrative user so that you don't use the root user for everyday tasks.

Secure your AWS account root user

1. Signin to the AWS Management Console as the account owner by choosing Root user and

entering your AWS account email address. On the next page, enter your password.
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For help signing in by using root user, see Signing in as the root user in the AWS Sign-In User
Guide.

Turn on multi-factor authentication (MFA) for your root user.

For instructions, see Enable a virtual MFA device for your AWS account root user (console) in
the IAM User Guide.

Create a user with administrative access

Enable IAM Identity Center.

For instructions, see Enabling AWS IAM Identity Center in the AWS IAM Identity Center User
Guide.

In IAM Identity Center, grant administrative access to a user.

For a tutorial about using the IAM Identity Center directory as your identity source, see
Configure user access with the default IAM Identity Center directory in the AWS IAM Identity
Center User Guide.

Sign in as the user with administrative access

To sign in with your IAM Identity Center user, use the sign-in URL that was sent to your email
address when you created the IAM Identity Center user.

For help signing in using an IAM Identity Center user, see Signing in to the AWS access portal in
the AWS Sign-In User Guide.

Assign access to additional users

1.

In IAM Identity Center, create a permission set that follows the best practice of applying least-
privilege permissions.

For instructions, see Create a permission set in the AWS IAM Identity Center User Guide.

Assign users to a group, and then assign single sign-on access to the group.

For instructions, see Add groups in the AWS IAM Identity Center User Guide.
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Use the AWS loT SiteWise demo

You can easily explore AWS loT SiteWise by using the AWS loT SiteWise demo. AWS loT SiteWise
provides the demo as an AWS CloudFormation template that you can deploy to create asset
models, assets, and a SiteWise Monitor portal, and generate sample data for up to a week.

/A Important

Once you create the demo, you will start being charged for the resources that this demo
creates and consumes.

Topics

+ Create the AWS loT SiteWise demo

+ Delete the AWS loT SiteWise demo

Create the AWS loT SiteWise demo

You can create the AWS loT SiteWise demo from the AWS loT SiteWise console.

(® Note

The demo creates Lambda functions, one CloudWatch Events rule, and the AWS Identity
and Access Management (IAM) roles required for the demo. You might see these resources
in your AWS account. We recommend that you keep these resources until you're done with
the demo. If you delete the resources, the demo might stop working correctly.

To create the demo in the AWS loT SiteWise console

1. Navigate to the AWS loT SiteWise console and find the SiteWise demo in the upper-right
corner of the page.

2. (Optional) Under SiteWise demo, change the Days to keep demo assets field to specify how
many days to keep the demo before deleting it.

3. (Optional) To create a SiteWise Monitor portal to monitor sample data, do the following.
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® Note

You will be charged for the SiteWise Monitor resources that this demo creates and
consumes. For more information, see SiteWise Monitor in the AWS loT SiteWise Pricing.

a. Choose Monitor Resources.
b. Choose Permission.

c. Choose an existing IAM role that grants your federated IAM users access to the portal.

/A Important

Your IAM role must have the following permissions.

JSON

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"iotsitewise:Describe*",
"iotsitewise:List*",
"iotsitewise:Get*",
"cloudformation:DescribeStacks",
"iam:GetPolicyVersion",
"iam:GetPolicy",
"iam:ListAttachedRolePolicies",
"sso:DescribeRegisteredRegions”,
"organizations:DescribeOxrganization"

1,

"Resource": "*"
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For more information about how to work with SiteWise Monitor, see What is AWS loT SiteWise
Monitor? in the AWS IloT SiteWise Monitor Application Guide.

4. Choose Create demo.

The demo takes around 3 minutes to create. If the demo fails to create, your account might
have insufficient permissions. Switch to an account that has administrative permissions, or use
the following steps to delete the demo and try again:

a. Choose Delete demo.

The demo takes around 15 minutes to delete.

b. If the demo doesn't delete, open the AWS CloudFormation console, choose the stack
named loTSiteWiseDemoAssets, and choose Delete in the upper-right corner.

c. If the demo fails to delete again, follow the steps in the AWS CloudFormation console to
skip the resources that failed to delete, and try again.

5. After the demo creates successfully, you can explore the demo assets and data in the AWS loT
SiteWise console.

Delete the AWS loT SiteWise demo

The AWS IloT SiteWise demo deletes itself after a week, or the number of days you chose if you
created the demo stack from the AWS CloudFormation console. You can delete the demo before
if you're done using the demo resources. You can also delete the demo if the demo fails to create.
Use the following steps to delete the demo manually.

To delete the AWS loT SiteWise demo

1. Navigate to the AWS CloudFormation console.

2. Choose loTSiteWiseDemoAssets from the list of Stacks.

3. Choose Delete.

When you delete the stack, all of the resources created for the demo are deleted.

4. In the confirmation dialog, choose Delete stack.
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The stack takes around 15 minutes to delete. If the demo fails to delete, choose Delete in
the upper-right corner again. If the demo fails to delete again, follow the steps in the AWS
CloudFormation console to skip the resources that failed to delete, and try again.
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AWS loT SiteWise tutorials

Welcome to the AWS loT SiteWise tutorials page. This growing collection of tutorials empowers
you with the knowledge and skills needed to navigate the intricacies of AWS loT SiteWise. These
tutorials offer a diverse range of basic topics to cater to your needs. As you delve into the tutorials,
uncover invaluable insights into various aspects of AWS loT SiteWise.

Each tutorial uses a specific equipment example. These tutorials are intended for test
environments, and they use fictitious company names, models, assets, properties, and so on. Their
purpose is to provide general guidance. The tutorials are not intended for direct use in a production
environment without careful review and adaptation to meet the unique needs of your organization.

Topics
o Calculate OEE in AWS loT SiteWise
Ingest data to AWS loT SiteWise from AWS loT things

Integrate data into SiteWise Edge using an MQTT-enabled, V3 gateway

Visualize and share data in Grafana

Visualize and share wind farm data in SiteWise Monitor

Publish property value updates to Amazon DynamoDB

Calculate OEE in AWS loT SiteWise

This tutorial provides an example of how to calculate overall equipment effectiveness (OEE) for

a manufacturing process. As a result, your OEE calculations or formulas might differ from those
shown here. In general, OEE is defined as Availability * Quality * Performance. To learn
more about calculating OEE, see Overall equipment effectiveness on Wikipedia.

Prerequisites

To complete this tutorial, you must configure data ingestion for a device that has the following
three data streams:

« Equipment_State — A numerical code that represents the state of the machine, such as idle,
fault, planned stop, or normal operation.

» Good_Count - A data stream where each data point contains the number of successful
operations since the last data point.
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« Bad_Count - A data stream where each data point contains the number of unsuccessful
operations since the last data point.

To configure data ingestion, see Ingest data to AWS loT SiteWise. If you don't have an available

industrial operation, you can write a script that generates and uploads sample data through the
AWS loT SiteWise API.

How to calculate OEE

In this tutorial, you create an asset model that calculates OEE from three data input streams:
Equipment_State, Good_Count, and Bad_Count. In this example, consider a generic packaging
machine, such as one that's used for packaging sugar, potato chips, or paint. In the AWS loT
SiteWise console, create an AWS loT SiteWise asset model with the following measurements,

transforms, and metrics. Then, you can create an asset to represent the packaging machine and
observe how AWS loT SiteWise calculates OEE.

Define the following measurements to represent the raw data streams from the packaging

machine.

Measurements

« Equipment_State - A data stream (or measurement) that provides the current state of the
packaging machine in numerical codes:

1024 — The machine is idle.

1020 - A fault, such as an error or delay.

1000 - A planned stop.

1111 - A normal operation.

« Good_Count - A data stream where each data point contains the number of successful
operations since the last data point.

« Bad_Count - A data stream where each data point contains the number of unsuccessful
operations since the last data point.

Using the Equipment_State measurement data stream and the codes it contains, define the
following transforms (or derived measurements). Transforms have a one-to-one relationship with
raw measurements.
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Transforms

« Idle = eq(Equipment_State, 1024) - A transformed data stream that contains the
machine's idle state.

e Fault = eq(Equipment_State, 1020) - A transformed data stream that contains the
machine's fault state.

« Stop = eq(Equipment_State, 1000) - A transformed data stream that contains the
machine's planned stop state.

e« Running = eq(Equipment_State, 1111) - A transformed data stream that contains the
machine's normal operational state.

Using the raw measurements and the transformed measurements, define the following metrics
that aggregate machine data over specified time intervals. Choose the same time interval for each
metric when you define the metrics in this section.

Metrics

» Successes = sum(Good_Count) - The number of successfully filled packages over the
specified time interval.

e Failures = sum(Bad_Count) — The number of unsuccessfully filled packages over the
specified time interval.

e Idle_Time = statetime(Idle) - The machine's total idle time (in seconds) per specified
time interval.

e« Fault_Time = statetime(Fault) - The machine's total fault time (in seconds) per specified
time interval.

o« Stop_Time = statetime(Stop) - The machine's total planned stop time (in seconds) per
specified time interval.

e« Run_Time = statetime(Running) - The machine's total time (in seconds) running without
issue per specified time interval.

e Down_Time = Idle_Time + Fault_Time + Stop_Time - The machine's total downtime (in
seconds) over the specified time interval, calculated as the sum of the machine states other than
Run_Time.

e Availability = Run_Time / (Run_Time + Down_Time) - The machine's uptime or
percentage of scheduled time that the machine is available to operate over the specified time
interval.
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e Quality = Successes / (Successes + Failures) - The machine's percentage of
successfully filled packages over the specified time intervals.

e Performance = ((Successes + Failures) / Run_Time) / Ideal_Run_Rate -The
machine's performance over the specified time interval as a percentage out of the ideal run rate
(in seconds) for your process.

For example, your Ideal_Run_Rate might be 60 packages per minute (1 package per second).
If your Ideal_Run_Rate is per minute or per hour, you need to divide it by the appropriate unit
conversion factor because Run_Time is in seconds.

« OEE = Availability * Quality * Performance - The machine's overall equipment
effectiveness over the specified time interval. This formula calculates OEE as a fraction out of 1.

(® Note

If OEE is defined as a transform, output values are computed for each of the input values.
There is a potential to generate unexpected values as the transform evaluation considers
the latest available values for all the contributing properties in the formula. For property
updates with the same timestamp, output values may be overwritten by updates from
other incoming properties. For example when Availability, Quality, and Performance are
computed, the OEE is computed with the last available data points for the other two
properties. These contributing values share timestamps, and cause incorrect output values
of the OEE. The order is not guaranteed for transforms computation.

Ingest data to AWS loT SiteWise from AWS loT things

Learn how to ingest data to AWS IloT SiteWise from a fleet of AWS loT things by using device
shadows in this tutorial. Device shadows are JSON objects that store current state information for
an AWS loT device. For more information, see Device shadow service in the AWS loT Developer
Guide.

After you complete this tutorial, you can set up an operation in AWS loT SiteWise based on AWS
loT things. By using AWS loT things, you can integrate your operation with other useful features of
AWS loT. For example, you can configure AWS loT features to do the following tasks:

» Configure additional rules to stream data to AWS loT Events, Amazon DynamoDB, and other

AWS services. For more information, see Rules in the AWS loT Developer Guide.
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 Index, search, and aggregate your device data with the AWS loT fleet indexing service. For more
information, see Fleet indexing service in the AWS IloT Developer Guide.

 Audit and secure your devices with AWS loT Device Defender. For more information, see AWS loT
Device Defender in the AWS loT Developer Guide.

In this tutorial, you learn how to ingest data from AWS loT things' device shadows to assets in AWS
loT SiteWise. To do so, you create one or more AWS IoT things and run a script that updates each
thing's device shadow with CPU and memory usage data. You use CPU and memory usage data in
this tutorial to imitate realistic sensor data. Then, you create a rule with an AWS IoT SiteWise action
that sends this data to an asset in AWS loT SiteWise every time a thing's device shadow updates.
For more information, see Ingest data to AWS loT SiteWise using AWS IoT Core rules.

Topics

 Prerequisites
» Step 1: Create an AWS loT policy

» Step 2: Create and configure an AWS loT thing

» Step 3: Create a device asset model

» Step 4: Create a device fleet asset model

» Step 5: Create and configure a device asset

« Step 6: Create and configure a device fleet asset

» Step 7: Create a rule in AWS loT Core to send data to device assets

» Step 8: Run the device client script

« Step 9: Clean up resources after the tutorial

Prerequisites

To complete this tutorial, you need the following:

o An AWS account. If you don't have one, see Set up an AWS account.

« A development computer running Windows, macOS, Linux, or Unix to access the AWS
Management Console. For more information, see Getting Started with the AWS Management

Console.

« An AWS ldentity and Access Management (IAM) user with administrator permissions.
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» Python 3 installed on your development computer or installed on the device that you want to
register as an AWS loT thing.

Step 1: Create an AWS IloT policy

In this procedure, create an AWS loT policy that allows your AWS loT things to access the resources
used in this tutorial.

Console

Use the following procedure to create an AWS IloT policy using the AWS loT Core console:

To create an AWS loT policy

1.

N

N o v s~ W

Sign in to the AWS Management Console.

Review the AWS Regions where AWS loT SiteWise is supported. Switch to one of these
supported Regions, if necessary.

Navigate to the AWS loT console. If a Connect device button appears, choose it.

In the left navigation pane, choose Security and then choose Policies.
Choose Create.
Enter a name for the AWS IloT policy (for example, SiteWiseTutorialDevicePolicy).

Under Policy document, choose JSON to enter the following policy in JSON form. Replace
region and account-id with your Region and account ID, such as us-east-1 and
123456789012.

JSON

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": "iot:Connect",
"Resource": "arn:aws:iot:us-
east-1:123456789012:client/SitelWiseTutorialDevice*"
}I

{
"Effect": "Allow",
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"Action": "iot:Publish",

"Resource": [
"arn:aws:iot:us-east-1:123456789012:topic/$aws/things/
${iot:Connection.Thing.ThingName}/shadow/update”,
"arn:aws:iot:us-east-1:123456789012:topic/$aws/things/
${iot:Connection.Thing.ThingName}/shadow/delete",
"arn:aws:iot:us-east-1:123456789012:topic/$aws/things/
${iot:Connection.Thing.ThingName}/shadow/get"
]
}I
{
"Effect": "Allow",
"Action": "iot:Receive",
"Resource": [
"arn:aws:iot:us-east-1:123456789012:topic/$aws/things/

${iot:Connection.
"arn:aws
${iot:Connection.
"arn:aws
${iot:Connection.
"arn:aws
${iot:Connection.
"arn:aws
${iot:Connection.
]
}I
{

Thing.ThingName}/shadow/update/accepted”,

tiot:us-east-1:123456789012:topic/$aws/things/

Thing.ThingName}/shadow/delete/accepted”,

tiot:us-east-1:123456789012:topic/$aws/things/

Thing.ThingName}/shadow/get/accepted”,

tiot:us-east-1:123456789012:topic/$aws/things/

Thing.ThingName}/shadow/update/rejected”,

tiot:us-east-1:123456789012:topic/$aws/things/

Thing.ThingName}/shadow/delete/rejected"

"Effect": "Allow",
"Action": "iot:Subscribe",

"Resource":
"arn:aws:
${iot:Connection.
"arn:aws
${iot:Connection.
"arn:aws
${iot:Connection.
"arn:aws
${iot:Connection.
"arn:aws
${iot:Connection.
]
},
{

[
iot:us-east-1:123456789012:topicfiltex/$aws/things/

Thing.ThingName}/shadow/update/accepted”,

tiot:us-east-1:123456789012:topicfilter/$aws/things/

Thing.ThingName}/shadow/delete/accepted”,

tiot:us-east-1:123456789012:topicfilter/$aws/things/

Thing.ThingName}/shadow/get/accepted”,

tiot:us-east-1:123456789012:topicfilter/$aws/things/

Thing.ThingName}/shadow/update/rejected”,

tiot:us-east-1:123456789012:topicfilter/$aws/things/

Thing.ThingName}/shadow/delete/rejected"

"Effect": "Allow",
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"Action": [
"iot:GetThingShadow",
"iot:UpdateThingShadow",
"iot:DeleteThingShadow"

1,

"Resource": "arn:aws:iot:us-
east-1:123456789012:thing/SiteWiseTutorialDevice*"

}

8. Choose Create.

AWS CLI

/A Important

This policy uses wildcards to stay within AWS loT SiteWise CLI size limits. For more
restrictive permissions with explicit topic paths, create the policy through the AWS loT
SiteWise console instead. For more information, see the IoT policy example provided on
the tab.

Use the following AWS CLI command to create an loT policy:

aws iot create-policy \
--policy-name "SiteWiseTutorialDevicePolicy" \
--policy-document '{
"Version": "2012-10-17",
"Statement": [

{

"Effect": "Allow",

"Action": "iot:Connect",

"Resource": "arn:aws:iot:region:account-id:client/SiteWiseTutorialDevice*"
},
{

"Effect": "Allow",
"Action": ["iot:Publish", "iot:Receive"],
"Resource": [
"arn:aws:iot:region:account-id:topic/$aws/things/
${iot:Connection.Thing.ThingName}/shadow/*"
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]
.
{
"Effect": "Allow",
"Action": "iot:Subscribe",
"Resource": [
"arn:aws:iot:region:account-id:topicfilter/$aws/things/
${iot:Connection.Thing.ThingName}/shadow/*"

]
I
{
"Effect": "Allow",
"Action": [
"iot:GetThingShadow",
"iot:UpdateThingShadow",
"iot:DeleteThingShadow"
1,
"Resource": "arn:aws:iot:region:account-id:thing/SiteWiseTutorialDevice*"
}

]
} 1

To verify that your policy was created successfully, use the following command:

aws iot get-policy --policy-name "SiteWiseTutorialDevicePolicy"

This policy enables your AWS loT devices to establish connections and communicate with device
shadows using MQTT messages. For more information about MQTT messages, see What is MQTT?.
To interact with device shadows, your AWS loT things publish and receive MQTT messages on
topics that start with $aws/things/thing-name/shadow/. This policy incorporates a thing
policy variable known as ${iot:Connection.Thing.ThingName}. This variable substitutes

the connected thing's name in each topic. The iot:Connect statement sets limitations on which
devices can establish connections, ensuring that the thing policy variable can only substitute
names starting with SiteWiseTutorialDevice.

For more information, see Thing policy variables in the AWS loT Developer Guide.
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® Note

This policy applies to things whose names start with SiteWiseTutorialDevice. To use a
different name for your things, you must update the policy accordingly.

Step 2: Create and configure an AWS loT thing

In this procedure, you create and configure an AWS IloT thing. You can designate your development
computer as an AWS loT thing. As you progress, remember that the principles you're learning here
can be applied to actual projects. You have the flexibility to make and set up AWS IloT things on any
device capable of running an AWS loT SDK, including AWS loT Greengrass and FreeRTOS. For more
information, see AWS loT SDKs in the AWS loT Developer Guide.

Console
To create and configure an AWS loT thing

1. Open a command line and run the following command to create a directory for this
tutorial.

mkdir iot-sitewise-rule-tutorial
cd iot-sitewise-rule-tutorial

2. Run the following command to create a directory for your thing's certificates.

mkdir devicel

If you're creating additional things, increment the number in the directory name
accordingly to keep track of which certificates belong to which thing.

3. Navigate to the AWS loT console.

4. In the left navigation pane, choose All devices in the Manage section. Then choose Things.

5. If a You don't have any things yet dialog box appears, choose Create a thing. Otherwise,
choose Create things.

6. On the Creating things page, choose Create a single thing and then choose Next.
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7.

10.

11.

On the Specify thing properties page, enter a name for your AWS loT thing (for example,
SiteWiseTutorialDevicel) and then choose Next. If you're creating additional things,
increment the number in the thing name accordingly.

/A Important

The thing name must match the name used in the policy that you created in Step 1:
Creating an AWS IoT policy. Otherwise, your device can't connect to AWS loT.

On the Configure device certificate - optional page, choose Auto-generate a new
certificate (recommended), then choose Next. Certificates enable AWS loT to securely
identify your devices.

On the Attach policies to certificate - optional page, select the policy you created in Step
1: Creating an AWS IoT policy and choose Create thing.

On the Download certificates and keys dialog box, do the following:

a. Choose the Download links to download your thing's certificate, public key, and private
key. Save all three files to the directory that you created for your thing's certificates
(for example, iot-sitewise-rule-tutorial/devicel).

/A Important

This is the only time that you can download your thing's certificate and keys,
which you need for your device to successfully connect to AWS loT.

b. Choose the Download link to download a root CA certificate. Save the root CA
certificate to the iot-sitewise-rule-tutorial. We recommend downloading
Amazon Root CA 1.

Choose Done.

AWS CLI

Follow these steps to create and configure an AWS loT thing using the AWS CLI:

1.

Open a command line and run the following command to create a directory for this
tutorial:
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mkdir iot-sitewise-rule-tutorial

2. Navigate to the tutorial directory:

cd iot-sitewise-rule-tutorial

3. Run the following command to create a directory for your thing's certificates:

mkdir devicel

If you're creating additional things, increment the number in the directory name
accordingly to keep track of which certificates belong to which thing.

4. Create an AWS loT thing:

aws iot create-thing --thing-name "SiteWiseTutorialDevicel"

/A Important

The thing name must match the name pattern used in the policy that you created
in Step 1. Otherwise, your device can't connect to AWS loT.

5. Create a certificate and save the files. Note the certificate ARN from the output - you'll
need it in the next steps:

aws iot create-keys-and-certificate \
--set-as-active \
--certificate-pem-outfile "devicel/device.pem.crt" \
--public-key-outfile "devicel/public.pem.key" \
--private-key-outfile "devicel/private.pem.key"

6. Attach the policy you created in Step 1 to the certificate:

aws iot attach-policy \
--policy-name "SiteWiseTutorialDevicePolicy" \
--target "certificate-arn"

7. Attach the certificate to the thing:

aws iot attach-thing-principal \
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--thing-name "SiteWiseTutorialDevicel" \
--principal "certificate-arn"

8. Download the Amazon root CA certificate:

curl https://www.amazontrust.com/repository/AmazonRootCAl.pem >
AmazonRootCAl.pem

This certificate is required for your device to successfully connect to AWS loT.

/A Important

Store your certificates and keys securely. You cannot download these credentials again
after creating them.

You have now registered an AWS loT thing on your computer. Take one of the following next steps:

« Continue to Step 3: Creating a device asset model without creating additional AWS loT things. You
can complete this tutorial with only one thing.

» Repeat the steps in this section on another computer or device to create more AWS loT things.
For this tutorial, we recommend that you follow this option so that you can ingest unique CPU
and memory usage data from multiple devices.

» Repeat the steps in this section on the same device (your computer) to create more AWS loT
things. Each AWS loT thing receives similar CPU and memory usage data from your computer, so
use this approach to demonstrate ingesting non-unique data from multiple devices.

Step 3: Create a device asset model

In this procedure, you create an asset model in AWS |oT SiteWise to represent your devices that
stream CPU and memory usage data. To process data in assets that represent groups of devices,
asset models enforce consistent information across multiple assets of the same type. For more
information, see Model industrial assets.

To create an asset model that represents a device

1. Navigate to the AWS loT SiteWise console.
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2.
3.

9.

In the left navigation pane, choose Models.
Choose Create asset model.

Under Model details, enter a name for your model. For example, SiteWise Tutorial
Device Model.

Under Measurement definitions, do the following:

a. In Name, enter CPU Usage.
b. In Unit, enter %.

c. Leave the Data type as Double.

Measurement properties represent a device's raw data streams. For more information, see
Define data streams from equipment (measurements).

Choose Add new measurement to add a second measurement property.

In the second row under Measurement definitions, do the following:

a. In Name, enter Memory Usage.
b. In Unit, enter %.
c. Leave the Data type as Double.

Under Metric definitions, do the following:

a. In Name, enter Average CPU Usage.

b. In Formula, enter avg(CPU Usage). Choose CPU Usage from the autocomplete list when
it appears.

c. InTime interval, enter 5 minutes.

Metric properties define aggregation calculations that process all input data points over an
interval and output a single data point per interval. This metric property calculates each
device's average CPU usage every 5 minutes. For more information, see Aggregate data from

properties and other assets (metrics).

Choose Add new metric to add a second metric property.

10. In the second row under Metric definitions, do the following:

a. In Name, enter Average Memory Usage.
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b. In Formula, enter avg(Memory Usage). Choose Memory Usage from the autocomplete
list when it appears.

C¢. InTime interval, enter 5 minutes.

This metric property calculates each device's average memory usage every 5 minutes.

11. (Optional) Add other additional metrics that you're interested in calculating per device. Some
interesting functions include min and max. For more information, see Use formula expressions.

In Step 4: Creating a device fleet asset model, you create a parent asset that can calculate
metrics using data from your entire fleet of devices.

12. Choose Create model.

Step 4: Create a device fleet asset model

In this procedure, you craft an asset model in AWS IoT SiteWise to symbolize your collection of
devices. Within this asset model, you establish a structure that allows you to link numerous device
assets to one overarching fleet asset. Following that, you outline metrics in the fleet asset model to
consolidate data from all connected device assets. This approach provides you with comprehensive
insights into the collective performance of your entire fleet.

To create an asset model that represents a device fleet

Navigate to the AWS loT SiteWise console.

1

2. In the left navigation pane, choose Models.
3. Choose Create asset model.
4

Under Model details, enter a name for your model. For example, SiteWise Tutorial
Device Fleet Model.

5. Under Hierarchy definitions, do the following:

a. In Hierarchy name, enter Device.

b. In Hierarchy model, choose your device asset model (SiteWise Tutorial Device
Model).

A hierarchy defines a relationship between a parent (fleet) asset model and a child (device)
asset model. Parent assets can access child assets' property data. When you create assets
later, you need to associate child assets to parent assets according to a hierarchy definition
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in the parent asset model. For more information, see Asset hierarchies represent equipment

relationships.

6. Under Metric definitions, do the following:

a. In Name, enter Average CPU Usage.

b. In Formula, enter avg(Device | Average CPU Usage). When the autocomplete list
appears, choose Device to choose a hierarchy, then choose Average CPU Usage to choose
the metric from the device asset that you created earlier.

C¢. InTime interval, enter 5 minutes.

This metric property calculates the average CPU usage of all device assets associated to a fleet
asset through the Device hierarchy.

7. Choose Add new metric to add a second metric property.

8. In the second row under Metric definitions, do the following:

a. In Name, enter Average Memory Usage.

b. In Formula, enter avg(Device | Average Memory Usage). When the autocomplete
list appears, choose Device to choose a hierarchy, then choose Average Memory Usage to
choose the metric from the device asset that you created earlier.

c. InTime interval, enter 5 minutes.

This metric property calculates the average memory usage of all device assets associated to a
fleet asset through the Device hierarchy.

9. (Optional) Add other additional metrics that you're interested in calculating across your fleet
of devices.

10. Choose Create model.

Step 5: Create and configure a device asset

In this procedure, you generate a device asset that's based on your device asset model. Then, you
define property aliases for each measurement property. A property alias is a unique string that
identifies an asset property. Later, you can identify a property for data upload by using the aliases
instead of the asset ID and property ID. For more information, see Manage data streams for AWS
loT SiteWise.
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To create a device asset and define property aliases

Navigate to the AWS loT SiteWise console.

1
2. Inthe left navigation pane, choose Assets.
3. Choose Create asset.
4

Under Model information, choose your device asset model, SiteWise Tutorial Device
Model.

5. Under Asset information, enter a name for your asset. For example, SiteWise Tutorial
Device 1.

6. Choose Create asset.
7. For your new device asset, choose Edit.

8. Under Measurements:

a. Under CPU Usage, enter /tutorial/device/SiteWiseTutorialDevicel/cpu as the
property alias. You include the AWS loT thing's name in the property alias, so that you can
ingest data from all of your devices using a single AWS IoT rule.

b. Under Memory Usage, enter /tutorial/device/SiteWiseTutorialDevicel/

memory as the property alias.

9. Choose Save.

If you created multiple AWS IoT things earlier, repeat steps 3 through 10 for each device, and
increment the number in the asset name and property aliases accordingly. For example, the
second device asset's name should be SiteWise Tutorial Device 2, and its property aliases
should be /tutorial/device/SiteWiseTutorialDevice2/cpu, and /tutorial/device/
SiteWiseTutorialDevice2/memory.

Step 6: Create and configure a device fleet asset

In this procedure, you form a device fleet asset derived from your device fleet asset model.

Then, you link your individual device assets to the fleet asset. This association enables the metric
properties of the fleet asset to compile and analyze data from multiple devices. This data provides
you with a consolidated view of the collective performance of the entire fleet.

To create a device fleet asset and associate device assets

1. Navigate to the AWS IoT SiteWise console.
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2. Inthe left navigation pane, choose Assets.
3. Choose Create asset.

4. Under Model information, choose your device fleet asset model, SiteWise Tutorial
Device Fleet Model.

5. Under Asset information, enter a name for your asset. For example, SiteWise Tutorial
Device Fleet 1.

6. Choose Create asset.
7. Foryour new device fleet asset, choose Edit.

8. Under Assets associated to this asset, choose Add associated asset and do the following:

a. Under Hierarchy, choose Device. This hierarchy identifies the hierarchical relationship
between device and device fleet assets. You defined this hierarchy in the device fleet asset
model earlier in this tutorial.

b. Under Asset, choose your device asset, SiteWise Tutorial Device 1.

9. (Optional) If you created multiple device assets earlier, repeat steps 8 through 10 for each
device asset that you created.

10. Choose Save.

You should now see your device assets organized as a hierarchy.

Step 7: Create a rule in AWS loT Core to send data to device assets

In this procedure, you establish a rule in AWS loT Core. The rule is designed to interpret notification
messages from device shadows and transmit the data to your device assets in AWS loT SiteWise.
Each time your device's shadow updates, AWS loT sends an MQTT message. You can create a rule
that takes action when device shadows change based on the MQTT message. In this case, the aim
is to handle the update message, extract the property values, and transmit them to your device
assets in AWS loT SiteWise.

To create a rule with an AWS loT SiteWise action

1. Navigate to the AWS IoT console.

2. In the left navigation pane, choose Message routing and then choose Rules.
3. Choose Create rule.
4

Enter a name and description for your rule and the choose Next.
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5. Enter the following SQL statement and the choose Next.

SELECT

*

FROM
'$aws/things/+/shadow/update/accepted'’
WHERE
startsWith(topic(3), "SiteWiseTutorialDevice")

This rule query statement works because the device shadow service publishes shadow updates
to $aws/things/thingName/shadow/update/accepted. For more information about
device shadows, see Device shadow service in the AWS loT Developer Guide.

In the WHERE clause, this rule query statement uses the topic(3) function to get the thing
name from the third segment of the topic. Then, the statement filters out devices that have
names that don't match those of the tutorial devices. For more information about AWS loT
SQL, see AWS loT SQL reference in the AWS loT Developer Guide.

6. Under Rule actions, choose Send message data to asset properties in AWS loT SiteWise and
do the following:

a. Choose By property alias.

b. In Property alias, enter /tutorial/device/${topic(3)}/cpu.

The ${. ..} syntax is a substitution template. AWS loT evaluates the contents within the
braces. This substitution template pulls the thing name from the topic to create an alias
unique to each thing. For more information, see Substitution templates in the AWS loT
Developer Guide.

(® Note

Because an expression in a substitution template is evaluated separately from the
SELECT statement, you can't use a substitution template to reference an alias
created using an AS clause. You can reference only information present in the
original payload, in addition to supported functions and operators.

¢. InEntry ID - optional, enter ${concat(topic(3), "-cpu-",
floor(state.reported.timestamp))}.
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Entry IDs uniquely identify each value entry attempt. If an entry returns an error, you
can find the entry ID in the error output to troubleshoot the issue. The substitution
template in this entry ID combines the thing name and the device's reported timestamp.
For example, the resulting entry ID might look like SiteWiseTutorialDevicel-
Cpu-1579808494.

d. InTime in seconds, enter ${floor(state.reported.timestamp)}.

This substitution template calculates the time in seconds from the device's reported
timestamp. In this tutorial, devices report timestamp in seconds in Unix epoch time as a
floating point number.

e. In Offset in nanos - optional, enter ${flooxr((state.reported.timestamp % 1) *
1E9)}.

This substitution template calculates the nanosecond offset from the time in seconds by
converting the decimal portion of the device's reported timestamp.

(® Note
AWS |oT SiteWise requires that your data has a current timestamp in Unix epoch
time. If your devices don't report time accurately, you can get the current time
from the AWS loT rules engine with timestamp(). This function reports time
in milliseconds, so you must update your rule action's time parameters to the
following values:

« In Time in seconds, enter ${floox(timestamp() / 1E3)}.

« In Offset in nanos, enter ${(timestamp() % 1E3) * 1E6}.

f. In Data type, choose Double.

This data type must match the data type of the asset property you defined in the asset
model.

g. InValue, enter ${state.reported. cpu}. In substitution templates, you use the .
operator to retrieve a value from within a JSON structure.

h. Choose Add entry to add a new entry for the memory usage property, and complete the
following steps again for that property:

i. Choose By property alias.
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ii. In Property alias, enter /tutorial/device/${topic(3)}/memory.

iii. In Entry ID - optional, enter ${concat(topic(3), "-memory-",
floor(state.reported.timestamp))}.

iv. In Time in seconds, enter ${floox(state.reported.timestamp)}.

v. In Offset in nanos - optional, enter ${floox((state.reported.timestamp %
1) * 1E9)}.

vi. In Data type, choose Double.
vii. In Value, enter ${state.reported.memory}.

i. Under IAM Role, choose Create new role to create an IAM role for this rule action. This
role allows AWS loT to push data to properties in your device fleet asset and its asset
hierarchy.

j-  Enter arole name and choose Create.

7. (Optional) Configure an error action that you can use to troubleshoot your rule. For more
information, see Troubleshoot a rule (AWS loT SiteWise).

8. Choose Next.

9. Review the settings and choose Create to create the rule.

Step 8: Run the device client script

For this tutorial, you aren't using an actual device to report data. Instead, you run a script to update
your AWS loT thing's device shadow with CPU and memory usage to imitate real sensor data. To
run the script, you must first install required Python packages. In this procedure, you install the
required Python packages and then run the device client script.

To configure and run the device client script

1. Navigate to the AWS IoT console.

2. At the bottom of the left navigation pane, choose Settings.

3. Save your custom endpoint for use with the device client script. You use this endpoint to
interact with your thing's shadows. This endpoint is unique to your account in the current
Region.

Your custom endpoint should look like the following example.
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identifier.iot.region.amazonaws.com

4. Open a command line and run the following command to navigate to the tutorial directory
you created earlier.

cd iot-sitewise-rule-tutorial

5. Run the following command to install the AWS loT Device SDK for Python.

pip3 install AWSIoTPythonSDK

For more information, see AWS IoT Device SDK for Python in the AWS loT Developer Guide

6. Run the following command to install psutil, a cross-platform process and system utilities
library.

pip3 install psutil

For more information, see psutil in the Python Package Index.

7. Create afile called thing_performance.py inthe iot-sitewise-rule-tutorial
directory and then copy the following Python code into the file.

import AWSIoTPythonSDK.MQTTLib as AWSIoTPyMQTT

import json
import psutil
import argparse
import logging
import time

# Configures the argument parser for this program.
def configureParser():
parser = argparse.ArgumentParser()
parser.add_argument(
"_a"
"--endpoint",
action="store",
required=True,
dest="host",
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help="Your AWS IoT custom endpoint",

)

parser.add_argument(
"_I",
"--rootCA",

action="store",
required=True,
dest="rootCAPath",
help="Root CA file path",

)
parser.add_argument(
"_C",
"——Cert",

action="store",
required=True,
dest="certificatePath",
help="Certificate file path",
)
parser.add_argument(
nogn
"--key",
action="store",
required=True,
dest="privateKeyPath",
help="Private key file path",
)
parser.add_argument(
"-p",
"--port",
action="store",
dest="port",
type=int,
default=8883,
help="Port number override",
)

parser.add_argument(
nopn
"--thingName",
action="store",
required=True,
dest="thingName",
help="Targeted thing name",

)

parser.add_argument(
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nogn,

"--requestDelay",

action="store",

dest="requestDelay",

type=float,

default=1,

help="Time between requests (in seconds)",
)

parser.add_argument(
noyn
"--enablelLogging",
action="store_true",
dest="enablelogging",
help="Enable logging for the AWS IoT Device SDK for Python",
)

return parser

# An MQTT shadow client that uploads device performance data to AWS IoT at
reqgular interval.
class PerformanceShadowClient:
def __init_ (

self,
thingName,
host,
port,
rootCAPath,
privateKeyPath,
certificatePath,
requestDelay,

self.thingName = thingName

self.host = host

self.port = port

self.rootCAPath = rootCAPath
self.privateKeyPath = privateKeyPath
self.certificatePath = certificatePath
self.requestDelay = requestDelay

# Updates this thing's shadow with system performance data at a regular
interval.
def run(self):
print("Connecting MQTT client for {}...".format(self.thingName))
maqttClient = self.configureMQTTClient()
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mqaqttClient.connect()

print("MQTT client for {} connected".format(self.thingName))

deviceShadowHandler = mgttClient.createShadowHandlerWithName(
self.thingName, True

print("Running performance shadow client for {}...

\n".format(self.thingName))

while True:
performance = self.readPerformance()
print("[{}]".format(self.thingName))
print("CPU:\t{}%".format(performance["cpu"]))
print("Memory:\t{}%\n".format(performance["memory"]))
payload = {"state": {"reported": performance}}
deviceShadowHandler.shadowUpdate(
json.dumps(payload), self.shadowUpdateCallback, 5
)

time.sleep(args.requestDelay)

# Configures the MQTT shadow client for this thing.
def configureMQTTClient(self):

mgttClient = AWSIoTPyMQTT.AWSIoTMQTTShadowClient(self.thingName)
mgttClient.configureEndpoint(self.host, self.port)
mgttClient.configureCredentials(

self.rootCAPath, self.privateKeyPath, self.certificatePath
)
mgttClient.configureAutoReconnectBackoffTime(1l, 32, 20)
mgttClient.configureConnectDisconnectTimeout(10)
mgttClient.configureMQTTOperationTimeout(5)
return mqttClient

# Returns the local device's CPU usage, memory usage, and timestamp.
def readPerformance(self):

cpu = psutil.cpu_percent()

memory = psutil.virtual_memory().percent

timestamp = time.time()

return {"cpu": cpu, "memory": memory, "timestamp": timestamp}

# Prints the result of a shadow update call.
def shadowUpdateCallback(self, payload, responseStatus, token):

print("[{}]".format(self.thingName))
print("Update request {} {}\n".format(token, responseStatus))

Step 8: Run the device client script 45



AWS |oT SiteWise User Guide

# Configures debug logging for the AWS IoT Device SDK for Python.
def configurelogging():

logger = logging.getlLogger("AWSIoTPythonSDK.core")

logger.setlLevel(logging.DEBUG)

streamHandler = logging.StreamHandler()

formatter = logging.Formatter(

"%(asctime)s - %(name)s - %(levelname)s - %(message)s"

)

streamHandler.setFormatter(formatter)

logger.addHandler(streamHandler)

# Runs the performance shadow client with user arguments.
if __name__ == "__main__":
parser = configureParser()
args = parser.parse_args()
if args.enablelogging:
configurelLogging()
thingClient = PerformanceShadowClient(
args.thingName,
args.host,
args.port,
args.rootCAPath,
args.privateKeyPath,
args.certificatePath,
args.requestDelay,
)
thingClient.run()

8. Run thing_performance.py from the command line with the following parameters:

e -n, --thingName - Your thing name, such as SiteWiseTutorialDevicel.

» -¢, --endpoint - Your custom AWS loT endpoint that you saved earlier in this procedure.
e -1, --100tCA - The path to your AWS IoT root CA certificate.

e -c, --cert - The path to your AWS IloT thing certificate.

« -k, --key - The path to your AWS loT thing certificate private key.

e -d, --requestDelay - (Optional) The time in seconds to wait between each device shadow
update. Defaults to 1 second.

« -v, --enablelogging - (Optional) If this parameter is present, the script prints debug
messages from the AWS IoT Device SDK for Python.
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Your command should look similar to the following example.

python3 thing_performance.py \

--thingName SiteWiseTutorialDevicel \

--endpoint identifier.iot.region.amazonaws.com \
--ro0tCA AmazonRootCAl.pem \

--cert devicel/thing-id-certificate.pem.crt \
--key devicel/thing-id-private.pem.key

If you're running the script for additional AWS loT things, update the thing name and
certificate directory accordingly.

9. Try opening and closing programs on your device to see how the CPU and memory usages
change. The script prints each CPU and memory usage reading. If the script uploads data
to the device shadow service successfully, the script's output should look like the following

example.

[SiteWiseTutorialDevicel]
CPU: 24.6%
Memory: 85.2%

[SiteWiseTutorialDevicel]
Update request e6686e44-fca@-44db-aa48-3ca8l726f3e3 accepted

10. Follow these steps to verify that the script is updating the device shadow:

a.
b.

n

Navigate to the AWS IoT console.

In the left navigation pane, choose All devices and then choose Things.
Choose your thing, SiteWiseTutorialDevice.

Choose the Device Shadows tab, choose Classic Shadow, and verify that the Shadow
state looks like the following example.

{
"reported": {
"cpu": 24.6,
"memory": 85.2,
"timestamp": 1579567542.2835066
}
}
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If your thing's shadow state is empty or doesn't look like the previous example, check that
the script is running and successfully connected to AWS loT. If the script continues to time
out when connecting to AWS loT, check that your thing policy is configured according to
this tutorial.

11. Follow these steps to verify that the rule action is sending data to AWS loT SiteWise:

a. Navigate to the AWS loT SiteWise console.

b. In the left navigation pane, choose Assets.

c. Choose the arrow next to your device fleet asset (SiteWise Tutorial Device Fleet 1) to
expand its asset hierarchy, and then choose your device asset (SiteWise Tutorial Device 1).

d. Choose Measurements.

e. Verify that the Latest value cells have values for the CPU Usage and Memory Usage
properties.

Measurements

Name Alias Notification status Notification topic Latest value

CPU Usage ftutorial/device/SiteWiseTutorialDevice/cpu © Disabled -

Memory Usage ftutorial/device/SiteWiseTutorialDevicel/memory © Disabled -

f.  If the CPU Usage and Memory Usage properties don't have the latest values, refresh
the page. If values don't appear after a few minutes, see Troubleshoot a rule (AWS loT
SiteWise).

You have completed this tutorial. If you want to explore live visualizations of your data, you can
configure a portal in AWS loT SiteWise Monitor. For more information, see Monitor data with AWS
loT SiteWise Monitor. Otherwise, you can press CTRL+C in your command prompt to stop the
device client script. It's unlikely the Python program will send enough messages to incur charges,
but it's a best practice to stop the program when you're done.

Step 9: Clean up resources after the tutorial

(@ Note

The resources created in this tutorial are required for the Integrate data into SiteWise Edge
tutorial. Do not clean up the resources in this step if you plan on completing it.
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After you complete the tutorial about ingesting data from AWS loT things, clean up your resources
to avoid incurring additional charges.

To delete hierarchical assets in AWS loT SiteWise

N o v bk

Navigate to the AWS loT SiteWise console

In the left navigation pane, choose Assets.

When you delete assets in AWS loT SiteWise, you must first disassociate them.
Complete the following steps to disassociate your device assets from your device fleet asset:

a. Choose your device fleet asset (SiteWise Tutorial Device Fleet 1).
b. Choose Edit.

c. Under Assets associated to this asset, choose Disassociate for each device asset
associated to this device fleet asset.

d. Choose Save.

You should now see your device assets no longer organized as a hierarchy.
Choose your device asset (SiteWise Tutorial Device 1).
Choose Delete.
In the confirmation dialog, enter Delete and then choose Delete.

Repeat steps 4 through 6 for each device asset and the device fleet asset (SiteWise Tutorial
Device Fleet 1).

To delete hierarchical asset models in AWS loT SiteWise

Navigate to the AWS IoT SiteWise console.

If you haven't already, delete your device and device fleet assets. For more information, see the
previous procedure. You can't delete a model if you have assets that were created from that
model.

In the left navigation pane, choose Models.

Choose your device fleet asset model (SiteWise Tutorial Device Fleet Model).

When deleting hierarchical asset models, start by deleting the parent asset model first.
Choose Delete.

In the confirmation dialog, enter Delete and then choose Delete.
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7. Repeat steps 4 through 6 for your device asset model (SiteWise Tutorial Device Model).

To disable or delete a rule in AWS loT Core

1. Navigate to the AWS loT console.

2. In the left navigation pane, choose Message routing and then choose Rules.
3. Select your rule and choose Delete.

4. In the confirmation dialog, enter the name of the rule and then choose Delete.

Integrate data into SiteWise Edge using an MQTT-enabled, V3
gateway

This tutorial guides you through integrating third-party devices and sensors that use MQTT
messaging protocol with the AWS loT SiteWise MQTT-enabled, V3 gateway. You will learn how to
set up an AWS loT SiteWise edge gateway to collect and monitor data from your MQTT-enabled
devices. AWS loT SiteWise enables you to collect, process, and monitor industrial equipment data.
Use SiteWise Edge capabilities to optimize industrial 10T operations, and transform raw data into
actionable insights.

In this tutorial, we use data from a wind farm demonstration to illustrate key concepts. After you
become familiar with the process, you can repeat the tutorial with your own data.

After you complete this tutorial, you can do the following items:

« Set up and configure an MQTT-enabled, V3 gateway to receive data from industrial devices
» Process and validate incoming MQTT messages from your equipment at the edge
« View device data in AWS loT SiteWise using a third-party visualization platform

» Send processed data from your edge gateway to the AWS Cloud to enable centralized storage
and further analysis

Additionally, you can leverage your edge gateway capabilities by connecting to other AWS loT
services to perform the following tasks:

» Configure AWS loT rules to route data to services like Amazon S3, Amazon Timestream, and AWS
Lambda.
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» Use AWS IoT Device Defender to remotely manage and update your gateway configurations.

» Implement secure device authentication and authorization using AWS loT security features. For
more information, see AWS loT security in the AWS loT Developer Guide.

» Create automated alerts and notifications based on equipment data. For more information, see
Rules for AWS loT in the AWS IoT Developer Guide.

(® Note

This tutorial references third-party services, tools, and documentation. AWS isn't a vendor
or supplier for any third-party products or services, and can't guarantee the accuracy of
information from external providers. Evaluate and validate all third-party tools before
deployment.

Topics

« Prerequisites
« Step 1: Create an AWS loT policy

» Step 2: Create and configure an AWS loT thing

« Step 3: Configure your SiteWise Edge MQTT-enabled, V3 gateway

» Step 4: Install SiteWise Edge gateway software

« Step 5: Configure the EMQX broker to connect to external applications

» Step 6: Publish data with Mosquitto

» Step 7: Specify destinations

» Step 8: Specify path filters

« Step 9: Configure your AWS loT resources

» Step 10: Visualize your data

« Step 11: Clean up resources after the tutorial

o Additional resources

Prerequisites

To complete this tutorial, you need the following:
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o An AWS account. If you don't have one, see Set up an AWS account.

« An AWS Identity and Access Management (IAM) user with administrator permissions. For more
information, see Identity and access management for AWS loT SiteWise.

» The latest version of Python installed on your device.

/A Important

This tutorial requires the use of resources created in the Ingest data tutorial. You must
complete it before proceeding with this tutorial.

Step 1: Create an AWS loT policy

This tutorial uses the AWS loT policy you created in the Ingest data tutorial. This policy sets the
security rules for your devices and creates a digital representation of your external devices and
sensors in AWS IoT. The policy allows your third-party devices to send data to AWS IoT Core using
MQTT (Message Queuing Telemetry Transport). For more information about MQTT messages, see
What is MQTT?.

Console

Ensure completion of an AWS loT policy. For detailed instructions, see Step 1 in the Ingest data
tutorial.

To verify you have an active AWS loT policy

Navigate to the AWS IoT console.

1.
2. In the left navigation pane, choose Securities, then Policies.

3. Choose the policy you created. For example, SiteWiseTutorialDevicePolicy.
4.

Confirm that the policy's status is listed as Active.

AWS CLI

Ensure completion of an AWS loT policy. For detailed instruction, see Step 1 in the Ingest data
tutorial.

Use the following AWS CLI get-policy command in the AWS CLI Command Reference to verify
you have an active AWS loT policy:
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aws iot get-policy --policy-name "SiteWiseTutorialDevicePolicy"

This policy enables your AWS loT devices to establish connections and to communicate with device
shadows using MQTT messages. To interact with device shadows, your AWS IoT things publish and
receive MQTT messages on topics that start with $aws/things/thing-name/shadow/. This
policy incorporates a thing policy variable known as ${iot:Connection.Thing.ThingName}.
This variable substitutes the connected thing's name in each topic. The iot:Connect statement
sets limitations on which devices can establish connections, ensuring that the thing policy variable
can only substitute names starting with SiteWiseTutorialDevice.

For more information, see Thing policy variables in the AWS loT Developer Guide.

(@ Note

This policy applies to things whose names start with SiteWiseTutorialDevice. To use a
different name for your things, you must update the policy accordingly.

Step 2: Create and configure an AWS loT thing

In this step, register your edge device as an AWS loT thing and generate your thing's certificates
and keys needed for secure communication with AWS loT SiteWise Edge. This process establishes
the foundation for your device to send third-party data through your MQTT-enabled, V3 gateway.

Console

Ensure completion of the creation and configuration steps for an AWS loT thing. For detailed
instructions, see Step 2 in the Ingest data tutorial.

To verify you have an active AWS loT thing

1. Navigate to the AWS IoT console.

2. Inthe left navigation pane, choose All devices, then Things.
3. Choose the thing you created. For example, SiteWiseTutorialDevicel.
4

Under Certificates, confirm that the status is listed as active.
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AWS CLI

Ensure completion of the creation and configuration steps for an AWS IloT thing. For detailed
instructions, see Step 2 in the Ingest data tutorial.

Use the following AWS CLI command to verify you have an active AWS loT policy:

aws iot describe-thing --thing-name "SiteWiseTutorialDevicel"

After completing these steps, you can securely connect your device to AWS loT SiteWise Edge. You
created a local directory to store your certificates and keys you generated for MQTT authentication.
Your device is registered as an AWS loT thing in the AWS 10T console, and your device is prepared
to integrate data with SiteWise Edge. You can connect your industrial equipment or other devices
to the AWS loT platform and start ingesting data into SiteWise Edge.

Step 3: Configure your SiteWise Edge MQTT-enabled, V3 gateway

In this step, create your AWS loT SiteWise Edge MQTT-enabled, V3 gateway and configure it to
receive data from the EMQX broker. The gateway acts as a bridge between your devices and AWS
loT. This allows you to process data locally at the edge before sending it to the AWS Cloud. This
configuration reduces bandwidth and decreases cloud processing delays.

Console
To create your AWS loT SiteWise MQTT-enabled, V3 gateway

Sign in to the AWS Management Console and open the AWS IoT SiteWise console.

In the left navigation pane, choose Edge gateways, then choose Create gateway.
Under Deployment target, choose Self-hosted gateway.

Under Self-hosted gateway options, choose MQTT-enabled, V3 gateway - recommended.

i A W=

Under Gateway configuration:

a. In Gateway name, enter a name for your gateway. For example, SiteWise Tutorial
Device Gateway.

b. In Greengrass device OS, select the appropriate option for your device.

6. Under Advanced configuration:

a. Choose Default setup.
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b. Enter a name for the Greengrass core device or use the name generated by AWS loT
SiteWise.

Choose Create gateway.

8. Inthe confirmation dialog, choose Generate and download to generate an installer for
your SiteWise Edge gateway. For more information, see Create a self-hosted SiteWise Edge

gateway.

/A Warning
Store the installer file in a secure location. This file can't be regenerated, and is needed
to complete the gateway setup in later steps.

AWS CLI

Use AWS CLI to create a self-hosted gateway. You need to provide a name for the gateway,
specify the platform and gateway version. For more information, see CreateGateway in the AWS
loT SiteWise API Reference.

To use this example, replace the user input placeholders with your own information.

aws iotsitewise create-gateway \

--gateway-name SiteWise Tutorial Device Gateway \

--gateway-platform greengrassV2={coreDeviceThingName=your-core-device-thing-
name, coreDeviceOperatingSystem=LINUX_AMD64} \

--gateway-version 3 \

[--cli-input-json your-configuration]

« gateway-name — A unique name for the gateway, for example, SiteWise Tutorial
Device Gateway.
» gateway-platform- Enter greengrassV2. For more information, see CreateGateway in
the AWS IloT SiteWise API Reference.
« coreDeviceThingName — The name of the AWS IoT thing for your AWS loT Greengrass V2
core device. For example, SiteWiseTutorialDevicel.

« coreDeviceOperatingSystem - The operating system of the core device in AWS loT
Greengrass V2. Specifying the operating system is required for gateway-version 3. Options
include: LINUX_AARCH64, LINUX_AMD64, and WINDOWS_AMDG64.
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» gateway-version - The version of the gateway.
« Use 3 for the gateway version to create an MQTT-enabled, V3 gateway.

e cli-input-json - A JSON file containing request parameters.

Use the following AWS CLI command to verify that your gateway was created successfully:

aws iotsitewise describe-gateway --gateway-id your-gateway-id

Step 4: Install SiteWise Edge gateway software

To install the gateway software, use the installer package that you downloaded in the previous
step. The installation process configures the necessary components, starts the Greengrass core
service, and registers your device with AWS loT Greengrass. After installation is complete, verify
that your gateway appears in the AWS loT SiteWise console under Edge gateways and that the
Greengrass service is running properly on your device.

For detailed instructions, see Install the AWS loT SiteWise Edge gateway software on your local
device.

Step 5: Configure the EMQX broker to connect to external applications

® Note

You must have deployed your SiteWise Edge MQTT-enabled, V3 gateway before
proceeding. The gateway provides the necessary infrastructure and security settings
required for configuring the EMQX broker. The broker configuration will fail without an
active gateway deployment.

Configure the EMQX broker to enable secure communication between your loT devices and
external applications. The EMQX broker functions as a central messaging hub that routes data
between your loT devices, gateway, and applications. The EMQX broker ensures reliable message
delivery on your gateway and connected applications at the edge. For more information, see
Connect external applications to the EMQX broker.

To configure the EMQX broker
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1.

Set up the EMQX broker. For detailed configuration instructions, follow Steps 1-14 in Update
the EMQX deployment configuration for authentication.

Set up MQTT topics for wind farm monitoring. For more information on MQTT requirements,
see MQTT topic requirements.

a. CPU Usage: SiteWiseTutorialDevice/cpu
b. Memory Usage: SiteWiseTutorialDevice/memory
c. Timestamp: SiteWiseTutorialDevice/timestamp

Review your configuration and complete the deployment.

a. Choose Confirm to save your settings.

b. Choose Next until you reach the Review step.

c. On the Review page, choose Deploy.

d. Wait for the deployment to complete successfully before proceeding.

Prepare messages using the payload format to send to the EMQX broker. For more
information about structuring payloads, see Update the EMQX deployment configuration for

authentication.

Implement the following security measures:

a. Use Transport Layer Security (TLS) encryption (port 8833) to protect data in transit. For
more information, see Configure TLS for secure connections to the EMQX broker on AWS
loT SiteWise Edge.

b. Set up username and password authentication to verify device identities. This security
measure helps protect your data, and ensures only authorized devices can connect to your
system. For more information, see Enable username and password authentication.

EMQX allows you to create authorization rules based on identifiers such as username, IP address,

or client ID. This is useful for controlling access to your data. For more information, see Set up
authorization rules for AWS loT SiteWise Edge in EMQX.

After successful deployment, your EMQX broker is configured and ready to securely connect with

external applications.
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® Note

The payload format must follow a specific structure for AWS loT SiteWise Edge to properly
process and ingest your data. For more information about the required structure, see JSON

payload structure.

Example: Add CPU, memory, and timestamp JSON payloads

CPU JSON payload

{
"propertyAlias": "SiteWiseTutorialDevice/cpu",
"propertyValues": [
{
"quality": "GOOD",
"timestamp": {
"offsetInNanos": 0O,
"timeInSeconds": 1753206441
b
"value": {
"integerValue": 45.2
}
}
]
}

Memory JSON payload

{
"propertyAlias": "SiteWiseTutorialDevice/memory",
"propertyValues": [
{

"quality": "GOOD",
"timestamp": {
"offsetInNanos": O,
"timeInSeconds": 1753206441
},
"value": {
"integerValue": 67.8
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]
}

Timestamp JSON payload

{
"propertyAlias": "SiteWiseTutorialDevice/timestamp",
"propertyValues": [
{
"quality": "GOOD",
"timestamp": {
"offsetInNanos": 0O,
"timeInSeconds": 1753206441
.
"value": {
"integerValue": 23.5
}
}
]
}
(® Note

Each JSON payload must be published separately as an individual message. Don't combine
multiple property values into a single message. Send each CPU, memory, and timestamp
payload as its own distinct MQTT publication.

The payload defines the required JSON structure that your loT devices must use to send device
data through the EMQX broker to SiteWise Edge. This format ensures that AWS loT SiteWise can
identify your devices and process the sensor readings. After you implement these configurations
and payload structures, your wind farm monitoring system is ready to collect and process data.

Step 6: Publish data with Mosquitto

After creating your MQTT-enabled, V3 gateway, configure Eclipse Mosquitto to send test data to
SiteWise Edge. Mosquitto is an open-source MQTT message broker that uses the MQTT protocol
for lightweight messaging between devices. The Mosquitto client allows you to publish messages
to MQTT topics, simulating data from wind farm sensors. Using Mosquitto, simulate device data
without requiring any third-party services or additional equipment. For more information, see
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documentation on the official Eclipse Mosquitto website. In this tutorial, local data from the Ingest
data tutorial and fictitious data are being used for demonstration purposes.

Use Mosquitto CLI client to test the SiteWise Edge EMQX broker

1. Install Mosquitto on your local device. For detailed instructions, see Download Mosquitto on
the official Eclipse Mosquitto website.

2. For more information about connecting external applications to transfer industrial data, see
Connect external applications to the EMQX broker.

/A Important

Ensure that the MQTT connection settings you configure here match the settings used
in Mosquitto publish command. The host must be the IP address or hostname of your
SiteWise Edge gateway. The port is typically 1883 (or 8883 if using SSL/TLS).

Use Mosquitto to publish test data. Open a command line and run the following commands:

Example: CPU property

mosquitto_pub -h localhost -p 1883 -t "SiteWiseTutorialDevice/cpu" -m '{

"propertyAlias": "SiteWiseTutorialDevice/cpu",
"propertyValues": [
{

"quality": "GOOD",

"timestamp": {
"timeInSeconds": 1753206441,
"offsetInNanos": 0

.

"value": {
"integerValue": 45.2

}

}
]
3

Example: Memory property

mosquitto_pub -h localhost -p 1883 -t "SiteWiseTutorialDevice/memory" -m '{
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"propertyAlias": "SiteWiseTutorialDevice/memory",
"propertyValues": [
{

"quality": "GOOD",

"timestamp": {
"timeInSeconds": 1753206441,
"offsetInNanos": 0

I
"value": {
"integerValue": 72.1

]
} 1

Example: Timestamp property

mosquitto_pub -h localhost -p 1883 -t "SiteWiseTutorialDevice/timestamp" -m '{

"propertyAlias": "SiteWiseTutorialDevice/timestamp",
"propertyValues": [
{

"quality": "GOOD",

"timestamp": {
"timeInSeconds": 1753206441,
"offsetInNanos": 0

},
"value": {
"integerValue": 1683000000
}
}
]
3
(® Note

The use of localhost as the EMQX broker address is for demonstration purposes only.
In production environments or when connecting from external devices, you must use

the appropriate EMQX broker address for your specific deployment configuration. For
detailed connection instructions, see Connect an application to the EMQX broker on AWS
loT SiteWise Edge.
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Step 7: Specify destinations

In this step, specify destinations to determine where to direct your source data. Use AWS loT
SiteWise with Amazon S3 buffering as your destination. This option provides a scalable way to
store and process your loT data.

Console

To add destinations

1. Navigate to the AWS loT SiteWise console and select Edge gateways.

2. Under SiteWise Tutorial Device Gateway, choose Add destinations.

3. Under Destination details, choose AWS loT SiteWise buffered using Amazon S3. To learn
more about destination types, see AWS loT SiteWise gateway destinations.

4. Under Destination name, enter a name for your destination, for example, SiteWise
Tutorial S3 Destination.

5. Under S3 upload settings, enter your S3 bucket location. For example, s3://sitewise-
tutorial-mgtt-data-[your-account-id]. To learn more about Amazon S3, see
Creating, configuring, and working with Amazon S3 buckets in the Amazon Simple Storage
Service User Guide.

6. Under Data upload frequency, enter a value between 1 minute and 30 days. For example,
1 minute.

7. Under Data storage settings:

« Deselect Copy data to storage. While this setting is recommended for production
environments, you don't need it for this tutorial. When you deselect this option, the
Delete data from S3 option is automatically deselected.

8. Choose Add destination.

(® Note

This tutorial uses a 1-minute interval for testing. After you complete the tutorial, you
can adjust this interval to match your production needs or delete it to avoid additional
charges.
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AWS CLI
Example: Create a new AWS loT SiteWise destination buffered using Amazon S3

Use the update-gateway-capability-configuration in the AWS CLI Command
Reference to configure the publisher. Set the capabilityNamespace parameter to
iotsitewise:publisher:3.

"sources": [
{
"type": "MQTT"
}
1,
"destinations": [
{
"type": "SITEWISE_BUFFERED",
"name": "your-s3-destination-name",
"config": {

"targetBucketArn": "arn:aws:s3:::amzn-s3-demo-bucket/Optional/SomeFolder",

"publishPolicy": {

"publishFrequency": "1m",
"localSizelLimitGB": 10

.

"siteWiseImportPolicy": {
"enableSiteWiseStorageImport": true,
"enableDeleteAfterImport": true,
"bulkImportJobRoleArn": "arn:aws:iam::123456789012:role/your-role-name"

}

.
"filters": [
{
"type": "PATH",
"config": {
"paths": [
"
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For more information about destinations, see Add an AWS loT SiteWise buffered destination
using Amazon S3.

Step 8: Specify path filters

In this step, configure path filters to specify which MQTT topics to monitor for your wind farm
device data.

Path filters follow the MQTT topic wildcard specification, which supports two special characters:

« +—This symbol represents a single-level wildcard, which matches any string at a single level.

« # — This symbol represents a multi-level wildcard, which matches any number of levels in the
topic hierarchy.

(® Note

For more information about other path filters, see Special characters in path filter names.

Console
To configure your path filters

Under Path filters:

1. Navigate to the AWS IoT SiteWise console and select Edge gateways.

2. Under SiteWise Tutorial Device Gateway, choose Add destinations.

3. Choose Add path filters to enter the following path filters manually:

e SiteWiseTutorialDevice/#

e windfarm/+/turbine/+/pexrformance/#
e cpu/+/idle-time

e cpu/+/interruption-count/+

« +/memory/consumption

o timestamp/+/measurement
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e device/+/status/+
« system/+/performance-log

4. Choose Add destination.

For more information about best practices for path filters, see Best practices for path filters.
AWS CLI

Use the following AWS CLI commands to configure your path filters:

Example 1: Device data using wildcard

{

"destinations": [

{

"name": "All Device Data Destination"
}
1,
"filters": [
{
"type": "PATH",
"config": {
"paths": [
"SiteWiseTutorialDevice/#",
"windfarm/+/turbine/+/performance/#"

This path filter configuration uses multi-level wildcards (#) to capture all data from the
SiteWiseTutorialDevice and all performance data from any turbine in the wind farm.

Example 2: CPU and memory performance

{
"destinations": [
{
"name": "Performance Metrics Destination"
}
1,
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"filters": [
{
"type": "PATH",
"config": {
"paths": [

"cpu/+/idle-time",
"+/memory/consumption",
"cpu/+/interruption-count/+"

This example captures various CPU metrics (idle time and interruption count) and memory
consumption data across devices.

Example 3: Device diagnostics

{
"destinations": [
{
"name": "Device Diagnostics Destination"
}
1,
"filters": [
{
"type": "PATH",
"config": {

"paths": [
"device/+/status/+",
"system/+/performance-log"

]

}
}
]
}

This configuration uses the + wildcard to capture diagnostic data from multiple devices,
specifically system performance logs and device status updates.

These three path filters match the MQTT topics that you use to publish test data with
Mosquitto. The filters ensure your SiteWise Edge gateway captures and processes the relevant
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MQTT messages. For more information on how to add path filters, see Add path filters to AWS
loT SiteWise Edge destinations.

Step 9: Configure your AWS loT resources

In this step, create the necessary AWS loT SiteWise asset models and assets to represent your
simulated third-party devices and enable data ingestion through your edge gateway.

Before starting this step, you should have completed steps 3 to 8 in the Ingest data tutorial. These
steps establish the foundational components to integrate your third-party data through the MQTT-
enabled V3 gateway. You also set up rules that define how your sensor data flows into AWS loT
SiteWise, and run a device client script that simulates industrial wind farm data.

To validate your AWS loT resource configuration

1. Use the following AWS CLI command to verify you created and properly configured your
SiteWise Tutorial Device Model and SiteWise Tutorial Device Fleet Model:

aws iotsitewise describe-asset-model --asset-model-id your-device-model-id

Use the following AWS CLI command to retrieve your asset models' ID:

aws iotsitewise list-asset-models

2. Use the following AWS CLI command to verify you created and properly configured your
SiteWise Tutorial Device 1 asset and SiteWise Tutorial Device Fleet 1 asset:

aws iotsitewise describe-asset --asset-id your-asset-id

Use the following AWS CLI command to retrieve your assets' ID:

aws iotsitewise list-assets

Step 10: Visualize your data

Set up the open-source version of Grafana to visualize your wind farm device data. Grafana is a
visualization platform that displays your real-time operational data. These dashboards help you
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track operational efficiency and identify maintenance needs across your infrastructure. For more
information about integration, see Integrate AWS loT SiteWise with Grafana.

To setup Grafana

1.  Forinstructions to download and install the latest version of Grafana, see Install Grafana on
the official Grafana website.

2. For detailed configuration instructions specific to your operating system, see Configure
Grafana on the official Grafana website.

3. Configure the AWS loT SiteWise data source. This allows you to set up the AWS loT SiteWise
plugin on your Grafana server. For detailed instructions about how to use the plugin, see
Connect to an AWS loT SiteWise data source in the Amazon Managed Grafana User Guide.

/A Important

Ensure you have the latest version of Grafana for compatibility with the AWS loT SiteWise
data source.

After completing these steps, you can build and customize Grafana dashboards to display
your wind farm's operational metrics. This enables you to track and analyze your wind farm
performance at the edge in real time.

(® Note

While this tutorial uses the open-source version of Grafana, AWS also offers Amazon
Managed Grafana for production environments. Amazon Managed Grafana is a fully
managed service that eliminates the need to set up, configure, and maintain your own
Grafana servers.

Consider upgrading to Amazon Managed Grafana when you're ready to scale your solution.
For detailed instructions on how to connect your SiteWise data to Grafana, see the Visualize
and share data in Grafana tutorial.

You have completed the tutorial. In this procedure, you configured AWS IoT SiteWise Edge to
integrate third-party device data using an MQTT-enabled, V3 gateway. This setup allows you
to collect, process, and visualize industrial equipment data at the edge, reducing latency and

Step 10: Visualize your data 68


https://grafana.com/docs/grafana/latest/setup-grafana/installation/#install-grafana
https://grafana.com/docs/grafana/latest/setup-grafana/configure-grafana/#configure-grafana
https://grafana.com/docs/grafana/latest/setup-grafana/configure-grafana/#configure-grafana
https://docs.aws.amazon.com/grafana/latest/userguide/using-iotsitewise-in-AMG.html

AWS |oT SiteWise User Guide

operational costs. By using the wind farm demo, you collected and processed operational metrics
like CPU and memory usage data through your MQTT-enabled, V3 gateway.

To enhance your loT solution, consider exploring advanced features like anomaly detection by
leveraging Detect anomalies with Lookout for Equipment, or integrating with other AWS services
like Amazon QuickSight in the Amazon QuickSight User Guide for advanced analytics.

Step 11: Clean up resources after the tutorial

After you complete this tutorial about integrating data into AWS loT SiteWise Edge, clean up your
resources to avoid incurring additional charges.

To delete hierarchical assets in AWS loT SiteWise

—

Navigate to the AWS loT SiteWise console.

2. Inthe left navigation pane, choose Assets.

3. When you delete assets in AWS loT SiteWise, you must first disassociate them.

Complete the following steps to disassociate your device assets from your device fleet asset:

a. Choose your device fleet asset (SiteWise Tutorial Device Fleet 1).
b. Choose Edit.

c. Under Assets associated to this asset, choose Disassociate for each device asset
associated to this device fleet asset.

d. Choose Save.

® Note

The device assets are no longer organized as a hierarchy now.

Choose your device asset (SiteWise Tutorial Device 1).
Choose Delete.

In the confirmation dialog, enter Delete, and then choose Delete.

N o un &

Repeat steps 4 through 6 for each device asset and the device fleet asset (SiteWise Tutorial
Device Fleet 1).
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To delete hierarchical asset models in AWS loT SiteWise

Navigate to the AWS loT SiteWise console.

1
2. Delete your device and device fleet assets.

3. Inthe left navigation pane, choose Models.
4

Choose your device fleet asset model (SiteWise Tutorial Device Fleet Model). You can't delete
a model if you have assets that were created from that model.

When deleting hierarchical asset models, start by deleting the parent asset model first.
5. Choose Delete.
6. Inthe confirmation dialog, enter Delete, and then choose Delete.

7. Repeat steps 4 through 6 for your device asset model (SiteWise Tutorial Device Model).

To disable or delete a rule in AWS loT Core

1. Navigate to the AWS IoT console.

2. In the left navigation pane, choose Message routing, and then choose Rules.
3. Select your rule and choose Delete.

4. In the confirmation dialog, enter the name of the rule and then choose Delete.

To delete an Amazon S3 bucket

—

Navigate to the Amazon S3 console.

2. In the left navigation pane, choose General purpose bucket.

W

In the buckets list, select the option button next to the bucket you created, and then choose
Empty at the top of the page.

In the confirmation dialog, confirm the deletion, and then choose Empty.
After the bucket is empty, choose Delete to delete the bucket.

In the confirmation dialog, enter the name of your bucket to confirm deletion.

N o v bk

Choose Delete bucket.

To delete a SiteWise Edge gateway

1. Navigate to the AWS IoT SiteWise console.
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2. Inthe left navigation pane, choose Edge gateways.

3. Under Gateways, choose the gateway you created for this tutorial. For example, SiteWise
Tutorial Device Gateway.

4. Choose Delete.

To confirm you want to delete the gateway, type Delete in the confirmation dialog, and then
choose Delete in the window that appears.

To delete your loT thing

1. Navigate to the AWS IoT console.

2. Inthe left navigation pane, choose Manage, then choose Things.

3. Select the 10T thing you created for this tutorial. For example, SiteWiseTutorialDevicel.
4. Choose Delete.

5. In the confirmation dialog, enter the name of the thing, and then choose Delete.

To uninstall AWS loT Greengrass Core

Uninstall the AWS loT Greengrass Core software from your local device. For detailed instructions,
see Uninstall the AWS loT Greengrass Core software in the AWS IoT Greengrass Developer Guide,
Version 2.

/A Important

Uninstalling Greengrass removes all local configurations and data. Ensure you've backed up
any important information before proceeding.

(Optional) To delete third-party resources

After completing this tutorial, consider shutting down any external resources you created. This
helps to prevent incurring charges from third-party providers.

Additional resources

Refer to the following resources for more information:
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« Interact with other AWS services

« Use AWS loT SiteWise Edge gateways

» Troubleshooting a SiteWise Edge gateway

» Security best practices for AWS loT SiteWise

o AWS loT pricing

» Ingest data to AWS loT SiteWise

« Use tags in AWS loT SiteWise

Visualize and share data in Grafana

This tutorial guides you through configuring the AWS loT SiteWise data source plugin with Grafana,
a data visualization platform. With Grafana, you can create dashboards that visualize and monitor
your industrial data. In this tutorial, a sample dataset from a wind farm demonstration is used to
illustrate key concepts. After you become familiar with the process, you can repeat the tutorial with
your own data.

After you complete this tutorial, you can do the following:

» Collect, query, and analyze data from industrial equipment

« Create interactive Grafana dashboards to visualize asset performance metrics
« Monitor operational data through a unified interface

» Share insights with your team using Grafana's collaboration features

+« Combine AWS loT SiteWise data with other AWS data sources such as Amazon CloudWatch or
Amazon Timestream

Topics
» Prerequisites
» Step 1: Configure your Amazon Managed Grafana workspace

« Step 2: Add AWS loT SiteWise as a data source

» Step 3: Create a dashboard to explore and visualize your data

» (optional) Step 4: Set up alerts to monitor performance

« Step 5: Clean up resources after the tutorial
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« Additional resources

Prerequisites

To complete this tutorial, you need the following:

o An AWS account. If you don't have one, see Set up an AWS account.

« An AWS Identity and Access Management (IAM) user with administrator permissions. For detailed
instructions, see the section called "How AWS loT SiteWise works with IAM".

« A running AWS loT SiteWise demo.

(@ Note

This tutorial requires the use of resources created in the Use the AWS loT SiteWise demo.

You must complete it before proceeding with this tutorial.

The demo typically takes around 3 minutes to create. If the demo fails to create, it might
indicate insufficient permissions in your AWS account. In this case, switch to an account with
administrative access. For more information about required permissions, see How AWS loT
SiteWise works with IAM.

/A Important

Keep all demo resources until you complete this tutorial. Deleting any components might
disrupt the demo's functionality and affect your ability to display data in Grafana.

Step 1: Configure your Amazon Managed Grafana workspace

In this procedure, create and configure an Amazon Managed Grafana workspace to visualize your
wind farm data.

1. Signin to the Amazon Managed Grafana console.

2. Choose Create workspace.

3. Under Workspace details, enter a name for your workspace, such as
SiteWiseTutorialDemo.
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4.

Under Grafana version, choose the latest version. Choose this version for the most up-to-date
features and capabilities. For more information about different version sets, see Differences
between Grafana versions in the Amazon Managed Grafana User Guide.

Choose Next.

Under Authentication access, choose AWS IAM Identity Center.

« If AWS IAM Identity Center in your account isn't enabled, you will be prompted to set it up
first. For detailed instruction about how to set up user access, see Identity-based policy

examples for Amazon Managed Grafana in the Amazon Managed Grafana User Guide.

Under Permission type, choose Service managed. Amazon Managed Grafana automatically
creates and configures the necessary IAM roles and permissions for any AWS data sources
you choose to use in this workspace. For organizational member accounts, the Service
managed option is only available if the account is designated as a delegated administrator.
For information about setting up delegated administrator accounts, see Register a delegated

administrator member account in the AWS CloudFormation User Guide.

Under Workspace configuration options, take the following actions:

a. Select Turn Grafana alerting on. With this setting, you can create and manage alerts
through a centralized interface in your workspace. For more information, see Working with

Grafana alerting in the Amazon Managed Grafana User Guide.

b. Select Turn plugin management on. This allows you to install, update, and uninstall
plugins in your workspace. For more information, see Extend your workspace with plugins
in the Amazon Managed Grafana User Guide.

/A Important

Be sure to enable plugin management. If you don't select this option, you cannot add
AWS |oT SiteWise as a data source in the following step.

Under Network access control, choose Open access. You use demo data in this tutorial, so you
can make the workspace publically available.

« Open access — Allows your workspace to be publicly accessible.

» Restricted access - Limits access to specific IP ranges or VPC endpoints. For more
information, see How VPC connectivity works in the Amazon Managed Grafana User Guide.

10. Choose Next.
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11. Under the Service managed permission settings page, choose Current account to have
Amazon Managed Grafana automatically create policies and permissions for accessing AWS
data within your account.

12. Under Data sources, select AWS loT SiteWise. For more information, see Connect to an AWS

loT SiteWise data source in the Amazon Managed Grafana User Guide.

13. (Optional) Under Notification channels, select Amazon SNS to enable Grafana alerts to be
sent through Amazon SNS, This creates an IAM policy that allows publishing to Amazon SNS
topics with names starting with Grafana. You need to complete the notification channel setup
later in your Grafana console within the workspace.

14. Confirm the workspace details, and choose Create workspace. This process takes a couple of
minutes.

15. On the Authentication tab, under AWS IAM Identity Center. assign users or groups to your
workspace by doing the following:

o To assign the user who will manage AWS IloT SiteWise data, choose Assign new user
or group. Then choose Make admin from the Actions dropdown list to grant them
administrative privileges.

/A Important

To manage the Grafana workspace, you must assign the Admin role to at least one
user. This user will have full access to the Grafana workspace console.

You have now set up and configured your Grafana workspace. In the next step, you can add AWS
loT SiteWise as a data source and begin creating visualizations for your wind farm data. From
your workspace, you can query, visualize, and analyze your industrial data in real time. For more
information about Amazon Managed Grafana workspaces, see Use your Grafana workspace in the
Amazon Managed Grafana User Guide.

Step 2: Add AWS loT SiteWise as a data source

To help you visualize your data, Amazon Managed Grafana includes the AWS Data Sources plugin,
which simplifies the process of connecting to AWS services. This plugin comes pre-installed in your
workspace and provides a unified interface for discovering and configuring AWS resources as data
sources. For your wind farm visualization, you'll use this plugin to connect to AWS loT SiteWise.
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For more information, see Connect to an AWS loT SiteWise data source in the Amazon Managed
Grafana User Guide.

Before you can start querying your wind farm data, the AWS Data Sources plugin needs the
appropriate permissions to access your AWS loT SiteWise resources. These permissions were
automatically configured when you selected AWS loT SiteWise as a data source in the previous
step. For more information about plugin permissions, see Required permissions in the Amazon
Managed Grafana User Guide.

To connect AWS loT SiteWise to your Grafana workspace

1. Open the Amazon Managed Grafana console. In your workspace details page, choose the URL

displayed under Grafana workspace URL. The workspace URL opens the Grafana workspace
console login page.

2. Choose Sign in with AWS IAM Identity Center and enter your credentials. These credentials
only work if you responded to the email from Amazon Managed Grafana that prompted you to
create a password for IAM Identity Center.

3. In the left navigation pane, choose Apps, then AWS Data Sources, and then select the AWS
services tab.

4. Under AWS loT SiteWise, choose Install now to install the latest version of the AWS loT
SiteWise plugin.

5. Navigate to the Data sources tab, and select loT SiteWise as the service.

6. Under Default region, select the Region where you want to retrieve data from, for example,
US East (N. Virginia).

7. After specifying the parameters for the plugin, select Add data source.
8. Select Go to settings.

9. Under Connection details, select Save and test to verify that the service is working.

Step 3: Create a dashboard to explore and visualize your data

In this step, create a Grafana dashboard to visualize the demo wind farm data that you created
earlier. Dashboards help you monitor your data by displaying multiple visualizations in a single
view. You can use dashboards to track metrics, analyze patterns, and gain insights from your
industrial data. For more information, see Create your first dashboard in the Amazon Managed
Grafana User Guide.
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To create your first dashboard in Grafana

1.

In the left navigation pane, select Dashboards and then choose Create Dashboard to start
building your first dashboard.

Select Add visualization. This opens the panel editor where you can configure data sources,
queries, and visualization settings.

Under the Query tab, select the AWS loT SiteWise data source from the dropdown menu.

Under Query type, select Get property value aggregates from the dropdown menu to
retrieve aggregated values for asset properties over time.

Select Explore to view available assets in your hierarchy. From the Hierarchy tab, select Demo
Wind Farm Asset, and then select Demo Turbine Asset 1.

Under Property, select Average Power from the available properties. Select Run queries to
run the query so you can preview the output. The visualization will update to show the average
power data for Demo Turbine Asset 1.

In the right navigation pane, give the new panel a title, such as Turbine Demo 1 (Average
Power). Choose Apply to save your changes.

/A Warning

Whenever you make any changes to the dashboard, save the dashboard before
refreshing the page or navigating away. Otherwise, you will lose your progress.

In the top-right corner, select Save dashboard. You will be prompted to enter a name for your
dashboard, for example, SiteWise Wind Farm Demo Dashboard.

Choose Save.

For information about sharing dashboards, see Sharing dashboards and panels in the Amazon

Managed Grafana User Guide.

To add another panel to visualize the wind speed

1.
2.
3.

Select Add visualization to open a blank panel.
Under the Query tab, select the AWS IoT SiteWise data source from the dropdown menu.

Under Query type, select Get property value from the dropdown menu and under Asset,
select Demo Wind Farm Asset, then Demo Turbine Asset 1.
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4.

Under Property, select Wind Speed from the available properties. Select Run queries to
update the changes.

Under Visualization, select Gauge. Gauges work best for displaying single, real-time metrics
like wind speed.

In the right navigation pane, give the new panel a title, such as Turbine Demo 1 (Wind
Speed).

Under Standard options from the Panel options, select Unit. Choose Velocity, and then
choose meters/second (m/s).

Choose Apply to save your changes.

The following image displays what your Grafana dashboards might look like when you
complete this step.
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(optional) Step 4: Set up alerts to monitor performance

Alerts indicate state changes after they occur to identify performance issues with your industrial
equipment. For more information, see Amazon Managed Grafana alerting in the Amazon Managed

Grafana User Guide.
To set up alerts in Grafana

1. Under the Rule tab in the Turbine Demo 1 (Average Power), set Evaluate every to 5m
and For to 15m. This configuration evaluates the average power every 5 minutes and triggers
an alert if the condition persists for longer than 15 minutes.
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2. Under Conditions, select IS BELOW and enter 7,020 watts. This setting will notify you
if average turbine conditions fall below 7,020 watts for longer than 5 minutes. For more
information about creating alerts, see Alert rule fields in the Amazon Managed Grafana User
Guide.

You have completed the tutorial. In this procedure, you created a Grafana workspace and
configured it to visualize wind farm data from AWS loT SiteWise. You built an interactive dashboard
with multiple widget types, including a time-series graph for average power and a gauge for wind
speed. You also set up alerts to monitor turbine performance, enabling you to identify potential
issues before they disrupt production. You can continue to enhance your dashboard by adding
more visualizations, creating additional alerts, or connecting other AWS data sources to gain
deeper insights into your industrial operations.

Step 5: Clean up resources after the tutorial

After you complete this tutorial about visualizing data with Grafana, clean up your resources to
avoid incurring additional charges.

The AWS IoT SiteWise demo deletes itself after a week, or the number of days you chose if you
created the demo stack from the AWS CloudFormation console. You can delete the demo before if
you are done using the demo resources. You can also delete the demo if the demo fails to create.
Use the following steps to delete the demo manually.

(optional) To delete the AWS loT SiteWise demo

1. Navigate to the AWS CloudFormation console.

2. Choose loTSiteWiseDemoAssets from the list of Stacks.

3. Choose Delete.

When you delete the stack, all of the resources created for the demo are deleted.

4. In the confirmation dialog, choose Delete stack.

The stack takes around 15 minutes to delete. If the demo fails to delete, choose Delete in
the upper-right corner again. If the demo fails to delete again, follow the steps in the AWS
CloudFormation console to skip the resources that failed to delete, and try again.

For more information, see Delete the AWS loT SiteWise demo.
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If you delete an Amazon Managed Grafana, all the configuration data for that workspace is also
deleted. This includes dashboards, data source configuration, alerts, and snapshots.

To delete an Amazon Managed Grafana workspace

1. Open the Amazon Managed Grafana console.

In the left navigation pane, choose the menu icon.
Choose All workspaces.
Choose the name of the workspace that you want to delete.

Choose Delete.

o v A WN

To confirm the deletion, enter the name of the workspace and choose Delete.

® Note

This procedure deletes a workspace. Other resources may not be deleted. For example,
IAM roles that were in use by the workspace are not deleted (but may be unlocked if
they are no longer in use).

For more information, see Delete an Amazon Managed Grafana workspace in the Amazon Managed
Grafana User Guide.

Additional resources

For more information about visualizing data, see the following resources:

« Troubleshooting Amazon Managed Grafana identity and access in the Amazon Managed Grafana
User Guide

« Security best practices in the Amazon Managed Grafana User Guide

 Integrate AWS loT SiteWise with Grafana

» Process and visualize data with SiteWise Edge and open-source tools

« Users, teams, and permissions in the Amazon Managed Grafana User Guide

« Amazon Managed Grafana permissions and policies for AWS data sources in the Amazon
Managed Grafana User Guide
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Visualize and share wind farm data in SiteWise Monitor

This tutorial explains how to use AWS loT SiteWise Monitor to visualize and share industrial data
through managed web applications, known as portals. Each portal encompasses projects, providing
you with the flexibility to choose which data is accessible within each project. Then, specify people
in your organization that can access each portal. Your users sign in to portals using AWS IAM
Identity Center accounts, so you can use your existing identity store or a store managed by AWS.

You, and your users with sufficient permissions, can create dashboards in each project to visualize
your industrial data in meaningful ways. Then, your users can view these dashboards to quickly
gain insights into your data and monitor your operation. You can configure administrative or read-
only permissions to each project for every user in your company. For more information, see Monitor
data with AWS loT SiteWise Monitor.

Throughout the tutorial, you enhance the AWS loT SiteWise demo, providing a sample dataset
for a wind farm. You configure a portal in SiteWise Monitor, create a project, and dashboards to
visualize the wind farm data. The tutorial also covers the creation of additional users, along with
the assignment of permissions to own or view the project and its associated dashboards.

(® Note

When you use SiteWise Monitor, you're charged per user that signs in to a portal (per
month). In this tutorial, you create three users, but you only need to sign in with one user.
After you complete this tutorial, you incur charges for one user. For more information, see
AWS |oT SiteWise Pricing.

Topics

« Prerequisites
» Step 1: Create a portal in SiteWise Monitor

» Step 2:Sign in to a portal

» Step 3: Create a wind farm project

» Step 4: Create a dashboard to visualize wind farm data

» Step 5: Explore the portal

« Step 6: Clean up resources after the tutorial
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Prerequisites

To complete this tutorial, you need the following:

o An AWS account. If you don't have one, see Set up an AWS account.

» A development computer running Windows, macOS, Linux, or Unix to access the AWS
Management Console. For more information, see What is the AWS Management Console?.

o An AWS Identity and Access Management (IAM) user with administrator permissions.

o A running AWS loT SiteWise wind farm demo. When you set up the demo, it defines models
and assets in AWS loT SiteWise and streams data to them to represent a wind farm. For more
information, see Use the AWS loT SiteWise demo.

« If you enabled IAM Identity Center in your account, sign in to your AWS Organizations
management account. For more information, see AWS Organizations terminology and concepts.

If you haven't enabled IAM Identity Center, you will enable it in this tutorial and set your account
as the management account.

If you can't sign in to your AWS Organizations management account, you can partially complete
the tutorial as long as you have an IAM Identity Center user in your organization. In this case,
you can create the portal and dashboards, but you can't create new IAM Identity Center users to
assign to projects.

Step 1: Create a portal in SiteWise Monitor

In this procedure, you create a portal in AWS loT SiteWise Monitor. Each portal is a managed web
application that you and your users can sign in to with AWS IAM Identity Center accounts. With IAM
Identity Center, you can use your company's existing identity store or create one managed by AWS.
Your company's employees can sign in without creating separate AWS accounts.

To create a portal

1. Signin to the AWS loT SiteWise console.

2. Review the AWS loT SiteWise endpoints and quotas where AWS loT SiteWise is supported and
switch Regions, if needed. You must run the AWS loT SiteWise demo in the same Region.

3. In the left navigation pane, choose Portals.

4. Choose Create portal.
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5. If you already enabled IAM Identity Center, skip to step 6. Otherwise, complete the following
steps to enable IAM Identity Center:

a. On the Enable AWS IAM Identity Center (SSO) page, enter your Email address, First
name, and Last name to create an IAM Identity Center user for yourself to be the portal
administrator. Use an email address you can access so that you can receive an email to set
a password for your new IAM Identity Center user.

In a portal, the portal administrator creates projects and assigns users to projects. You can
create more users later.

AWS loT SiteWise Monitor Portals Create portal
Step 1 = =
e sco Enable AWS Single Sign-On (SSO)
) AWS loT SiteWise Monitor requires SSO to create a portal and invite users. Create your first user below to enable AWS
S Single-Sign On. Later in this process, you'll have the opportunity to create other users by using the AWS SSO console.
Learn more [
Step 3

Create a user

Email address

john.doe@example.com

First name Last name
Upon creation this application will enable AWS Organizations and Single Sign-On. Learn more E

Cancel @

b. Choose Create user.

6. On the Portal configuration page, complete the following steps:

a. Enter a name for your portal, such as WindFarmPortal.

b. (Optional) Enter a description for your portal. If you have multiple portals, use meaningful
descriptions to keep track of what each portal contains.

c. (Optional) Upload an image to display in the portal.

d. Enter an email address that portal users can contact when they have an issue with the
portal and need help from your company's AWS administrator to resolve it.

e. Choose Create portal.

Step 1: Create a portal in SiteWise Monitor 84



AWS |oT SiteWise User Guide

7. On the Invite administrators page, you can assign IAM Identity Center users to the portal as
administrators. Portal administrators manage permissions and projects within a portal. On this
page, do the following:

a.

C.

Select a user to be the portal administrator. If you enabled IAM Identity Center earlier in
this tutorial, select the user that you created.

AWS loT SiteWise Monitor Portals Create portal

Step 1

Invite administrators

Select the users that you want to be portal administrators. When invited, portal administrators control users’ access to the

Step 2
operational data of your Sitewise assets. Learn more [}

Invite administrators

Send invite to selected users |

Step 3

Q 1 > @
2 Display name Email
‘ John Doe john.doe@example.com ‘

» Selected users (1)

Cancel @

(Optional) Choose Send invite to selected users. Your email client opens, and an
invitation appears in the message body. You can customize the email before you send it to
your portal administrators. You can also send the email to your portal administrators later.
If you're trying SiteWise Monitor for the first time and will be the portal administrator, you
don't need to email yourself.

Choose Next.

8. On the Assign users page, you can assign IAM Identity Center users to the portal. Portal
administrators can later assign these users as project owners or viewers. Project owners can
create dashboards in projects. Project viewers have read-only access to the projects that
they're assigned. On this page, you can create IAM Identity Center users to add to the portal.

(@ Note

If you aren't signed in to your AWS Organizations management account, you can't
create IAM Identity Center users. Choose Assign users to create the portal without
portal users, and then skip this step.
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On this page, do the following:
a. Complete the following steps twice to create two IAM Identity Center users:

i. Choose Create user to open a dialog box where you enter details for the new user.

ii. Enter an Email address, First name, and Last name for the new user. IAM Identity
Center sends the user an email for them to set their password. If you want to sign in
to the portal as these users, choose an email address that you can access. Each email
address must be unique. Your users sign in to the portal using their email address as
their usernames.

Create user X

Create a new AWS user. You can assign this user access to AWS applications and services

Email address

mary.major@example.com

First name Last name

Cancel @

iii. Choose Create user.

b. Select the two IAM Identity Center users that you created in the previous step.

Step 1: Create a portal in SiteWise Monitor
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C.

AWS loT SiteWise Maonitor Paortals WindFarmPortal Assign users

Assign users

uses

Q 1> @
= Display name Email
John Doe john.doe@example.com
Mary Major mary.major@example.com
Mateo Jackson mateo.jackson@example.com

» Selected users (2)

Cancel @

Choose Assign users to add these users to the portal.

The portals page opens with your new portal listed.

Step 2: Sign in to a portal

In this procedure, you sign in to your new portal using the AWS IAM Identity Center user that you
added to the portal.

To sign in to a portal

1. On the Portals page, choose your new portal's Link to open your portal in a new tab.

AWS loT SiteWise Monitor Portals

Your employees can use web portals to access your AWS loT SiteWise asset data. This lets them analyze your operation and draw insights. You configure who has access to

each portal.

Q 1 ©

Name v Link Date last modified ¥ Date created ¥ Status ¥

WindFarmPortal Tips://a1b2c3d4-5678-90ab-cdef-11111 EXANPLE.app.@; 04-28-2020 04-20-2020 @® Active

Step 2:
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2.

If you created your first IAM Identity Center user earlier in the tutorial, use the following steps
to create a password for your user:

a. Check your email for the subject line Invitation to join AWS IAM Identity Center.

b. Open that invitation email and choose Accept invitation.

c. Inthe new window, set a password for your IAM Identity Center user.

If you want to sign in later to the portal as the second and third IAM Identity Center users that
you created earlier, you can also complete these steps to set passwords for those users.

® Note

If you didn't receive an email, you can generate a password for your user in the IAM
Identity Center console. For more information, see Reset the IAM Identiy Center user
password for an end user in the AWS IAM Identity Center User Guide.

Enter your IAM Identity Center Username and Password. If you created your IAM Identity
Center user earlier in this tutorial, your Username is the email address of the portal
administrator user that you created.

All portal users, including the portal administrator, must sign in with their IAM Identity Center
user credentials. These credentials are typically not the same credentials that you use to sign in
to the AWS Management Console.
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dWs

Please log in with your d-a1b2c3d4e5 credentials

Username

john doe@example. com

Password

Forgot Password?

4. Choose Signin.

Your portal opens.

Step 3: Create a wind farm project

In this procedure, you create a project in your portal. Projects are resources that define a set

of permissions, assets, and dashboards, which you can configure to visualize asset data in that
project. With projects, you define who has access to which subsets of your operation and how those
subsets' data is visualized. You can assign portal users as owners or viewers of each project. Project
owners can create dashboards to visualize data and share the project with other users. Project
viewers can view dashboards but not edit them. For more information about roles in SiteWise
Monitor, see SiteWise Monitor roles.

To create a wind farm project

1. In the left navigation pane in your portal, choose the Assets tab. On the Assets page, you can
explore all assets available in the portal and add assets to projects.

2. In the asset browser, choose Demo Wind Farm Asset. When you choose an asset, you can
explore that asset's live and historical data. You can also press Shift to select multiple assets
and compare their data side-by-side.
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3. Choose Add asset to project in the upper left. Projects contain dashboards that your portal
users can view to explore your data. Each project has access to a subset of your assets in AWS
loT SiteWise. When you add an asset to a project, all users with access to that project can also
access data for that asset and its children.

Assets
q:Add asset to projectj) Last 10 minutes ®LIVE ¥ Jul 30, 2020 10:31:58 AM Jul 30, 2020 10:41:58 AM POT W
Demo Wind Farm Asset
Assets
Your devices, equipment, and processes are each .
represented as assets. Learn more [ Attributes
Attributes are asset properties that typically don't change
All portal assets v
Code Location Reliability Manager
— 300 Renton Mary Major
T
Demo Turbine Asset 1

4. Inthe Add asset to project dialog box, choose Create new project, and then choose Next.

Add asset to project X

Selected node and all of its descendant assets will be added ~ >Slect Project or create new project
to the project. © Create new project

Select existing project
» &) Demo Wind Farm Asset

Cancel "

5. In the Create new project dialog box, enter a Project name and Project description for your

project, and then choose Add asset to project.
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Create new project

Project name

The project name can have up to 256 characters.

Project description

A project that contains dashboards for wind farm #1.

The project description can have up to 2048 characters.

i

Cancel 1 Add asset to project P

Your new project's page opens.

6. On the project's page, you can add portal users as owners or viewers of this project.

(® Note

If you aren't signed in to your AWS Organizations management account, you might not

have portal users to assign to this project, so you can skip this step.

On this page, do the following:

a. Under Project owners, choose Add owners or Edit users.

Project owners

Project owners can create dashboards, view asset data, and invite other users to this project as owners or viewers.

Name A Email

You have not invited any other portal users to own this project.

Project owners can modify and update dashboards and project viewers. Learn more [

Creomen D

Cooromen D

1

b. Choose the user to add as a project owner (for example, Mary Major), and then choose the

>> jcon.
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Project owners X
Select the portal users you want to be project owners. Learn more [
Portal users Project owners (0)
1 > 1
2 Name Email Name Email
Mateo Jackson mateo.jackson@example.com
No results
| i .maj . f
NET AT TEEAI NG S We could not find any available users
John Doe john.doe@example.com

Cancel @

c. Choose Save.

Your IAM ldentity Center user Mary Major can sign in to this portal to edit the dashboards
in this project and share this project with other users in this portal.

d. Under Project viewers, choose Add viewers or Edit users.

e. Choose the user to add as a project viewer (for example, Mateo Jackson), and then choose
the >> icon.

f. Choose Save.
Your IAM Identity Center user Mateo Jackson can sign in to this portal to view, but not

edit, the dashboards in the wind farm project.

Step 4: Create a dashboard to visualize wind farm data

In this procedure, you create dashboards to visualize the demo wind farm data. Dashboards contain
customizable visualizations of your project's asset data. Each visualization can have a different
type, such as a line chart, bar chart, or key performance indicator (KPI) display. You can choose
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the visualization type that works best for your data. Project owners can edit dashboards, whereas
project viewers can only view dashboards to gain insights.

To create a dashboard with visualizations

1.  On your new project's page, choose Create dashboard to create a dashboard and open its edit
page.

In a dashboard's edit page, you can drag asset properties from the asset hierarchy to the
dashboard to create visualizations. Then, you can edit each visualization's title, legend titles,
type, size, and location in the dashboard.

2. Enter a name your dashboard.

WindFarmPortal Projects Wind Farm 1 New dashboard _
Cancel Save dashboard
ind Farm Dashboar

Last 10 minutes

¥ Demo Wind Farm Asset

Demo Turbine Asset 1

Deme Turhine Asset 2

3. Drag Total Average Power from the Demo Wind Farm Asset to the dashboard to create a
visualization.

WindFarmPortal Projects Wind Farm 1 New dashboard ]
Wind Farm Dashboard
¥ Demo Wind Farm Asset
Last 10 minutes
Demo Turbine Asset 1
r - W = T swm _l Demao Turbine Asset 2

Demo Turbine Asset 3

Demo Turbine Asset 4

Properties for "Demo Wind Farm
Asset"

- - — —— — — — — — — Code 300

>

Total Overdrive State Time 0
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4.

5.

Choose Demo Turbine Asset 1 to show properties for that asset, and then drag Wind Speed to
the dashboard to create a visualization for wind speed.

WindFarmPortal Projects Wind Farm 1 New dashboard T
Wind Farm Dashboard
¥ Demo Wind Farm Asset
Last 10 minutes
I_ el e j Demo Turbine Asset 2
Total Average Po... |0 £ 1 X
Demo Turbine Asset 3
26,000 | |
25,500 | | Demo Turbine Asset 4
25,000
24500 | | Properties for "Demo Turbine Asset
24000 e 1
—
22,500 — Wind Speed  afo 14.753
23.000 | = | Overdrive State 0
22 500 | |
22,000 : . 0
0920 09:25 | | Overdrive State Time o
= Total Average Power (Demo Wind Farm 97.145
Asset) | | RotationsPerMinute Ry
23420 watts
| | RotationsPerSecond 4‘524&_'_7_
Torque (KiloNewton Meter) 2'52.6?_
Torque (Newton Meter) 2525.‘_7
Wind Direction 7?587

Add Wind Speed to the new wind speed visualization for each Demo Turbine Asset 2, 3, and 4
(in that order).

Your Wind Speed visualization should look similar to the following screenshot.
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30

Wind Speed

M———m

09:20

= Wind Speed (Demo Turbine Asset 1)
16.4 m/s

Wind Speed (Demo Turbine Asset 2)
27.5m/s

09:25

6. Repeat steps 4 and 5 for the wind turbines' Torque (KiloNewton Meter) properties to create a
visualization for wind turbine torque.

7. Choose the visualization type icon for the Torque (KiloNewton Meter) visualization, and then
choose the bar chart icon.
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2.0
15
1.0
0.

0.0

09:20 09:25

h

= Torgue (KiloNewton Meter) (Demo
Turbine Asset 1)

2.57 knm

Torque (KiloNewton Meter) (Demo
Turhina Accat 21

8. Repeat steps 4 and 5 for the wind turbines' Wind Direction properties to create a visualization
for wind direction.

9. Choose the visualization type icon for the Wind Direction visualization, and then choose the
KPI chart icon (30%).
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| visualization

Wind Speed (Demo Wind Speed (Demo
______ TurbineAsset1) ~ TurbineAsset2)
16.4 m,/s 27.5 m/s
A1.9% N 0%
Wind Speed (Demo Wind Speed (Demo
______ TurbineAsset3) ~  TurbineAssetd)
25.4 m,/s 21 .8 m/s
A0.4% N 0.4%
Latest Values

10. (Optional) Make other changes to each visualization's title, legend titles, type, size, and
location as needed.

11. Choose Save dashboard in the upper right to save your dashboard.

Your dashboard should look similar to the following screenshot.
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WindFarmPortal Projects Wind Farm 1

Total Average Power

30,000
28,000
26,000
24,000
22,000
20,000
18,000
16,000
14,000
12,000
10,000
05:50 09:55

— Total Average Power (Demo Wind Farm Asset)
19171 watts

Torque (KiloNewton Meter)

3.0

=

a
=)

n

=

=
n

=]

05:50 09:55

= Torgue (KiloNewton Meter) (Demo Turbine Asset 1)
2.54 knm

Torque (KiloNewton Meter) (Demo Turbine Asset 2)
1.22 knm

Wind Farm Dashboard

Wind Farm Dashboard Last 10 minutes s LIve

0

v

Jul 31, 2020 5:48:09 AM

Wind Speed

30
25

20

1= wwww
WW

05:50 09:55

— Wind Speed (Demo Turbine Asset 1)
8.84 m/=

Wind Speed (Demo Turbine Asset 2)
28.6 m/s

Wind Speed

Wind Speed (Demo Turbine Asset 1) Wind Speed (Demo Turbine Asset 2)

1 5.6 m/s 28 mfs
A9.7% 20.4%

Wind Speed (Demo Turbine Asset 3) Wind Speed (Demo Turbine Asset 4)

27.8 m/s 1 9.7 m/s
A1.6% N0.1%

Latest Values

Jul 31, 2020 5:58:09 AM FOT W = Edit

12. (Optional) Create an additional dashboard for each wind turbine asset.

As a best practice, we recommend that you create a dashboard for each asset so that your
project viewers can investigate any issues with each individual asset. You can only add up to
5 assets to each visualization, so you must create multiple dashboards for your hierarchical

assets in many scenarios.

A dashboard for a demo wind turbine might look similar to the following screenshot.
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WindFarmPortal Projects Wind Farm 1 Turbine 1
TLIrbiI"IE 1 Last 30 minutes eLIVE W Jul 31, 2020 5:40:42 AM Jul 31,2020 10:10:42 AM PDT W [ Edit
RotationsPerMinute Torque (KiloNewton Meter)
28.0 280
27.8 275
274 o
7.2 B /\ 265
27.0 ™ ff_\ 2,60 7 S
/ B} F
26.8 -~ 255 TN _J £
00 B 2.50 :
26.4 \/
262 245
26.
09:45 09:50 09:55 10 AM 10:05 10:10 09:45 09:50 09:55 10 AM 10:05 10:10
— RotationsPerMinute (Demo Turbine Asset 1) — Torque (KiloNewton Meter) (Demo Turbine Asset 1)
26.9 rPM 2.59 km
Wind Speed Average Wind Speed

16 Average Wind Speed (Demo Turbine Average Power (Demo Turbine Asset
—— Asset 1) 1)
14wt

/ 1 1 .8 m/s 7295 Watts

A29.1% 20.6%

Wind Direction (Demo Turbine Asset Overdrive State Time (Demo Turbine

5 5 A 5 1) Asset 1)
09:45 09:50 09:55 10 AM 10:05 10:10
— Wind Speed (Demo Turbine Asset 1) 1 5.8 Degrees 0 Seconds
14.9 m/=
A35.4% - NaN%

13. (Optional) Change the timeline or select data points on a visualization to explore the data
in your dashboard. For more information, see Viewing dashboards in the AWS IoT SiteWise

Monitor Application Guide.

Step 5: Explore the portal

In this procedure, you can explore the portal as a user with fewer permissions than an AWS loT
SiteWise portal administrator.
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To explore the portal and finish the tutorial

o (Optional) If you added other users to the project as owners or viewers, you can sign in to the
portal as these users. This lets you explore the portal as a user with fewer permissions than a
portal administrator.

/A Important

You're charged for each user that signs in to a portal. For more information, see AWS
loT SiteWise Pricing.

To explore the portal as other users, do the following:

a. Choose Log out in the bottom left of the portal to exit the web application.

b. Choose Sign out in the upper right of the IAM Identity Center application portal to sign
out of your IAM ldentity Center user.

¢. Signin to the portal as the IAM Identity Center user that you assigned as a project owner
or project viewer. For more information, see Step 2: Sign in to a portal.

You've completed the tutorial. When you finish exploring your demo wind farm in SiteWise
Monitor, follow the next procedure to clean up your resources.

Step 6: Clean up resources after the tutorial

After you complete the tutorial, you can clean up your resources. You aren't charged for AWS loT
SiteWise if users don't sign in to your portal, but you can delete your portal and AWS IAM Identity
Center directory users. Your demo wind farm assets are deleted at the end of the duration that you
chose when you created the demo, or you can delete the demo manually. For more information,
see Delete the AWS loT SiteWise demo.

Use the following procedures to delete your portal and 1AM Identity Center users.
To delete a portal

1. Navigate to the AWS IoT SiteWise console.

2. Inthe left navigation pane, choose Portals.

3. Choose your portal, WindFarmPortal, and then choose Delete.
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When you delete a portal or project, the assets associated to deleted projects aren't affected.

AWS |oT SiteWise Monitor Portals

P ——
Portals (1) (I Delete :D| View details ‘
e ——

Web portals grant access to your loT SiteWise or loT Core device data to analyze data and draw insights. You configure access to each portal. Learn more [4

Q 1 @
Name v Link Date last modified v Date created v
‘ @ WindFarmPortal https://a1b2c3d4-5678-90ab-cdef-11111EXAMPLE app.iotsitewise.aws [ 02-21-2020 02-21-2020

4. Inthe Delete portal dialog box, choose Remove administrators and users.

Delete portal X

You must remove administrators and users from this portal before deleting it.

Remove administrators and users

This can take up to 5 minutes.

To confirm deletion, type delete in the field.

Cancel

5. Enter delete to confirm deletion, and then choose Delete.

Delete portal X

You must remove administrators and users from this portal before deleting it.

& Successfully removed all administrators and users

To confirm deletion, type delete in the field.

Cancel @

To delete IAM Identity Center users

1. Navigate to the IAM Identity Center console.

2. In the left navigation pane, choose Users.
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3.

Select the check box for each user to delete, and then choose Delete users.

Dashboard « AWSSSO > Users
AWS accounts U sers
Applications

Users listed here can sign in to the user portal to access any AWS accounts or applications that you have assigned to them. Learn more

Users
Groups

Settings Display name hd
+ Display name Username Status
John Doe john doe@example.com Enabled
Mary Major mary.major@example.com Enabled
Mateo Jackson mateo.jackson@example.com Enabled

Q
&

In the Delete users dialog box, enter DELETE, and then choose Delete users.

b
Delete users

Deleting the following users will remove access to AWS accounts and applications.

This action cannot be undone.

Display name Username

John Doe john.doe@example.com

Mary Major mary. major@example.com
Mateo Jackson mateo.jackson@example.com

Are you sure you want to delete these users?
Type 'DELETE' to confirm

Cancel (G ECRTEL0

Publish property value updates to Amazon DynamoDB

This tutorial introduces a convenient way to store your data by using Amazon DynamoDB, making
it easier to access historical asset data without repeatedly querying the AWS IoT SiteWise API. After
you complete this tutorial, you can create custom software that consumes your asset data, such

Publish to Amazon DynamoDB
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as a live map of wind speed and direction over an entire wind farm. If you want to monitor and
visualize your data without implementing a custom software solution, see Monitor data with AWS
loT SiteWise Monitor.

In this tutorial, you build on the AWS loT SiteWise demo that provides a sample set of data for a
wind farm. You configure property value updates from the wind farm demo to send data, through
AWS loT Core rules, to a DynamoDB table that you create. When you enable property value
updates, AWS loT SiteWise sends your data to AWS loT Core in MQTT messages. Then, define AWS
loT Core rules that perform actions, such as the DynamoDB action, depending on the contents of
those messages. For more information, see Interact with other AWS services.

Topics

« Prerequisites
« Step 1: Configure AWS loT SiteWise to publish property value updates

o Step 2: Create a rule in AWS IloT Core

« Step 3: Configure the DynamoDB rule action

» Step 4: Explore data in DynamoDB

» Step 5: Clean up resources after the tutorial

Prerequisites

To complete this tutorial, you need the following:

« An AWS account. If you don't have one, see Set up an AWS account.

« A development computer running Windows, macQS, Linux, or Unix to access the AWS
Management Console. For more information, see What is the AWS Management Console?

« An IAM user with administrator permissions. For detailed instructions, see the section called
“How AWS loT SiteWise works with IAM",

« A running AWS loT SiteWise wind farm demo. When you set up the demo, it defines models
and assets in AWS loT SiteWise and streams data to them to represent a wind farm. For more
information, see Use the AWS loT SiteWise demo.
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Step 1: Configure AWS loT SiteWise to publish property value updates

In this procedure, you enable property value notifications on your demo turbine assets' Wind
Speed properties. After you enable property value notifications, AWS loT SiteWise publishes each
value update in an MQTT message to AWS loT Core.

To enable property value update notifications on asset properties

1. Signin to the AWS loT SiteWise console.

2. Review the AWS IoT SiteWise endpoints and quotas where AWS IoT SiteWise is supported
and switch AWS Regions, if necessary. Switch to a Region where you're running the AWS loT
SiteWise demo.

In the left navigation pane, choose Assets.

Choose the arrow next to Demo Wind Farm Asset to expand the wind farm asset's hierarchy.
Choose a demo turbine and choose Edit.

Choose Measurements.

Update the Wind Speed property's MQTT Notification status to ACTIVE.

Choose Save at the bottom of the page.

Repeat steps 5 through 7 for each demo turbine asset.

2 0 ® N U AW

©

Choose a demo turbine (for example, Demo Turbine Asset 1).

—
—

. Choose Measurements.

_
N

. Choose the copy icon next to the Wind Speed property to copy the notification topic to your
clipboard. Save the notification topic to use later in this tutorial. You only need to record the
notification topic from one turbine.

The notification topic should look like the following example.

$aws/sitewise/asset-models/alb2c3d4-5678-90ab-cdef-11111EXAMPLE/
assets/alb2c3d4-5678-90ab-cdef-22222EXAMPLE/properties/alb2c3d4-5678-90ab-
cdef-33333EXAMPLE

Step 2: Create a rule in AWS loT Core

In this step, create a rule in AWS loT Core that parses the property value notification messages
and inserts data into an Amazon DynamoDB table. AWS loT Core rules parse MQTT messages and
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perform actions based on the contents and topic of each message. Then, you create a rule with a
DynamoDB action to insert data to a DynamoDB table that you create as part of this tutorial.

To create a rule with a DynamoDB action

1. Navigate to the AWS loT console.

In the left navigation pane, choose Message routing, and then choose Rules.

Choose Create rule.

Under Specify rule properties, enter a name and description for the rule.

Lok W

Find the notification topic that you saved earlier in this tutorial.

$aws/sitewise/asset-models/alb2c3d4-5678-90ab-cdef-11111EXAMPLE/
assets/alb2c3d4-5678-90ab-cdef-22222EXAMPLE /properties/alb2c3d4-5678-90ab-
cdef-33333EXAMPLE

Replace the asset ID (the ID after assets/) in the topic with a +. This selects the wind speed
property for all demo wind turbine assets. The + topic filter accepts all nodes from a single
level in a topic. Your topic should look like the following example.

$aws/sitewise/asset-models/alb2c3d4-5678-90ab-cdef-11111EXAMPLE/assets/+/
properties/alb2c3d4-5678-90ab-cdef-33333EXAMPLE

6. Enter the following rule query statement. Replace the topic in the FROM section with your
notification topic.

SELECT
payload.assetId AS asset,
(SELECT VALUE (value.doubleValue) FROM payload.values) AS windspeed,
timestamp() AS timestamp

FROM

'$aws/sitewise/asset-models/alb2c3d4-5678-90ab-cdef-11111EXAMPLE/assets/+/
properties/alb2c3d4-5678-90ab-cdef-33333EXAMPLE"
WHERE

type = 'PropertyValueUpdate'

7. Under Rule actions, navigate to Action 1.

8. On the Select an action page, choose DynamoDBv2. This splits the message into multiple
columns of a DynamoDB table
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9. Under Table name, choose Create new table. You create an Amazon DynamoDB table to
receive wind speed data from the rule action.

10. Under Table name in the DynamoDB console enter a name for your table.

11. For Partition key, do the following:

a. Enter timestamp as the partition key.

b. Choose the Number type.

c. Select the Add sort key check box.

d. Enter asset as the sort key, and leave the default sort key type of String.
12. Choose Create table.
13. Return to the tab with the Configure action page.

14. On the Attach rule action page, refresh the Table name list, and choose your new DynamoDB
table you created in the previous step.

Step 3: Configure the DynamoDB rule action

In this step, configure the Amazon DynamoDB rule action to insert data from property value
updates to your new DynamoDB table.

To configure the DynamoDB rule action

1. Choose Create role to create an IAM role that grants AWS loT Core access to perform the rule
action.

2. Enter arole name, for example, WindSpeedDataRole. Choose Create role.
Choose Next.

4. Choose Create at the bottom of the page to finish creating the rule.

Your demo asset data should start appearing in your DynamoDB table.

Step 4: Explore data in DynamoDB
In this step, explore the demo assets' wind speed data in your new Amazon DynamoDB table.
To explore asset data in DynamoDB

1. Return to the tab with the DynamoDB table open.
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2. Inthe table you created earlier, choose the Explore table items tab to view the data in the
table. Refresh the page if you don't see rows in the table. If rows don't appear after a few
minutes, see Troubleshoot a rule (DynamoDB).

3. Inarow in the table, choose the edit icon to expand the data.

4. Choose the arrow next to the windspeed structure to expand the list of wind speed data
points. Each list reflects a batch of wind speed data points sent to AWS loT SiteWise by the
wind farm demo. You might want a different data format if you set up a rule action for your
own use. For more information, see Query asset property notifications in AWS loT SiteWise.

Now that you have completed the tutorial, disable or delete the rule and delete your DynamoDB
table to avoid incurring additional charges. To clean up your resources, see Step 5: Clean up

resources after the tutorial.

Step 5: Clean up resources after the tutorial

After you complete the tutorial, clean up your resources to avoid incurring additional charges. Your
demo wind farm assets are deleted at the end of the duration that you chose when you created the
demo. You can also delete the demo manually.

The AWS loT SiteWise demo deletes itself after a week, or the number of days you chose if you
created the demo stack from the AWS CloudFormation console. You can delete the demo before if
you are done using the demo resources. You can also delete the demo if the demo fails to create.
Use the following steps to delete the demo manually.

(optional) To delete the AWS loT SiteWise demo

1. Navigate to the AWS CloudFormation console.

2. Choose loTSiteWiseDemoAssets from the list of Stacks.

3. Choose Delete.

When you delete the stack, all of the resources created for the demo are deleted.
4. In the confirmation dialog, choose Delete stack.
The stack takes around 15 minutes to delete. If the demo fails to delete, choose Delete in

the upper-right corner again. If the demo fails to delete again, follow the steps in the AWS
CloudFormation console to skip the resources that failed to delete, and try again.
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For more information, see Delete the AWS loT SiteWise demo.

Use the following procedures to disable property value update notifications (if you didn't delete
the demo), disable or delete your AWS loT rule, and delete your DynamoDB table.

To disable property value update notifications on asset properties

No v kA wWwDNd =

Navigate to the AWS loT SiteWise console.

In the left navigation pane, choose Assets.

Choose the arrow next to Demo Wind Farm Asset to expand the wind farm asset's hierarchy.
Choose a demo turbine and choose Edit.

Update the Wind Speed property's Notification status to INACTIVE.

Choose Save asset at the bottom of the page.

Repeat steps 4 through 6 for each demo turbine asset.

To disable or delete a rule in AWS loT Core

]
2
3.
4

Navigate to the AWS IoT console.

In the left navigation pane, choose Message routing and then choose Rules.
Select your rule and choose Delete.

In the confirmation dialog, enter the name of the rule and then choose Delete.

To delete a DynamoDB table

]
2
3.
4
5

Navigate to the DynamoDB console.

In the left navigation pane, choose Tables.
Choose the table you created earlier, for example, WindSpeedData.
Choose Delete.

In the confirmation dialog, enter confirm to delete the table.
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Ingest data to AWS loT SiteWise

AWS loT SiteWise is designed to efficiently collect and correlate industrial data with corresponding
assets, representing various aspects of industrial operations. This documentation focuses on the
practical aspects of ingesting data into AWS loT SiteWise, offering multiple methods tailored to
diverse industrial use cases. For instructions to build your virtual industrial operation, see Model
industrial assets.

You can send industrial data to AWS loT SiteWise using any of the following options:

o AWS loT SiteWise Edge-Use SiteWise Edge gateway as an intermediary between AWS loT

SiteWise and your data servers. AWS loT SiteWise provides AWS loT Greengrass components
that you can deploy on any platform that can run AWS IoT Greengrass to set up a SiteWise Edge
gateway. This option supports linking with OPC UA server protocol.

o AWS loT SiteWise API-Use the AWS loT SiteWise API to upload data from any other source.
Use our streaming BatchPutAssetPropertyValue API for ingestion within seconds, or the batch-

oriented CreateBulklmportJob API to facilitate cost-effective ingestion in larger batches.

o AWS loT Core rules-Use AWS loT Core rules to upload data from MQTT messages published by
an AWS loT thing or another AWS service.

« AWS loT Events actions-Use AWS loT Events actions triggered by specific events in AWS loT

Events. This method is suitable for scenarios where data upload is tied to event occurrences.

« AWS loT Greengrass stream manager-Use AWS |oT Greengrass stream manager to upload

data from local data sources using an edge device. This option caters to situations where data
originates from on-premises or edge locations.

These methods offer a range of solutions for managing data from different sources. Delve into the
details of each option to gain a comprehensive understanding of the data ingestion capabilities
AWS IoT SiteWise provides.

Manage data streams for AWS loT SiteWise

A data stream is the resource that contains historical time series data. Each data stream is
identified by a unique alias, making it easier to keep track of the origin for each piece of data. Data
streams are automatically created in AWS loT SiteWise when the first time series data is received.
If the first time series data is identified with an alias, AWS loT SiteWise creates a new data stream
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with that alias, provided no asset properties are already assigned that alias. Alternatively, if the first
time series data is identified with an asset ID and property ID, AWS loT SiteWise creates a new data
stream and associates that data stream with the asset property.

There are two ways to assign an alias to an asset property. The method used depends on if data is
sent to AWS loT SiteWise first, or an asset is created first.

« If datais sent to AWS loT SiteWise first, this automatically creates a data stream with the
assigned alias. When the asset is created later, use the AssociateTimeSeriesToAssetProperty API
to associate the data stream and its alias to the asset property.

« If an asset is created first, use the UpdateAssetProperty API to assign an alias to an asset
property. When data is later sent to AWS loT SiteWise, the data stream is automatically created
and associated with the asset property.

Currently, you can only associate data streams with measurements. Measurements are a type of
asset property that represent devices' raw sensor data streams, such as timestamped temperature
values or timestamped rotations per minute (RPM) values.

When these measurements define metrics or transformations, the incoming data triggers specific
calculations. It's important to note that an asset property can only be linked to one data stream at
a time.

AWS loT SiteWise uses TimeSeries for the Amazon Resource Name (ARN) resource to determine
your storage charges. For more information, see AWS loT SiteWise Pricing.

The following sections show you how to use the AWS loT SiteWise console or APl to manage data
streams.

Topics

» Configure permissions and settings

» Associate a data stream to an asset property

« Disassociate a data stream from an asset property

« Delete a data stream

« Update an asset property alias

« Common scenarios
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Configure permissions and settings

Data streams are automatically created in AWS loT SiteWise when the first time series data is
received. If the data ingested is not associated with an asset property, AWS loT SiteWise creates

a new disassociated data stream which is configurable to be associated with an asset property.
Configure the access control of the gateway sending data to AWS loT SiteWise, using IAM policies
to specify the type of data to be ingested.

The following IAM policy disables disassociated data ingestion from the gateway, while still
allowing data ingestion to data streams associated with an asset property:

Example IAM user policy that disables disassociated data ingestion from the gateway

JSON

"Version": "2012-10-17",
"Statement": [

{
"Sid": "AllowPutAssetPropertyValuesUsingAssetIdAndPropexrtyId",
"Effect": "Allow",
"Action": "iotsitewise:BatchPutAssetPropertyValue",
"Resource": "arn:aws:iotsitewise:*:*:asset/*"
},
{
"Sid": "AllowPutAssetPropertyValuesUsingAliasWithAssociatedAssetProperty",
"Effect": "Allow",
"Action": "iotsitewise:BatchPutAssetPropertyValue",
"Resource": "arn:aws:iotsitewise:*:*:time-series/*",
"Condition": {
"StringLikeIfExists": {
"iotsitewise:isAssociatedWithAssetProperty": "true"
}
}
}I
{

"Sid": "DenyPutAssetPropertyValuesUsingAliasWithNoAssociatedAssetProperty",
"Effect": "Deny",
"Action": "iotsitewise:BatchPutAssetPropertyValue",
"Resource": "arn:aws:iotsitewise:*:*:time-series/*",
"Condition": {
"StringLikeIfExists": {
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"iotsitewise:isAssociatedWithAssetProperty": "false"

Example IAM user policy that disables all data ingestion from the gateway

JSON

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "DenyPutAssetPropertyValues",
"Effect": "Deny",
"Action": "iotsitewise:BatchPutAssetPropertyValue",
"Resourxce": [
"arn:aws:iotsitewise:*:*:asset/*",
"arn:aws:iotsitewise:*:*:time-series/*"
]
}
]
}

Associate a data stream to an asset property

Manage your data streams using the AWS loT SiteWise console or AWS CLI.
Console
Use the AWS loT SiteWise console to manage your data streams.

To manage data streams (console)

1. Navigate to the AWS loT SiteWise console.

2. In the navigation pane, choose Data streams.
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3.

Choose a data stream by either filtering on data stream alias, or selecting Disassociated
data streams in the filter drop down menu.

Select the data stream to update. You may select multiple data streams. Click Manage data
streams on the upper right.

Select the data stream to be associated from Update data stream associations, and click
the Choose measurement button.

In the Choose measurement section, find the corresponding asset measurement property.
Select the measurement then click Choose.

Perform steps 4 and 5 for other data streams selected in step 3. Assign asset properties to
all the data streams.

Choose Update to commit the changes. A successful confirmation banner is displayed to
confirm the update.

AWS CLI

To associate a data stream (identified by its alias) to an asset property (identified by its IDs), run

the following command:

aws iotsitewise associate-time-series-to-asset-property \

--alias <data-stream-alias> \
--assetlId <asset-ID> \
--propertyId <property-ID>

Disassociate a data stream from an asset property

Console

Use the AWS loT SiteWise console to disassociate your data stream from an asset property.

To disassociate data streams from an asset property (console)

1.
2.
3.

Navigate to the AWS IoT SiteWise console.

In the navigation pane, choose Data streams.

Choose a data stream by either filtering on data stream alias, or selecting Associated data
streams in the filter drop down menu.
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4. Select the data stream to disassociate. The Data stream alias column must contain an alias.
The Asset name and Asset property name columns must contain the values of the asset
property the data stream is associated with. You can select multiple data streams.

5. Click Manage data streams on the upper right.

6. Inthe Update data stream associations section, click X in the Measurement name column.
A submitted status should appear in the Status column.

7. Choose Update to commit the changes. The data stream is now disassociated from the
asset property, and the alias is now used to identify the data stream.

AWS CLI

To disassociate a data stream from an asset property, (identified by its IDs and its alias), run the
following command:

aws iotsitewise disassociate-time-series-from-asset-property \
--alias <asset-property-alias> \
--assetlId <asset-ID> \
--propertyId <property-ID>

The data stream is now disassociated from the asset property, and the alias is used to identify
the data stream. The alias is no longer associated with the asset property, as it is now associated
with the data stream.

Delete a data stream

When a property is removed from an asset model, AWS loT SiteWise deletes the properties

and their data streams from all assets that are managed by the asset model. It also deletes all
properties and their data streams of an asset when the asset is deleted. If a data stream data must
be preserved, it must be disassociated from the asset property before it is deleted.

/A Warning

When a property is deleted from an asset, the associated data stream is also deleted. To
preserve the data stream, disassociate it from the asset property first, before deleting the
property from the asset model, or deleting the asset.
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Console

Use the AWS loT SiteWise console to disassociate your data stream from an asset property.

To delete a data stream (console)

1. Navigate to the AWS IoT SiteWise console.
2. In the navigation pane, choose Data streams.
3. Choose a data stream by filtering on data stream alias.
4. Select the data stream to delete. You may select multiple data streams.
5. Choose the Delete button to delete the data stream.
AWS CLI

Use the DeleteTimeSeries API to delete a specific data stream, by its alias.

aws jotsitewise delete-time-series \
--alias <data-stream-alias>

Update an asset property alias

Aliases must be unique within an AWS region. This includes aliases of both asset properties and
data streams. Do not assign an alias to an asset property, if another property or data stream is
using that alias.

Console
Use the AWS loT SiteWise console to update an asset property alias.
To update an asset property alias (console)

Navigate to the AWS IoT SiteWise console.

In the navigation pane, choose Assets .
Select the asset from the table.

Click the Edit button.

i kW=

Select the Property type in the Properties table.
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6. Find the property, and type the new alias in the property alias text field.

7. Click the Save button to save the changes.

AWS CLI

To update an alias on an asset property, run the following command:

aws iotsitewise update-asset-property \
--asset-id <asset-ID> \
--property-id <property-ID> \
--property-alias <asset-property-alias> \
--property-notification-state <ENABLED|DISABLED>

® Note

If property notifications are currently enabled, it must be provided again to ensure it
continues to be enabled.

Common scenarios

Move a data stream

To change a data stream’s association to another asset property, first disassociate the data stream
from the current asset property. When disassociating a data stream from an asset property, there
must be an alias assigned to that asset property.

aws iotsitewise disassociate-time-series-from-asset-property \
--alias <asset-property-alias> \
--assetId <asset-ID> \
--propertyId <property-ID>

Now re-assign the data stream to the new asset property.

aws iotsitewise associate-time-series-from-asset-property \
--alias <data-stream-alias> \
--assetId <new-asset-ID> \
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--propertyId <new-property-ID>

Error when assigning an alias to an asset property

When using the UpdateAssetProperty API to assign an alias to a property, you may see the
following error message:

Given alias <data-stream-alias> for property <property-name> with ID <property-ID>
already in use by another property or data stream

This error message indicates the alias is not assigned to the property, because it is currently used
by another property or a data stream.

This happens if data is being ingested to AWS loT SiteWise with an alias. When data is sent with an
alias not being used by another data stream or asset property, a new data stream is created with
that alias. The below two options resolve the issue.

* Use AssociateTimeSeriesToAssetProperty API to associate the data stream with its alias
to the asset property.

» Temporarily stop the data ingestion and delete the data stream. Use UpdateAssetProperty
API to assign the alias to the asset property, and then turn data ingestion back on.

Error when associating a data stream to an asset property

When associating a data stream to an asset property, the following error message is seen.

assetProperty <property-name> with assetId <asset-ID> propertyIld <property-ID> contains
data

This error message indicates the asset property already is associated with a data stream containing
data. That data stream must be disassociated or deleted, before associating an other data stream
to that asset property.

(® Note

When disassociating a data stream from an asset property, the alias assigned to the
property is given to the data stream. For that alias to remain assigned to the property,
assign a new alias to that property before disassociating the data stream.
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To preserve the data stored in the asset property do the following:

» Ensure no data is being ingested to the asset property, to prevent creating a new data stream.

« Use UpdateAssetProperty API to set a new alias that is given to the currently assigned data
stream.

o UseDisassociateTimeSeriesFromAssetProperty API to disassociate the current data
stream from the asset property.

« Use AssociateTimeSeriesToAssetProperty API to associate the desired data stream to the
asset property.
If the data stored in the asset property must be deleted, do the following:

» Ensure no data is being ingested to the asset property, to prevent creating a new data stream.
« UseDeleteTimeSeries API to delete the currently assigned data stream.

» Use AssociateTimeSeriesToAssetProperty API to associate the desired data stream to the
asset property.

Ingest data with AWS loT SiteWise APIs

Use AWS loT SiteWise APIs to send timestamped industrial data to your assets' attribute and
measurement properties. The APIs accepts payload containing timestamp-quality-value (TQV)
structures.

BatchPutAssetPropertyValue API

Use the BatchPutAssetPropertyValue operation to upload your data. With this operation, you can

upload multiple data entries at a time to collect data from several devices and send it all in a single
request.

/A Important

The BatchPutAssetPropertyValue operation is subject to the following quotas:

« Up to 10 entries per request.

» Up to 10 property values (TQV data points) per entry.
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o AWS loT SiteWise rejects any data with a timestamp dated to more than 7 days in the
past or more than 10 minutes in the future.

For more information about these quotas, see BatchPutAssetPropertyValue in the AWS loT
SiteWise API Reference.

To identify an asset property, specify one of the following:

« The assetId and propertylId of the asset property that data is sent to.

« The propertyAlias, which is a data stream alias (for example, /company/windfarm/3/
turbine/7/temperature). To use this option, you must first set your asset property's alias. To
set property aliases, see Manage data streams for AWS loT SiteWise.

The following example demonstrates how to send a wind turbine's temperature and rotations per
minute (RPM) readings from a payload stored in a JSON file.

aws iotsitewise batch-put-asset-property-value --cli-input-json file://batch-put-
payload. json

The example payload in batch-put-payload. json has the following content.

"enablePartialEntryProcessing": true,
"entries": [
{
"entryId": "unique entry ID",
"propertyAlias": "/company/windfarm/3/turbine/7/temperature",
"propertyValues": [

{
"value": {
"integerValue": 38
},
"timestamp": {
"timeInSeconds": 1575691200
}
}

]
+
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{
"entryId": "unique entry ID",
"propertyAlias": "/company/windfarm/3/turbine/7/rpm",
"propertyValues": [
{
"value": {
"doubleValue": 15.09
.
"timestamp": {
"timeInSeconds": 1575691200
},
"quality": "GOOD"
}
]
},
{

"entryId": "unique entry ID",
"propertyAlias": "/company/windfarm/3/turbine/7/rpm",
"propertyValues": [

{
"value": {
"nullValue":{"valueType": "D"}
},
"timestamp": {
"timeInSeconds": 1575691200
.
"quality": "BAD"

Specifying enablePartialEntryProcessing as true allows ingestion of all values that do not
result in failure. The default behavior is false. If a value is invalid, the entire entry fails ingestion.

Each entry in the payload contains an entryId that you can define as any unique string. If any
request entries fail, each error will contain the entryId of the corresponding request so that you

know which requests to retry.

Each structure in the list of propertyValues is a timestamp-quality-value (TQV) structure that

contains a value, a timestamp, and optionally a quality.

BatchPutAssetPropertyValue API
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« value - A structure that contains one of the following fields, depending on the type of the
property being set:

« booleanValue
« doubleValue
« integerValue
« stringValue
« nullValue

e nullValue - A structure with the following field denoting the type of the property value with
value Null and quality of BAD or UNCERTAIN.

« valueType - Enum of {"B", "D", "S", "I"}

« timestamp - A structure that contains the current Unix epoch time in seconds,
timeInSeconds. You can also set the of fsetInNanos key in the timestamp structure if you
have temporally precise data. AWS loT SiteWise rejects any data points with timestamps older
than 7 days in the past or newer than 10 minutes in the future.

e quality - (Optional) One of the following quality strings:
» GOOD - (Default) The data isn't affected by any issues.
« BAD - The data is affected by an issue such as sensor failure.

« UNCERTAIN - The data is affected by an issue such as sensor inaccuracy.

For more information about how AWS loT SiteWise handles data quality in computations, see
Data quality in formula expressions.

CreateBulkimportJob API

Use the CreateBulkImportJob API to import large amounts of data from Amazon S3. Your data
must be saved in the CSV format in Amazon S3. Data files can have the following columns.

(® Note

Data older than 1 January 1970 00:00:00 UTC is not supported.
To identify an asset property, specify one of the following.

« The ASSET_ID and PROPERTY_ID of the asset property that you you're sending data to.
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« The ALIAS, which is a data stream alias (for example, /company/windfarm/3/
turbine/7/temperature). To use this option, you must first set your asset property's
alias. To learn how to set property aliases, see the section called “Manage data streams”.

« ALIAS - The alias that identifies the property, such as an OPC UA server data stream path (for
example, /company/windfarm/3/turbine/7/temperature). For more information, see
Manage data streams for AWS loT SiteWise.

e ASSET_ID - The ID of the asset.
o PROPERTY_ID - The ID of the asset property.
« DATA_TYPE - The property's data type can be one of the following.
o STRING - A string with up to 1024 bytes.
o INTEGER - A signed 32-bit integer with range [-2,147,483,648, 2,147,483,647].

« DOUBLE - A floating point number with range [-107100, 10~2100] and IEEE 754 double
precision.

o BOOLEAN - true or false.
o TIMESTAMP_SECONDS - The timestamp of the data point, in Unix epoch time.
o TIMESTAMP_NANO_OFFSET - The nanosecond offset coverted from TIMESTAMP_SECONDS.

e QUALITY - (Optional) The quality of the asset property value. The value can be one of the
following.

« GOOD - (Default) The data isn't affected by any issues.
« BAD - The data is affected by an issue such as sensor failure.

« UNCERTAIN - The data is affected by an issue such as sensor inaccuracy.

For more information about how AWS IoT SiteWise handles data quality in computations, see
Data quality in formula expressions.

« VALUE - The value of the asset property.

Example data file(s) in the .csv format

asset_id, property_id,DOUBLE,1635201373,0,G00D,1.0
asset_id, property_id,DOUBLE,1635201374,0,G00D,2.0
asset_id, property_id,DOUBLE,1635201375,0,G00D, 3.0
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unmodeled_aliasl,DOUBLE, 1635201373,0,G00D, 1.
unmodeled_aliasl,DOUBLE,1635201374,0,G00D, 2.
unmodeled_aliasl,DOUBLE, 1635201375,@,G00D, 3.
unmodeled_aliasl,DOUBLE,1635201376,0,G00D, 4.
unmodeled_aliasl,DOUBLE, 1635201377,@,G00D, 5.
unmodeled_aliasl,DOUBLE,1635201378,0,G00D, 6.
unmodeled_aliasl,DOUBLE, 1635201379,0,G00D, 7.
unmodeled_aliasl,DOUBLE,1635201380,0,G00D, 8.
unmodeled_aliasl,DOUBLE, 1635201381,@,G00D, 9.
unmodeled_aliasl,DOUBLE,1635201382,0,G00D,10.0

S © © O O 0

AWS loT SiteWise provides the following APl operations to create a bulk import job and get
information about an existing job.

o CreateBulklmportJob — Creates a new bulk import job.

» DescribeBulklmportJob — Retrieves information about a bulk import job.

o ListBulklmportJob — Retrieves a paginated list of summaries of all bulk import jobs.

Create an AWS loT SiteWise bulk import job (AWS CLI)

Use the CreateBulklmportJob APl operation to transfer data from Amazon S3 to AWS loT SiteWise.

The CreateBulklmportJob APl enables ingestion of large volumes of historical data, and buffered

ingestion of analytical data streams in small batches. It provides a cost-effective primitive for data
ingestion. The following example uses the AWS CLI.

/A Important

Before creating a bulk import job, you must enable AWS loT SiteWise warm tier or AWS
loT SiteWise cold tier. For more information, see Configure storage settings in AWS loT
SiteWise.

The CreateBulkimportJob API supports ingestion of historical data into AWS loT SiteWise

with the option to set the adaptive-ingestion-flag parameter.
« When set to false, the APl ingests historical data without triggering computations or
notifications.

« When set to true, the API ingests new data, calculating metrics and transforming the
data to optimize ongoing analytics and notifications within seven days.
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Run the following command. Replace file-name with the name of the file that contains the bulk
import job configuration.

aws iotsitewise create-bulk-import-job --cli-input-json file://file-name.json

Example Bulk import job configuration
The following are examples of configuration settings:

e Replace adaptive-ingestion-flag with true or false.
 If set to false, the bulk import job ingests historical data into AWS loT SiteWise.
 If set to true, the bulk import job does the following:
 Ingests new data into AWS IloT SiteWise.

 Calculates metrics and transforms, and supports notifications for data with a time stamp
that's within seven days.

» Replace delete-files-after-import-flag with true to delete the data from the Amazon
S3 data bucket after ingesting into AWS IoT SiteWise warm tier storage.

» Replace amzn-s3-demo-bucket-for-errors with the name of the Amazon S3 bucket to which
errors associated with this bulk import job are sent.

» Replace amzn-s3-demo-bucket-for-errors-prefix with the prefix of the Amazon S3 bucket
to which errors associated with this bulk import job are sent.

Amazon S3 uses the prefix as a folder name to organize data in the bucket. Each Amazon S3
object has a key that is its unique identifier in the bucket. Each object in a bucket has exactly one
key. The prefix must end with a forward slash (/). For more information, see Organizing objects

using prefixes in the Amazon Simple Storage Service User Guide.

» Replace amzn-s3-demo-bucket-data with the name of the Amazon S3 bucket from which data
is imported.

» Replace data-bucket-key with the key of the Amazon S3 object that contains your data. Each
object has a key that is a unique identifier. Each object has exactly one key.

» Replace data-bucket-version-id with the version ID to identify a specific version of the
Amazon S3 object that contains your data. This parameter is optional.

» Replace column-name with the column name specified in the .csv file.
« Replace job-name with a unique name that identifies the bulk import job.

» Replace job-role-arn with the IAM role that allows AWS loT SiteWise to read Amazon S3 data.
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® Note

Make sure that your role has the permissions shown in the following example. Replace
amzn-s3-demo-bucket-data with the name of the Amazon S3 bucket that contains your
data. Also, replace amzn-s3-demo-bucket-for-errors with the name of the Amazon
S3 bucket to which errors associated with this bulk import job are sent.

JSON

{
"Version": "2012-10-17",
"Statement": [
{
"Action": [
"s3:GetObject",
"s3:GetBucketLocation"
]I
"Resource": [
"arn:aws:s3:::amzn-s3-demo-bucket-data",
"arn:aws:s3:::amzn-s3-demo-bucket-data/*"
]I
"Effect": "Allow"
}I
{
"Action": [
"s3:PutObject",
"s3:GetObject",
"s3:GetBucketLocation"
]I
"Resource": [
"arn:aws:s3:::amzn-s3-demo-bucket-for-errors",
"arn:aws:s3:::amzn-s3-demo-bucket-for-errors/*"
]I
"Effect": "Allow"
}
]
}

CreateBulklmportJob API
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"adaptiveIngestion": adaptive-ingestion-flag,
"deleteFilesAfterImport": delete-files-after-import-flag,
"errorReportLocation": {

"bucket": "amzn-s3-demo-bucket-for-errors",
"prefix": "amzn-s3-demo-bucket-for-errors-prefix"
.
"files": [
{
"bucket": "amzn-s3-demo-bucket-data",
"key": "data-bucket-key",
"versionId": "data-bucket-version-id"
}
1,

"jobConfiguration": {
"fileFormat": {
"csv": {
"columnNames": [ "column-name" ]

}
}
1,
"jobName": "job-name",
"jobRoleArn": "job-role-arn"

Example response

{
"jobId":"f8c031d0-01d1-4b94-90bl-afe8bb93b7e5",
"jobStatus":"PENDING",
"jobName" : "myBulkImportJob"

}

Describe an AWS loT SiteWise bulk import job (AWS CLI)

Use the DescribeBulklmportJob API operation to retrieve information about a specific bulk
import job in AWS loT SiteWise. This operation returns details such as the job's status, creation
time, and error information if the job failed. You can use this operation to monitor job progress
and troubleshoot issues. To use DescribeBulkImportJob, you need the job ID from the
CreateBulkImportJob operation. The API returns the following information:

« List of files being imported, including their Amazon S3 bucket locations and keys

 Error report location (if applicable)
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» Job configuration details, such as file format and CSV column names
» Job creation and last update timestamps
« Current job status (for example, whether the job is in progress, completed, or failed)

» |IAM role ARN used for the import job

For completed jobs, review the results to confirm successful data integration. If a job fails, examine
the error details to diagnose and resolve issues.

Replace job-ID with the ID of the bulk import job that you want to retrieve.
aws iotsitewise describe-bulk-import-job --job-id job-ID

Example response

"files":[
{
"bucket":"amzn-s3-demo-bucketl",
"key":"100Tagsl2Hours.csv"

},
{
"bucket":"amzn-s3-demo-bucket2",
"key":"BulkImportDatalMB.csv"
},
{
"bucket":" amzn-s3-demo-bucket3",
"key":"UnmodeledBulkImportDatalMB.csv"
}

1,
"errorReportLocation": {
"prefix":"errors/",
"bucket":"amzn-s3-demo-bucket-for-errors"
.
"jobConfiguration":{
"fileFormat":{

"csv":{
"columnNames": [
"ALIAS",
"DATA_TYPE",

"TIMESTAMP_SECONDS",
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"TIMESTAMP_NANO_OFFSET",
"QUALITY",
"VALUE"

},

"jobCreationDate":1645745176.498,
"jobStatus":"COMPLETED",

"jobName" :"myBulkImportJob",
"jobLastUpdateDate":1645745279.968,
"jobRoleArn":"arn:aws:iam::123456789012:role/DemoRole",
"jobId":"f8c031d0-01d1-4b94-90bl-afe8bb93b7e5"

List AWS loT SiteWise bulk import jobs (AWS CLI)

Use the ListBulkimportJobs APl operation to retrieve a list of summaries for bulk import jobs in
AWS |oT SiteWise. This operation provides an efficient way to monitor and manage your data
import processes. It returns the following key information for each job:

« Job ID. A unique identifier for each bulk import job
« Job name. The name you assigned to the job when creating it
» Current status. The job's current state (for example, COMPLETED, RUNNING, FAILED)

ListBulklmportJobs is particularly useful for getting a comprehensive overview of all your bulk
import jobs. This can help you track multiple data imports, identify any jobs that require attention,
and maintain an organized workflow. The operation supports pagination, allowing you to retrieve
large numbers of job summaries efficiently. You can use the job IDs returned by this operation with
the DescribeBulklmportJob operation to retrieve more detailed information about specific jobs.
This two-step process allows you to first get a high-level view of all jobs, and then drill down into
the details of jobs of interest. When using ListBulkImportJobs, you can apply filters to narrow
down the results. For example, you can filter jobs based on their status to retrieve only completed
jobs or only running jobs. This feature helps you focus on the most relevant information for your
current task. The operation also returns a nextToken if there are more results available. You can
use this token in subsequent calls to retrieve the next set of job summaries, enabling you to iterate
through all your bulk import jobs even if you have a large number of them. The following example
demonstrates how to use ListBulkImportJobs with the AWS CLI to retrieve a list of completed

jobs.
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aws iotsitewise list-bulk-import-jobs --filter COMPLETED

Example Response for completed jobs filter

{
"jobSummaries": [
{
"id":"bdbbfa52-d775-4952-b816-13balc7cb9da",
"name":"myBulkImportJob",
"status":"COMPLETED"
},
{
"id":"15ffc641-dbd8-40c6-9983-5cb3bdbc3ebb",
"name" : "myBulkImportJob2",
"status":"COMPLETED"
}
]
}

This command demonstrates how to use ListBulkImportJobs to retrieve a list of jobs that
completed with failures. The maximum is set to 50 results and we're using a next token for
paginated results.

aws iotsitewise list-bulk-import-jobs --filter COMPLETED_WITH_FAILURES --max-results 50
--next-token "string"

Ingest data to AWS loT SiteWise using AWS loT Core rules

Send data to AWS loT SiteWise from AWS IoT things and other AWS services by using rules in AWS
loT Core. Rules transform MQTT messages and perform actions to interact with AWS services.

The AWS loT SiteWise rule action forwards messages data to the BatchPutAssetPropertyValue
operation from the AWS IoT SiteWise API. For more information, see Rules and AWS loT SiteWise
action in the AWS loT Developer Guide.

To follow a tutorial that walks through the steps required to set up a rule that ingests data through
device shadows, see Ingest data to AWS loT SiteWise from AWS loT things.

You can also send data from AWS loT SiteWise to other AWS services. For more information, see
Interact with other AWS services.

Use AWS loT Core rules 129


https://docs.aws.amazon.com/iot-sitewise/latest/APIReference/API_BatchPutAssetPropertyValue.html
https://docs.aws.amazon.com/iot/latest/developerguide/iot-rules.html
https://docs.aws.amazon.com/iot/latest/developerguide/iot-rule-actions.html#iotsitewise-rule
https://docs.aws.amazon.com/iot/latest/developerguide/iot-rule-actions.html#iotsitewise-rule

AWS |oT SiteWise User Guide

Topics

o Grant AWS loT the required access

» Configure the AWS loT SiteWise rule action

» Reduce costs with Basic Ingest in AWS loT SiteWise

Grant AWS loT the required access

You use IAM roles to control the AWS resources to which each rule has access. Before you create
a rule, you must create an IAM role with a policy that allows the rule to perform actions on the
required AWS resource. AWS loT assumes this role when running a rule.

If you create the rule action in the AWS IoT console, you can choose a root asset to create a role
that has access to a selected asset hierarchy. For more information about how to manually define a
role for a rule, see Granting AWS loT the required access and Pass role permissions in the AWS loT
Developer Guide.

For the AWS loT SiteWise rule action, you must define a role that allows
iotsitewise:BatchPutAssetPropertyValue access to the asset properties to which the rule
sends data. To improve security, you can specify an AWS loT SiteWise asset hierarchy path in the
Condition property.

The following example trust policy allows access to a specific asset and its children.

JSON

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": "iotsitewise:BatchPutAssetPropertyValue",
"Resource": "*",
"Condition": {
"StringlLike": {
"iotsitewise:assetHierarchyPath": [
"/root node asset ID",
"/root node asset ID/*"
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Remove the Condition from the policy to allow access to all of your assets. The following
example trust policy allows access to all of your assets in the current Region.

JSON

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": "iotsitewise:BatchPutAssetPropertyValue",
"Resource": "*"
}
]
}

Configure the AWS IoT SiteWise rule action

The AWS loT SiteWise rule action sends data from the MQTT message that initiated the rule to
asset properties in AWS loT SiteWise. You can upload multiple data entries to different asset
properties at the same time,to send updates for all sensors of a device in one message. You can
also upload multiple data points at once for each data entry.

(® Note

When you send data to AWS loT SiteWise with the rule action, your data must meet all of
the requirements of the BatchPutAssetPropertyValue operation. For example, your
data can't have a timestamp earlier than 7 days from current Unix epoch time. For more
information, see Ingesting data with the AWS IoT SiteWise API.
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For each data entry in the rule action, you identify an asset property and specify the timestamp,
quality, and value of each data point for that asset property. The rule action expects strings for all
parameters.

To identify an asset property in an entry, specify one of the following:

» The Asset ID (assetId)and Property ID (propertyId) of the asset property that you're
sending data to. You can find the Asset ID and Property ID using the AWS IoT SiteWise console. If
you know the Asset ID, you can use the AWS CLI to call DescribeAsset to find the Property ID.

« The Property alias (propertyAlias), which is a data stream alias (for example, /company/
windfarm/3/turbine/7/temperature). To use this option, you must first set your asset
property's alias. To learn how to set property aliases, see Manage data streams for AWS loT
SiteWise.

For the timestamp in each entry, use the timestamp reported by your equipment or the timestamp
provided by AWS loT Core. The timestamp has two parameters:

« Time in seconds (timeInSeconds) - The Unix epoch time, in seconds, at which the sensor or
equipment reported the data.

« Offset in nanos (of fsetInNanos) - (Optional) The nanosecond offset from the time in seconds.

/A Important

If your timestamp is a string, has a decimal portion, or isn't in seconds, AWS loT SiteWise
rejects the request. You must convert the timestamp to seconds and nanosecond offset.
Use features of the AWS loT rules engine to convert the timestamp. For more information,
see the following:

» Getting timestamps for devices that don't report accurate time

« Converting timestamps that are in string format

You can use substitution templates for several parameters in the action to perform calculations,
invoke functions, and pull values from the message payload. For more information, see
Substitution templates in the AWS IoT Developer Guide.
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® Note

Because an expression in a substitution template is evaluated separately from the SELECT
statement, you can't use a substitution template to reference an alias created using an AS
clause. You can reference only information present in the original payload, in addition to
supported functions and operators.

Topics

Getting timestamps for devices that don't report accurate time

Converting timestamps that are in string format

Converting nanosecond-precision timestamp strings

Example rule configurations

Troubleshooting the rule action

Getting timestamps for devices that don't report accurate time

If your sensor or equipment doesn't report accurate time data, get the current Unix epoch time
from the AWS loT rules engine with timestamp(). This function outputs time in milliseconds, so you
must convert the value to time in seconds and offset in nanoseconds. To do so, use the following
conversions:

« For Time in seconds (timeInSeconds), use ${flooxr(timestamp() / 1E3)} to convert the
time from milliseconds to seconds.

« For Offset in nanos (offsetInNanos), use ${(timestamp() % 1E3) * 1E6} to calculate the
nanosecond offset of the timestamp.

Converting timestamps that are in string format

If your sensor or equipment reports time data in string format (for example,
2020-03-03T14:57:14.699Z), use time_to_epoch(String, String). This function inputs the
timestamp and format pattern as parameters and outputs time in milliseconds. Then, you must

convert the time to time in seconds and offset in nanoseconds. To do so, use the following
conversions:
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e For Time in seconds (timeInSeconds), use
${flooxr(time_to_epoch("2020-03-03T14:57:14.699Z", "yyyy-MM-
dd'T'HH:mm:ss'Z'") / 1E3)} to convert the timestamp string to milliseconds, and then to
seconds.

e For Offset in nanos (offsetInNanos), use
${(time_to_epoch("2020-03-03T14:57:14.699Z", "yyyy-MM-dd'T'HH:mm:ss'Z'")
% 1E3) * 1E6} to calculate the nanosecond offset of the timestamp string.

(® Note

The time_to_epoch function supports up to millisecond-precision timestamp strings.
To convert strings with microsecond or nanosecond precision, configure an AWS Lambda
function that your rule calls to convert the timestamp into numerical values. For more
information, see Converting nanosecond-precision timestamp strings.

Converting nanosecond-precision timestamp strings

If your device sends timestamp information in string format with nanosecond precision (for
example, 2020-03-03T14:57:14.699728491Z), use the following procedure to configure
your rule action. You can create an AWS Lambda function that converts the timestamp from a
string into Time in seconds (timeInSeconds) and Offset in nanos (of fsetInNanos). Then,
use aws_lambda(functionArn, inputJson) in your rule action parameters to invoke that Lambda
function and use the output in your rule.

(® Note

This section contains advanced instructions that assume that you're familiar with how to
create the following resources:

o Lambda functions. For more information, see Create your first Lambda function in the
AWS Lambda Developer Guide.

« AWS loT rules with the AWS loT SiteWise rule action. For more information, see Ingest
data to AWS loT SiteWise using AWS loT Core rules.
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To create an AWS loT SiteWise rule action that parses timestamp strings
1. Create a Lambda function with the following properties:

o Function name - Use a descriptive function name (for example,
ConvertNanosecondTimestampFromString).

e Runtime - Use a Python 3 runtime, such as Python 3.11 (python3.11).

« Permissions — Create a role with basic Lambda permissions
(AWSLambdaBasicExecutionRole).

« Layers - Add the AWSSDKPandas-Python311 layer for the Lambda function to use numpy.

« Function code - Use the following function code, which consumes a string argument named
timestamp and outputs timeInSeconds and offsetInNanos values for that timestamp.

import json
import math
import numpy

# Converts a timestamp string into timeInSeconds and offsetInNanos in Unix epoch
time.
# The input timestamp string can have up to nanosecond precision.
def lambda_handler(event, context):
timestamp_str = event['timestamp']
# Parse the timestamp string as nanoseconds since Unix epoch.
nanoseconds = numpy.datetime64(timestamp_str, 'ns').item()
time_in_seconds = math.floor(nanoseconds / 1E9)
# Slice to avoid precision issues.
offset_in_nanos = int(str(nanoseconds)[-9:])
return {
'timeInSeconds': time_in_seconds,
'offsetInNanos': offset_in_nanos

This Lambda function inputs timestamp strings in ISO 8601 format using datetime64 from
NumPy.
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® Note

If your timestamp strings aren't in ISO 86071 format, you can implement a solution
with pandas that defines the timestamp format. For more information, see
pandas.to_datetime.

2.  When you configure the AWS IoT SiteWise action for your rule, use the following substitution
templates for Time in seconds (timeInSeconds) and Offset in nanos (offsetInNanos).
These substitution templates assume that your message payload contains the timestamp
string in timestamp. The aws_lambda function consumes a JSON structure for its second
parameter, so you can modify the below substitution templates if needed.

» For Time in seconds (timeInSeconds), use the following substitution template.

${aws_lambda('arn:aws:lambda:region:account-
id:function:ConvertNanosecondTimestampFromString', {'timestamp':
timestamp}).timeInSeconds}

» For Offset in nanos (offsetInNanos), use the following substitution template.

${aws_lambda('arn:aws:lambda:region:account-
id:function:ConvertNanosecondTimestampFromString', {'timestamp':
timestamp}).offsetInNanos}

For each parameter, replace region and account-1id with your Region and AWS account ID.
If you used a different name for your Lambda function, change that as well.

3. Grant AWS loT permissions to invoke your function with the 1ambda: InvokeFunction
permission. For more information, see aws_lambda(functionArn, inputJson).

4. Test your rule (for example, use the AWS loT MQTT test client) and verify that AWS loT
SiteWise receives the data that you send.

If your rule doesn't work as expected, see Troubleshoot an AWS |oT SiteWise rule action.
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® Note

This solution invokes the Lambda function twice for each timestamp string. You can create
another rule to reduce the number of Lambda function invocations if your rule handles
multiple data points that have the same timestamp in each payload.

To do so, create a rule with a republish action that invokes the Lambda and publishes

the original payload with the timestamp string converted to timeInSeconds and
offsetInNanos. Then, create a rule with an AWS loT SiteWise rule action to consume
the converted payload. With this approach, you reduce the number of times that the rule
invokes the Lambda but increase the number of AWS IoT rule actions run. Consider the
pricing of each service if you apply this solution to your use case.

Example rule configurations
This section contains example rule configurations to create a rule with an AWS loT SiteWise action.
Example Example rule action that uses property aliases as message topics

The following example creates a rule with an AWS loT SiteWise action that uses the topic (through
topic()) as the property alias to identify asset properties. Use this example to define one rule for
ingesting double-type data to all wind turbines in all wind farms. This example requires that you
define property aliases on all turbine assets' properties. You would need to define a second, similar
rule to ingest integer-type data.

aws iot create-topic-rule \
--rule-name SiteWiseWindFarmRule \
--topic-rule-payload file://sitewise-rule-payload.json

The example payload in sitewise-rule-payload. json contains the following content.

{
"sql": "SELECT * FROM '/company/windfarm/+/turbine/+/+' WHERE type = 'double'",
"description": "Sends data to the wind turbine asset property with the same alias as
the topic",

"ruleDisabled": false,
"awsIotSqlVersion": "2016-03-23",
"actions": [

{
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"iotSiteWise": {
"putAssetPropertyValueEntries": [

{
"propertyAlias": "${topic()}",
"propertyValues": [
{
"timestamp": {
"timeInSeconds": "${timeInSeconds}"
},
"value": {
"doubleValue": "${valuel}"
}
}
]
}
1,
"roleArn": "arn:aws:iam::account-id:role/MySiteWiseActionRole"
}

With this rule action, send the following message to a wind turbine property alias (for example, /
company/windfarm/3/turbine/7/temperature) as a topic to ingest data.

{
"type": "double",
"value": "38.3",
"timeInSeconds": "1581368533"
}

Example Example rule action that uses timestamp() to determine time

The following example creates a rule with an AWS loT SiteWise action that identifies an asset
property by IDs and uses timestamp() to determine the current time.

aws iot create-topic-rule \
--rule-name SiteWiseAssetPropertyRule \
--topic-rule-payload file://sitewise-rule-payload.json

The example payload in sitewise-rule-payload. json contains the following content.
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{
"sql": "SELECT * FROM 'my/asset/property/topic'",
"description": "Sends device data to an asset property",
"ruleDisabled": false,
"awsIotSglVersion": "2016-03-23",
"actions": [
{
"iotSiteWise": {
"putAssetPropertyValueEntries": [
{
"assetId": "alb2c3d4-5678-90ab-cdef-22222EXAMPLE",
"propertyId": "alb2c3d4-5678-90@ab-cdef-33333EXAMPLE",
"propertyValues": [
{
"timestamp": {
"timeInSeconds": "${floor(timestamp() / 1E3)}",
"offsetInNanos": "${(timestamp() % 1E3) * 1E6}"
1,
"value": {
"doubleValue": "${valuel}"
}
}
]
}
1,
"roleArn": "arn:aws:iam::account-id:role/MySiteWiseActionRole"
}
}
]
}

With this rule action, send the following message to the my/asset/property/topic to ingest
data.

"type": "double",
"value": "38.3"
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Troubleshooting the rule action

To troubleshoot your AWS loT SiteWise rule action in AWS loT Core, configure CloudWatch Logs or
configure a republish error action for your rule. For more information, see Troubleshoot an AWS loT

SiteWise rule action.

Reduce costs with Basic Ingest in AWS loT SiteWise

AWS loT Core provides a feature called Basic Ingest that you can use to send data through AWS loT
Core without incurring AWS loT messaging costs. Basic Ingest optimizes data flow for high volume

data ingestion workloads by removing the publish/subscribe message broker from the ingestion
path. You can use Basic Ingest if you know which rules your messages should be routed to.

To use Basic Ingest, you send messages directly to a specific rule using a special topic, $aws/
rules/rule-name. For example, to send a message to a rule named SiteWiseWindFarmRule,
you send a message to the topic $aws/rules/SiteWiseWindFarmRule.

If your rule action uses substitution templates that contain topic(Decimal), you can pass

the original topic at the end of the Basic Ingest special topic, such as $aws/rules/rule-
name/original-topic. For example, to use Basic Ingest with the wind farm property alias
example from the previous section, you can send messages to the following topic.

$aws/rules/SiteWiseWindFarmRule//company/windfarm/3/turbine/7/temperature

(® Note

The above example includes a second slash (//) because AWS loT removes the Basic Ingest
prefix ($aws/rules/rule-name/) from the topic that's visible to the rule action. In this
example, the rule receives the topic /company/windfarm/3/turbine/7/temperature.

For more information, see Reducing messaging costs with basic ingest in the AWS IloT Developer
Guide.

Ingest data to AWS loT SiteWise from AWS loT Events

With AWS loT Events, you can build complex event monitoring applications for your loT fleet in the
AWS Cloud. Use the loT SiteWise action in AWS loT Events to send data to asset properties in AWS
loT SiteWise when an event occurs.
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® Note

End of support notice: On May 20, 2026, AWS will end support for AWS loT Events. After
May 20, 2026, you will no longer be able to access the AWS loT Events console or AWS loT
Events resources. For more information, see AWS loT Events end of support.

AWS loT Events is designed to streamline the development of event monitoring applications for
loT devices and systems within the AWS Cloud. Using AWS loT Events, you can:

» Detect and respond to changes, anomalies, or specific conditions across your loT fleet.

« Enhance your operational efficiency and enable proactive management of your loT ecosystem.

By integrating with AWS loT SiteWise through the AWS loT SiteWise action, AWS loT Events
extends its capabilities, allowing you to automatically update asset properties in AWS loT SiteWise
in response to specific events. This interaction can simplify data ingestion and management. It can
also empower you with actionable insights.

For more information, see the following topics in the AWS loT Events Developer Guide:

« What is AWS loT Events?

« AWS loT Events actions

o 0T SiteWise action

Use AWS loT Greengrass stream manager in AWS loT SiteWise

AWS loT Greengrass stream manager is an integration feature that facilitates the transfer of data
streams from local sources to the AWS Cloud. It acts as an intermediary layer that manages data
flows, enabling devices operating at the edge to gather and store data before it is sent to AWS loT
SiteWise, for further analysis and processing.

Add a data destination by configuring a local source on the AWS loT SiteWise console. You can
also use stream manager in your custom AWS loT Greengrass solution to ingest data to AWS loT
SiteWise.
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® Note

To ingest data from OPC UA sources, configure an AWS loT SiteWise Edge gateway that
runs on AWS loT Greengrass. For more information, see Use AWS loT SiteWise Edge

gateways.

For more information about how to configure a destination for local source data, see Understand
AWS loT SiteWise Edge destinations.

For more information about how to ingest data using stream manager in a custom AWS loT
Greengrass solution, see the following topics in the AWS IoT Greengrass Version 2 Developer Guide:

o What is AWS loT Greengrass?

« Manage data streams on the AWS loT Greengrass core

» Exporting data to AWS loT SiteWise asset properties
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Use AWS loT SiteWise Edge gateways

AWS |oT SiteWise Edge extends cloud capabilities to industrial edge environments, enabling local
data processing, analysis, and decision-making. SiteWise Edge integrates with AWS loT SiteWise
and other AWS services to provide comprehensive industrial 10T solutions. Gateways serve as the
intermediary between your industrial equipment and AWS loT SiteWise.

SiteWise Edge gateways runs on two different deployment targets:

o AWS loT Greengrass V2

« Siemens Industrial Edge

You can use a SiteWise Edge gateway to collect data at the edge and publish it to the cloud. For
gateways running on AWS loT Greengrass, you can also process data at the edge using asset
models and assets.

The AWS loT SiteWise Edge application on Siemens Industrial Edge supports integration between
industrial equipment and AWS loT SiteWise so that you can aggregate and process raw machine
data and run analyses locally before sending refined data to the AWS Cloud.

Key concepts of SiteWise Edge gateways

SiteWise Edge has several useful features for edge computing in industrial environments.
Local data collection and processing

Supports data collection from industrial assets using protocols like OPC-UA and MQTT.
Gateways run on AWS loT Greengrass Core devices or Siemens Industrial Edge.

Offline operation

Continues collecting and processing data during internet outages, syncing with the cloud when
connectivity is restored.

Edge computing with AWS loT Greengrass components

Uses loT SiteWise publisher to forward data to the cloud and AWS loT SiteWise processor
for local transformations and calculations. Both the publisher and processor are AWS loT
Greengrass V2 components. For more information on AWS loT Greengrass components, see
AWS-provided components.

Gateway key concepts 143


https://docs.aws.amazon.com/greengrass/v2/developerguide/public-components.html

AWS |oT SiteWise User Guide

Integration with AWS loT SiteWise to extend cloud features

Works with the AWS loT SiteWise cloud features, extending asset models, analytics, and
dashboards to the edge.

For gateways with a data processing pack enabled, you can use AWS OpsHub for AWS loT
SiteWise to centrally manage your SiteWise Edge gateways. AWS OpsHub provides remote
management and monitoring capabilities. For more information, see Manage SiteWise Edge
gateways using AWS OpsHub for AWS loT SiteWise.

Partner data source integration

Connect a partner data source to your gateway and receive data from the partner in your
SiteWise Edge gateway and the AWS cloud. For more information, see Partner data sources on

SiteWise Edge gateways.

Local visualization on the edge
Provides custom dashboards for real-time insights at the edge.

Monitor data locally in your facility using SiteWise Monitor portals on your local devices. For
more information, see Enabling your AWS |oT SiteWise portal at the edge.

Benefits of implementing SiteWise Edge

SiteWise Edge offers numerous advantages that can significantly improve industrial operations and
decision-making processes.

Real-time operational insights without cloud processing delays

Operational continuity in disconnected environments

Reduced bandwidth and storage costs through edge pre-processing

Increased reliability with the ability to make local, data-driven decisions

Self-host an AWS loT SiteWise Edge gateway with AWS loT
Greengrass V2

Set up AWS loT SiteWise Edge to collect, process, and visualize data from industrial equipment
locally before sending it to the cloud. Self-host using AWS loT Greengrass Version 2.
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An AWS loT SiteWise Edge gateway acts as the intermediary between your industrial equipment
and AWS loT SiteWise. Running on AWS loT Greengrass Version 2, the SiteWise Edge gateway
supports data collection and processing on premises. Monitor data locally within your facility
through SiteWise Monitor portals on your local devices with the data processing pack enabled and
AWS OpsHub installed.

There are two types of self-hosted gateways:
MQTT-enabled, V3 gateway

The MQTT-enabled, V3 gateway architecture provides improved data ingestion capabilities.

It utilizes MQTT protocol for efficient data communication and offers configurable data
destinations. These include options for buffered data ingestion using Amazon S3, as well as
real-time data ingestion. You can implement path filters to subscribe to specific MQTT topics,
enabling targeted data collection. Note that the MQTT-enabled, V3 gateway does not support
the Data Processing Pack feature. For more information, see MQTT-enabled, V3 Gateways for
AWS loT SiteWise Edge.

Classic streams, V2 gateway

The Classic streams, V2 gateway represents the traditional AWS loT SiteWise Edge gateway
architecture. It is well-suited for existing SiteWise Edge deployments and users accustomed to
the established workflow. While the Classic streams, V2 gateway supports the data processing
pack, note that data generated by the data processing pack cannot be ingested through
Amazon S3. Use the Classic streams, V2 gateway if you need to maintain compatibility with
existing deployments or if you require the data processing pack functionality. For more
information, see Classic streams, V2 gateways for AWS loT SiteWise Edge.

Topics

« AWS loT SiteWise Edge self-hosted gateway requirements

» Create a self-hosted SiteWise Edge gateway

« Install the AWS loT SiteWise Edge gateway software on your local device
o MQTT-enabled, V3 Gateways for AWS loT SiteWise Edge

« Classic streams, V2 gateways for AWS loT SiteWise Edge

» Add data sources to your AWS loT SiteWise Edge gateway

o AWS loT Greengrass components for AWS loT SiteWise Edge

« Filter assets on a SiteWise Edge gateway
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» Configure proxy support and manage trust stores for AWS loT SiteWise Edge

» Use AWS loT SiteWise APIs on the edge

AWS loT SiteWise Edge self-hosted gateway requirements

AWS |oT SiteWise Edge gateways run on AWS loT Greengrass V2 as a set of AWS loT Greengrass
components that support data collection, processing, and publishing on premises. To configure a
SiteWise Edge gateway that runs on AWS loT Greengrass V2, create a gateway in the AWS Cloud
and run the SiteWise Edge gateway software to set up your local device. When you use the AWS
Management Console to create the SiteWise Edge gateway, an installation script is provided. Run
this script on your target gateway device to set up necessary software and dependencies.

Local device requirements

Local devices must meet the following requirements to install and run the SiteWise Edge gateway
software.

» Supports AWS loT Greengrass V2 Core software version v2.3.0 or newer. For more information,
see Requirements in the AWS loT Greengrass Version 2 Developer Guide.

» One of the following supported platforms:

e OS: Ubuntu 20.04 or later

Architecture: x86_64 (AMD64) or ARMvS8 (Aarch64)
o OS: Red Hat Enterprise Linux (RHEL) 8

Architecture: x86_64 (AMD64) or ARMvS8 (Aarch64)

« OS: Amazon Linux 2

Architecture: x86_64 (AMD64) or ARMvS8 (Aarch64)
» OS: Debian 11

Architecture: x86_64 (AMD64) or ARMvS8 (Aarch64)
e OS: Windows Server 2019 and later

Architecture: x86_64 (AMD64)
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® Note

ARM platforms support SiteWise Edge gateways with Data Collection Pack only. The data

processing pack is not supported.

¢« Minimum 4 GB RAM.

o Minimum 10 GB disk space available for the SiteWise Edge gateway software.

» Configure your local device to make sure that the proper ports are accessible. For a full list of the
required outbound service endpoints, see Required service endpoints for AWS loT SiteWise Edge

gateways.

« Java Runtime Environment (JRE) version 11 or higher. Java must be available on the PATH
environment variable on the device. To use Java to develop custom components, you must install
a Java Development Kit (JDK). We recommend that you use Amazon Corretto or OpenJDK.

Amazon S3 buckets to allowlist for local devices

Configure your local device to provide firewall access the following Amazon S3 bucket. Configure

access based on the respective regions for your devices.

Region

Asia Pacific (Tokyo)

Asia Pacific (Seoul)

Asia Pacific (Mumbai)

Asia Pacific (Singapore)

Asia Pacific (Sydney)

Endpoint

https://iot-sitewise-gateway-ap-northeast-1-7855588020
05.s3.ap-northeast-1.amazonaws.com

https://iot-sitewise-gateway-ap-northeast-2-3100556724
53.s3.ap-northeast-2.amazonaws.com

https://iot-sitewise-gateway-ap-south-1-677656657204.s
3.ap-south-1.amazonaws.com

https://iot-sitewise-gateway-ap-southeast-1-4751915585
54 .s3.ap-southeast-1.amazonaws.com

https://iot-sitewise-gateway-ap-southeast-2-3963194326
85.s3.ap-southeast-2.amazonaws.com
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Region

Canada (Central)

China (Beijing)

Europe (Frankfurt)

Europe (Ireland)

US East (N. Virginia)

US East (Ohio)

AWS GovCloud (US-West)

US West (Oregon)

Endpoint

https://iot-sitewise-gateway-ca-central-1-842060018567
.s3.ca-central-1.amazonaws.com

https://iot-sitewise-gateway-cn-north-1-237124890262.s3.cn-
north-1.amazonaws.com.cn

https://iot-sitewise-gateway-eu-central-1-748875242063
.s3.eu-central-1.amazonaws.com

https://iot-sitewise-gateway-eu-west-1-383414315062.s3.eu-
west-1.amazonaws.com

https://iot-sitewise-gateway-us-east-1-223558168232.s3.us-
east-1.amazonaws.com and https://iot-sitewise-gateway-us-
east-1-223558168232.s3.amazonaws.com/

https://iot-sitewise-gateway-us-east-2-005072661813.s3.us-
east-2.amazonaws.com

https://iot-sitewise-gateway-us-gov-west-1-59998456567
9.s3.us-gov-west-1.amazonaws.com/

https://iot-sitewise-gateway-us-west-2-502577205460.s3.us-
west-2.amazonaws.com

Data processing pack requirements

« If you plan to use the data processing pack at the edge with AWS loT SiteWise, your local device

must also meet the following requirements:

» Has an x86 64 bit quad-core processor.

Has at least 16 GB of RAM.

Has at least 32 GB for RAM if using Microsoft Windows.
Had at least 256 GB of free disk space.

The local device must allow network inbound traffic on port 443.
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» The following ports are reserved for use by AWS loT SiteWise: 80, 443, 3001, 4569, 4572,
8000, 8081, 8082, 8084, 8085, 8445, 8086, 9000, 9500, 11080, and 50010. Using a reserved
port for traffic can result in a terminated connection.

® Note

The AWS loT Greengrass V2 Stream manager component has its own requirements.
For more information, see Configuration in the AWS IloT Greengrass Version 2 Developer
Guide.

o The minimum disk space and compute capacity requirements depend on a variety of factors that
are unique to your implementation and use case.

» The disk space required for caching data for intermittent internet connectivity depends on the
following factors:

o Number of data streams uploaded
« Data points per data stream per second
 Size of each data point
o Communication speeds
o Expected network downtime
» The compute capacity required to poll and upload data depends on the following factors:
o Number of data streams uploaded

« Data points per data stream per second
Configure permissions to use SiteWise Edge gateways
You must have the following permissions to use SiteWise Edge gateways:

(® Note

If you use the AWS IoT SiteWise console to create your SiteWise Edge gateway, these
permissions are added for you.

» The IAM role for your SiteWise Edge gateway must allow you to use an SiteWise Edge gateway
on an AWS loT Greengrass V2 device to process asset model data and asset data.
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The role allows the following service to assume the role: credentials.iot.amazonaws.com.
Permissions details

The role must have the following permissions:

« iotsitewise — Allows principals to retrieve asset model data and asset data at the edge.

« iot - Allows your AWS loT Greengrass V2 devices to interact with AWS loT.

» logs - Allows your AWS loT Greengrass V2 devices to send logs to Amazon CloudWatch Logs.

« s3 — Allows your AWS loT Greengrass V2 devices to download custom component artifacts
from Amazon S3.

JSON

"Version": "2012-10-17",
"Statement": [

{

"Effect": "Allow",

"Action": [
"iotsitewise:BatchPutAssetPropexrtyValue",
"iotsitewise:List*",
"jotsitewise:Describe*",
"iotsitewise:Get*"

1,

"Resource": "*"

},
{

"Effect": "Allow",

"Action": [
"jot:DescribeCertificate”,
"logs:CreatelLogGroup",
"logs:CreateLogStream",
"logs:PutLogEvents",
"logs:DescribelogStreams",
"s3:GetBucketLocation",
"s3:GetObject",
"iot:Connect",
"iot:Publish",
"iot:Subscribe",
"jiot:Receive",
"iot:DescribeEndpoint"
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1,

"Resource": "*"

Create a self-hosted SiteWise Edge gateway

Use the AWS loT SiteWise console or AWS CLI to create a self-hosted SiteWise Edge gateway. This
procedure details how to create a self-hosted SiteWise Edge gateway that you'll install on your own
hardware. For information about creating a SiteWise Edge gateway that runs on Siemens Industrial
Edge, see Host a SiteWise Edge gateway on Siemens Industrial Edge.

Create a SiteWise Edge gateway
Console

1. Navigate to the AWS IoT SiteWise console.

In the navigation pane, choose Edge gateways.
Choose Create gateway.

For Choose deployment target, choose self-hosted gateway.

i~ W

Select either MQTT-enabled, V3 gateway or Classic streams, V2 gateway. For more
information on each option, see Self-host an AWS |oT SiteWise Edge gateway with AWS loT

Greengrass V2. The MQTT-enabled, V3 gateway is recommend for it's future-ready features.

6. In the Gateway configuration section, enter a name for your SiteWise Edge gateway or use
the name generated by AWS loT SiteWise.

7. Under Greengrass device OS, select the operating system of the device where you'll install
this SiteWise Edge gateway.

(® Note

The data processing pack is only available on x86 platforms. It is only available on
the Classic streams, V2 gateway

8. (Optional) To process and organize data at the edge, under Edge capabilities, select Data
Processing Pack.
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® Note

To grant user groups in your corporate directory access to this SiteWise Edge
gateway, see Set up edge capability in SiteWise Edge

9. (Optional) Under advanced configuration, do the following:
« For Greengrass core device, choose one of the following options:

» Default setup — AWS automatically uses default settings to create a Greengrass core
device in AWS loT Greengrass V2.

1. Enter a name for the Greengrass core device or use the name generated by AWS
loT SiteWise.

« Advanced setup — Choose this option if you want to use an existing Greengrass core
device or to create one manually.

1. Choose a Greengrass core device or choose Create Greengrass core device to
create one in the AWS loT Greengrass V2 console. For more information, see
Setting up AWS loT Greengrass V2 core devices in the AWS loT Greengrass Version
2 Developer Guide.

10. Choose Create gateway.

11. In the Generate SiteWise Edge gateway installer dialog box, choose Generate and
download. AWS loT SiteWise automatically generates an installer that you can use to
configure your local device.

/A Important

You can't regenerate this file. Make sure that you save the installer file in a secure
location because you'll use the file later.

AWS CLI

To create a self-hosted gateway by using the AWS CLI, provide a name for the gateway, specify
the platform, and the gateway version. There are many other options that you can specify
when creating a gateway. For more information, see create-gateway in the AWS CLI Command
Reference for AWS loT SiteWise
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To use this example, replace the user input placeholders with your own information.

aws iotsitewise create-gateway \

--gateway-name your-gateway-name \

--gateway-platform greengrassV2={coreDeviceThingName=your-core-device-thing-
name, coreDeviceOperatingSystem=LINUX_AMD64} \

--gateway-version 3 \

[--cli-input-json your-configuration]

« gateway-name - A unique name for the gateway.

« gateway-platform- Specifies the gateway platform configuration. For self-hosted
gateways, enter greengrassV2. For more information, see Options in the create-gateway
section of AWS CLI Command Reference for AWS loT SiteWise.

« coreDeviceThingName — The name of the AWS IloT thing for your AWS loT Greengrass V2
core device.

e coreDeviceOperatingSystem - The operating system of the core device in AWS
loT Greengrass V2. Specifying the operating system is required for gateway-version
3 and not applicable for gateway-version 2. Options include: LINUX_AARCH64,
LINUX_AMD64, and WINDOWS_AMD64

« gateway-version - The version of the gateway.
« To create an MQTT-enabled, V3 gateway, use 3 for the gateway version.
« To create a Classic streams, V2 gateway, use 2 for the gateway version.

e cli-input-json - A JSON file containing request parameters.

Now that you've created the SiteWise Edge gateway, Install the AWS IoT SiteWise Edge gateway
software on your local device.

Install the AWS loT SiteWise Edge gateway software on your local
device

After you've created an AWS loT SiteWise Edge gateway, install the SiteWise Edge gateway
software on your local device. SiteWise Edge gateway software can be installed on local devices
that have Linux or Microsoft Windows server operating systems installed.
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/A Important

Make sure that your local device connects to the internet.

Linux

The following procedure uses SSH to connect to your local device. Alternatively, you can use a
USB flash drive or other tools to transfer the installer file to your local device. If you don't want
to use SSH, skip to Step 2: Install the SiteWise Edge gateway software below.

SSH prerequisites
Before you connect to your device using SSH, complete the following prerequisites.

o Linux and macOS - Download and install OpenSSH. For more information, see https://
www.openssh.com.

Step 1: Copy the installer to your SiteWise Edge gateway device
The following instructions explain how to connect to your local device using an SSH client.

1. To connect to your device, run the following command in a terminal window on your
computer, replacing username and IP with a username that has elevated privileges and IP
address.

ssh username@IP

2. To transfer the installer file that AWS loT SiteWise generated to your SiteWise Edge
gateway device, run the following command.

(@ Note

e Replace path-to-saved-installer with the path on your computer that you
used to save the installer file and the name of the installer file.

» Replace IP-address with the IP address of your local device.

» Replace directory-to-receive-installer with the path on your local
device that you use to receive the installer file.
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scp path-to-saved-installer.sh user-name@IP-address:directory-to-receive-
installer

Step 2: Install the SiteWise Edge gateway software

In the following procedures, run the commands in a terminal window on your SiteWise Edge
gateway device.

1. Give the installer file the execute permission.

chmod +x path-to-installer.sh

2. Run the installer.

sudo ./path-to-installer.sh

Windows Server
Prerequisites
You must have the following prerequisites to install the SiteWise Edge gateway software:

Microsoft Windows Server 2019 or later installed

Administrator privileges

PowerShell version 5.1 or later installed

SiteWise Edge gateway installer downloaded to the Windows Server where it will be
provisioned

Step 1: Run PowerShell as administrator

1. On the Windows server where you want to install SiteWise Edge gateway, log in as
administrator.

2. Enter PowerShell in the Windows search bar.

3. In the search results, open the context (right-click) menu on the Windows PowerShell app.
Choose Run as Administrator.
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Step 2: Install the SiteWise Edge gateway software
Run the following commands in a terminal window on your SiteWise Edge Gateway device.

1. Unblock the SiteWise Edge gateway installer.

unblock-file path-to-installer.psl

2. Run the Installer.

./path-to-installer.psl

(® Note

If the script execution is disabled on the system, change the script execution policy
to RemoteSigned.

Set-ExecutionPolicy RemoteSigned

The next step depends on the type of self-hosted gateway you need. Continue to MQTT-enabled,
V3 Gateways for AWS loT SiteWise Edge or Classic streams, V2 gateways for AWS loT SiteWise

Edge.

MQTT-enabled, V3 Gateways for AWS loT SiteWise Edge

AWS loT SiteWise can use MQTT-enabled, V3 gateways, representing a significant advancement

in the SiteWise Edge gateway architecture. This gateway type leverages the MQTT (Message
Queuing Telemetry Transport) protocol for data communication, providing enhanced flexibility and
efficiency in industrial loT deployments.

The MQTT-enabled, V3 gateway uses MQTT for data transfer, enabling a lightweight, publish-
subscribe network protocol that efficiently transports messages between devices and the cloud.
You can set up various data destinations, including real-time data ingestion directly into AWS loT
SiteWise and buffered data ingestion using Amazon S3. To enable precise data collection, you can
implement path filters to subscribe to specific MQTT topics.
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MQTT-enabled, V3 gateways come with a pre-configured real-time destination with filters set to
"#" (all topics), which you can customize or remove as needed. To streamline data management,
only one real-time destination can exist in each gateway.

The MQTT-enabled architecture differs significantly from the Classic streams, V2 gateway. While
V2 uses a stream-based approach, V3 employs MQTT, offering more configurable data destinations
and filtering options. However, note that V3 does not support the data processing pack, which is
available in V2.

The MQTT-enabled, V3 gateway offers several advantages:

« Improved scalability, due to MQTT's lightweight nature, enabling better handling of numerous
devices and high-frequency data transmission.

« Enhanced data control through path filters, enabling granular management of data collection
and reducing unnecessary data transfer and processing.

 Flexible data handling, allowing configuration between real-time processing and buffered
storage based on specific needs.

« Alignment with modern IoT communication standards, setting the stage for future
enhancements and integrations.

Consider adopting the MQTT-enabled, V3 gateway for new deployments, especially when you
require flexible data ingestion options and precise control over data collection.

® Note

For existing deployments or scenarios requiring the data processing pack, the Classic
streams, V2 gateway remains a viable option.

By offering both gateway types, AWS loT SiteWise ensures that you can choose the solution that
best fits your specific industrial 10T needs, whether you prioritize advanced MQTT capabilities or
compatibility with existing systems.

Destinations and path filters

View the following topics to learn more about destinations and path filters in MQTT-enabled
gateways:

« Understand AWS IloT SiteWise Edge destinations
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o Add an AWS loT SiteWise Edge real-time destination

Add an AWS loT SiteWise buffered destination using Amazon S3
Understand path filters for AWS loT SiteWise Edge destinations
Add path filters to AWS loT SiteWise Edge destinations

Manage AWS |oT SiteWise Edge destinations

Connect external applications to the EMQX broker

This guide explains how to connect external applications to your AWS loT SiteWise Edge gateway
through an EMQX broker on your deployed MQTT-enabled, V3 gateway. External applications
might include custom monitoring tools, third-party visualization software, or legacy systems that
need to interact with your industrial data at the edge.

We'll cover the configuration steps for both Linux and Microsoft Windows environments, including
EMQX deployment configuration, TLS setup for secure connections, and authorization rules to
control access to specific topics.

® Note
EMQX is not a vendor or supplier for AWS loT SiteWise Edge.

/A Important

For securing connections to your gateway, we strongly recommend using certificate-based
authentication through the AWS loT Greengrass client device authentication feature. This
method provides robust security through mutual TLS (mTLS) authentication. For more
information, see Connect client devices to core devices in the AWS IoT Greengrass Version 2

Developer Guide.

If you are not able to use certificate based authentication, follow this guide to setup authentication
using usernames and passwords.

Prerequisites

» A SiteWise Edge MQTT-enabled, V3 gateway that has been deployed and is online
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» Access to the gateway host

o Access to the AWS loT SiteWise and AWS loT Greengrass consoles

Topics

Message payload format for the EMQX broker on AWS IoT SiteWise Edge
Configure the EMQX broker

Connect an application to the EMQX broker on AWS IoT SiteWise Edge

Set up authorization rules for AWS loT SiteWise Edge in EMQX

Message payload format for the EMQX broker on AWS loT SiteWise Edge

For the loT SiteWise publisher component to consume data from your external application and
publish it to the AWS loT SiteWise cloud, the payload sent to the broker must meet specific
requirements.

Understanding the payload format is key to successful MQTT communication with AWS loT
SiteWise Edge. While the connection setup process is covered in later sections, we present the
payload requirements first to help you plan your implementation.

MQTT topic requirements

There are no restrictions on MQTT topic structure, including the number of levels or characters
used. However, we recommend that the topic matches the propertyAlias field in the payload.

Example Example property alias

If the MQTT topicis sitel/linel/compressorl/temperature, ensure the propertyAlias
matches.

"assetId": "compressor_asset_01",
"propertyAlias": "sitel/linel/compressorl/temperature",
"propertyId": "temperature_sensor_01",
"propertyValues": [
{
"quality": "GOOD",
"timestamp": {
"offsetInNanos": 0,
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"timeInSeconds": 1683000000
},

"value": {
"doubleValue": 23.5

JSON payload structure

The MQTT message payload are written in JSON and follow the PutAssetPropertyValueEntry
message format defined in the AWS |oT SiteWise API Reference.

{
"assetId": "string",
"propertyAlias": "string",
"propertyId": "string",
"propertyValues": [
{
"quality": "string",
"timestamp": {
"offsetInNanos": number,
"timeInSeconds": number
b
"value": {
"booleanValue": boolean,
"doubleValue": number,
"integerValue": number,
"stringValue": "string"
}
}
]
}
® Note

For a message to be considered valid, only one of the following conditions can be true:

« The propertyAlias isset, or

» Both assetlIdand propertyld are set
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The PutAssetPropertyValueEntry has an entryId field that is not required in this
context.

Configure the EMQX broker

This section covers how to add usernames and passwords. It also covers how to establish a TLS
connection from an external source using the added username and password. You can configure
the EMQX broker using Linux or Microsoft Windows.

(® Note

To configure the broker, you need a core device that is setup with the default EMQX
configuration in your MQTT-enabled, V3 gateway.

/A Important

After completing this procedure, we highly recommend configuring authorization rules.
For more information, see Set up authorization rules for AWS IoT SiteWise Edge in EMQX.
Authorization rules for added users enhances security.

Update the EMQX deployment configuration for authentication
To update the EMQX deployment configuration for authentication

Navigate to the AWS IoT SiteWise console.

1

2. In the left navigation, choose Edge gateways in the Edge section.
3. Choose the gateway to configure.
4

In the Edge gateway configuration section, copy your Greengrass core device value. Save it
for later use.

Open the AWS loT console.

s

On the left navigation, under the Manage section, choose Greengrass devices, then
Deployments.

7. Find the core device value you saved earlier and choose that link to open the deployment.

MQTT-enabled, V3 gateways 161


https://console.aws.amazon.com/iotsitewise/
https://console.aws.amazon.com/iot/

AWS |oT SiteWise User Guide

8.
9.

10.
11.
12.
13.

14.

Choose the Actions dropdown button, then Revise.

Read the message that appears and then choose Revise deployment. The Specify target page
appears.

Choose Next until you reach the Configure components step.
Select the aws.greengrass.clientdevices.mgtt.EMQX radio button.
Choose the Configure component button. A configuration page appears for the component.

Under Configuration update, choose Reset to default configuration for component version:
2% %,

Enter the following configuration in the Configuration to merge section based on your OS.

Linux

"emgxConfig": {
"authorization": {

"no_match": "allow"
1,
"listeners": {
"tcp": {
"default": {
"enabled": true,
"enable_authn": false
}
},
"ssl": {
"default": {
"enabled": true,
"enable_authn": true,
"ssl_options": {
"verify": "verify_none",
"fail_if_no_peer_cert": false
}
}
}
1,

"authentication": {
"enable": true,
"backend": "built_in_database",
"mechanism": "password_based",
"password_hash_algorithm": {
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"iterations": 210000,
"mac_fun": "sha512",
"name": "pbkdf2"
iy
"user_id_type": "username"
iy
"dashboard": {

"listeners": {
"http": {
"bind": 18083

iy
"authMode": "bypass",

"dockerOptions": "-p 8883:8883 -p 127.0.0.1:1883:1883
-p 127.0.0.1:18083:18083 -v emgx-data:/opt/emqgx/data -e
EMQX_NODE__NAME=emgx@local",

"requiresPrivilege": "true"

Windows

"emgxConfig": {
"authorization": {

"no_match": "allow"
1,
"listeners": {
Iltcpll: {
"default": {

"enabled": true,
"enable_authn": false

1,
"ssl": {
"default": {
"enabled": true,
"enable_authn": true,
"ssl_options": {
"verify": "verify_none",
"fail_if_no_peer_cert": false
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},
"authentication": {
"enable": true,
"backend": "built_in_database",
"mechanism": "password_based",
"password_hash_algorithm": {
"iterations": 210000,
"mac_fun": "sha512",
"name": "pbkdf2"
.
"user_id_type": "username"
.
"dashboard": {
"listeners": {

"http": {
"bind": 18083
}
}
}

.
"authMode": "bypass",
"requiresPrivilege": "true"

The dockerOptions field is only for Linux gateways.
15. Choose Confirm.
16. Choose Next until you reach the Review step.
17. Choose Deploy.

18. After the deployment succeeds, proceed to the next step.

Enable username and password authentication

This section shows you how to add usernames and passwords through the EMQX dashboard GUI.
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®

Note

The EMQX-related instructions provided are for reference only. As EMQX documentation
and features may change over time, and we do not maintain their documentation, we
recommend consulting EMQX's official documentation for the most current information.

EMQX Dashboard

To enable username and password authentication through the EMQX dashboard

1.
2.

w o N o U

Ensure that you are within the gateway host.

Open a browser window and visit http://localhost:18083/.

Enter the default username of admin and the default password of public. For more

information, see EMQX Dashboard in the EMQX Docs.

After login, you are prompted to change your password. Update your password to continue

to the EMQX Dashboard.

In the left navigation, choose the shield icon, then Authentication.

In the Built-in Database row, choose the Users button.

Choose the plus sign icon button to add users. An Add screen appears.

Enter a username and password for the user of the external application.

Choose Save. The username you chose appears in the Authentication page's table.
(® Note

Existing or default authorization rules apply to the new user. It's recommended to
review and adjust them to your external application needs.

EMQX Management with Linux

Use the AWS loT SiteWise EMQX CLI tool at /greengrass/v2/bin/swe-emgx-cli.

To enable username and password authentication through EMQX Management using Linux

1.

Change the admin password by running the following command:
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/greengrass/v2/bin/swe-emgx-cli admin change-pwd
2. When prompted, do the following:

1. Enter your current administrator user (default is admin) and password (default is
public).

2. Enter and confirm your new password.

If successful, you see the following message:

admin password changed successfully

3. Add users for external applications by running the following command:

/greengrass/v2/bin/swe-emqgx-cli users add
4. When prompted, do the following:

1. Enter the username for the new user.

2. Enter and confirm the password for the new user.

If successful, you see the following message:

User '[username]' created successfully

5. Verify user configuration by running the following command:

/greengrass/v2/bin/swe-emqgx-cli users list

The output shows all configured users:

Users:
- [your-added-username]

Total users: 1
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EMQX Management with Windows

Use the AWS loT SiteWise EMQX CLI tool at one of the following locations:

« PowerShell: C:\greengrass\v2\bin\swe-emgx-cli.psl

o Command Prompt: C:\greengrass\v2\bin\swe-emgx-cli.bat

To enable username and password authentication through EMQX Management using
Windows

1. Change the admin password by running the following command:

C:\greengrass\v2\bin\swe-emgx-cli.psl admin change-pwd
2. When prompted, do the following:

1. Enter your current administrator user (default is admin) and password (default is
public).

2. Enter and confirm your new password.

If successful, you see the following message:

admin password changed successfully

3. Add users for external applications by running the following command:

C:\greengrass\v2\bin\swe-emgx-cli.psl users add
4. When prompted, do the following:

1. Enter the username for the new user.

2. Enter and confirm the password for the new user.

If successful, you see the following message:

User '[username]' created successfully

5. Verify user configuration by running the following command:
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C:\greengrass\v2\bin\swe-emgx-cli.psl users list

The output shows all configured users:

Users:
- [your-added-username]

Total users: 1

Connect an application to the EMQX broker on AWS loT SiteWise Edge

The EMQX broker uses Transport Layer Security (TLS) on port 8883 to encrypt all communications,
ensuring your data remains protected during transmission. This section walks you through the
steps to establish connections between your applications and the EMQX broker. Following these
steps helps maintain the integrity and confidentiality of your industrial data. The connection
process involves two main approaches: using automated IP discovery through components, or
manually configuring DNS names and IP addresses as Subject Alternative Names (SANSs) in your TLS
certificates. Each method has its own advantages depending on your network setup and security
requirements. This documentation will guide you through both options.

Topics

Configure TLS for secure connections to the EMQX broker on AWS loT SiteWise Edge

Test the EMQX broker connection on AWS loT SiteWise Edge

Use your own CA

Open port 8883 for external firewall connections

Configure TLS for secure connections to the EMQX broker on AWS loT SiteWise Edge

By default, AWS loT Greengrass generates a TLS server certificate for the EMQX broker that is
signed by the core device certificate authority (CA). For more information, see Connecting client
devices to an AWS loT Greengrass Core device with an MQTT broker.

Retrieve the TLS certificate

To get the CA certificate run the following command on the gateway host:
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Linux

Run the following command in a shell session on the gateway host:

/greengrass/v2/bin/swe-emgx-cli cert

This command displays the certificate location and prints the certificate's content.

You can alternatively save the certificate to a file using this command:
/greengrass/v2/bin/swe-emgx-cli cert --output /path/to/certificate.pem

Windows

Run the following command in a PowerShell session on the gateway host:
C:\greengrass\v2\bin\swe-emgx-cli.psl cert

This command displays the certificate location and prints the certificate's content.

You can alternatively save the certificate to a file using this command:

C:\greengrass\v2\bin\swe-emgx-cli.psl cert --output C:\path\to\certificate.pem

The CLI automatically locates the certificate regardless of the exact path on your system.

Copy the contents of the ca.pem file to the external application that you're connecting to the
broker. Save it as BrokerCoreDeviceCA.pem.

Add custom DNS names/IP addresses to the TLS server certificate

The subject alternative name (SAN) on the cert generated by AWS loT Greengrass is localhost.
When establishing a TLS connection from outside of the gateway host, the TLS verification step
fails because the broker’s hostname does not match the hostname of localhost on the server
certificate.

To address mismatched hostname issue, AWS loT Greengrass provides two ways of managing core
device endpoints. This section covers both options. For more detailed information, see Manage core
device endpoints in the AWS IoT Greengrass Version 2 Developer Guide.
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« To connect to the EMQX broker using the core device's IP address, use the Automated IP
discovery section.

« To connect to the EMQX broker using a DNS name instead of IP address, you use the Manual
management section.

Automated IP discovery

This option allows your core device to automatically discover its IP address and add it as a
Subject Alternative Name (SAN) to the broker certificate.

1. Addthe aws.greengrass.clientdevices.IPDetector component to your core
device's deployment.

2. Deploy the changes to your device

3. Wait for deployment to complete.

After the deployment completes, you can establish a secure TLS connection using the
broker's IP address.

The IP address is automatically added as a SAN to the broker certificate.

Manual DNS and IP Configuration

You can manually add DNS names and IP addresses as Subject Alternative Names (SANs) to your
TLS certificate. This method is useful when you have configured a DNS name for your gateway
host.

/A Important

If you are using the IPDetector component, remove it from your deployment before
proceeding. The IPDetector component overrides manual endpoint configurations.

To manually configure endpoints

1. Navigate to the AWS IoT SiteWise console.

2. In the left navigation, choose Edge gateways in the Edge section.

3. Choose the gateway to configure.
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4. In the Edge gateway configuration section, choose your Greengrass core device url. The
core device's page appears.

5. Choose the Client devices tab.
6. Choose Manage endpoints.

7. In the Manage endpoints dialog box, enter the DNS name(s) and any IP addresses you want
to add as SANs. Use port 8883.

8. Choose Update.

The broker's TLS server certificate updates automatically to include your new endpoints.
To verify the TLS server certificate update using Linux

1. Start a shell session on your gateway host.

docker exec emqgx openssl x509 -in ./data/cert.pem -text -noout | grep -Al
"Subject Alternative Name"

2. The command returns an output similar to the following:

X509v3 Subject Alternative Name:
DNS:endpoint_you_added, DNS:localhost

3. Verify that your endpoint appears in the list of SANs.

To verify the TLS server certificate update using Windows

1. Start a shell session on your gateway host.

(Get-PfxCertificate -FilePath "C:\greengrass\v2\work

\aws.greengrass.clientdevices.mqtt.EMQX\v2\data\cert.pem").Extensions | Where-

Object { $_.0id.FriendlyName -eq "Subject Alternative Name" } | ForEach-Object
{ "Subject Alternative Name:", ($_.Format($true) -split "'n")[0@..1] }

2. The command returns an output similar to the following:

Subject Alternative Name:
DNS Name=your-endpoint
DNS Name=localhost
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3. Verify that the endpoint you added is in the list of SANs.

Test the EMQX broker connection on AWS loT SiteWise Edge

After configuring your EMQX broker with TLS certificates and authentication credentials, it's
important to verify that your setup works correctly. Testing the connection helps ensure that

your security configurations are properly implemented and that clients can successfully establish
encrypted connections to the broker. This section demonstrates how to test your broker connection
using the Mosquitto command line interface (CLI) client, a widely-used MQTT client tool that
supports TLS encryption and authentication.

Use Mosquitto CLI client to test the EMQX broker connection

In this step we will use the mosquitto CLI client to test our setup and make sure we can connect
successfully to the broker using the username and password we created earlier. To get the
BrokerCoreDeviceCA. pem follow steps under Step 3: Setting up TLS.

mosquitto_sub -h hostname|[ip address \
-p 8883 \
-t "#" 0\
-g 1\
-u username -P password \
--cafile BrokerCoreDeviceCA.pem

® Note

You may get an SSL:verify error if the hostname/IP address you are connecting to does
not match the Subject Alternative Name (SAN) that is on the CA cert you're passing to the
client. See "Adding custom DNS names/IP addresses to the TLS server cert" under Step 3:
Setting up TLS for how to get a certificate with the correct SAN.

At this point, all users have access to publish and subscribe to all topics on the broker. Proceed to
Set up authorization rules for AWS loT SiteWise Edge in EMQX.

Use your own CA

AWS loT Greengrass outlines how to configure your own client device auth component
to use your own certificate authority (CA). The client device auth component
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(aws.greengrass.clientdevices.Auth) authenticates client devices and authorizes client
device actions. For more information, see Using your own certificate authority in the AWS loT

Greengrass Version 2 Developer Guide.

To use your own CA, add the aws.greengrass.clientdevices.Auth component to your
deployment so that you can specify a custom configuration.

Open port 8883 for external firewall connections

Linux

In your Linux host firewall rule, add an inbound rule for port 8883 to allow incoming
connections from outside of the gateway host. If there are any firewalls in place, ensure that
incoming TLS connections on port 8883 are allowed.

Windows
In your Microsoft Windows host firewall rule, add an inbound rule for port 8883 to allow
incoming connections from outside of the gateway host. Ensure the rule is an allow rule, of type

port, specifying port 8883. You can configure this according to your network configuration to
allow connections from your external applications to the broker.

Set up authorization rules for AWS loT SiteWise Edge in EMQX

EMQX supports adding authorization rules based on identifiers such as username, IP address or
client ID. This is useful if you want to limit the number of external applications connecting to
various operations or topics.

Topics

Configure authorization using the built-in database with Linux

Configure authorization using the built-in database with Windows

Update the EMQX deployment configuration for authorization

Add authorization rules through the EMQX Dashboard for users

Configure authorization using the built-in database with Linux

When you configure authorization rules, there are two configuration choices that depend on your
deployment setup.
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» Docker - If you're running a standard Docker installation without Litmus Edge, use the Docker
bridge gateway configuration. This is typically the case when you've only deployed AWS loT
SiteWise components.

 Litmus Edge - If you have Litmus Edge installed on your gateway, use the Litmus Edge network
subnet configuration.

® Note

If you initially configure the Docker bridge gateway and later install Litmus Edge,
reconfigure the authorization rules using the Litmus Edge network subnet option to ensure
proper communication between all components.

To add basic authorization rules

1. Verify that the EMQX broker is deployed and running.

2. Start a shell session on your gateway host.

Docker without Litmus Edge

For standard Docker installation without Litmus Edge, run:
/greengrass/v2/bin/swe-emgx-cli acl init

Litmus Edge network subnet

If you're using Litmus Edge, determine the Litmus Edge network subnet IP:

docker network inspect LitmusNetwork | grep IPAM -A9

Note the Subnet value from the output and run the following command. Replace
litmus_subnet_ip with the Subnet value from the previous step.

/9reengrass/v2/bin/swe-emgx-cli acl init litmus_subnet_ip
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The tool automatically creates and applies authorization rules to allow connections from the
provided IP address to the broker. It allows access to all topics. This includes the loT SiteWise
OPC UA collector and loT SiteWise publisher.

Proceed to Update the EMQX deployment configuration for authorization.

Configure authorization using the built-in database with Windows

This section covers configuring authorization rules using the built-in database for Windows
deployments.

To add basic authorization rules

Verify that the EMQX broker is deployed and running.
Run the AWS loT SiteWise EMQX CLI tool:

C:\greengrass\v2\bin\swe-emgx-cli.psl acl init

The tool automatically creates and applies ACL rules allowing connections from localhost
(127.0.0.1) to the broker. It allows access to all topics. This includes the loT SiteWise OPC UA
collector and loT SiteWise publisher.

Proceed to Update the EMQX deployment configuration for authorization.

Update the EMQX deployment configuration for authorization

To update the EMQX deployment configuration for authorization

—

el AN

b

Navigate to the AWS loT SiteWise console.

In the left navigation, choose Edge gateways in the Edge section.
Choose the gateway to configure.

In the Edge gateway configuration section, copy your Greengrass core device value. Save it
for later use.

Open the AWS IloT console.

On the left navigation, under the Manage section, choose Greengrass devices, then
Deployments.
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10.
11.
12.
13.

14.

Find the core device value you saved earlier and choose that link to open the deployment.
Choose the Actions dropdown button, then Revise.

Read the message that appears and then choose Revise deployment. The Specify target page
appears.

Choose Next until you reach the Configure components step.
Select the aws.greengrass.clientdevices.mgtt.EMQX radio button.
Choose the Configure component button. A configuration page appears for the component.

Under Configuration update, choose Reset to default configuration for component version:
2% %,

Paste the following content in the Configuration to merge section based on your OS.

Linux

"emgqxConfig": {
"authorization": {

"no_match": "deny",
"sources": [
{
"type": "built_in_database"
},
{
"type": "file",
"path": "data/authz/acl.conf"
}
]
},
"listeners": {
"tcp": {
"default": {
"enabled": true,
"enable_authn": false
}
.
"ssl": {
"default": {

"enabled": true,
"enable_authn": true,
"ssl_options": {

"verify": "verify_none",
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"fail_if_no_peer_cert": false

},
"authentication": {
"enable": true,
"backend": "built_in_database",
"mechanism": "password_based",
"password_hash_algorithm": {
"iterations": 210000,
"mac_fun": "sha512",
"name": "pbkdf2"
I
"user_id_type": "username"
I
"dashboard": {

"listeners": {

"http": {
"bind": 18083
}
}
}

I
"authMode": "bypass",
"dockerOptions": "-p 8883:8883 -p 127.0.0.1:1883:1883

-p 127.0.0.1:18083:18083 -v emgx-data:/opt/emgx/data -e
EMQX_NODE__NAME=emgx@local",
"requiresPrivilege": "true"

Windows

"emgxConfig": {
"authorization": {

"no_match": "deny",
"sources": [
{
"type": "built_in_database"
1,
{

"type": "file",
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"path": "C:\\greengrass\\v2\\work\
\aws.greengrass.clientdevices.mgtt.EMQX\\v2\\data\\authz\\acl.conf"

}
]
},
"listeners": {
"tcp": {
"default": {
"enabled": true,
"enable_authn": false
}
.
"ssl": {
"default": {
"enabled": true,
"enable_authn": true,
"ssl_options": {
"verify": "verify_none",
"fail_if_no_peer_cert": false
}
}
}
},

"authentication": {
"enable": true,
"backend": "built_in_database",
"mechanism": "password_based",
"password_hash_algorithm": {
"iterations": 210000,
"mac_fun": "sha512",
"name": "pbkdf2"
I
"user_id_type": "username"
I
"dashboard": {
"listeners": {

"http": {
"bind": 18083
}
}
}

I
"authMode": "bypass",
"requiresPrivilege": "true"
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}

15. Choose Confirm.
16. Choose Next until you reach the Review step.

17. Choose Deploy.

(® Note

From this point onward, you can't edit the ACL file to update the authorization rules.
Alternatively, you can proceed to Add authorization rules through the EMQX Dashboard for
users after a successful deployment.

Add authorization rules through the EMQX Dashboard for users

You can add or update authorization rules using the EMQX Dashboard or the AWS loT SiteWise
EMQX CLI tool. The AWS loT SiteWise EMQX CLI tool manages authorization using EMQX's built-in
database.

(@ Note

Adding authorization rules is an advanced configuration step that requires understanding
of MQTT topic patterns and access control. For more information about creating
authorization rules using EMQX's built-in database, see Use Built-in Database in the EMQX
Docs.

® Note

The EMQX-related instructions provided are for reference only. As EMQX documentation
and features may change over time, and we do not maintain their documentation, we
recommend consulting EMQX's official documentation for the most current information.

EMQX dashboard

This procedure shows how you can add authorization rules on the EMQX dashboard.
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The EMQX dashboard is only accessible from within the gateway host. If you try to connect from
outside of the gateway host, you can't access the dashboard.

To add authorization rules using the EMQX Dashboard

1. Ensure that you are within the gateway host.

2. Open a browser window and visit http://localhost:18083/.

3. Login to the the EMQX dashboard. This procedure assumes that you've changed your
default login credentials to something of your choosing. For more information on intial
setup, see Enable username and password authentication.

4. Choose the shield icon, then Authorization from the dropdown menu.
5. Choose the Permissions button on the Built-in Database row.

6. In the Built-in Database authorization section, add or update the user authorization rules
for your business needs. For more guidance on creating rules, see the Use Built-in Database
section in the EMQX Docs.

AWS IoT SiteWise CLI tool using Linux
To manage authorization rules using the AWS loT SiteWise EMQX CLI tool in Linux:

«  Add authorization rules for a user using the following format:

/greengrass/v2/bin/swe-emqgx-cli auth add your-username your-action your-
permission your-topic [your-action-permission-topic]
Example Add authorization rules for a user

This example shows how to add rules for a user named systeml:

/greengrass/v2/bin/swe-emgx-cli auth add systeml \
publish allow "sensors/#" \
subscribe allow "control/#" \
all deny "#"

Example : View authorization rules for a user

To view authorization rules for the systeml users, run the following command:
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/greengrass/v2/bin/swe-emgx-cli auth list systeml

Example : View all existing authorization rules

To view all of the authorization rules you currently have, run the following command:

/greengrass/v2/bin/swe-emgx-cli auth list

Example : Delete all authorization rules for a user

To delete all of the authorization rules applied to a particular user, run the following command:

/greengrass/v2/bin/swe-emqgx-cli auth delete systeml

You are prompted to confirm the deletion.

AWS |oT SiteWise CLI tool using Windows

To manage authorization rules using the AWS loT SiteWise EMQX CLI tool in Windows
PowerShell:

o Add authorization rules for a user using the following format:

C:\greengrass\v2\bin\swe-emgx-cli.psl auth add your-username your-action your-
permission your-topic [your-action-permission-topic]
Example : Add authorization rules for a user

This example shows how to add rules for a user named systeml:

C:\greengrass\v2\bin\swe-emgx-cli.psl auth add systeml °
publish allow "sensors/#" °
subscribe allow "control/#" °
all deny "#"

Example : View authorization rules for a user

To view authorization rules for the systeml users, run the following command:
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C:\greengrass\v2\bin\swe-emgx-cli.psl auth list systeml

Example : View all existing authorization rules

To view all of the authorization rules you currently have, run the following command:

C:\greengrass\v2\bin\swe-emgx-cli.psl auth list

Example : Delete all authorization rules for a user

To delete all of the authorization rules applied to a particular user, run the following command:

C:\greengrass\v2\bin\swe-emgx-cli.psl auth delete systeml

You are prompted to confirm the deletion.

Process and visualize data with SiteWise Edge and open-source tools

Configure AWS loT SiteWise Edge MQTT-enabled gateways with open-source tools for local
processing and visualization to enhance your industrial data management capabilities.

With SiteWise Edge, you can create a local data processing pipeline using external, open-source
tools. Use Node-RED® to store time-series data with InfluxDB®, and monitor operations through
Grafana® dashboards.

Node-RED processes and transforms your data flows, while InfluxDB provides time-series data
storage. Grafana displays your real-time operational data. Use these tools with SiteWise Edge to
synchronize data between your local environment and the AWS Cloud, giving you both immediate
local insights and long-term cloud-based analytics capabilities.

(® Note

Node-RED®, InfluxDB®, and Grafana® are not vendors or suppliers for SiteWise Edge.
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In this guide, we're using the open-source version of Grafana for SiteWise Edge as opposed
to the Amazon Managed Grafana service.

Deployment options

You can deploy this solution using one of two approaches. With a Microsoft Windows manual
setup, you control component configuration and integration with your infrastructure. With Linux,

you can use Docker to deploy pre-configured components in containers.

Choose the method that meets your operational requirements.

« Set up open source integrations manually (Windows) — For custom configurations or existing

infrastructure

« Set up open-source integrations with Docker (Linux) — For rapid deployment with pre-configured

components
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Wind farm example overview

This guide uses a wind farm example to demonstrate how you can monitor wind speed for a
turbine on a wind farm. This practical scenario illustrates common industrial monitoring needs
where both local and cloud-based visibility are valuable for operational efficiency.

With this integration, you can:

» Collect data from industrial equipment using an AWS loT SiteWise Edge gateway
» Process data locally with Node-RED, InfluxDB, and Grafana
« Store data locally using InfluxDB

« Monitor data in real time using Grafana dashboards

Throughout this guide, we use the example of a windfarm. We use Node-RED to simulate a turbine
that generates wind speed data. Node-RED translates the data payload, publishes the data to

the SiteWise Edge MQTT broker, subscribes to receive data from the broker, and stores the data
locally in InfluxDB. This approach ensures that all of the operational data is available both locally
for immediate access and in the cloud for further analytics. By implementing this pattern, you

gain resilience against network disruptions while maintaining the ability to perform advanced
analytics in the AWS Cloud. Grafana connects to InfluxDB for local monitoring, providing operators
with real-time visibility into metrics without cloud dependencies. A SiteWise Edge MQTT-enabled
gateway connects to the same MQTT broker to send data to AWS loT SiteWise, creating a bridge
between your edge operations and cloud-based services.

You can use your own data and configurations to create a similar workflow tailored to your
specific industrial requirements, whether you're monitoring manufacturing equipment, utility
infrastructure, or other industrial assets.

Requirements for open-source integrations

Before implementing open-source integrations with SiteWise Edge, ensure your environment
meets the necessary requirements.

« Hardware requirements - Your gateway hardware must meet the requirements for SiteWise
Edge gateways. For more information, see AWS loT SiteWise Edge self-hosted gateway

requirements for MQTT-enabled, V3 gateways and Requirements for the AWS loT SiteWise Edge
application.
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/A Important

When deploying additional open-source components, ensure your hardware meets the
requirements for InfluxDB, Node-RED, and Grafana.

» Your network configuration must support both local communication between components and
cloud connectivity for SiteWise Edge.

« All services must run on the same host.

Security considerations

We recommend that you encrypt all communications between components, especially when
accessing interfaces from non-local networks. Implement proper access controls for each
component and follow AWS best practices for AWS loT SiteWise Edge gateway configuration and
AWS account security.

Development environment

This guide demonstrates Node-RED, InfluxDB, and Grafana running and accessed locally on a
gateway host. For production deployments that require external access, implement security

measures including TLS encryption, authentication, and authorization. Follow each application's

security best practices.

Third-party software

This solution uses third-party software not maintained by AWS, including InfluxDB, Node-RED,

Grafana, and the node-red-contrib-influxdb plugin. Before deployment, ensure these
components comply with your organization's security requirements, compliance standards, an
governance policies.

/A Important

This guide references and uses third-party software not owned or maintained by AWS.
Before implementation, ensure that all components meet your security, compliance, and
governance requirements. Keep all software updated with the latest security patches and
follow best practices for securing your edge deployment.

InfluxDB, Node-RED, Grafana are not vendors or suppliers for SiteWise Edge.

d
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Other considerations

Consider these additional factors when implementing open-source integrations with SiteWise
Edge.

« Use the latest versions of all services, tools, and components.

« Filter and aggregate data locally before cloud transmission to reduce AWS loT SiteWise data
ingestion costs. Configure appropriate data retention periods in InfluxDB and properly size your
gateway hardware. For more information, see AWS loT SiteWise pricing.

« Implement regular backup procedures for all data.

» Monitor resource usage on your gateway and configure appropriate resource limits for each
component. Implement data retention policies in InfluxDB to manage disk usage.
Set up open source integrations manually (Windows)

Use this guide to manually create a time series bucket for wind speed data that connects with
Grafana® and Node-RED®.

Manually install and configure Node-RED, InfluxDB®, and Grafana on Microsoft Windows to control
your deployment configuration. You can store and manage time series data from your devices
using InfluxDB.

Manual setup prerequisites

Before you begin, complete these requirements:

(@ Note

Run all services (SiteWise Edge, InfluxDB, Node-RED, and Grafana) on the same host.

« Install an MQTT-enabled, V3 gateway. For more information, see MQTT-enabled, V3 Gateways
for AWS loT SiteWise Edge.

« Install and run these services locally:

 InfluxDB OSS v2. For installation steps, see Install InfluxDB.

» Node-RED. For installation steps, see Install Node-RED locally.

« Grafana. For installation steps, see Install Grafana.
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Set up local storage with InfluxDB

With InfluxDB®, you can store time series data from your devices locally. The purpose of local
storage capability is to maintain operational visibility during network disruptions and reduce
latency for time-critical applications. You can perform analysis and visualization at the edge while
still having the option to selectively forward data to the cloud.

In this section, you create a time series bucket for turbine wind speed data and generate an API
token for Grafana® and Node-RED® connectivity. The InfluxDB bucket serves as a dedicated storage
container for your time series data, similar to a database in traditional systems. The API token
enables secure programmatic access to your data.

To set up InfluxDB

1. After completing the prerequisite steps and ensuring all tools are running on the same host,
open your web browser and go to http://127.0.0.1:8086.

2. (Optional) Enable TLS encryption for enhanced security. For more information, see Enable TLS
encryption in the InfluxData Documentation.

3. Create a time series InfluxDB bucket to store data from Node-RED. The bucket will serve as a
dedicated container for your wind farm data, allowing you to organize and manage retention
policies specific to this dataset. For more information, see Manage buckets in the InfluxData
Documentation.

4. (Optional) Configure the data retention period for your edge location. Setting appropriate
retention periods helps manage storage resources efficiently by automatically removing older
data that's no longer needed for local operations.

For information about data retention, see Data retention in InfluxDB in the InfluxData
Documentation.

5. Generate an API token for the bucket. This token will enable secure communication between
InfluxDB and other components like Node-RED and Grafana. This way, only authorized services
can read from or write to your data store. For more information, see Create a token in the
InfluxData Documentation.

After you complete these steps, you can store time series data in your InfluxDB instance, providing
a foundation for local data persistence and analysis in your edge environment.
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Configure Node-RED flows for AWS loT SiteWise data integration

With Node-RED®, you can implement two flows to manage data between your devices and AWS
loT SiteWise. These flows work together to create a comprehensive data management solution that
addresses both local and cloud data flow.

« Data publish flow - Publishes to the cloud. The data publish flow sends data to AWS loT
SiteWise. This flow simulates a turbine device by generating sensor data, translating it to AWS
loT SiteWise format, and publishing to the SiteWise Edge MQTT broker. This enables you to
leverage AWS IoT SiteWise's cloud capabilities for storage, analytics, and integration with other
AWS services.

For more information, see Configure the data publish flow.

» Data retention flow - Stores data at the edge. The data retention flow subscribes to the
SiteWise Edge MQTT broker to receive data, translate it into InfluxDB® format, and stores it
locally for monitoring. This local storage provides immediate access to operational data, reduces
latency for time-critical applications, and ensures continuity during network disruptions.

For more information, see Configure the data retention flow.

These two flows work together to ensure data is both sent to AWS loT SiteWise and stored locally
for immediate access.

To access your Node-RED console, go to http://127.0.0.1:1880. For information about enabling
TLS, see Enable TLS encryption.

Configure the data publish flow

The data publish flow uses three nodes to create a pipeline that sends your industrial data to the
cloud. This flow is essential for enabling cloud-based analytics, long-term storage, and integration
with other AWS services. First, simulated device data is sent to the SiteWise Edge MQTT broker. The
gateway picks up the data from the broker which allows for transmission to the AWS loT SiteWise
cloud, where you can leverage powerful analytics and visualization capabilities.

» Data input - Receives device data from your industrial equipment or simulators
» Data translator for AWS loT SiteWise - Translates data to AWS loT SiteWise format to ensure
compatibility with the SiteWise Edge gateway

« MQTT publisher - Publishes data to SiteWise Edge MQTT broker, making it available to both
local and cloud consumers
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. Data publish flow
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Data input (furbine Translation for AWS Publish MQTT to
simulator) loT SiteWise EMQX Broker

Configure the data input node

In this example, the data input node uses a simulated wind turbine device that generates wind
speed data. This node serves as the entry point for your industrial data, whether it comes
from simulated sources (as in our example) or from actual industrial equipment in production
environments.

We use a custom JSON format for the data payload to provide a standardized structure that
works efficiently with both local processing tools and the AWS loT SiteWise cloud service. This
format includes essential metadata like timestamps and quality indicators alongside the actual
measurement values, enabling comprehensive data management and quality tracking throughout
your pipeline. Import the inject node to receive simulated data in this standardized JSON format
with timestamps, quality indicators, and values.

For more information on the Node-RED inject node, see the Inject section in the Node-RED
Documentation.

The turbine simulator generates wind speed data every second in this standardized JSON format:

Example : Turbine data payload

{
name: string, // Property name/identifier
timestamp: number, // Epoch time in nanoseconds
quality: "GOOD" | "UNCERTAIN" | "BAD",
value: number | string | boolean

}

This format provides several benefits:
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« The name field identifies the specific property or measurement, allowing you to track multiple
data points from the same device

« The timestamp in nanoseconds ensures precise time tracking for accurate historical analysis

« The quality indicator helps you filter and manage data based on its reliability

« The flexible value field supports different data types to accommodate various sensor outputs

Example : Inject node of a turbine simulator

[
{
"id": "string",
"type": "inject",
"z": "string",
"name": "Turbine Simulator",
"props": [
{
"p": "payload.timestamp",
gy
"vt": "date"
.
{
"p": "payload.quality",
"v'": "GOOD",
"vt": "str"
},
{
"p": "payload.value",
"v": "$random()",
"vt": "jsonata"
.
{
"p": "payload.name",
"v": "/Renton/WindFarm/Turbine/WindSpeed"
"vt": "str"
}
1,
"repeat": "1",
"crontab": ""

’

"once": false,

"onceDelay":

"topic": ,

mnn
’
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"x": 270,

"y": 200,

"wires": [
L

"string"

Configure a node for data translation

The SiteWise Edge gateway requires data in a specific format to ensure compatibility with AWS

loT SiteWise cloud. The translator node is an important component that converts your input

data to the required AWS loT SiteWise payload format. This translation step ensures that your
industrial data can be properly processed, stored, and later analyzed in the AWS loT SiteWise cloud
environment.

By standardizing the data format at this stage, you enable integration between your edge devices
and the cloud service where you can use asset modeling, analytics, and visualization capabilities.
Use this structure:

Example : Payload structure for SiteWise Edge data parsing

{
"propertyAlias": "string",
"propertyValues": [
{

"value": {

"booleanValue": boolean,

"doubleValue": number,

"integerValue": number,

"stringValue": "string"
},

"timestamp": {
"timeInSeconds": number,
"offsetInNanos": number

},

"quality": "GOOD" | "UNCERTAIN" | "BAD",

}]
}
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® Note

Match the propertyAlias to your MQTT topic hierarchy (for example, /Renton/
WindFarm/Turbine/WindSpeed). This ensures that your data is properly associated with
the correct asset property in AWS loT SiteWise. For more information, see the "Data stream
alias" concept in AWS IoT SiteWise concepts.

1. Import the example function node for AWS loT SiteWise payload translation. This function
handles the conversion from your standardized input format to the AWS loT SiteWise-
compatible format, ensuring proper timestamp formatting, quality indicators, and value

typing.

[
{
"id": "string",
"type": "function",
"z": "string",
"name": "Translate to SiteWise payload",

"func": "let input = msg.payload;\nlet output = {};\n
\noutput[\"propertyAlias\"] = input.name;\n\nlet propertyVal = {}\n\nlet
timeInSeconds = Math.floor(input.timestamp / 1000);\nlet offsetInNanos =
(input.timestamp % 1000) * 1000000;\n\npropertyVal[\"timestamp\"] = {\n
\"timeInSeconds\": timeInSeconds,\n \"offsetInNanos\": offsetInNanos,\n};
\n\npropertyVal[\"quality\"] = input.quality\n\nlet typeNameConverter = {\n
\"number\": (x) => Number.isInteger(x) ? \"integerValue\" : \"doubleValue
\",\n \"boolean\": (x) => \"booleanValue\",\n \"string\": (x) =>
\"stringValue\", \n}\nlet typeName = typeNameConverter[typeof input.value]
(input.value)\npropertyVal[\"value\"] = {}\npropertyVal[\"value\"][typeName]
= input.value;\n\noutput[\"propertyValues\"] = [propertyVal]\n\nreturn {\n
payload: JSON.stringify(output)\n};",
"outputs": 1,
"timeout": "",
"noerr": 0,
"initialize": "",
"finalize": "",
"libs": [1,
"x": 530,
"y": 200,
"wires": [

L
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"string"

]

2. Verify that the JavaScript code translates wind speed data correctly. The function performs
several important tasks:

» Extracts the property name from the input and sets it as the propertyAlias
« Converts the timestamp from milliseconds to the required seconds and nanoseconds format
» Preserves the quality indicator for data reliability tracking

« Automatically detects the value type and formats it according to AWS loT SiteWise
requirements

3. Connect the node to your flow, linking it between the data input node and the MQTT
publisher.

For guidance on writing a function specific to your business needs, see Writing Functions in the

Node-RED Documentation

Configure the MQTT publisher

After translation, the data is ready for publication to the SiteWise Edge MQTT broker.

Configure the MQTT publisher with these settings to send data to the SiteWise Edge MQTT broker:
To import the MQTT out node

1. Import an MQTT out configuration node using "type": "mqtt out". MQTT out nodes let
you share a broker's configuration.

2. Enter key-value pairs for information relevant to MQTT broker connection and message
routing.

Import the example mqtt out node.

Example
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Ilidll: "String",
"type": "mqtt out",

z": "string",

"name": "Publish to MQTT broker",
"topic": "/Renton/WindFarm/Turbine/WindSpeed",

Ilqosll: Illll’
Ilretainll: IIII’
mnn

"respTopic": o

"contentType": ,

"userProps": ,

"correl": ,
"expiry": ""
"broker": "string",
"x": 830,

"y'": 200,

"wires": []

"id": "string",
"type": "mqtt-broker",
"name": "emqgx",
"broker": "127.0.0.1",
"port": "1883",
"clientid": "",
"autoConnect": true,
"usetls": false,
"protocolVersion": "5",
"keepalive": 15,
"cleansession": true,
"autoUnsubscribe": true,
"birthTopic": "",
"birthQos": "@",
"birthPayload": "",
"birthMsg": {3},
"closeTopic": "",
"closePayload": "",
"closeMsg": {3},
"willTopic": "",
"willQos": "Q",
"willPayload": "",
"willMsg": {3},

"userProps": ,
"sessionExpiry":
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]

The example MQTT out node creates the MQTT connection with the following information:

e Server:127.0.0.1
e Port: 1883
e Protocol: MQTT V5

Then, the MQTT out node configures message routing with the following information:

» Topic: /Renton/WindFarm/Turbine/WindSpeed
e QoS:1

Deploy and verify the nodes

After configuring the three data publish flow nodes, follow these steps to deploy the flow and
verify that data is being transmitted correctly to AWS loT SiteWise

To deploy and verify connections

1. Connect the three nodes as shown in the data publish flow.

. Data publish flow

PN —t
> |6 > =
— °
Data input (turbine Translation for AWS Publish MQTT to
simulator) loT SiteWise EMQX Broker

2. Choose Deploy to apply all node connection changes.

3. Navigate to the AWS loT SiteWise console and choose Data streams.

4. Ensure Alias prefix is selected in the dropdown menu. Then, search for the /Renton/
WindFarm/Turbine/WindSpeed alias.
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If you see the correct alias in your search, you have deployed the flow and verified data

transmission.

Configure the data retention flow

The data retention flow is can be used to maintain operational visibility at the edge. This is useful

during network disruptions or when you need immediate access to your data. This flow subscribes

to the MQTT broker to receive device data, converts it to InfluxDB® format, and stores it locally. By

implementing this flow, you create a resilient local data store that operators can access without
cloud dependencies, enabling real-time monitoring and decision-making at the edge.

The flow consists of three key components working together to ensure your data is properly

captured and stored:

o MQTT subscription client - Receives data from the broker, ensuring you capture all relevant

industrial data

 InfluxDB translator - Converts AWS loT SiteWise payload to InfluxDB format, preparing the data

for efficient time-series storage

 InfluxDB writer - Handles local storage, ensuring data persistence and availability for local

applications

Data retentian flow

e

Data input (turbine

Cal

Translate to
simulator) InfluxDB® payload

L

{i}

L
—]
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—bn

Write data to
InfluxDB® for storage

Set up the MQTT subscription client

o  Configure the MQTT subscription client in Node-RED to receive data from the MQTT EMQX

broker in AWS loT SiteWise by importing the example below.
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Example : MQTT in node

"id": "string",
Iltypell: Ilmqtt inll’

z": "string",

"name": "Subscribe to MQTT broker",
"topic": "/Renton/WindFarm/Turbine/WindSpeed",

Ilqosll: Illll’

"datatype": "auto-detect",

"broker": "string",
"nl": false,
"rap": true,
"rh": 0,
"inputs": 0,
"x'": 290,
"y": 340,
"wires": [
[

"string"

"id": "string",

"type": "mqtt-broker",
"name": "emqgx",
"broker": "127.0.0.1",
"port": "1883",
"clientid": "",
"autoConnect": true,
"usetls": false,
"protocolVersion": "5",
"keepalive": 15,
"cleansession": true,
"autoUnsubscribe": true,
"birthTopic": "",
"birthQos": "@",
"birthPayload": "",
"birthMsg": {3},
"closeTopic": "",
"closePayload": "",
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"closeMsg": {3},
"willTopic": "",
"willQos": "0Q",
"willPayload": "",
"willMsg": {3},

"userProps": ,
"sessionExpiry":

This subscription ensures that all relevant data published to the broker is captured for local
storage, providing a complete record of your industrial operations. The node uses the same
MQTT connection parameters as the Configure the MQTT publisher section, with the following
subscription settings:

» Topic - /Renton/WindFarm/Turbine/WindSpeed
e QoS-1

For more information, see Connect to an MQTT Broker in the Node-RED Documentation.

Configure the InfluxDB translator

InfluxDB organizes data using tags for indexing and fields for values. This organization optimizes
query performance and storage efficiency for time-series data. Import the example function
node that contains JavaScript code to convert AWS loT SiteWise payload to InfluxDB format. The
translator splits the properties into two groups:

» Tags — Quality and name properties for efficient indexing

« Fields — Timestamp (in milliseconds since epoch) and value

Example : Function node of translating to an InfluxDB payload

[
{
"id": "string",
"type": "function",
"z": "string",

"name": "Translate to InfluxDB payload",
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"func": "let data = msg.payload;\n\nlet timeInSeconds =
data.propertyValues[@].timestamp.timeInSeconds;\nlet offsetInNanos =
data.propertyValues[0].timestamp.offsetInNanos;\nlet timestampInMilliseconds =
(timeInSeconds * 1000) + (offsetInNanos / 1000000);\n\nmsg.payload = [\n {\n

\"timestamp(milliseconds_since_epoch)\": timestampInMilliseconds,\n
\"value\": data.propertyValues[@].value.doubleValue\n },\n {\n \"name\":
data.propertyAlias,\n \"quality\": data.propertyValues[@].quality\n N\nJ\n
\nreturn msg",

"outputs": 1,

"timeout": "",

"noerr": 0,

"initialize":

"finalize": "",

"libs": [],

"x": 560,

"y": 340,

"wires": [

L

mnn
’

"string"

For additional configuration options, see the node-red-contrib-influxdb in the Node-RED GitHub

repository.
Set up the InfluxDB writer

The InfluxDB writer node is the final component in your data retention flow, responsible for storing
your industrial data in the local InfluxDB database. This local storage is important for maintaining
operational visibility during network disruptions and providing immediate access to data for time-
critical applications.

1. Install the node-red-contrib-influxdb package through the Manage palette option. This
package provides the necessary nodes for connecting Node-RED with InfluxDB.

2. Add an InfluxDB out node to your flow. This node will handle the actual writing of data to your
InfluxDB database.

3. Configure the server properties to establish a secure connection to your InfluxDB instance:

a. Set Version to 2.0 - This specifies that you're connecting to InfluxDB v2.x, which uses a
different API than earlier versions
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b.

C.

Set URLto http://127.0.0.1:8086 - This points to your local InfluxDB instance

Enter your InfluxDB authentication token. This secure token authorizes the connection
to your database. You generated the token during the Set up local storage with InfluxDB

procedure.

4. Specify the storage location parameters to define where and how your data will be stored:

Enter your InfluxDB Organization name — The organization is a workspace for a group of
users, where your buckets and dashboards belong. For more information, see Manage
organizations in the InfluxData Documentation.

Specify the InfluxDB Bucket (for example, WindFarmData) — The bucket is equivalent to a
database in traditional systems, serving as a container for your time series data

Set the InfluxDB Measurement (for example, TurbineData) - The measurement is similar
to a table in relational databases, organizing related data points

(® Note

Find your organization name in the InfluxDB instance's left sidebar. The organization,
bucket, and measurement concepts are fundamental to InfluxDB's data organization model.
For more information, see the InfluxDB documentation.

Deploy and verify the retention flow

After configuring all components of the data retention flow, you need to deploy and verify that
the system is working correctly. This verification ensures that your industrial data is being properly
stored locally for immediate access and analysis.

1. Connect the three nodes as shown in the data retention flow diagram. This creates a complete
pipeline from data subscription to local storage.
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Data retentian flow
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2. Choose Deploy to apply your changes and activate the flow. This starts the data collection and
storage process.

3. Use the InfluxDB Data Explorer to query and visualize your data. This tool allows you to verify
that data is being properly stored and to create initial visualizations of your time series data.

In the Data Explorer, you should be able to see your wind speed measurements being recorded
over time, confirming that the entire pipeline from data generation to local storage is
functioning correctly.

For more information, see Query in Data Explorer in the InfluxData Documentation.

With both the data publish flow and data retention flow deployed, you now have a complete
system that sends data to the AWS loT SiteWise cloud while maintaining a local copy for
immediate access and resilience. This dual-path approach ensures that you get the benefits of
cloud-based analytics and storage while maintaining operational visibility at the edge.

Set up Grafana for SiteWise Edge

Grafana® lets you create local real-time monitoring dashboards for your industrial data. By
visualizing the data stored in InfluxDB®, you can provide operators with immediate insights into
equipment performance, process efficiency, and potential issues. This visibility at the edge is
important for time-sensitive operations and maintaining continuity during network disruptions.

Configure the data source

Connecting Grafana to your InfluxDB database creates a powerful visualization layer for your
industrial data. This connection enables real-time monitoring dashboards that operators can use to
make informed decisions without cloud dependencies.
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1.

Access your Grafana instance locally by navigating to http://127.0.0.1:3000 in your browser.
If enabling TLS is required, you can refer to Set up Grafana HTTPS for secure web traffic in the
Grafana Labs Documentation.

Add an InfluxDB data source pointing to the InfluxDB time series bucket where Node-RED
writes data. For example, WindFarmData. This connection establishes the link between your
stored data and the visualization platform.

For detailed instructions, see Configure the InfluxDB data source in the Grafana Labs
Documentation.

Create a Grafana dashboard for SiteWise Edge data

Creating a dashboard is the final step in building your local monitoring solution. Dashboards
provide visual representations of your industrial data, making it easier to identify trends,
anomalies, and potential issues at a glance.

Follow the guide to create a dashboard. For more information, see Build your first
dashboard in the Grafana Labs Documentation. This template assumes your bucket is named
WindFarmData and measurementis TurbineData.

You can also use the quick start guide by importing the provided example dashboard template
to quickly create a dashboard with a time series plot for the data that Node-RED generates in
previous section. This template provides a starting point that you can customize to meet your
specific monitoring needs.

{
"__inputs": [

{
"name": "DS_WINDFARM-DEMO",
"label": "windfarm-demo",
"description": "",
"type": "datasource",
"pluginId": "influxdb",
"pluginName": "InfluxDB"

}

1,
" _elements": {3},
_ requires": [
{
"type": "grafana",
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"id": "grafana",
"name": "Grafana",
"version": "11.6.0-pre"

"type": "datasource",
"id": "influxdb",
"name": "InfluxDB",
"version": "1.0.0"

"type": "panel",
"id": "timeseries",
"name": "Time series",
"version": ""
}
1,
"annotations": {
"list": [
{
"builtIn": 1,
"datasource": {
"type": "grafana",
"uid": "-- Grafana --"
},
"enable": true,
"hide": true,
"iconColor": "rgba(@, 211, 255, 1)",
"name": "Annotations & Alerts",
"type": "dashboard"

]
},
"editable": true,
"fiscalYearStartMonth": 0,
"graphTooltip": 0,
"id": null,
"links": [],
"panels": [
{

"datasource": {
"type": "influxdb",
"uid": "${DS_WINDFARM-DEMO}"

I
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"fieldConfig": {
"defaults": {
"color": {

"mode": "palette-classic"

}I

"custom": {

"axisBorderShow": false,
"axisCenteredZero": false,
"axisColorMode": "text",

"axisLabel": "",

"axisPlacement": "auto",

"barAlignment": 0,

"barWidthFactor": 0.6,

"drawStyle": "line",
"fillOpacity": O,

"gradientMode": "none",

"hideFrom": {
"legend": false,
"tooltip": false,
"viz": false

}I

"insertNulls": false,

"lineInterpolation":
"lineWidth": 1,
"pointSize": 5,

"scaleDistribution": {

"type": "linear"

iy

"showPoints": "auto",

"spanNulls": false,
"stacking": {
"group": "A",
"mode": "none"
I
"thresholdsStyle": {
"mode": "off"
}
I
"mappings": [],
"thresholds": {
"mode": "absolute",
"steps": [
{

"color": "green"

"linear",
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}
iy

}I
{

"color": "red",

"value": 80

"overrides": []

iy

"gridPos": {

Ilhll:

wo e

X

8,
12,

1 0,

y": 0
},

"id": 1,
"options": {
"legend": {
"calcs": [1,
"displayMode": "list",
"placement": "bottom",
"showLegend": true
I
"tooltip": {
"hideZeros": false,
"mode": "single",
"sort": "none"
}
I
"pluginVersion": "11.6.0-pre",
"targets": [
{
"datasource": {
"type": "influxdb",
"uid": "${DS_WINDFARM-DEMO}"
},
"query": "from(bucket: \"WindFarmData\")\n |> range(start:
v.timeRangeStart, stop: v.timeRangeStop)\n |> filter(fn: (r) => r[\"_measurement
\"] == \"TurbineData\")\n |> filter(fn: (r) => r[\"_field\"] == \"value\")\n
|> filter(fn: (r) => r[\"name\"] == \"/Renton/WindFarm/Turbine/WindSpeed\")\n
|> filter(fn: (r) => r[\"quality\"] == \"GOOD\")\n |> aggregateWindow(every:
v.windowPeriod, fn: mean, createEmpty: false)\n |[> yield(name: \"mean\")",
"refId": "A"

MQTT-enabled, V3 gateways 205



AWS |oT SiteWise User Guide

}
1,
"title": "Panel Title",
"type": "timeseries"
}
1,
"schemaVersion": 41,
"tags": [1,
"templating": {
"list": [1]
},
"time": {
"from": "now-6h",
"to": "now"
},
"timepicker": {3},
"timezone": "browser",

"title": "demo dashboard",
"uid": "fejc0t@8o6d4wb",
"version": 1,

"weekStart": ""

Set up open-source integrations with Docker (Linux)

For a streamlined deployment process, you can use Docker to set up Node-RED®, InfluxDB®, and
Grafana® on a Linux environment. This method uses pre-configured containers, allowing for rapid
deployment and easier management of the components.

Docker setup prerequisites
Before you begin, verify that have the following:

« An MQTT-enabled, V3 gateway. For more information, see MQTT-enabled, V3 Gateways for AWS
loT SiteWise Edge.

» The Docker Compose plugin. For installation steps, see Install the Docker Compose plugin in the
Docker Manuals documentation.

Deploy the services

This deployment runs SiteWise Edge, InfluxDB, Node-RED, and Grafana on the same host.

MQTT-enabled, V3 gateways 206


https://docs.docker.com/compose/install/linux/

AWS loT SiteWise

User Guide

Set up the environment

1. Gain root access:

sudo -i

2. Create a .env file or export these environment variables:

export INFLUXDB_PASSWORD=your-secure-influxdb-password
export INFLUXDB_TOKEN=your-secure-influxdb-token
export GRAFANA_PASSWORD=your-secure-grafana-password

Configure the Docker network

» Create a bridge network using the name SiteWiseEdgeNodeRedDemoNetwork.

docker network create --driver=bridge SiteWiseEdgeNodeRedDemoNetwork

Prepare the Docker Compose file
Copy the contents of the following YAML file to your SiteWise Edge gateway device.

Expand to view the Docker Compose YAML file example

services:
influxdb:
image: influxdb:latest
container_name: influxdb
ports:
- "127.0.0.1:8086:8086"
volumes:
- influxdb-storage:/.influxdbv2
environment:
- DOCKER_INFLUXDB_INIT_MODE=setup
- DOCKER_INFLUXDB_INIT_USERNAME=admin
- DOCKER_INFLUXDB_INIT_PASSWORD=${INFLUXDB_PASSWORD}
- DOCKER_INFLUXDB_INIT_ORG=iot-sitewise-edge
- DOCKER_INFLUXDB_INIT_BUCKET=WindFarmData
- DOCKER_INFLUXDB_INIT_RETENTION=0
- DOCKER_INFLUXDB_INIT_ADMIN_TOKEN=${INFLUXDB_TOKEN}
networks:
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- SiteWiseEdgeNodeRedDemoNetwork
restart: unless-stopped

grafana:
image: grafana/grafana:latest
container_name: grafana
ports:
- "127.0.0.1:3000:3000"
volumes:
- grafana-storage:/var/lib/grafana
- ./grafana/provisioning:/etc/grafana/provisioning
environment:
- GF_SECURITY_ADMIN_USER=admin
- GF_SECURITY_ADMIN_PASSWORD=${GRAFANA_PASSWORD}
- GF_INSTALL_PLUGINS=grafana-clock-panel,grafana-simple-json-datasource
- GF_PATHS_PROVISIONING=/etc/grafana/provisioning
- GF_PATHS_CONFIG=/etc/grafana/grafana.ini
- GF_LOG_LEVEL=info
configs:
- source: grafana_datasource
target: /etc/grafana/provisioning/datasources/influxdb.yaml
- source: grafana_preload_dashboard_config
target: /etc/grafana/provisioning/dashboards/dashboard.yml
- source: grafana_preload_dashboard
target: /etc/grafana/provisioning/dashboards/demo_dashboard.json
depends_on:
- influxdb
networks:
- SiteWiseEdgeNodeRedDemoNetwork
restart: unless-stopped

nodered:
build:
context:
dockerfile_inline: |
FROM nodered/node-red:latest
RUN npm install node-red-contrib-influxdb
container_name: nodered
ports:
- "127.0.0.1:1880:1880"
volumes:
- node_red_data:/data
environment:
- NODE_RED_ENABLE_SAFE_MODE=false
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- NODE_RED_ENABLE_PALETTE_EDIT=true
- NODE_RED_AUTO_INSTALL_MODULES=true
configs:
- source: nodered_flows
target: /data/flows.json
- source: nodered_settings
target: /data/settings.js
- source: nodered_flows_cred
target: /data/flows_cred.json
depends_on:
- influxdb
networks:
- SiteWiseEdgeNodeRedDemoNetwork
restart: unless-stopped

volumes:
influxdb-storage:
grafana-storage:
node_red_data:

networks:
SiteWiseEdgeNodeRedDemoNetwork:
external: true

configs:
grafana_datasource:
content: |
apiVersion: 1
datasources:
- name: windfarm-demo
type: influxdb
access: proxy
url: http://influxdb:8086
jsonData:
version: Flux
organization: iot-sitewise-edge
defaultBucket: WindFarmData
tlsSkipVerify: true
securelsonData:
token: ${INFLUXDB_TOKEN?}
editable: false

grafana_preload_dashboard_config:
content: |
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apiVersion: 1
providers:
- name: "Dashboard provider"
orgld: 1
type: file
options:
path: /etc/grafana/provisioning/dashboards

grafana_preload_dashboard:

content: |
{
"annotations": {
"list": [
{
"builtIn": 1,

"datasource": {
"type": "grafana",
"uid": "-- Grafana --"
},
"enable": true,
"hide": true,
"iconColor": "rgba(@, 211, 255, 1)",
"name": "Annotations & Alerts",
"type": "dashboard"

]
},
"editable": true,
"fiscalYearStartMonth": 0,
"graphTooltip": 0,

"id": 1,

"links": [1,

"panels": [
{

"datasource": {
"type": "influxdb",
"uid": "PEB@DCBF338B3CEB2"

I
"fieldConfig": {
"defaults": {
"color": {
"mode": "palette-classic"
},

"custom": {
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"axisBorderShow": false,
"axisCenteredZero": false,
"axisColorMode": "text",
"axisLabel": "",
"axisPlacement": "auto",
"barAlignment": 0,
"barWidthFactor": 0.6,
"drawStyle": "line",
"fillOpacity": O,
"gradientMode": "none",
"hideFrom": {

"legend": false,

"tooltip": false,

"viz": false
},

"insertNulls": false,

"lineInterpolation": "linear",

"lineWidth": 1,

"pointSize": 5,

"scaleDistribution": {
"type": "linear"

I

"showPoints": "auto",

"spanNulls": false,

"stacking": {
"group": "A",
"mode": "none"

I

"thresholdsStyle": {
"mode": "off"

}

"mappings": [],
"thresholds": {

"mode": "absolute",
"steps": [
{
"color": "green"
},
{

"color": "red",
"value": 80
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}
I
"overrides": []
I
"gridPos": {
"h": 8,
"w": 12,
"x": 0,
"y": 0
I
"id": 1,
"options": {
"legend": {
"calcs": [1,
"displayMode": "list",
"placement": "bottom",
"showLegend": true
I
"tooltip": {
"hideZeros": false,
"mode": "single",
"sort": "none"
}
I
"pluginVersion": "11.6.0",
"targets": [
{
"datasource": {
"type": "influxdb",
"uid": "PEBODCBF338B3CEB2"
},
"query": "from(bucket: \"WindFarmData\")\n |> range(start:
v.timeRangeStart, stop: v.timeRangeStop)\n |> filter(fn: (r) => r[\"_measurement
\"] == \"TurbineData\")\n |> filter(fn: (r) => r[\"_field\"] == \"value\")\n
|> filter(fn: (r) => r[\"name\"] == \"/Renton/WindFarm/Turbine/WindSpeed\")\n
|> filter(fn: (r) => r[\"quality\"] == \"GOOD\")\n |> aggregateWindow(every:
v.windowPeriod, fn: mean, createEmpty: false)\n |[> yield(name: \"mean\")",
"refId": "A"
}
1,
"title": "Wind Speed",
"type": "timeseries"
}
1,
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"preload": false,

"schemaVersion": 41,
"tagS": []’
"templating": {

"list": []
iy

"time": {

iy

"to": "now

"from": "now-6h",

"timepicker": {3},
"timezone": "browser",
"title": "Demo Dashboard",
"uid": "eejtureqjo9a8c",
"version": 2

nodered_flows:
content: |

L

"id": "95fce448fdd43b4s7",
thpeﬂ: Htabﬂ’

"label": "Demo Flow",
"disabled": false,
Ilinfoll: mnmn

"id": "5f63740b66af3386",
"type": "mqtt out",
"z": "95fce448fdd4a3bs7",

"name": "Publish to MQTT broker",
"topic": "/Renton/WindFarm/Turbine/WindSpeed"

Ilqosll: Illll’
Ilretainll: IIII’
"respTopic": "",

"contentType": ,
"userProps": "",

"correl": ,

"expiry": .

"broker": "5744207557fal%be",

"x": 830,
"y": 200,
"wires": []
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},
{
"id": "8f2eb590d596679b",
"type": "function",
"z": "95fces448fdd4a3b4s7",
"name": "Translate to SiteWise payload",

"func": "let input = msg.payload;\nlet output = {};\n\noutput[\"propertyAlias
\"] = input.name;\n\nlet propertyVal = {}\n\nlet timeInSeconds =
Math.floor(input.timestamp / 1000);\nlet offsetInNanos = (input.timestamp % 1000) *
1000000; \n\npropertyVal[\"timestamp\"] = {\n \"timeInSeconds\": timeInSeconds,\n
\"offsetInNanos\": offsetInNanos,\n};\n\npropertyVal[\"quality\"] = input.quality
\n\nlet typeNameConverter = {\n \"number\": (x) => Number.isInteger(x) ?
\"integerValue\" : \"doubleValue\",\n \"boolean\": (x) => \"booleanValue\",\n
\"string\": (x) => \"stringValue\", \n}\nlet typeName = typeNameConverter[typeof
input.value](input.value)\npropertyVal[\"value\"] = {}\npropertyVal[\"value\"]
[typeName] = input.value;\n\noutput[\"propertyValues\"] = [propertyVal]\n\nreturn {\n
payload: JSON.stringify(output)\n};",
"outputs": 1,
"timeout": "",
"noerr": 0,
"initialize": "",
"finalize": "",
"libs": [1,
"x": 530,
"y": 200,
"wires": [
[
"5f63740b66af3386"

"id": "4b78cbdea5e3258c",
"type": "inject",
"z": "95fce448fdd4a3b4s7",

"name": "Turbine Simulator",
"props": [
{
"p": "payload.timestamp",
BAVARHEELL
"vt": "date"
.
{

npn: npayload.quality";
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iy

"v'": "GOOD",
"vt": "str"

},

{
"p": "payload.value",
"v'": "$$random()",
"vt": "jsonata"

I

{
"p": "payload.name",
"v'": "/Renton/WindFarm/Turbine/WindSpeed",
"vt": "str"

}

1,
"repeat": "1",
"crontab": "",
"once": false,
"onceDelay": "",
"topic": "",
"x": 270,
"y": 200,
"wires": [

[

"8f2eb590d596679b"

"id": "b658bf337ea2e316",

"type": "influxdb out",

"z": "95fce448fdd4a3bs7",
"influxdb": "2f1c38495035d2e4",
"name": "Store data in InfluxDB",
"measurement": "TurbineData",
"precision": ""
"retentionPolicy": "",

"database":
"retentionPolicyV18Flux": "",

org": "iot-sitewise-edge",
"bucket": "WindFarmData",
"x": 840,

"y": 340,

"wires": []
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{

"id": "9432d39af35b202f",

"type": "function",

"z": "95fce448fdd4a3b4s7",

"name": "Translate to InfluxDB payload",

"func": "let data = msg.payload;\n\nlet timeInSeconds =
data.propertyValues[Q].timestamp.timeInSeconds;\nlet offsetInNanos =
data.propertyValues[@].timestamp.offsetInNanos;\nlet timestampInMilliseconds =
(timeInSeconds * 1000) + (offsetInNanos / 1000000);\n\nmsg.payload = [\n {\n

\"timestamp(milliseconds_since_epoch)\": timestampInMilliseconds,\n
\"value\": data.propertyValues[@].value.doubleValue\n },\n {\n \"name\":
data.propertyAlias,\n \"quality\": data.propertyValues[@].quality\n I\nI\n
\nreturn msg",
"outputs": 1,

"timeout": ,

"noerr": 0,
"initialize": "",
"finalize": "",
"libs": [1,
"x": 560,
"y": 340,
"wires": [

[

"b658bf337ea2e316"

"id": "b689403d2c80816b",
"type": "mgtt in",
"z": "95fce448fdd4a3bs7",

"name": "Subscribe to MQTT broker",
"topic": "/Renton/WindFarm/Turbine/WindSpeed",
Ilqosll: Illll’

"datatype": "auto-detect",
"broker": "5744207557fal%be",

"nl": false,
"rap": true,
"rh": 0,
"inputs": 0,
"x": 290,
"y'": 340,
"wires": [
[
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"9432d39af35b202f"

"id": "4f59bed8e829fc35",
"type": "comment",

"z": "95fces448fdd4a3ba7",
"name": "Data Publish Flow",
"info": "dfgh",

"x": 270,

"y'": 160,

"wires": []

"id": "b218c7fc58c8b6e7",
"type": "comment",
"z": "95fce448fdd43b4s7",

"name": "Data Retention flow",

"info": "",
"x": 270,
"y": 300,
"wires": []

"id": "5744207557fal9be",
"type": "mqtt-broker",
"name": "emqgx",
"broker": "emqgx",
"port": "1883",
"clientid": "",
"autoConnect": true,
"usetls": false,
"protocolVersion": "5",
"keepalive": 15,
"cleansession": true,
"autoUnsubscribe": true,
"birthTopic": "",
"birthQos": "0",
"birthPayload": "",
"birthMsg": {3},
"closeTopic": "",

"closePayload": ,
"closeMsg": {3},
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"willTopic": "",
"willQos": "@",
"willPayload": "",
"willMsg": {3,
"userProps": "",
"sessionExpiry": ""
},
{
"id": "2f1c38495035d2e4",
"type": "influxdb",
"hostname": "influxdb",
"port": 8086,
"protocol": "http",
"database": "",
"name": "InfluxDB",
"usetls": false,
"tls": "M,
"influxdbVersion": "2.0",
"url": "http://influxdb:8086",
"timeout": "",
"rejectUnauthorized": false
}
]
nodered_flows_cred:
content: |
{
"2f1c38495035d2e4": {
"token": "${INFLUXDB_TOKEN}"
}
}
nodered_settings:
content: |
module.exports = {
flowFile: 'flows.json',
credentialSecret: false,
adminAuth: null,
editorTheme: {
projects: {
enabled: false
}
}
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}

Update the SiteWise Edge deployment

N o v & W

Navigate to the AWS loT console

Choose Greengrass devices in the left navigation menu under the Manage section, then Core
devices.

Select the core device connected to your SiteWise Edge Gateway.
Choose the Deployments tab, then select the Deployment ID value.
Choose Actions, then select Revise.

Read the pop up message and then choose Revise Deployment.

In Step 2 - Select components, select the following components and then choose Next.

e aws.greengrass.clientdevices.mgtt.EMQX
« aws.iot.SiteWiseEdgePublisher

In Step 3 - Configure components, select the
aws.greengrass.clientdevices.mgtt.EMQX component value and add the following
network configuration:

"emqxConfig": {
"authorization": {
"no_match": "allow"
1,
"listeners": {
"tcp": {
"default": {
"enabled": true,
"enable_authn": false

.
"authMode": "bypass",

"dockerOptions": "-p 127.0.0.1:1883:1883 --
network=SiteWiseEdgeNodeRedDemoNetwork",
"requiresPrivilege": "true"
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9. Choose Next.
10. In Step 4 - Configure advanced settings, choose Next.

11. Choose Deploy

Launch the services

1. Start the services using the Docker Compose file. Run the following command under the
directory containing the compose.yaml file.

docker compose up -d

2. Create an SSH tunnel to access the services:

ssh -i path_to_your_ssh_key -L 1880:127.0.0.1:1880 -L 3000:127.0.0.1:3000 -L
8086:127.0.0.1:8086 username@gateway_ip_ address

This deployment creates the following services in the SiteWiseEdgeNodeRedDemoNetwork
network:

InfluxDB v2 (port 8086)

Includes pre-configured organization (iot-sitewise-edge), WindFarmData InfluxDB bucket, and
admin credentials

Node-RED (port 1880)

Includes InfluxDB nodes and pre-configured flows for AWS loT SiteWise integration
Grafana (port 3000)

Includes admin user, InfluxDB datasource, and monitoring dashboard

Access the services

After deployment, access the services using the following URLs and credentials:

(® Note

You can access each service from your host or the gateway machine.
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Service access details

Service URL Credentials
Node-RED http://127.0.0.1:1880 No credentials required
InfluxDB http://127.0.0.1:8086 Username: admin

Password: $INFLUXDB
_PASSWORD

Grafana http://127.0.0.1:3000 Username: admin

Password: $GRAFANA_
PASSWORD

Verify the deployment

To ensure your deployment is successful, perform the following checks:
1. For Node-RED, verify the presence of two preloaded flows:

» Data publish flow
» Data retention flow

2. For AWS loT SiteWise, in the AWS loT SiteWise console, confirm the presence of a data stream
with the alias /Renton/WindFarm/Turbine/WindSpeed.

3. For InfluxDB, use the Data Explorer to verify data storage in the TurbineData measurement
within the WindFarmData bucket.

4. For Grafana, view the dashboard to confirm the display of time series data generated from
Node-RED.

Process data for open source integrations

The data can be processed (such as transformation or aggregation), at different stages using
various tools, each serving different monitoring requirements.
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Process data with Node-RED nodes

Transform your data in real time using Node-RED® built-in processing nodes. Configure these
nodes through the Node-RED console to create your data pipeline.

Data transformation nodes
Transform individual data points, similar to Transforms in AWS loT SiteWise, using these nodes:

» change node - Performs simple value modifications on your data.

« function node - Enables custom JavaScript transformations for complex data processing.

Metrics calculation nodes

Combine multiple data points into a single output, similar to Metrics in AWS loT SiteWise, using
these nodes:

» batch node - Groups multiple messages for batch processing.
 join node - Combines multiple data streams into a single output.

« aggregator node - Calculates aggregate metrics from multiple data points.

For additional node options, see the Node-RED Library.

Create InfluxDB tasks

While Node-RED excels at basic data processing with quick setup, complex metric calculations may
become challenging in flow-based programming. InfluxDB® Tasks provide an alternative through
scheduled Flux scripts for advanced processing needs.

Use InfluxDB Tasks for:

« Statistical aggregations across large datasets
« Mathematical operations on multiple properties

» Derived measurements from multiple sources

Task features

» Scheduled Execution - Run tasks based on cron expressions
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« Batch Processing - Optimize operations for time-series data
« Error Recovery - Automatically retry failed operations

« Monitoring - Track execution through detailed logs

Manage tasks through the InfluxDB Ul, API, or CLI. For more information, see Process data with
InfluxDB tasks.

Use Grafana transformations

Transform data visualization in Grafana® without modifying the source data in InfluxDB. Grafana
transformations apply only to the visualization layer.

Visual Builder - Create transformations without writing code

Live Preview - View transformation results in real time

Multi-Source - Process data from multiple database sources

Storage Efficient - Transform data at visualization time without storing intermediary results

For more information, see Transform data.

Troubleshooting open-source integrations

For more information on troubleshooting topics related to open source integrations for SiteWise
Edge gateways, see Troubleshooting open-source integrations at the Edge.

Classic streams, V2 gateways for AWS loT SiteWise Edge

Understand the features and limitations of Classic streams, V2 gateways for AWS loT SiteWise
Edge.

The Classic streams, V2 gateway maintains traditional functionality familiar from earlier AWS loT
SiteWise deployments before the introduction of MQTT-enabled, V3 gateways. These SiteWise
Edge gateways are considered Classic streams, V2 gateways. They maintain backward compatibility
and are functional with the data processing pack. While the Classic streams, V2 gateway offers
reliable performance for existing setups, it has limitations compared to newer gateway options.
Specifically, this gateway type is not fully compatible with the advanced features available in the
MQTT-enabled, V3 gateway destination. To use the MQTT messaging protocol, you can create a
new MQTT-enabled, V3 gateway. For more information, see MQTT-enabled, V3 Gateways for AWS
loT SiteWise Edge.
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Topics

Use packs to collect and process data in SiteWise Edge

Configure the AWS loT SiteWise publisher component

Destinations and AWS loT Greengrass stream manager

Configure edge capabilities on AWS loT SiteWise Edge

Configure edge data processing for AWS loT SiteWise models and assets

Use packs to collect and process data in SiteWise Edge

AWS loT SiteWise Edge gateways use different packs to determine how to collect and process your
data.

Currently, the following packs are available:

» Data collection pack — Use this pack to collect your industrial data and route it to AWS Cloud
destinations. By default, this pack is enabled automatically for your SiteWise Edge gateway.

» Data processing pack — Use this pack to enable SiteWise Edge gateway communication with
edge-configured asset models and assets. You can use edge configuration to control what asset
data to compute and process on-site. You can then send your data to AWS loT SiteWise or other
AWS services. For more information about the data processing pack, see the section called

“Configure edge data processing”.

Upgrading packs

/A Important

Upgrading data processing pack versions from before (and including) 2.0.x to version 2.1.x
will result in data loss of locally stored measurements.

SiteWise Edge gateways use different packs to determine how to collect and process your data. You
can use the AWS loT SiteWise console to upgrade packs.

To upgrade packs (console)

1. Navigate to the AWS IoT SiteWise console.

2. In the left navigation, choose Edge gateways in the Edge section.
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3. In the Gateways list, choose the SiteWise Edge gateway with the packs you want to upgrade.
4. In the Gateway configuration section, choose Software updates available.

5. On the Edit software versions page, choose Updates.

® Note

You can only upgrade packs that are enabled. To find the list of packs that are enabled
for this SiteWise Edge gateway, choose Overview, and then see the Edge capabilities
section.

6. On the edit software versions page, in the Gateway component updates section, do the
following:

« To update the OPC UA collector, choose a version, and then choose Deploy.
» To update the Publisher, choose a version, and then choose Deploy.
» To update the Data processing pack, choose a version, and then choose Deploy.

7. When you're done deploying new versions, choose Done.

If you're experiencing problems upgrading the packs, see Unable to deploy packs to SiteWise Edge
gateways.

Configure the AWS IoT SiteWise publisher component

After you create an AWS loT SiteWise Edge gateway and install the software, you can set up the
publisher component so your SiteWise Edge gateway can export data to the AWS Cloud. Use

the publisher component to enable additional features or configure default settings. For more
information, see AWS loT SiteWise publisher in the AWS IoT Greengrass Version 2 Developer Guide.

(® Note

The publisher configuration differs based on the type of gateway you're using. For Classic
stream, V2 gateways, use the iotsitewise:publisher:2 namespace. For MQTT-
enabled, V3 gateways, use the iotsitewise:publisher:3 namespace.

Console

1. Navigate to the AWS IoT SiteWise console.
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2.

3
4.
5

9.

In the navigation pane, choose Edge gateways.
Select the SiteWise Edge gateway for which you want to configure the publisher.
In the Publisher configuration section, choose Edit

For Publishing order, choose one of the following:

« Publish oldest data first — The SiteWise Edge gateway publishes the oldest data to the
cloud first by default.

« Publish newest data first — The SiteWise Edge gateway publishes the newest data to the
cloud first.

(Optional) If you don't want the SiteWise Edge gateway to compress your data, unselect
Activate compression when uploading data.

(Optional) If you don't want to publish old data, choose Exclude expired data and do the
following:

o  For Cutoff period, enter a value and choose a unit. The cutoff period must be between
five minutes and seven days. For example, if the cutoff period is three days, data that's
older than three days isn't published to the cloud.

(Optional) To set custom settings about how data is handled on your local device, choose
Local storage settings and do the following:

a. For Retention period, enter a number and choose a unit. The retention period must be
between one minute and 30 days, and greater than or equal to the rotation period. For
example, if the retention period is 14 days, the SiteWise Edge gateway deletes any data
at the edge that's older than the specified cutoff period after it's stored for 14 days.

b. For Rotation period, enter a number and choose a unit. The rotation period must be
greater than one minute, and equal to, or less than, the retention period. For example,
say the rotation period is two days, the SiteWise Edge gateway batches up and saves
data that is older than the cutoff period to a single file. For self-hosted gateways
through AWS loT Greengrass V2, the SiteWise Edge gateway transfers a batch of
data to the following local directory once every two days: /greengrass/v2/work/
aws.iot.SiteWiseEdgePublisher/exports.

c. For Storage capacity, enter a value that is greater than or equal to 1. If the storage
capacity is 2 GB, the SiteWise Edge gateway starts deleting data when more than 2 GB
of data is stored locally.

Choose Save.
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AWS CLI

Use the UpdateGatewayCapabilityConfiguration API to configure the publisher.

Set the capabilityNamespace parameter to iotsitewise:publisher:2.
Example : Publisher configuration for Classic Stream, V2 gateways

The publisher namespace: iotsitewise:publisher:2

"SiteWisePublisherConfiguration": {
"publishingOrder": "TIME_ORDER",
"enableCompression": true,
"dropPolicy": {

"cutoffAge": "7d",

"exportPolicy": {
"retentionPeriod": "7d",
"rotationPeriod": "6h",
"exportSizelLimitGB": 10

1,
"SiteWiseS3PublisherConfiguration": {

"accessRoleArn": "arn:aws:iam:123456789012:role/roleName",
"streamToS3ConfigMapping": [

{
"streamName": "S3_OPC-UA_Data_Collector",

"targetBucketArn": "arn:aws:s3:::amzn-s3-demo-bucket/dataCollector",

"publishPolicy": {
"publishFrequency": "10m",
"localSizelLimitGB": 10

.

"siteWiseImportPolicy": {
"enableSiteWiseStorageImport": true,
"enableDeleteAfterImport": true

The publisher provides the following configuration parameters that you can customize:
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SiteWisePublisherConfiguration

publishingOrder

The order in which data is published to the cloud. The value of this parameter can be one
of the following:

o TIME_ORDER (Publish oldest data first) — The earliest data is published to the cloud
first, by default.

o RECENT_DATA (Publish newest data first) — The newest data is published to the cloud
first.

enableCompression

Set this to true to compress data before publishing. Data compression can reduce
bandwidth usage.

dropPolicy

(Optional) A policy that controls what data is published to the cloud.
cutoffAge

The maximum age of data to be published specified in days, hours, and minutes. For
example, 7d or 1d7h16m. Data older than what you specify is not sent to AWS loT
SiteWise.

Data that is earlier than the cutoff period is not published to the cloud. The cutoff age
must be between five minutes and seven days.

You can use m, h, and d when you specify a cutoff age. Note that m represents
minutes, h represents hours, and d represents days.

exportPolicy

(Optional) A policy that manages data storage at the edge. This policy applies to data
that is earlier than the cutoff age.

retentionPeriod

Your SiteWise Edge gateway deletes any data at the edge that is earlier than the
cutoff period from the local storage after it is stored for the specified retention
period. The retention period must be between one minute and 30 days, and
greater than or equal to the rotation period.
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You can use m, h, and d when you specify a retention period. Note that m
represents minutes, h represents hours, and d represents days.

rotationPeriod

The time interval over which to batch up and save data that is earlier than the
cutoff period to a single file. The SiteWise Edge gateway transfers one batch

of data to the following local directory at the end of each rotation period: /
greengrass/v2/work/aws.iot.SiteWiseEdgePublisher/exports. The
rotation period must be greater than one minute, and equal to or less than the
retention period.

You can use m, h, and d when you specify a rotation period. Note that m represents
minutes, h represents hours, and d represents days.

exportSizelLimitGB

The maximum allowed size of data stored locally, in GB. If this quota is breached,
the SiteWise Edge gateway starts deleting the earliest data until the size of data

stored locally is equal to or less than the quota. The value of this parameter must
be greater than or equal to 1.

SiteWiseS3PublisherConfiguration
accessRoleArn
The access role that gives AWS loT SiteWise permission to manage the Amazon S3 bucket
that you are publishing to.
streamToS3ConfigMapping

An array of configurations that maps a stream to an Amazon S3 configuration.

streamName

The stream to read from and publish to the Amazon S3 configuration.

targetBucketArn

The bucket ARN to publish to.
publishPolicy

publishFrequency

The frequency with which the SiteWise Edge gateway publishes to the Amazon S3
bucket.
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localSizelLimitGB

The maximum size of the files written to local disk. If this threshold is breached,
the publisher publishes all buffered data to its destination.

siteWiseImportPolicy

enableSiteWiseStorageImport

Set this to true to import data from an Amazon S3 bucket to AWS IoT SiteWise
storage.

enableDeleteAfterImport

Set this to true to delete the file in the Amazon S3 bucket after ingestion into the
AWS |oT SiteWise storage.

Destinations and AWS loT Greengrass stream manager

AWS loT Greengrass stream manager allows you to send data to the following AWS Cloud
destinations: channels in AWS loT Analytics, streams in Amazon Kinesis Data Streams, asset
properties in AWS loT SiteWise, or objects in Amazon Simple Storage Service (Amazon S3).
For more information, see Manage data streams on the AWS loT Greengrass Core in AWS loT

Greengrass Version 2 Developer Guide.
Example : Data stream message structure

The following example shows the required data stream message structure transmitted by the AWS
loT Greengrass stream manager.

"assetId": "string",
"propertyAlias": "string",
"propertyId": "string",
"propertyValues": [
{
"quality": "string",
"timestamp": {
"offsetInNanos": number,
"timeInSeconds": number
.

"value": {
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"booleanValue": boolean,
"doubleValue": number,

"integerValue": number,
"stringValue": "string"

(@ Note
The data stream message must include either (assetId and propertyId) or
propertyAlias in its structure.

assetId

(Optional) The ID of the asset to update.

propertyAlias

(Optional) The alias that identifies the property, such as an OPC UA server data stream path. For

example:

/company/windfarm/3/turbine/7/temperature

For more information, see Manage data streams in the AWS loT SiteWise User Guide.

propertyId

(Optional) The ID of the asset property for this entry.
propertyValues

(Required) The list of property values to upload. You can specify up to 10 propertyValues
array elements.

quality

(Optional) The quality of the asset property value.

timestamp

(Required) The timestamp of the asset property value.
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offsetInNanos

(Optional) The nanosecond offset from timeInSeconds.

timeInSeconds

(Required) The timestamp date, in seconds, in the Unix epoch format. Fractional
nanosecond data is provided by of fsetInNanos.

value

(Required) The value of the asset property.

(® Note

Only one of the following values can exist in the value field.

booleanValue

(Optional) Asset property data of type Boolean (true or false).
doubleValue

(Optional) Asset property data of type double (floating point number).

integerValue

(Optional) Asset property data of type integer (whole number).

stringValue

(Optional) Asset property data of type string (sequence of characters).

Configure edge capabilities on AWS loT SiteWise Edge

You can use AWS loT SiteWise Edge to collect and temporarily store data so that you can organize
and process device data locally. By enabling edge processing, you can choose to send only
aggregated data to the AWS Cloud to optimize your bandwidth usage and cloud storage costs.
Using AWS loT SiteWise components with AWS loT Greengrass, you can collect and process data at
the edge before sending it to the AWS Cloud, or manage it on-premises using SiteWise Edge APIs.

Data collection happens through data packs and AWS loT SiteWise components that run on AWS
loT Greengrass.
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® Note
« AWS loT SiteWise retains your edge data on your SiteWise Edge gateways up to 30 days.
The retention period of your data is dependent on the available disk space of your device.

« If your SiteWise Edge gateway has been disconnected from the AWS Cloud for 30 days,
the Data Processing Pack is automatically disabled.

Topics

» Set up edge capability in SiteWise Edge

Set up edge capability in SiteWise Edge

AWS loT SiteWise provides the following packs that your SiteWise Edge gateway can use to
determine how to collect and process your data. Select packs to enable edge capabilities for your
SiteWise Edge gateway.

 Data collection pack enables your SiteWise Edge gateway to collect data from multiple OPC UA
servers, and then export the data from the edge to the AWS Cloud. It becomes active once you
have added data sources to your SiteWise Edge gateway.

» Data processing pack enables your SiteWise Edge gateway to process your equipment data at
the edge. For example, you can use asset models to compute metrics and transforms. For more
information about asset models and assets, see Model industrial assets.

(® Note

» The data processing pack is only available on x86 platforms.

To configure edge capabilities

1. Navigate to the AWS IoT SiteWise console.

2. In the navigation pane, choose Edge gateways.
3. Select the SiteWise Edge gateway for which you want to activate edge capabilities.

4. In the Edge capabilities section, choose Edit
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5. In the Edge capabilities section, select Enable data processing pack (incurs additional
charges).

6. (Optional) In the Edge LDAP connection section, you can grant user groups in your corporate
directory access to this SiteWise Edge gateway. The user groups can use the Lightweight
Directory Access Protocol (LDAP) credentials to access the SiteWise Edge gateway. Then they
can use the AWS OpsHub for AWS IoT SiteWise application, AWS loT SiteWise API operations,
or other tools to manage the SiteWise Edge gateway. For more information, see Manage
SiteWise Edge gateways.

o

n

f.

g.

(® Note

You can also use the Linux or Microsoft Windows credentials to access the SiteWise
Edge gateway. For more information, see Access your SiteWise Edge gateway using

Linux operating system credentials.

Select Activated.

For Provider name, enter a name for your LDAP provider.

For Hostname or IP address, enter the hostname or IP address of your LDAP server.
For Port, enter a port number.

For Base distinguished name (DN), enter a distinguished name (DN) for the base.

The following attribute types are supported: commonName (CN), localityName (L),
stateOrProvinceName (ST), organizationName (O), organizationalUnitName (OU),
countryName (C), streetAddress (STREET), domainComponent (DC), and userid (UID).

For Admin group DN, enter a DN.
For User group DN, enter a DN.

7. Choose Save.

Now that you've activated edge capabilities on your SiteWise Edge gateway, you need to configure
your asset model for the edge. Your asset model edge configuration specifies where your assets

properties are computed. You can compute all properties at the edge, or you can configure your

asset model properties separately. Asset model properties include metrics, transforms, and

measurements.

For more information about asset properties, see the section called “Define data properties”.
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After you create your asset model, you can then configure it for the edge. For more information
about configuring your asset model for the edge, see the section called “Create an asset model

(console)”.

(® Note

Asset models and dashboards are automatically synced between the AWS Cloud and
your SiteWise Edge gateway every 10 minutes. You can also sync manually from the local
SiteWise Edge gateway application.

Configure edge data processing for AWS loT SiteWise models and assets

You can use AWS loT SiteWise Edge to collect, store, organize and monitor equipment data locally.
You can use SiteWise Edge so that you can model your industrial data and SiteWise Monitor to
create dashboards for your operational staff to visualize data locally. You can process your data
locally and send it to the AWS Cloud, or process it on-premises by using the AWS loT SiteWise API.

With AWS loT SiteWise Edge, you can process raw data locally and choose to send only aggregated
data to the AWS Cloud to optimize your bandwidth usage and cloud storage costs.

(® Note

« AWS loT SiteWise retains your edge data on your SiteWise Edge gateways up to 30 days.
The retention period of your data is dependent on the available disk space of your device.

« If your SiteWise Edge gateway has been disconnected from the AWS Cloud for 30 days,
the Set up an OPC UA source in SiteWise Edge is automatically disabled.

Configure an asset model for data processing on SiteWise Edge

You must configure your asset model for the edge before your can process your SiteWise Edge
gateway data at the edge. Your asset model edge configuration specifies where your assets
properties are computed. You can choose to compute all properties at the edge and send the
results to the AWS Cloud, or customize where to compute each asset property separately. For more
information, see Configure edge data processing for AWS loT SiteWise models and assets.

Asset properties include metrics, transforms, and measurements:
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» Metrics are the asset's aggregated data over a specified period of time. You can compute new
metrics by using existing metric data. AWS loT SiteWise always sends your metrics to the AWS
Cloud for long-term storage. AWS loT SiteWise computes metrics on the AWS Cloud by default.
You can configure your asset model to compute your metrics at the edge. AWS loT SiteWise
sends processed results to the AWS Cloud.

« Transforms are mathematical expressions that map an asset property's data points from one
form to another. Transforms can use metrics as input data and must be computed and stored at
the same location as their inputs. If you configure a metric input to compute at the edge, AWS
loT SiteWise also computes its associated transform at the edge.

» Measurements are formatted as raw data that your device collects and sends to the AWS Cloud
by default. You can configure your asset model to store this data on your local device.

For more information about asset properties, see the section called “Define data properties”.

After you create your asset model, you can then configure it for the edge. For more information
about configuring your asset model for the edge, see the section called “Create an asset model
(console)".

(® Note

Asset models and dashboards are automatically synced between the AWS Cloud and your
SiteWise Edge gateway every 10 minutes. You can also sync manually from the Manage
SiteWise Edge gateways.

You can use the AWS loT SiteWise REST APIs and the AWS Command Line Interface (AWS CLI)
to query your SiteWise Edge gateway for data at the edge. Before you query your SiteWise Edge
gateway for data at the edge, you must meet the following prerequisites:

» Your credentials must be set for the REST APIs. For more information about setting credentials,
see the section called “Manage gateways".

« The SDK endpoint must point to the IP address of your SiteWise Edge gateway. You can find
more information in the documentation for your SDK. For example, see Specifying Custom
Endpoints in the AWS SDK for Java 2.x Developer Guide.

» Your SiteWise Edge gateway certificate must be registered. You can find more information
about registering your SiteWise Edge gateway certificate in the documentation for your SDK. For

Classic streams, V2 gateways 236


https://docs.aws.amazon.com/sdk-for-javascript/v2/developer-guide/specifying-endpoints.html
https://docs.aws.amazon.com/sdk-for-javascript/v2/developer-guide/specifying-endpoints.html

AWS |oT SiteWise User Guide

example, see the Registering Certificate Bundles in Node.js in the AWS SDK for Java 2.x Developer
Guide.

For more information about querying data with AWS IoT SiteWise, see Query data from AWS loT
SiteWise.

Add data sources to your AWS loT SiteWise Edge gateway

After setting up an AWS loT SiteWise Edge gateway, you can add and configure data sources to
ingest data from local industrial equipment to AWS loT SiteWise. SiteWise Edge supports various
protocols, including OPC UA, and many other protocols available through partner data sources.
These sources enable your gateway to connect with local servers and retrieve your industrial data.
By configuring data sources, you can ingest data from a variety of data sources, and then associate
the data streams with asset properties, enabling comprehensive industrial asset modeling and data
mapping in AWS loT SiteWise.

Topics

« OPC UA data sources for AWS loT SiteWise Edge gateways

» Partner data sources on SiteWise Edge gateways

OPC UA data sources for AWS loT SiteWise Edge gateways

After you set up an AWS loT SiteWise Edge gateway, you can configure data sources so that your
SiteWise Edge gateway can ingest data from local industrial equipment to AWS IoT SiteWise.
Each source represents a local server, such as an OPC UA server, that your SiteWise Edge gateway
connects and retrieves industrial data streams. For more information about setting up a SiteWise
Edge gateway, see Create a self-hosted SiteWise Edge gateway.

The gateway type, MQTT-enabled, V3 gateways versus Classic stream, V2 gateways, influences how
OPC UA data is handled. In Classic stream, V2 gateways, OPC UA data sources are added directly to
the gateway loT SiteWise publisher configuration. Each data source is coupled with the gateway,
and data routing is configured individually for each source. In contrast, using MQTT-enabled,

V3 gateways, OPC UA data sources are converted to MQTT topics and are managed through
centralized destinations. For more information on each type, see MQTT-enabled, V3 Gateways for
AWS |oT SiteWise Edge and Classic streams, V2 gateways for AWS loT SiteWise Edge.
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® Note

AWS |oT SiteWise restarts your SiteWise Edge gateway each time you add or edit a source.
Your SiteWise Edge gateway won't ingest data while it's updating source configuration.

The time to restart your SiteWise Edge gateway depends on the number of tags on your
SiteWise Edge gateway's sources. Restart time can range from a few seconds (for a SiteWise
Edge gateway with few tags) to several minutes (for a SiteWise Edge gateway with many
tags).

After you create sources, you can associate your data streams with asset properties. For more
information about how to create and use assets, see Model industrial assets.

You can view CloudWatch metrics to verify that a data source is connected to AWS loT SiteWise. For
more information, see AWS loT Greengrass Version 2 gateway metrics.

Currently, AWS loT SiteWise supports the following data source protocols:

o OPC UA - A machine-to-machine (M2M) communication protocol for industrial automation.

Support for additional industrial protocols

SiteWise Edge supports a wide range of industrial protocols through integration with data
source partners. These partnerships enable connectivity with over 200 different protocols,
accommodating various industrial systems and devices.

For a list of available data source partners, see SiteWise Edge gateway partner data source options.

Set up an OPC UA source in SiteWise Edge

You can use the AWS loT SiteWise console or a SiteWise Edge gateway capability to define and add
an OPC UA source to your SiteWise Edge gateway to represent a local OPC UA server.

Topics

» Configure an OPC UA source (console)

» Configure an OPC UA source (AWS CLI)
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Configure an OPC UA source (console)

You can use the console to configure the OPC UA source with the following procedure.

® Note
Warning: Duplicate TQVs may result in double charging.

To configure an OPC UA source using the AWS loT SiteWise console

—

Navigate to the AWS loT SiteWise console.

In the left navigation, choose Edge gateways in the Edge section.
Select the SiteWise Edge gateway to add an OPC UA source.
Choose Add data source.

Enter a name for the source.

o v A WD

Enter the Local endpoint of the data source server. The endpoint can be the IP address or
hostname. You may also add a port number to the local endpoint. For example, your local
endpoint might look like this: opc.tcp://203.0.113.0:49320

7. (Optional) For Node ID for selection, add node filters to limit which data streams are ingested
to the AWS Cloud. By default, SiteWise Edge gateways use the root node of a server to ingest
all data streams. You can use node filters to reduce your SiteWise Edge gateway's startup time
and CPU usage by only including paths to data that you model in AWS loT SiteWise. By default,
SiteWise Edge gateways upload all OPC UA paths except those that start with /Server/. To
define OPC UA node filters, you can use node paths and the * and ** wildcard characters. For
more information, see Use OPC UA node filters in SiteWise Edge.

8. Destinations vary between MQTT-enabled, V3 gateways and Classic streams, V2 gateways.

» Classic steams, V2 gateway destinations have a 1:1 relationship with the source. Each
source sends data to a particular destination.

« MQTT-enabled, V3 gateway destinations are set up separately because the hub and
spoke model lets you centralize configuration and management of multiple data sources
across different gateways. To set up destinations in a V3 gateway, see Understand AWS loT
SiteWise Edge destinations.
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Classic steams, V2 gateway destinations

o AWS loT SiteWise real-time — Choose this to send data directly to AWS loT SiteWise
storage. Ingest and monitor data in real-time at the edge.

o AWS loT SiteWise Buffered using Amazon S3 - Send data in Parquet format to Amazon
S3 and then import into AWS loT SiteWise storage. Choose this option to ingest data
in batches, and store historical data in a cost-effective way. You can configure your
preferred Amazon S3 bucket location, and the frequency at which you want data to be
uploaded to Amazon S3. You can also choose what to do with the data after ingestion
into AWS loT SiteWise. You can choose to have the data available in both AWS loT
SiteWise and Amazon S3 or you can choose to delete it automatically from Amazon S3
after it has been imported into AWS IloT SiteWise.

« The Amazon S3 bucket is a staging and buffering mechanism and supports files in the
Parquet format.

« If you select the check box Import data into AWS loT SiteWise storage, data is
uploaded into Amazon S3 first, and then into AWS IloT SiteWise storage.

 If you select the check box Delete data from Amazon S3, data is deleted from
Amazon S3, after it is imported into SiteWise storage.

« If you clear the check box Delete data from Amazon S3, data is stored both in
Amazon S3, and in SiteWise storage.

« If you clear the check box Import data into AWS loT SiteWise storage, data is stored
only in Amazon S3. It is not imported into SiteWise storage.

Visit Manage data storage for details on the various storage options AWS loT SiteWise
provides. To learn more about pricing options, see AWS loT SiteWise pricing.

« AWS loT Greengrass stream manager — Use AWS loT Greengrass stream manager to
send data to the following AWS Cloud destinations: channels in AWS loT Analytics,
streams in Amazon Kinesis Data Streams, asset properties in AWS loT SiteWise, or objects
in Amazon Simple Storage Service (Amazon S3). For more information, see Manage data
streams on the AWS IoT Greengrass Core in AWS loT Greengrass Version 2 Developer
Guide.

Enter a name for the AWS loT Greengrass stream.
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MQTT-enabled, V3 gateway destinations

1. See MQTT-enabled, V3 Gateways for AWS loT SiteWise Edge for information on adding
your relevant destinations.

2. Return to this procedure after adding your source destinations.

9. In the Advanced configuration pane, you can do the following:

a. Choose a Message security mode for connections and data in transit between your source
server and your SiteWise Edge gateway. This field is the combination of the OPC UA
security policy and message security mode. Choose the same security policy and message
security mode that you specified for your OPC UA server.

b. If your source requires authentication, choose an AWS Secrets Manager secret from the
Authentication configuration list. The SiteWise Edge gateway uses the authentication
credentials in this secret when it connects to this data source. You must attach secrets
to your SiteWise Edge gateway's AWS loT Greengrass component to use them for data
source authentication. For more information, see the section called “Configure data source

authentication”.

® Tip
Your data server might have an option named Allow anonymous login. If this
option is Yes, then your source doesn't require authentication.

c. (Optional) You can activate a data stream prefix by selecting Activate data stream prefix -
optional.

o Enter a Data stream prefix. The SiteWise Edge gateway adds this prefix to all data
streams from this source. Use a data stream prefix to distinguish between data
streams that have the same name from different sources. Each data stream should
have a unique name within your account.

d. (Optional) Choose a Data type conversion option to convert unsupported OPC UA data
types into strings before ingesting them into AWS loT SiteWise. Convert array values with
simple data types to JSON strings and DateTime data types to ISO 8601 strings. For more
information, see Converting unsupported data types.

e. (Optional) For Property groups, choose Add new group.
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Enter a Name for the property group.

For Properties:

1. For Node paths, add OPC UA node filters to limit which OPC UA paths are
uploaded to AWS IloT SiteWise. The format is similar to Node ID for selection.

For Group settings, do the following:

1. For Data quality setting, choose the type of data quality that you want AWS loT
SiteWise Collector to ingest.

2. For Scan mode setting, configure the standard subscription properties using Scan
mode. You can select Subscribe or Poll. For more information about scan mode,
see the section called “Filter data ingestion ranges”.

Subscribe
To send every data point
i. Choose Subscribe and set the following:

A. Data change trigger — The condition that initiates a data change alert.

Subscription queue size — The depth of the queue on an OPC-UA

server for a particular metric where notifications for monitored items
are queued.

C. Subscription publishing interval — The interval (in milliseconds) of
publishing cycle specified when subscription is created.

D. Snapshot interval - Optional - The snapshot frequency timeout
setting to ensure that AWS loT SiteWise Edge ingests a steady stream
of data.

E. Scan rate - The rate that you want the SiteWise Edge gateway to read
your registers. AWS loT SiteWise automatically calculates the minimum
allowable scan rate for your SiteWise Edge gateway.

F. Timestamp - The timestamp to include with your OPC UA data points.
You can use the server timestamp or your device's timestamp.
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® Note

Use version 2.5.0 or later of the loT SiteWise OPC UA collector
component. If you use the timestamp feature with earlier
versions, configuration updates fail. For more information, see
Update the version of an AWS loT SiteWise component.

ii. In Deadband settings, configure a Deadband type. The deadband type
controls what data your source sends to your AWS loT SiteWise, and what
data it discards. For more information about the deadband setting, see the
section called “Filter data ingestion ranges”.

» None - The associated server sends all data points for this property
group.

» Percentage - The associated server only sends data that falls outside a
specified percentage of the data's range. This range is computed by the
server based on the engineering unit minimum and maximum defined
for each node. If the server does not support percentage deadbands or
lacks defined engineering units, the gateway calculates the range using
the minimum and maximum values provided below.

« Absolute — The associated server only sends data that falls outside of a
specific range.
A. Set the Deadband value as the percentage of the data range to
deadband.

B. (Optional) Specify a minimum and maximum for the deadband range
using Minimum range - optional and Maximum range - optional.
Poll
To send data points at a specific interval
o  Choose Poll and set the following:

A. Scan rate - The rate that you want the SiteWise Edge gateway to read
your registers. AWS loT SiteWise automatically calculates the minimum
allowable scan rate for your SiteWise Edge gateway.
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B. Timestamp - The timestamp to include with your OPC UA data points.
You can use the server timestamp or your device's timestamp.

@ Note
Use version 2.5.0 or later of the loT SiteWise OPC UA collector
component. If you use the timestamp feature with earlier
versions, configuration updates fail. For more information, see
Update the version of an AWS loT SiteWise component.

® Note
Deadband settings are applicable when you've selected Subscribe in
the Scan mode settings.

10. Choose Save.

Configure an OPC UA source (AWS CLI)

You can define OPC UA data sources for an SiteWise Edge gateway using the AWS CLI. To do this,
create an OPC UA capability configuration JSON file and use the update-gateway-capability-
configuration command to update the SiteWise Edge gateway configuration. You must define all of
your OPC UA sources in a single capability configuration.

MQTT-enabled, V3 gateway

This capability has the following namespace.

o iotsitewise:opcuacollector:3

{

"sources": [
{
"name": "string",
"endpoint": {
"certificateTrust": {
"type": "TrustAny" | "X509",
"certificateBody": "string",
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"certificateChain": "string",
I
"endpointUri": "string",
"securityPolicy": "NONE" | "BASIC128_RSA15" | "BASIC256" | "BASIC256_SHA256"
| "AES128_SHA256_RSAOAEP" | "AES256_SHA256_RSAPSS",
"messageSecurityMode": "NONE" | "SIGN" | "SIGN_AND_ENCRYPT",
"identityProvider": {
"type": "Anonymous" | "Username",
"usernameSecretArn": "string"
I
"nodeFilterRules": [
{
"action": "INCLUDE",
"definition": {
"type": "OpcUaRootPath",
"rootPath": "string"

]
I
"measurementDataStreamPrefix": "string",
"typeConversions": {
"array": "JsonArray",
"datetime": "IS08601String"
},
"destination": {
{
"type":"MQTT"
}
I
"propertyGroups": [
{
"name": "string",
"nodeFilterRuleDefinitions": [

{
"type": "OpcUaRootPath",
"rootPath": "string"
}
1,
"deadband": {
"type": "PERCENT" | "ABSOLUTE",

"value": double,
"eguMin": double,
"eguMax": double,
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"timeoutMilliseconds": integer

I
"scanMode": {

"type": "EXCEPTION" | "POLL",

"rate": integer,

"timestampToReturn": "SOURCE_TIME"™ | "SERVER_TIME"
},

"dataQuality": {

"allowGoodQuality": true | false,

"allowBadQuality": true | false,

"allowUncertainQuality": true | false

I
"subscription": {
"dataChangeTrigger": "STATUS" |
"STATUS_VALUE_TIMESTAMP",
"queueSize": integer,

"publishingIntervalMilliseconds":

"snapshotFrequencyMilliseconds":

Classic streams, V2 gateway
This capability has the following namespace.

o iotsitewise:opcuacollector:2

Request syntax

"sources": [
{
"name": "string",
"endpoint": {
"certificateTrust": {

"type": "TrustAny" | "X509",
"certificateBody": "string",
"certificateChain": "string",

}I

"STATUS_VALUE"

integer,
integer
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"endpointUri": "string",
"securityPolicy": "NONE" | "BASIC128_RSA15" | "BASIC256" | "BASIC256_SHA256"
| "AES128 SHA256_RSAOAEP" | "AES256_SHA256_RSAPSS",
"messageSecurityMode": "NONE" | "SIGN" | "SIGN_AND_ENCRYPT",
"identityProvider": {
"type": "Anonymous" | "Username",
"usernameSecretArn": "string"
1,
"nodeFilterRules": [
{

"action": "INCLUDE",
"definition": {
"type": "OpcUaRootPath",
"rootPath": "string"

]
I
"measurementDataStreamPrefix": "string",
"typeConversions": {
"array": "JsonArray",
"datetime": "IS08601String"
},
"destination": {
"type": "StreamManager",
"streamName": "string",
"streamBufferSize": integer,
I
"propertyGroups": [
{
"name": "string",
"nodeFilterRuleDefinitions": [
{
"type": "OpcUaRootPath",
"rootPath": "string"
}
1,
"deadband": {
"type": "PERCENT" | "ABSOLUTE",
"value": double,
"eguMin": double,
"eguMax": double,
"timeoutMilliseconds": integer

iy
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"scanMode": {

"type": "EXCEPTION" | "POLL",
"rate": integer,
"timestampToReturn": "SOURCE_TIME"™ | "SERVER_TIME"

},

"dataQuality": {
"allowGoodQuality": true | false,
"allowBadQuality": true | false,
"allowUncertainQuality": true | false

1,
"subscription": {
"dataChangeTrigger": "STATUS" | "STATUS_VALUE" |
"STATUS_VALUE_TIMESTAMP",
"queueSize": integer,
"publishingIntervalMilliseconds": integer,
"snapshotFrequencyMilliseconds": integer

Request body

sources

A list of OPC UA source definition structures that each contain the following information:

name

A unique, friendly name for the source.

endpoint

An endpoint structure that contains the following information:

certificateTrust

A certificate trust policy structure that contains the following information:

type

The certificate trust mode for the source. Choose one of the following:
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« TrustAny - The SiteWise Edge gateway trusts any certificate when it connects to
the OPC UA source.

» X509 - The SiteWise Edge gateway trusts an X.509 certificate when it connects to
the OPC UA source. If you choose this option, you must define certificateBody
incertificateTrust. You can also define certificateChainin
certificateTrust.

certificateBody
(Optional) The body of an X.509 certificate.

This field is required if you choose X509 for type in certificateTrust.

certificateChain
(Optional) The chain of trust for an X.509 certificate.

This field is used only if you choose X509 for type in certificateTrust.

endpointUri

The local endpoint of the OPC UA source. For example, your local endpoint might look
like opc.tcp://203.0.113.0:49320.

securityPolicy

The security policy to use so that you can secure messages that are read from the OPC
UA source. Choose one of the following:

« NONE - The SiteWise Edge gateway doesn't secure messages from the OPC UA source.
We recommend that you choose a different security policy. If you choose this option,
you must also choose NONE for messageSecurityMode.

« BASIC256_SHA256 - The Basic256Sha256 security policy.
o AES128_SHA256_RSAOAEP - The Aes128_Sha256_Rsa0Oaep security policy.
o AES256_SHA256_RSAPSS - The Aes256_Sha256_RsaPss security policy.

o BASIC128_RSA15 - (Deprecated) The Basic128Rsal5 security policy is deprecated in
the OPC UA specification because it's no longer considered secure. We recommend that
you choose a different security policy. For more information, see Profile SecurityPolicy
— Basic128Rsa15.

« BASIC256 - (Deprecated) The Basic256 security policy is deprecated in the OPC UA
specification because it's no longer considered secure. We recommend that you choose
a different security policy. For more information, see SecurityPolicy — Basic256.
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/A Important

If you choose a security policy other than NONE, you must choose SIGN or
SIGN_AND_ENCRYPT for messageSecurityMode. You must also configure your
source server to trust the SiteWise Edge gateway. For more information, see Set
up OPC UA servers to trust the AWS loT SiteWise Edge gateway.

messageSecurityMode

The message security mode to use to secure connections to the OPC UA source. Choose
one of the following:

« NONE - The SiteWise Edge gateway doesn't secure connections to the OPC UA source.
We recommend that you choose a different message security mode. If you choose this
option, you must also choose NONE for securityPolicy.

« SIGN - Data in transit between the SiteWise Edge gateway and the OPC UA source is
signed but not encrypted.

o SIGN_AND_ENCRYPT - Data in transit between the gateway and the OPC UA source is
signed and encrypted.

/A Important

If you choose a message security mode other than NONE, you must choose a
securityPolicy other than NONE. You must also configure your source server
to trust the SiteWise Edge gateway. For more information, see Set up OPC UA
servers to trust the AWS loT SiteWise Edge gateway.

identityProvider

An identity provider structure that contains the following information:
type

The type of authentication credentials required by the source. Choose one of the
following:

« Anonymous — The source doesn't require authentication to connect.
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« Username - The source requires a user name and password to connect. If you
choose this option, you must define usernameSecretArnin identityProvider.

usernameSecretArn

(Optional) The ARN of an AWS Secrets Manager secret. The SiteWise Edge gateway
uses the authentication credentials in this secret when it connects to this source. You
must attach secrets to your SiteWise Edge gateway's loT SiteWise connector to use
them for source authentication. For more information, see Configure data source
authentication for SiteWise Edge.

This field is required if you choose Username for type in identityProvider.

nodeFilterRules

A list of node filter rule structures that define the OPC UA data stream paths to send to
the AWS Cloud. You can use node filters to reduce your SiteWise Edge gateway's startup
time and CPU usage by only including paths to data that you model in AWS IloT SiteWise.
By default, SiteWise Edge gateways upload all OPC UA paths except those that start with
/Server/. To define OPC UA node filters, you can use node paths and the * and **
wildcard characters. For more information, see Use OPC UA node filters in SiteWise Edge.

Each structure in the list must contain the following information:

action

The action for this node filter rule. You can choose the following option:

« INCLUDE - The SiteWise Edge gateway includes only data streams that match this
rule.

definition

A node filter rule structure that contains the following information:

type

The type of node filter path for this rule. You can choose the following option:

» OpcUaRootPath - The SiteWise Edge gateway evaluates this node filter path
against the root of the OPC UA path hierarchy.

rootPath

The node filter path to evaluate against the root of the OPC UA path hierarchy.
This path must start with /.
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measurementDataStreamPrefix

A string to prepend to all data streams from the source. The SiteWise Edge gateway adds
this prefix to all data streams from this source. Use a data stream prefix to distinguish
between data streams that have the same name from different sources. Each data stream
should have a unique name within your account.

typeConversions

The types of conversions available for unsupported OPC UA data types. Each data type is
converted to strings. For more information, see Converting unsupported data types.

array

The simple array data type that is converted to strings. You can choose the following
option:

« JsonArray - Indicates that you choose to convert your simple array data types to
strings.

datetime
The DateTime data type that is converted to strings. You can choose the following
option:

« IS08601String - Indicates that you choose to convert ISO 8601 data types to
strings.

destination

Configuration for the destination of OPC UA tags. Classic stream, v2 and MQTT-enabled, V3
gateways have differing configurations for destinations.

type

The type of the destination.

streamName - only for Classic streams, V2 gateways

The name of the stream. The stream name should be unique.

streamBufferSize - only for Classic streams, V2 gateways

The buffer size of the stream. This is important for managing the flow of data from OPC
UA sources.
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propertyGroups

(Optional) The list of property groups that define the deadband and scanMode requested
by the protocol.

name

The name of the property group. This should be a unique identifier.
deadband

The deadband value defines the minimum change in a data point's value that must occur
before the data is sent to the cloud. It contains the following information:

type

The supported types of deadband. You can choose the following options:

« ABSOLUTE - A fixed value that specifies the minimum absolute change required to
consider a data point significant enough to be sent to the cloud.

o PERCENT - A dynamic value that specifies the minimum change required as a
percentage of the last sent data point's value. This type of deadband is useful when
the data values vary significantly over time.

value

The value of the deadband. When type is ABSOLUTE, this value is a unitless double.
When type is PERCENT, this value is a double between 1 and 100.

eguMin

(Optional) The engineering unit minimum when using a PERCENT deadband. You set
this if the OPC UA server doesn't have engineering units configured.

eguMax

(Optional) The engineering unit maximum when using a PERCENT deadband. You set
this if the OPC UA server doesn't have engineering units configured.

timeoutMilliseconds

The duration in milliseconds before timeout. The minimum is 100.

scanMode

The scanMode structure that contains the following information:
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type
The supported types of scanMode. Accepted values are POLL and EXCEPTION.

rate

The sampling interval for the scan mode.

timestampToReturn

The source of the timestamp. You can choose the following options:
« SOURCE_TIME - Uses the timestamp from your device.
e SERVER_TIME - Uses the timestamp from your server.

® Note

Use TimestampToReturn with version 2.5.0 or later of the loT SiteWise

OPC UA collector component. If you use this feature with earlier versions,
configuration updates fail. For more information, see Update the version of an
AWS loT SiteWise component.

nodeFilterRuleDefinitions

(Optional) A list of node paths to include in the property group. Property groups
can't overlap. If you don't specify a value for this field, the group contains all
paths under the root, and you can't create additional property groups. The
nodeFilterRuleDefinitions structure contains the following information:

type

OpcUaRootPath is the only supported type. This specifies that the value of
rootPath is a path relative to the root of the OPC UA browsing space.

rootPath

A comma-delimited list that specifies the paths (relative to the root) to include in the
property group.

Additional capability configuration examples for Classic streams, V2 gateways (AWS CLI)

The following example defines an OPC UA SiteWise Edge gateway capability configuration from a
payload stored in a JSON file.
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aws iotsitewise update-gateway-capability-configuration \
--capability-namespace "iotsitewise:opcuacollector:2" \
--capability-configuration file://opc-ua-configuration.json

Example : OPC UA source configuration

The following opc-ua-configuration. json file defines a basic, insecure OPC UA source
configuration.

"sources": [
{
"name": "Wind Farm #1",
"endpoint": {
"certificateTrust": {
"type": "TrustAny"
},
"endpointUri": "opc.tcp://203.0.113.0:49320",
"securityPolicy": "NONE",
"messageSecurityMode": "NONE",
"identityProvider": {
"type": "Anonymous"
},
"nodeFilterRules": []
},

"measurementDataStreamPrefix": ""

Example : OPC UA source configuration with defined property groups

The following opc-ua-configuration. json file defines a basic, insecure OPC UA source
configuration with defined property groups.

"sources": [
{
"name": "sourcel",
"endpoint": {
"certificateTrust": {
"type": "TrustAny"
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},
"endpointUri": "opc.tcp://10.0.0.9:49320",
"securityPolicy": "NONE",
"messageSecurityMode": "NONE",
"identityProvider": {

"type": "Anonymous"

},
"nodeFilterRules": [
{
"action": "INCLUDE",
"definition": {
"type": "OpcUaRootPath",
"rootPath": "/Utilities/Tank"

},
"measurementDataStreamPrefix": "propertyGroups",
"propertyGroups": [
{
"name": "Deadband_Abs_5",
"nodeFilterRuleDefinitions": [
{
"type": "OpcUaRootPath",
"rootPath": "/Utilities/Tank/Temperature/TT-001"

"type": "OpcUaRootPath",
"rootPath": "/Utilities/Tank/Temperature/TT-002"

1,

"deadband": {
"type":"ABSOLUTE",
"value": 5.0,
"timeoutMilliseconds": 120000

"name": "Polling_10s",
"nodeFilterRuleDefinitions": [
{
"type": "OpcUaRootPath",
"rootPath": "/Utilities/Tank/Pressure/PT-001"
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]I

"scanMode": {
thpeﬂ: HPOLLH’

"rate": 10000
}
.
{
"name": "Percent_Deadband_Timeout_90s",
"nodeFilterRuleDefinitions": [
{
"type": "OpcUaRootPath",
"rootPath": "/Utilities/Tank/Flow/FT-*"
}
1,
"deadband": {
"type":"PERCENT",
"value": 5.0,
"eguMin": -100,
"eguMax": 100,
"timeoutMilliseconds": 90000
}
}

Example : OPC UA source configuration with properties

The following JSON example for opc-ua-configuration. json defines an OPC UA source

configuration with the following properties:

« Trusts any certificate.
« Uses the BASIC256 security policy to secure messages.
e Uses the SITGN_AND_ENCRYPT mode to secure connections.

« Uses authentication credentials stored in a Secrets Manager secret.

« Filters out data streams except those whose path starts with /WindFarm/2/WindTurbine/.

« Adds /Washington to the start of every data stream path to distinguish between this "Wind

Farm #2" and a "Wind Farm #2" in another area.
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{
"sources": [
{
"name": "Wind Farm #2",
"endpoint": {
"certificateTrust": {
"type": "TrustAny"
1,
"endpointUri": "opc.tcp://203.0.113.1:49320",
"securityPolicy": "BASIC256",
"messageSecurityMode": "SIGN_AND_ENCRYPT",
"identityProvider": {
"type": "Username",
"usernameSecretArn":
"arn:aws:secretsmanager:region:123456789012:secret:greengrass-windfarm2-auth-1ABCDE"
1,
"nodeFilterRules": [
{
"action": "INCLUDE",
"definition": {
"type": "OpcUaRootPath",
"rootPath": "/WindFarm/2/WindTurbine/"
}
}
]
1,
"measurementDataStreamPrefix": "/Washington"
}
]
}

Example : OPC UA source configuration with certificate trust

The following JSON example for opc-ua-configuration. json defines an OPC UA source
configuration with the following properties:

» Trusts a given X.509 certificate.
» Uses the BASIC256 security policy to secure messages.

e Uses the SIGN_AND_ENCRYPT mode to secure connections.
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"sources": [
{
"name": "Wind Farm #3",
"endpoint": {
"certificateTrust": {
"type": "X509",
"certificateBody": "----- BEGIN CERTIFICATE-----
MIICiTCCAfICCQD6M70RWOUX0jANBgkghkiGOw
OBAQUFADCBiDELMAKGALUEBhMCVVMxCzAJBgNVBAgTA1dBMRAwWDgYDVQQHEwWdTZ
WFQdGx1MQ8wDQYDVQQKEwZBbWF6b24XxFDASBgNVBASTCA1BTSBDb25zb2Xx1MRIw
EAYDVQQDEw1UZXN@Q21sYWMxHzAdBgkqhkiGOw@BCQEWEG5vb251QGFtYXpvbi5
jb2@wWHhcNMTEWNDI1IMjAONTIXWhcNMTIWNDIOMjAONTIXxWjCBiDELMAKGALUEBhH
MCVVMxCzAJBgNVBAgTA1dBMRAwWDgYDVQQHEwdTZWF@dGx1MQ8wDQYDVQQKEwWZBb
WF6b24xFDASBgNVBASTCOLBTSBDb25zb2x1IMRIWEAYDVQQDEW1UZXN@Q21sYWMx
HzAdBgkghkiGO9w@BCQEWEG5vb251QGFtYXpvbi5jb20wgZ8wDQYIKoZIhvcNAQE
BBQADgYQAMIGIA0GBAMaK@dn+a4GmWIWI21uUSTfwfEvySWtC2XADZ4nB+BLYgVI
k6@CpiwsZ3G93vUEIO3IyNoH/fOwYK8mITrDHudUZg3gX4walG5M43q7Wgc/MbQ
ITx0USQv7c7ugFFDzQGBzZswY6786m86gpEIbb30hjZnzcvQAaRHhd1QWIMmM2nt
AgMBAAEwWDQYJKoZIhvcNAQEFBQADgYEAtCu4nUhVVxYUntneD9+h8Mg9qg6qg+auN
KyExzylLwax1lAoo7TJIHidbtS4J5iNmZgXLOFkbFFBjvSfpJI1lJl00zbhNYS5f6Guo
EDmMFJ10ZxBHjJInyp3780D8uTs7fLvjx79LjSTbNYiytVbZPQUQ5Yaxu2jXnimvw
3rrszlaEXAMPLE=
————— END CERTIFICATE-----",
"certificateChain": "----- BEGIN CERTIFICATE-----
MIICiTCCAfICCQD6M70RwOUX0jANBgkghkiGOw
OBAQUFADCBiDELMAKGALUEBhMCVVMxCzAJBgNVBAgTA1dBMRAwWDgYDVQQHEwWdTZ
WFQdGx1MQ8wDQYDVQQKEwZBbWF6b24XxFDASBgNVBASTCA1BTSBDb25zb2x1MRIw
EAYDVQQDEw1UZXN@Q21sYWMxHzAdBgkqhkiGOw@BCQEWEG5vb251QGFtYXpvbi5
jb2@wHhcNMTEWNDI1IMjAONTIXWhcNMTIWNDIOMjAONTIXWjCBiDELMAKGALIUEBhH
MCVVMxCzAJBgNVBAgTA1dBMRAwWDgYDVQQHEwdTZWF@dGx1MQ8wDQYDVQQKEwWZBb
WF6b24xFDASBgNVBAsSTCO1BTSBDb25zb2x1IMRIWEAYDVQQDEW1UZXN@Q21sYWMx
HzAdBgkghkiG9w@BCQEWEG5vb251QGFtYXpvbi5jb20wgZ8wDQYJIKoZIhvcNAQE
BBQADgYQAMIGIA0GBAMaK@dn+a4GmWIWI21uUSTfwfEvySWtC2XADZ4nB+BLYgVI
k60CpiwsZ3G93vUEIO3IyNoH/fOowYK8mITrDHudUZg3qX4walLG5M43q7Wgc/MbQ
ITx0USQv7c7ugFFDzQGBzZswY6786m86gpEIbb30hjZnzcvQAaRHhd1QWIMmM2nx
AgMBAAEwWDQYJKoZIhvcNAQEFBQADgYEAtCu4nUhVVxYUntneD9+h8Mg9q6q+auN
KyExzylLwax1Aoo7TJIHidbtS4J5iNmZgXLOFkbFFBjvSfplI1J0@zbhNYS5f6Guo
EDMFJ10ZxBHjJInyp3780D8uTs7fLvix79LjSTbNYiytVbZPQUQ5Yaxu2jXnimvw
3rrszlaEXAMPLE=

3,

"endpointUri": "opc.tcp://203.0.113.2:49320",
"securityPolicy": "BASIC256",
"messageSecurityMode": "SIGN_AND_ENCRYPT",
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"identityProvider": {
"type": "Anonymous"

I
"nodeFilterRules": []

}I

"measurementDataStreamPrefix": ""

Set up OPC UA servers to trust the AWS loT SiteWise Edge gateway

If you choose a messageSecurityMode other than None when configuring your OPC UA source,
you must enable your source servers to trust the AWS IoT SiteWise Edge gateway. The SiteWise
Edge gateway generates a certificate that your source server might require. The process varies
depending on your source servers. For more information, see the documentation for your servers.

The following procedure outlines the basic steps.
To enable an OPC UA server to trust the SiteWise Edge gateway

1. Open the interface for configuring your OPC UA server.

2. Enter the user name and password for the OPC UA server administrator.

3. Locate Trusted Clients in the interface, and then choose AWS loT SiteWise Gateway Client.
4

Choose Trust.

Exporting the OPC UA client certificate

Some OPC UA servers require access to the OPC UA client certificate file to trust the SiteWise Edge
gateway. If this applies to your OPC UA servers, you can use the following procedure to export the
OPC UA client certificate from the SiteWise Edge gateway. Then, you can import the certificate on

your OPC UA server.

To export the OPC UA client certificate file for a source

1.  Run the following command to change to the directory that contains the
certificate file. Replace sitewise-work with the local storage path for the
aws.iot.SitelWiseEdgeCollectorOpcua Greengrass work folder and replace source-
name with the name of the data source.
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By default, the Greengrass work folder is /greengrass/v2/work/
aws.iot.SitelWiseEdgeCollectorOpcua on Linuxand C:/greengrass/v2/work/
aws.iot.SitelWiseEdgeCollectorOpcua on Microsoft Windows.

cd /sitewise-work/source-name/opcua-certificate-store

2. The SiteWise Edge gateway's OPC UA client certificate for this source is in the aws-iot-
opcua-client.pfx file.

Run the following command to export the certificate to a . pem file called aws-iot-opcua-
client-certificate.pem.

keytool -exportcert -v -alias aws-iot-opcua-client -keystore aws-iot-opcua-
client.pfx -storepass amazon -storetype PKCS12 -rfc > aws-iot-opcua-client-
certificate.pem

3. Transfer the certificate file, aws-iot-opcua-client-certificate.pem, from the SiteWise
Edge gateway to the OPC UA server.

To do so, you can use common software such as the scp program to transfer the file using the
SSH protocol. For more information, see Secure copy on Wikipedia.

(@ Note

If your SiteWise Edge gateway is running on Amazon Elastic Compute Cloud (Amazon
EC2) and you're connecting to it for the first time, you must configure prerequisites to
connect. For more information, see Connect to your Linux instance using SSH in the
Amazon EC2 User Guide.

4. Import the certificate file, aws-iot-opcua-client-certificate.pem, on the OPC UA
server to trust the SiteWise Edge gateway. Steps can vary depending on the source server that
you use. Consult the documentation for the server.

Filter data ingestion ranges with OPC UA

You can control the way you ingest data with an OPC UA source by using scan mode and deadband
ranges. These features let you control what kind of data to ingest, and how and when your server
and SiteWise Edge gateway exchange this information.
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Collect or filter out data based on quality

You can configure your data quality settings to control what data is collected from the OPC UA
source. The data source includes the quality rating as metadata when it sends it. You can select one
or all of the following options:

« Good

« Bad

e Uncertain

Handle NaN or null values

SiteWise Edge supports the collection and handling of NaN and null values.

« NaN (Not a Number): Represents undefined or unrepresentable numerical results.

o Null: Indicates missing data.

The loT SiteWise OPC UA collector captures NaN and Null values with BAD or UNCERTAIN quality.
These special values are written to the local stream, enabling more comprehensive data collection.

Control data collection frequency with Scan mode

You can configure your OPC UA scan mode to control the way you collect data from your OPC UA
source. You can choose subscription or polling mode.

» Subscription mode — The OPC UA source collects data to send to your SiteWise Edge gateway at
the frequency defined by your scan rate. The server only sends data when the value has changed,
so this is the maximum frequency your SiteWise Edge gateway receives data.

» Polling mode - Your SiteWise Edge gateway polls the OPC UA source at a set frequency defined
by your scan rate. The server sends data regardless of whether the value has changed, so your
SiteWise Edge gateway always receives data at this interval.

(® Note

The polling mode option overrides your deadband settings for this source.
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Filter OPC UA data ingestion with deadband ranges

You can apply a deadband to your OPC UA source property groups to filter out and discard

certain data instead of sending it to the AWS Cloud. A deadband specifies a window of expected
fluctuations in the incoming data values from your OPC UA source. If the values fall within this
window, your OPC UA server won't send it to the AWS Cloud. You can use deadband filtering to
reduce the amount of data you're processing and sending to the AWS Cloud. To learn how to set
up OPC UA sources for your SiteWise Edge gateway, see OPC UA data sources for AWS loT SiteWise
Edge gateways.

® Note

Your server deletes all data that falls inside the window specified by your deadband. You
can't recover this discarded data.

Types of deadbands

You can specify two types of deadbands for your OPC UA server property group. These let you
choose how much data is sent to the AWS Cloud, and how much is discarded.

» Percentage - You specify a window using a percentage of expected fluctuation in the
measurement value. The server calculates the exact window from this percentage, and sends
data to the AWS Cloud that exceeds falls outside the window. For example, specifying a 2%
deadband value on a sensor with a range from -100 degrees Fahrenheit to +100 degrees
Fahrenheit tells the server to send data to the AWS Cloud when the value changes by 4 degrees
Fahrenheit or more.

® Note

You can optionally specify a minimum and maximum deadband value for this window if
your source server doesn't define engineering units. If an engineering unit range is not
provided, the OPC UA server defaults to the full range of the measurement data type.

» Absolute - You specify a window using exact units. For example, specifying a deadband value of
2 on a sensor tells the server to send data to the AWS Cloud when its value changes by at least
2 units. You can use absolute deadbanding for dynamic environments where fluctuations are
regularly expected during normal operations.
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Deadband timeouts

You can optionally configure a deadband timeout setting. After this timeout, the OPC UA server
sends the current measurement value even if it is within the expected deadband fluctuation. You
can use the timeout setting to ensure that AWS loT SiteWise is ingesting a steady stream of data at
all times, even when values do not exceed the defined deadband window.

Use OPC UA node filters in SiteWise Edge

When you define OPC UA data sources for an SiteWise Edge gateway, you can define node filters.
Node filters let you limit which data stream paths the SiteWise Edge gateway sends to the cloud.
You can use node filters to reduce your SiteWise Edge gateway's startup time and CPU usage

by only including paths to data that you model in AWS loT SiteWise. By default, SiteWise Edge
gateways upload all OPC UA paths except those that start with /Server/. You can use the * and
** wildcard characters in your node filters to include multiple data stream paths with one filter. To
learn how to set up OPC UA sources for your SiteWise Edge gateway, see OPC UA data sources for
AWS loT SiteWise Edge gateways.

(@ Note

AWS |oT SiteWise restarts your SiteWise Edge gateway each time you add or edit a source.
Your SiteWise Edge gateway won't ingest data while it's updating source configuration.

The time to restart your SiteWise Edge gateway depends on the number of tags on your
SiteWise Edge gateway's sources. Restart time can range from a few seconds (for a SiteWise
Edge gateway with few tags) to several minutes (for a SiteWise Edge gateway with many
tags).

The following table lists the wildcards that you can use to filter OPC UA data sources.

OPC UA node filter wildcards

Wildcard Description
& Matches a single level in a data stream path.
o Matches multiple levels in a data stream path.
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® Note

If you configure a source with a broad filter and then later change the source to use a more
restrictive filter, AWS loT SiteWise stops storing data that doesn't match the new filter.

Example : Scenario using node filters

Consider the following hypothetical data streams:

« /WA/Factory 1/Line 1/PLC1

/WA/Factory 1/Line 1/PLC2

/WA/Factory 1/Line 2/Counterl

/WA/Factory 1/Line 2/PLC1

/OR/Factory 1/Line 1/PLC1

/OR/Factory 1/Line 2/Counter2

Using the previous data streams, you can define node filters to limit what data to include from your
OPC UA source.

« To select all nodes in this example, use / or /** /. You can include multiple directories or folders
with the ** wildcard characters.

e To select all PLC data streams, use /*/*/*/PLC* or /**/PLC*.
» To select all counters in this example, use /**/Counter* or /*/*/*/Counter*.

e To select all counters from Line 2,use /**/Line 2/Counter*.

Converting unsupported data types

Optionally enable data type conversion in AWS loT SiteWise for simple arrays and DateTime data
types. AWS loT SiteWise doesn't support all OPC UA data types. When you send unsupported data
to your AWS loT Greengrass data stream, that data is lost. However, by converting the unsupported
native data types to strings, you can ingest the data into AWS loT SiteWise rather than discarding
it. AWS loT SiteWise serializes your converted data so that you can later use your own functions to
convert the strings back to their original data type downstream, if needed.
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You can update your data type conversion settings for a data source at any time and each data
source can have its own settings.

When you add data sources in the AWS loT SiteWise console, there are two checkboxes under Data
type conversion in Advanced Configuration. You can indicate which data types to convert to
strings.

Additionally, the loT SiteWise OPC UA collector can accept NaN or null values on the edge.

« Convert array values with simple data types to JSON strings

« Convert DateTime values to ISO 8601 strings

Prerequisite

o Use version 2.5.0 or later of the IoT SiteWise OPC UA collector.

Limitations

These are the limitations for OPC UA data type conversion to strings in AWS loT SiteWise.

« Complex data type conversion is not supported.

« String limits after conversion are 1024 bytes. If the string is longer than 1024 bytes, the string is
rejected by AWS loT SiteWise.

Configure data source authentication for SiteWise Edge

