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[bookmark: _Toc92189710][bookmark: _Toc92397152]Overview
The objective of this document is to define the processes used to migrate applications using the rehost migration strategy. This runbook contains the tasks and steps used to rehost applications to the Amazon Cloud in an efficient and consistent manner.
For information about how to set up, use, and maintain this runbook, see the Migration playbook for AWS large migrations.

How to use this runbook template
Instructions for customizing this template are contained in blue boxes, such as this one. When you are finished customizing the template, we recommend deleting the blue boxes.
[bookmark: _GoBack][bookmark: _Hlk92788354][bookmark: _Hlk92788604]You should modify this template as needed to meet the requirements and use case for your large migration. You can add, modify, or remove steps to incorporate your project-specific processes and information. This template includes fields. Fields are highlighted in yellow, and you should enter information custom to your environment or use case in these fields. Once you edit a field, it reverts to the normal text color. 
For information about how to customize and use this runbook, see the Migration playbook for AWS large migrations. The playbook contains detailed, step-by-step guidance for using this template.

[bookmark: _Toc92397153]Stage 2: Pre-migration tasks
[bookmark: _Hlk89853161][bookmark: _Hlk89853162]Update this section to reflect the pre-migration tasks that your migration team should complete for each wave. For instructions, see Creating drafts of the migration runbooks in the Migration playbook for AWS large migrations.

Use the steps in this section to complete the pre-migration tasks. 
[bookmark: _Toc92397154]Step 1: Access the dashboard for wave planning
1. [bookmark: _Ref92359853]Open the dashboard for wave planning, which can be found in the following location:
<location>
[bookmark: _Toc92397155]Step 2: Confirm the wave plan and validate the migration metadata
1. [bookmark: _Ref92359863]For each application, confirm that you have the metadata needed to complete the migration. Metada is stored in the following location:
<storage location defined according to the metadata management runbook>
[bookmark: _Toc92397156]Step 3: Submit requests for change
1. Submit change requests for any new infrastructure required to support the migration, such as forwarding, routing, or proxy services.
2. Schedule a change window for the cutover meeting.
[bookmark: _Toc92397157]Step 4: Communicate with application owners and project stakeholders
1. [bookmark: _Ref92360645]Before the migration, send the following communications according to the indicated timeline, where T is the date of cutover. Customize the template for the wave plan and participants. Communication templates can be found in the following location:
<location>
	When
	Communication email template

	28 days before cutover
	Communication template for T-28

	21 days before cutover
	Communication template for T-21

	14 days before cutover
	Communication template for T-14

	7 days before cutover
	Communication template for T-7

	Day of cutover
	Communication template for T-0



[bookmark: _Toc92397158]Stage 2: Migration tasks
Update this section to reflect the migration tasks that your migration team should complete for each application. For instructions, see Creating drafts of the migration runbooks in the Migration playbook for AWS large migrations.

Use the steps in this section to complete the migration tasks.
Note: Before you perform any of the steps below, make sure AWS CloudEndure Migration Factory Solution is deployed and configured properly.
[bookmark: _Toc92397159]Step 1: Connect to the migration automation server
1. Open a remote desktop client and connect to the following server: 
<server name>
2. Open cmd.exe as an administrator and switch to the following automation scripts folder:
<location of automation scripts>
[bookmark: _Toc92397160]Step 2: Prepare the migration intake form and import metadata into the CloudEndure Migration Factory
1. (Recommended, build one if it does not exist) Run the following automation script to automatically generate the migration intake form for the wave:
<script name>
2. If an automation script is not available, prepare the migration intake form manually by using the following sample file:
<file name> in <file location>
3. Import the intake form into CloudEndure Migration Factory as follows:
1) Open cmd.exe as an administrator and switch to the automation scripts folder.
2) Run the following command and replace <file-path> with the path of your intake form.
python 0-Import-intake-form.py --Intakeform "<file-path>"
For detailed instructions, see Import the application and server data in the CloudEndure Migration Factory (CEMF) implementation guide.
[bookmark: _Toc92397161]Step 3: Install replication agents
1. Check the prerequisites.
1) Open cmd.exe as an administrator and switch to the automation scripts folder.
2) Run the following command.
python 0-Prerequisites-checks.py --Waveid <wave-id> --ReplicationServerIP <rep-server-ip>
Replace <wave-id> and <rep-server-ip> with the appropriate values as follows:
The Waveid is a unique integer value to identify your migration waves.
The ReplicationServerIP value identifies the replication server IP address. Change this value to the Amazon EC2 IP address. To locate this address, sign in to the AWS Management Console, search for Replication, select one of the replication servers, and copy the private IP address. If the replication occurs over the public internet, use the public IP address instead.
For detailed instructions, see Check the prerequisites in the CEMF implementation guide.
2. Install the replication agent.
1) Open cmd.exe as an administrator and switch to the automation scripts folder.
2) Run the following command.
python 1-AgentInstall.py --Waveid <wave-id>
Replace <wave-id> with the appropriate wave ID value to install the replication agent on all servers in the identified wave. The script will install the agent on all source servers in the same wave, one by one.
For detailed instructions, see Install the replication agents in the CEMF implementation guide.
3. (Optional) Push the post-launch script.
1) Open cmd.exe as an administrator and switch to the automation scripts folder.
2) Run the following command.
python 1-FileCopy.py --Waveid <wave-id> --WindowsSource <file-path> --LinuxSource <file-path>
Replace <wave-id> with the appropriate wave ID value and <file-path> with the full file path of the source folder, where the script is located. For example, c:\migrations\scripts. This command copies all files from the source folder to the destination folder.
For detailed instructions, see Push the post-launch scripts in the CEMF implementation guide.
[bookmark: _Toc92397162]Step 4: Validate the migration
1. Verify the replication status.
1) Open cmd.exe as an administrator and switch to the automation scripts folder.
2) Run the following command.
python 2-Verify-replication.py --Waveid <wave-id>
Replace <wave-id> with the appropriate wave ID value to verify the replication status. The script verifies the replication details for the all servers in the specific wave and updates the replication_status attribute for the source server identified in the solution.
For detailed instructions, see Verify the replication status in the CEMF implementation guide.
2. (Optional) Create the local admin user.
1) If the local admin user does not exist or is unknown for the source machine, open cmd.exe as an administrator and switch to the automation scripts folder.
2) Run the following command.
python 2-UserMgmt.py --Waveid <wave-id>
Replace <wave-id> with the appropriate wave ID value to create a local admin user for all the Windows servers in that wave.
Note: To use alternative credentials for Windows server other than the current user who is logged in, use the --WindowsUser argument. For example, --WindowsUser mydomain\userA
For detailed instructions, see Create the admin user in the CEMF implementation guide.
3. Validate the launch template.
1) Log in to the Migration Factory web interface.
2) Select Tools from the drop-down menu on the upper-right corner of the page.
[image: ]
3) Choose the Application Migration Service tab.
4) On the Application Migration configuration page, take the following actions and choose Submit:
In the Wave Id field, select the target wave ID.
In the AWS Account ID field, select either a specific account ID or All Accounts.
For Test and Cutover, select Validate Launch Template.
[image: ]
When validation is successful, you will receive the following message: SUCCESS: Launch templates validated for all servers in this wave.
Note: If validation is not successful, you will receive a specific error message:
The errors may be due to invalid data in the server attribute, such as an invalid subnet_IDs, securitygroup_IDs, or instanceType. 
You can switch to the Pipeline page from the Migration Factory web interface and select the problematic server to fix the errors.
[bookmark: _Toc92397163]Step 5: Perform migration boot-up testing
1. Launch instances for boot-up testing.
1) Log in to the Migration Factory web interface.
2) Select Tools from the drop-down menu on the upper-right corner of the page.
[image: ]
3) Choose the Application Migration Service tab.
4) On the Application Migration configuration page, take the following actions and choose Submit:
In the Wave Id field, select the target wave ID.
In the AWS Account ID field, select either a specific account ID or All Accounts.
For Test and Cutover, select Launch Test Instances.
[image: ]
When launch is successful, you will receive the following message: SUCCESS: Launch test instances was completed for all servers in this wave.
Note: This action will also update the migration_status for the launched server.
[image: ]
2. Verify the 2/2 status of the target EC2 instance.
Note: This activity verifies the status of the target instance by checking the boot up process for all in-scope source servers in the same wave. It may take up to 30 minutes for the target instances to boot up
1) Open cmd.exe as an administrator and switch to the automation scripts folder.
2) Run the following command.
python 3-Verify-instance-status.py --Waveid <wave-id>
Replace <wave-id> with the appropriate wave ID value to verify instance status. This script verifies the instance boot up process for all source servers in this wave.
For detailed instructions, see Verify the target instance status in the CEMF implementation guide.
3. Mark as ready for cutover.
Note: After boot up testing is finished and all servers pass the EC2 instance 2/2 status check, you can mark the instances ready for cutover.
1) Log in to the Migration Factory web interface.
2) Select Tools from the drop-down menu on the upper-right corner of the page.
[image: ]
3) Choose the Application Migration Service tab.
4) On the Application Migration configuration page, take the following actions and choose Submit:
In the Wave Id field, select the target wave ID.
In the AWS Account ID field, select either a specific account ID or All Accounts.
For Test and Cutover, select Mark as Ready for Cutover.
[image: ]
When the action is successful, you will receive the following message: SUCCESS: Mark as Ready for Cutover for all servers in this wave.
[bookmark: _Toc92397164]Stage 2: Cutover tasks
[bookmark: _Toc92397165]Step 1: Verify the replication status
1. Open cmd.exe as an administrator and switch to the automation scripts folder.
2. Run the following command.
python 2-Verify-replication.py --Waveid <wave-id>
Replace <wave-id> with the appropriate wave ID value to verify the replication status. The script verifies the replication details for the all servers in the specific wave and updates the replication_status attribute for the source server identified in the solution.

For detailed instructions, see Verify the replication status in the CEMF implementation guide.
[bookmark: _Toc92397166]Step 2: Stop services and shut down the source servers
1. The app owner logs in to the source server in this wave and gracefully stops the services.
2. The migration team logs in to the migration automation server and does the following:
1) Open cmd.exe as an administrator and switch to the automation scripts folder.
2) Run the following command.
python 4-Shutdown-all-servers.py --Waveid <wave-id>
Replace <wave-id> with the appropriate wave ID value to shut down the source servers.
Note: To use alternative credentials for Windows server other than the user who is currently logged in, use the --WindowsUser argument. For example, --WindowsUser mydomain\userA
For detailed instructions, see Shut down the in-scope source servers in the CEMF implementation guide.
[bookmark: _Toc92397167]Step 3: Launch cutover instances from the Migration Factory web interface
1. Log in to the Migration Factory web interface.
2. Select Tools from the drop-down menu on the upper-right corner of the page.
[image: ]
3. Choose the Application Migration Service tab.
4. On the Application Migration configuration page, take the following actions and choose Submit:
In the Wave Id field, select the target wave ID.
In the AWS Account ID field, select either a specific account ID or All Accounts.
For Test and Cutover, select Launch Cutover Instances.
[image: ]
When launch is successful, you will receive the following message: SUCCESS: Launch Cutover instances was completed for all servers in this wave.
[image: ]
Note: This action will also update the migration_status for the launched server. 
[image: ]
[bookmark: _Toc92397168]Step 4: Verify the boot-up status of the target instance
Note: This activity verifies the status of the target instance by checking the boot-up process for all in-scope source servers in the same wave. It may take up to 30 minutes for the target instances to boot up.
1. Open cmd.exe as an administrator and switch to the automation scripts folder.
2. Run the following command.
python 3-Verify-instance-status.py --Waveid <wave-id>
Replace <wave-id> with the appropriate wave ID value to verify instance status. This script verifies the instance boot up process for all source servers in this wave.
For detailed instructions, see Verify the target instance status in the CEMF implementation guide.
[bookmark: _Toc92397169]Step 5: Retrieve the IP addresses and update the DNS server
1. If needed, retrieve the IP addresses of the target instances.
1) Open cmd.exe as an administrator and switch to the automation scripts folder.
2) Run the following command.
python 4-Get-instance-IP.py --Waveid <wave-id>
Replace <wave-id> with the appropriate wave ID value to get the new IP addresses for the target instances.
The script exports the server name and IP addresses information to a CSV file (<wave-id>-<project-name>-IPs.csv) and places it in the same directory as your migration script (c:\migrations\scripts).
The CSV file provides instance_name and instance_IPs details. If the instance has more than one network interface (NIC) or IP address, they will all be listed and separated by commas.
[image: ]
2. Update network settings, such as the DNS server and load balancer, with the new IP addresses as follows:
1) <update steps here>
[bookmark: _Toc92397170]Step 6: Test RDP/SSH access to the target instance and clean up the server 
1. Open cmd.exe as an administrator and switch to the automation scripts folder.
2. Run the following command.
python 4-Verify-server-connection.py --Waveid <wave-id>
Replace <wave-id> with the appropriate wave ID value to get the new IP addresses for the target instances.
Note: This script uses the default RDP port 3389 and SSH port 22. If needed, you can add the following arguments to reset to the default ports: --RDPPort <rdp-port> --SSHPort <ssh-port>.
For detailed instructions, see Verify the target server connections in the CEMF implementation guide.
3. Use RDP or SSH to log in to the server and perform clean-up steps, such as uninstalling or installing software. Do the following:
1) <update steps here>
[bookmark: _Toc92397171]Step 7: Make application and networking changes for cutover
1. <update steps here>
[bookmark: _Toc92397172]Step 8: Test the application
1. <update steps here>
[bookmark: _Toc92397173]Step 9: Perform any post-migration or hypercare activities 
1. Enable Amazon EC2 termination protection. 
2. Remove the local admin user.
3. Determine if the migration was a success.
4. Close the change record.
5. Hand over the server and application to the support teams.
[bookmark: _Toc73899924][bookmark: _Toc92397174]Revisions
	[bookmark: _Hlk92360373]Date
	Change

	Click or tap to enter a date.	Initial release




[bookmark: _Toc73899925][bookmark: _Toc92397175]Contributors
The following individuals contributed to this runbook:
· <name>, <job title>
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