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What is Amazon Elastic Container Service?

Amazon Elastic Container Service (Amazon ECS) is a fully managed container orchestration service
that helps you easily deploy, manage, and scale containerized applications. As a fully managed
service, Amazon ECS comes with AWS configuration and operational best practices built-in. It's
integrated with both AWS and third-party tools, such as Amazon Elastic Container Registry and
Docker. This integration makes it easier for teams to focus on building the applications, not the
environment. You can run and scale your container workloads across AWS Regions in the cloud, and
on-premises, without the complexity of managing a control plane.

Amazon ECS terminology and components

There are three layers in Amazon ECS:

» Capacity - The infrastructure where your containers run
» Controller - Deploy and manage your applications that run on the containers

« Provisioning - The tools that you can use to interface with the scheduler to deploy and manage
your applications and containers

The following diagram shows the Amazon ECS layers.

Amazon ECS terminology and components 1
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Amazon Elastic Container Service Layers
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Amazon ECS capacity is the infrastructure where your containers run. The following is an overview
of the capacity options:

« Amazon EC2 instances in the AWS cloud

You choose the instance type, the number of instances, and manage the capacity.

» Serverless (AWS Fargate (Fargate)) in the AWS cloud

Fargate is a serverless, pay-as-you-go compute engine. With Fargate you don't need to manage
servers, handle capacity planning, or isolate container workloads for security.

« On-premises virtual machines (VM) or servers

Amazon ECS Anywhere provides support for registering an external instance such as an on-
premises server or virtual machine (VM), to your Amazon ECS cluster.

Amazon ECS capacity 2
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The capacity can be located in any of the following AWS resources:

Availability Zones
Local Zones
Wavelength Zones
AWS Regions
AWS Outposts

Amazon ECS controller

The Amazon ECS scheduler is the software that manages your applications.

Amazon ECS provisioning

There are multiple options for provisioning Amazon ECS:

AWS Management Console — Provides a web interface that you can use to access your Amazon
ECS resources.

AWS Command Line Interface (AWS CLI) — Provides commands for a broad set of AWS services,
including Amazon ECS. It's supported on Windows, Mac, and Linux. For more information, see
AWS Command Line Interface.

AWS SDKs — Provides language-specific APIs and takes care of many of the connection details.
These include calculating signatures, handling request retries, and error handling. For more
information, see AWS SDKs.

Copilot — Provides an open-source tool for developers to build, release, and operate production
ready containerized applications on Amazon ECS. For more information, see Copilot on the
GitHub website.

AWS CDK — Provides an open-source software development framework that you can

use to model and provision your cloud application resources using familiar programming
languages. The AWS CDK provisions your resources in a safe, repeatable manner through AWS
CloudFormation.

Application lifecycle

The following diagram shows the application lifecycle and how it works with the Amazon ECS
components.

Amazon ECS controller 3
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You must architect your applications so that they can run on containers. A container is a
standardized unit of software development that holds everything that your software application
requires to run. This includes relevant code, runtime, system tools, and system libraries. Containers
are created from a read-only template that's called an image. Images are typically built from a
Dockerfile. A Dockerfile is a plaintext file that specifies all of the components that are included in
the container. After they're built, these images are stored in a registry such as Amazon ECR where
they can be downloaded from.

After you create and store your image, you create an Amazon ECS task definition. A task definition
is a blueprint for your application. It is a text file in JSON format that describes the parameters and
one or more containers that form your application. For example, you can use it to specify the image
and parameters for the operating system, which containers to use, which ports to open for your
application, and what data volumes to use with the containers in the task. The specific parameters
available for your task definition depend on the needs of your specific application.

Application lifecycle 4
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After you define your task definition, you deploy it as either a service or a task on your cluster.
A cluster is a logical grouping of tasks or services that runs on the capacity infrastructure that is
registered to a cluster.

A task is the instantiation of a task definition within a cluster. You can run a standalone task, or you
can run a task as part of a service. You can use an Amazon ECS service to run and maintain your
desired number of tasks simultaneously in an Amazon ECS cluster. How it works is that, if any of
your tasks fail or stop for any reason, the Amazon ECS service scheduler launches another instance
based on your task definition. It does this to replace it and thereby maintain your desired number
of tasks in the service.

The container agent runs on each container instance within an Amazon ECS cluster. The agent
sends information about the current running tasks and resource utilization of your containers to
Amazon ECS. It starts and stops tasks whenever it receives a request from Amazon ECS.

After you deploy the task or service, you can use any of the following tools to monitor your
deployment and application:

e CloudWatch

« Runtime Monitoring

Related information

The following related resources can help you as you work with this service.

« AWS Fargate — Overview of Fargate features.

« Windows on AWS - Overview of Windows on AWS workloads and services.

o Linux from AWS - Portfolio of modern Linux-based operating systems from AWS.

Tutorials for developers

« AWS Compute Blogs — Information about new features, deep dives into features, code samples

and best practices.

AWS re:Post

AWS re:Post — AWS managed question and answer (Q & A) service offering crowd-sourced, expert-
reviewed answers to your technical questions.

Related information 5
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Pricing

« Amazon ECS pricing — Pricing information for Amazon ECS.

« AWS Fargate pricing — Pricing information for Fargate.

General AWS resources
The following general resources can help you as you work with AWS.

» Classes & Workshops - Links to role-based and specialty courses, in addition to self-paced labs to
help sharpen your AWS skills and gain practical experience.

o AWS Developer Center — Explore tutorials, download tools, and learn about AWS developer

events.

« AWS Developer Tools - Links to developer tools, SDKs, IDE toolkits, and command line tools for
developing and managing AWS applications.

» Getting Started Resource Center — Learn how to set up your AWS account, join the AWS

community, and launch your first application.

« Hands-On Tutorials — Follow step-by-step tutorials to launch your first application on AWS.

« AWS Whitepapers - Links to a comprehensive list of technical AWS whitepapers, covering topics
such as architecture, security, and economics and authored by AWS Solutions Architects or other
technical experts.

o AWS Support Center — The hub for creating and managing your AWS Support cases. Also
includes links to other helpful resources, such as forums, technical FAQs, service health status,
and AWS Trusted Advisor.

« AWS Support — The primary webpage for information about AWS Support, a one-on-one, fast-
response support channel to help you build and run applications in the cloud.

« Contact Us — A central contact point for inquiries concerning AWS billing, account, events, abuse,
and other issues.

« AWS Site Terms — Detailed information about our copyright and trademark; your account, license,
and site access; and other topics.
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Getting started with Amazon ECS

The following guides provide an introduction to the tools available to access Amazon ECS and
introductory step by step procedures to run containers. Docker basics takes you through the basic
steps to create a Docker container image and upload it to an Amazon ECR private repository. The
getting started guides walk you through using the AWS Copilot command line interface and the
AWS Management Console to complete the common tasks to run your containers on Amazon ECS
and AWS Fargate.

Contents

e Set up to use Amazon ECS

» Creating a container image for use on Amazon ECS

» Getting started with Linux containers on AWS Fargate

» Getting started with Windows on Amazon EC2

Set up to use Amazon ECS

If you've already signed up for Amazon Web Services (AWS) and have been using Amazon Elastic
Compute Cloud (Amazon EC2), you are close to being able to use Amazon ECS. The set-up process
for the two services is similar. The following guide prepares you for launching your first Amazon
ECS cluster.

Complete the following tasks to get set up for Amazon ECS.
Sign up for an AWS account

If you do not have an AWS account, complete the following steps to create one.
To sign up for an AWS account

1. Open https://portal.aws.amazon.com/billing/signup.

2. Follow the online instructions.

Part of the sign-up procedure involves receiving a phone call and entering a verification code
on the phone keypad.

Set up 7


https://portal.aws.amazon.com/billing/signup

Amazon Elastic Container Service Developer Guide

When you sign up for an AWS account, an AWS account root user is created. The root user
has access to all AWS services and resources in the account. As a security best practice, assign
administrative access to an administrative user, and use only the root user to perform tasks

that require root user access.

AWS sends you a confirmation email after the sign-up process is complete. At any time, you can
view your current account activity and manage your account by going to https://aws.amazon.com/
and choosing My Account.

Create an administrative user

After you sign up for an AWS account, secure your AWS account root user, enable AWS IAM Identity
Center, and create an administrative user so that you don't use the root user for everyday tasks.

Secure your AWS account root user

1. Signin to the AWS Management Console as the account owner by choosing Root user and

entering your AWS account email address. On the next page, enter your password.

For help signing in by using root user, see Signing in as the root user in the AWS Sign-In User
Guide.

2. Turn on multi-factor authentication (MFA) for your root user.

For instructions, see Enable a virtual MFA device for your AWS account root user (console) in
the IAM User Guide.

Create an administrative user

1. Enable IAM Identity Center.

For instructions, see Enabling AWS IAM Identity Center in the AWS IAM Identity Center User
Guide.

2. InIAM lIdentity Center, grant administrative access to an administrative user.

For a tutorial about using the IAM Identity Center directory as your identity source, see
Configure user access with the default IAM Identity Center directory in the AWS IAM Identity
Center User Guide.
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Sign in as the administrative user

e Tosign in with your IAM Identity Center user, use the sign-in URL that was sent to your email
address when you created the IAM Identity Center user.

For help signing in using an IAM Identity Center user, see Signing in to the AWS access portal in
the AWS Sign-In User Guide.

Create a virtual private cloud

You can use Amazon Virtual Private Cloud (Amazon VPC) to launch AWS resources into a virtual
network that you've defined. We strongly suggest that you launch your container instances in a
VPC.

If you have a default VPC, you can skip this section and move to the next task, Create a security
group. To determine whether you have a default VPC, see Supported Platforms in the Amazon EC2
Console in the Amazon EC2 User Guide for Linux Instances. Otherwise, you can create a nondefault
VPC in your account using the steps below.

/A Important

If your account supports Amazon EC2 Classic in a region, then you do not have a default
VPC in that region.

For information about how to create a VPC, see Create a VPC only in the Amazon VPC User Guide,
and use the following table to determine what options to select.

Option Value

Resources to create VPC only

Name Optionally provide a name for
your VPC.

IPv4 CIDR block IPv4 CIDR manual input
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Option Value

The CIDR block size must
have a size between /16

and /28.
IPv6 CIDR block No IPv6 CIDR block
Tenancy Default

For more information about Amazon VPC, see What is Amazon VPC? in the Amazon VPC User Guide.

Create a security group

Security groups act as a firewall for associated container instances, controlling both inbound

and outbound traffic at the container instance level. You can add rules to a security group that
enable you to connect to your container instance from your IP address using SSH. You can also add
rules that allow inbound and outbound HTTP and HTTPS access from anywhere. Add any rules to
open ports that are required by your tasks. Container instances require external network access to
communicate with the Amazon ECS service endpoint.

If you plan to launch container instances in multiple Regions, you need to create a security group
in each Region. For more information, see Regions and Availability Zones in the Amazon EC2 User
Guide for Linux Instances.

® Tip
You need the public IP address of your local computer, which you can get using a service.
For example, we provide the following service: http://checkip.amazonaws.com/ or https://

checkip.amazonaws.com/. To locate another service that provides your IP address, use the

search phrase "what is my IP address." If you are connecting through an internet service
provider (ISP) or from behind a firewall without a static IP address, you must find out the
range of IP addresses used by client computers.

For information about how to create a security group, see Create a security group in the Amazon

EC2 User Guide for Linux Instances and use the following table to determine what options to select.
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Option Value

Region The same Region in which you
created your key pair.

Name A name that is easy for you to
remember, such as ecs-insta
nces-default-cluster.

VPC The default VPC (marked with
"(default)" .

(® Note

If your account
supports Amazon EC2
Classic, select the VPC
that you created in
the previous task.

For information about the outbound rules to add for your use cases, see Security group rules for

different use cases in the Amazon EC2 User Guide for Linux Instances.

Amazon ECS container instances do not require any inbound ports to be open. However, you might
want to add an SSH rule so you can log into the container instance and examine the tasks with
Docker commands. You can also add rules for HTTP and HTTPS if you want your container instance
to host a task that runs a web server. Container instances do require external network access to
communicate with the Amazon ECS service endpoint. Complete the following steps to add these
optional security group rules.

Add the following three inbound rules to your security group.For information about how to create
a security group, see Add rules to your security group in the Amazon EC2 User Guide for Linux

Instances.
Option Value
HTTP rule Type: HTTP
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Option

HTTPS rule

Value

Source: Anywhere
(0.0.0.0/0 )

This option automatically
adds the 0.0.0.0/0 IPv4 CIDR
block as the source. This is
acceptable for a short time

in a test environment, but

it's unsafe in production
environments. In production,
authorize only a specific IP
address or range of addresses
to access your instance.

Type: HTTPS

Source: Anywhere
(0.0.0.0/0 )

This is acceptable for a short
time in a test environment,
but it's unsafe in productio

n environments. In productio
n, authorize only a specific IP
address or range of addresses
to access your instance.

Create a security group

12



Amazon Elastic Container Service

Developer Guide

Option

SSH rule

Create the credentials to connect to your EC2 instance

For Amazon ECS, a key pair is only needed if you intend on using the EC2 launch type.

Value
Type: SSH

Source: Custom, specify the
public IP address of your
computer or network in
CIDR notation. To specify an
individual IP address in CIDR
notation, add the routing
prefix /32. For example, if
your IP address is 203.0.113
.25 , specify 203.0.113
.25/32 . If your company
allocates addresses from

a range, specify the entire
range, such as 203.0.113
.0/24 .

/A Important

For security reasons,
we don't recommend
that you allow

SSH access from

all IP addresses
(0.0.0.0/0 ) to
your instance, except
for testing purposes
and only for a short
time.

Create the credentials to connect to your EC2 instance
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AWS uses public-key cryptography to secure the login information for your instance. A Linux
instance, such as an Amazon ECS container instance, has no password to use for SSH access. You
use a key pair to log in to your instance securely. You specify the name of the key pair when you
launch your container instance, then provide the private key when you log in using SSH.

If you haven't created a key pair already, you can create one using the Amazon EC2 console. If you
plan to launch instances in multiple regions, you'll need to create a key pair in each region. For
more information about regions, see Regions and Availability Zones in the Amazon EC2 User Guide
for Linux Instances.

To create a key pair

« Use the Amazon EC2 console to create a key pair. For more information about creating a key
pair, see Create a key pair in the Amazon EC2 User Guide for Linux Instances.

For information about how to connect to your instance, see Connect to your Linux instance in the
Amazon EC2 User Guide for Linux Instances.

Install the AWS CLI

The AWS Management Console can be used to manage all operations manually with Amazon ECS.
However, you can install the AWS CLI on your local desktop or a developer box so that you can
build scripts that can automate common management tasks in Amazon ECS.

To use the AWS CLI with Amazon ECS, install the latest AWS CLI version. For information about
installing the AWS CLI or upgrading it to the latest version, see Installing the AWS Command Line
Interface in the AWS Command Line Interface User Guide.

Creating a container image for use on Amazon ECS

Amazon ECS uses Docker images in task definitions to launch containers. Docker is a technology
that provides the tools for you to build, run, test, and deploy distributed applications in containers.
Docker provides a walkthrough on deploying containers on Amazon ECS. For more information, see
Docker Compose CLI - Amazon ECS.

The purpose of the steps outlined here is to walk you through creating your first Docker image
and pushing that image to Amazon ECR, which is a container registry, for use in your Amazon ECS
task definitions. This walkthrough assumes that you possess a basic understanding of what Docker
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is and how it works. For more information about Docker, see What is Docker? and the Docker

overview.

Prerequisites
Before you begin, ensure the following prerequisites are met.

« Ensure you have completed the Amazon ECR setup steps. For more information, see Setting up
for Amazon ECR in the Amazon Elastic Container Registry User Guide.

« Your user has the required IAM permissions to access and use the Amazon ECR service. For more
information, see Amazon ECR managed policies.

» You have Docker installed. For Docker installation steps for Amazon Linux 2, see Installing Docker

on AL2023. For all other operating systems, see the Docker documentation at Docker Desktop

overview.

» You have the AWS CLlI installed and configured. For more information, see Installing the AWS
Command Line Interface in the AWS Command Line Interface User Guide.

If you don't have or need a local development environment and you prefer to use an Amazon EC2
instance to use Docker, we provide the following steps to launch an Amazon EC2 instance using
Amazon Linux 2 and install Docker Engine and the Docker CLI.

Installing Docker on AL2023

Docker is available on many different operating systems, including most modern Linux
distributions, like Ubuntu, and even macOS and Windows. For more information about how to
install Docker on your particular operating system, go to the Docker installation guide.

You do not need a local development system to use Docker. If you are using Amazon EC2 already,
you can launch an Amazon Linux 2023 instance and install Docker to get started.

If you already have Docker installed, skip to Create a Docker image.

To install Docker on an Amazon EC2 instance using an Amazon Linux 2023 AMI

1. Launch an instance with the latest Amazon Linux 2023 AMI. For more information, see
Launching an instance in the Amazon EC2 User Guide for Linux Instances.

2. Connect to your instance. For more information, see Connect to Your Linux Instance in the

Amazon EC2 User Guide for Linux Instances.

3. Update the installed packages and package cache on your instance.
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sudo yum update -y

4. Install the most recent Docker Community Edition package.

sudo yum install docker

5. Start the Docker service.

sudo service docker start

6. Addthe ec2-user to the docker group so you can execute Docker commands without using
sudo.

sudo usermod -a -G docker ec2-user

7. Log out and log back in again to pick up the new docker group permissions. You can
accomplish this by closing your current SSH terminal window and reconnecting to your
instance in a new one. Your new SSH session will have the appropriate docker group
permissions.

8. Verify that the ec2-user can run Docker commands without sudo.

docker info

(@ Note

In some cases, you may need to reboot your instance to provide permissions for the
ec2-user to access the Docker daemon. Try rebooting your instance if you see the
following error:

Cannot connect to the Docker daemon. Is the docker daemon running on this
host?

Create a Docker image

Amazon ECS task definitions use Docker images to launch containers on the container instances in
your clusters. In this section, you create a Docker image of a simple web application, and test it on
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your local system or Amazon EC2 instance, and then push the image to the Amazon ECR container
registry so you can use it in an Amazon ECS task definition.

To create a Docker image of a simple web application

1. Create a file called Dockerfile. A Dockerfile is a manifest that describes the base image
to use for your Docker image and what you want installed and running on it. For more
information about Dockerfiles, go to the Dockerfile Reference.

touch Dockerfile

2. Edit the Dockerfile you just created and add the following content.

FROM public.ecr.aws/amazonlinux/amazonlinux:latest

# Install dependencies
RUN yum update -y && \
yum install -y httpd

# Install apache and write hello world message
RUN echo 'Hello World!' > /var/www/html/index.html

# Configure apache

RUN echo 'mkdir -p /var/run/httpd' >> /root/run_apache.sh && \
echo 'mkdir -p /var/lock/httpd' >> /root/run_apache.sh && \

echo '/usr/sbin/httpd -D FOREGROUND' >> /root/run_apache.sh && \
chmod 755 /root/run_apache.sh

EXPOSE 80

CMD /root/run_apache.sh

This Dockerfile uses the public Amazon Linux 2 image hosted on Amazon ECR Public. The
RUN instructions update the package caches, installs some software packages for the web
server, and then write the "Hello World!" content to the web servers document root. The

EXPOSE instruction means that port 80 on the container is the one that is listening, and the
CMD instruction starts the web server.

3. Build the Docker image from your Dockerfile.
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® Note

Some versions of Docker may require the full path to your Dockerfile in the following
command, instead of the relative path shown below.

docker build -t hello-world .

4. List your container image.

dockexr images --filter reference=hello-world

Output:
REPOSITORY TAG IMAGE ID CREATED
SIZE
hello-world latest e9ffedc8c286 4 minutes ago
194MB

5.  Run the newly built image. The -p 80:80 option maps the exposed port 80 on the container
to port 80 on the host system. For more information about docker run, go to the Docker run

reference.

dockexr run -t -i -p 80:80 hello-world

(® Note

Output from the Apache web server is displayed in the terminal window. You can
ignore the "Could not reliably determine the fully qualified domain
name" message.

6. Open a browser and point to the server that is running Docker and hosting your container.

« If you are using an EC2 instance, this is the Public DNS value for the server, which is the
same address you use to connect to the instance with SSH. Make sure that the security group
for your instance allows inbound traffic on port 80.

« If you are running Docker locally, point your browser to http://localhost/.
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« If you are using docker-machine on a Windows or Mac computer, find the IP address of the
VirtualBox VM that is hosting Docker with the docker-machine ip command, substituting
machine-name with the name of the docker machine you are using.

docker-machine ip machine-name

You should see a web page with your "Hello World!" statement.

7. Stop the Docker container by typing Ctrl + c.
Push your image to Amazon Elastic Container Registry
Amazon ECR is a managed AWS Docker registry service. You can use the Docker CLI to push, pull,

and manage images in your Amazon ECR repositories. For Amazon ECR product details, featured
customer case studies, and FAQs, see the Amazon Elastic Container Registry product detail pages.

To tag your image and push it to Amazon ECR

1. Create an Amazon ECR repository to store your hello-world image. Note the
repositoryUri in the output.

Substitute region, with your AWS Region, for example, us-east-1.

aws ecr create-repository --repository-name hello-repository --region region

Output:
{
"repository": {

"registryId": "aws_account_id",

"repositoryName": "hello-repository",

"repositoryArn": "arn:aws:ecr:region:aws_account_id:repository/hello-
repository",

"createdAt": 1505337806.0,

"repositoryUri": "aws_account_id.dkr.ecr.region.amazonaws.com/hello-
repository"

}
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2. Tagthe hello-world image with the repositoryUri value from the previous step.

docker tag hello-woxrld aws_account_id.dkr.ecx.region.amazonaws.com/hello-repository

3. Run the aws ecr get-login-password command. Specify the registry URI you want to
authenticate to. For more information, see Registry Authentication in the Amazon Elastic

Container Registry User Guide.

aws ecr get-login-password --region region | docker login --username AWS --
passwoxrd-stdin aws_account_id.dkr.ecx.region.amazonaws.com

Output:

Login Succeeded

/A Important

If you receive an error, install or upgrade to the latest version of the AWS CLI. For more
information, see Installing the AWS Command Line Interface in the AWS Command Line

Interface User Guide.
4. Push the image to Amazon ECR with the repositoryUri value from the earlier step.

docker push aws_account_id.dkr.ecr.region.amazonaws.com/hello-repository

Clean up

To continue on with creating an Amazon ECS task definition and launching a task with your
container image, skip to the Next steps. When you are done experimenting with your Amazon ECR
image, you can delete the repository so you are not charged for image storage.

aws ecr delete-repository --repository-name hello-repository --region region --force

Next steps

Your task definitions require a task execution role. For more information, see Amazon ECS task

execution |IAM role.
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After you have created and pushed your container image to Amazon ECR, you should consider the
following next steps.

» the section called “Using the console with Linux containers on AWS Fargate”

» the section called “"Using Windows containers on AWS Fargate”

» Creating a cluster with a Fargate Linux task using the AWS CLI

Getting started with Linux containers on AWS Fargate

Amazon Elastic Container Service (Amazon ECS) is a highly scalable, fast, container management
service that makes it easy to run, stop, and manage your containers. You can host your containers
on a serverless infrastructure that is managed by Amazon ECS by launching your services or tasks
on AWS Fargate. For more information on Fargate, see Amazon ECS on AWS Fargate.

Get started with Amazon ECS on AWS Fargate by using the Fargate launch type for your tasks in
the Regions where Amazon ECS supports AWS Fargate.

Complete the following steps to get started with Amazon ECS on AWS Fargate.
Prerequisites

Before you begin, complete the steps in Set up to use Amazon ECS and that your AWS user has the
permissions specified in the AdministratorAccess IAM policy example.

The console attempts to automatically create the task execution IAM role, which is required for
Fargate tasks. To ensure that the console is able to create this IAM role, one of the following must
be true:

» Your user has administrator access. For more information, see Set up to use Amazon ECS.

« Your user has the IAM permissions to create a service role. For more information, see Creating a
Role to Delegate Permissions to an AWS Service.

« A user with administrator access has manually created the task execution role so that it is
available on the account to be used. For more information, see Amazon ECS task execution IAM
role.
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/A Important

The security group you select when creating a service with your task definition must have
port 80 open for inbound traffic. Add the following inbound rule to your security group. For
information about how to create a security group, see Add rules to your security group in
the Amazon EC2 User Guide for Linux Instances.

o Type: HTTP

« Protocol: TCP

« Port range: 80

» Source: Anywhere (0.0.0.0/0)

Step 1: Create the cluster

Create a cluster that uses the default VPC.

Before you begin, assign the appropriate IAM permission. For more information, see the section
called “Cluster examples”.

1.

ok W

Open the console at https://console.aws.amazon.com/ecs/v2.

From the navigation bar, select the Region to use.
In the navigation pane, choose Clusters.
On the Clusters page, choose Create cluster.

Under Cluster configuration, for Cluster name, enter a unique name.

The name can contain up to 255 letters (uppercase and lowercase), numbers, and hyphens.

(Optional) To turn on Container Insights, expand Monitoring, and then turn on Use Container
Insights.

(Optional) To help identify your cluster, expand Tags, and then configure your tags.

[Add a tag] Choose Add tag and do the following:

« For Key, enter the key name.

« For Value, enter the key value.
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[Remove a tag] Choose Remove to the right of the tag's Key and Value.

8. Choose Create.

Step 2: Create a task definition

A task definition is like a blueprint for your application. Each time you launch a task in Amazon ECS,
you specify a task definition. The service then knows which Docker image to use for containers,
how many containers to use in the task, and the resource allocation for each container.

1. In the navigation pane, choose Task Definitions.
2. Choose Create new Task Definition, Create new revision with JSON.

3. Copy and paste the following example task definition into the box and then choose Save.

"family": "sample-fargate",
"networkMode": "awsvpc",
"containerDefinitions": [
{
"name": "fargate-app",
"image": "public.ecr.aws/docker/library/httpd:latest",
"portMappings": [

{
"containerPort": 80,
"hostPort": 80,
"protocol": "tcp"

}

1,

"essential": true,

"entryPoint": [
Ilshll'

1,
"command": [
"/bin/sh -c \"echo '<html> <head> <title>Amazon ECS Sample

App</title> <style>body {margin-top: 4@px; background-color: #333;} </style> </
head><body> <div style=color:white;text-align:center> <hl>Amazon ECS Sample App</
hl> <h2>Congratulations!</h2> <p>Your application is now running on a container in
Amazon ECS.</p> </div></body></html>' > /usr/local/apache2/htdocs/index.html &&
httpd-foreground\""
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]

1,

"requiresCompatibilities": [
"FARGATE"

1,

"cpu": "256",

"memory": "512"

}

4. Choose Create.

Step 3: Create the service

Create a service using the task definition.

1.

In the navigation pane, choose Clusters, and then select the cluster you created in Step 1:
Create the cluster.

From the Services tab, choose Create.

Under Deployment configuration, specify how your application is deployed.

a. For Task definition, choose the task definition you created in Step 2: Create a task
definition.

b. For Service name, enter a name for your service.
c. For Desired tasks, enter 1.

Under Networking, you can create a new security group or choose an existing security group
for your task. Ensure that the security group you use has the inbound rule listed under

Prerequisites.
Choose Create.

Step 4: View your service

1

2
3.
4

Open the console at https://console.aws.amazon.com/ecs/v2.

In the navigation pane, choose Clusters.
Choose the cluster where you ran the service.

In the Services tab, under Service name, choose the service you created in Step 3: Create the
service.
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5. Choose the Tasks tab, and then choose the task in your service.

6. On the task page, in the Configuration section, under Public IP, choose Open address.

Step 5: Clean up

When you are finished using an Amazon ECS cluster, you should clean up the resources associated
with it to avoid incurring charges for resources that you are not using.

Some Amazon ECS resources, such as tasks, services, clusters, and container instances, are cleaned
up using the Amazon ECS console. Other resources, such as Amazon EC2 instances, Elastic Load
Balancing load balancers, and Auto Scaling groups, must be cleaned up manually in the Amazon
EC2 console or by deleting the AWS CloudFormation stack that created them.

1. In the navigation pane, choose Clusters.

On the Clusters page, select the cluster you created for this tutorial.

Choose the Services tab.

Select the service, and then choose Delete.

ok W

At the confirmation prompt, enter delete and then choose Delete.

Wait until the service is deleted.

6. Choose Delete Cluster. At the confirmation prompt, enter delete cluster-name, and then
choose Delete. Deleting the cluster cleans up the associated resources that were created with
the cluster, including Auto Scaling groups, VPCs, or load balancers.

Getting started with Windows on Amazon EC2

Get started with Amazon ECS using the EC2 launch type by registering a task definition, creating a
cluster, and creating a service in the console.

Complete the following steps to get started with Amazon ECS using the EC2 launch type.

Prerequisites

Before you begin, complete the steps in Set up to use Amazon ECS and that your AWS user has the

permissions specified in the AdministratorAccess IAM policy example.
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The console attempts to automatically create the task execution IAM role, which is required for
Fargate tasks. To ensure that the console is able to create this IAM role, one of the following must
be true:

» Your user has administrator access. For more information, see Set up to use Amazon ECS.

« Your user has the IAM permissions to create a service role. For more information, see Creating a
Role to Delegate Permissions to an AWS Service.

« A user with administrator access has manually created the task execution role so that it is
available on the account to be used. For more information, see Amazon ECS task execution IAM

role.

/A Important

The security group you select when creating a service with your task definition must have
port 80 open for inbound traffic. Add the following inbound rule to your security group. For
information about how to create a security group, see Add rules to your security group in
the Amazon EC2 User Guide for Linux Instances.

Type: HTTP
Protocol: TCP

Port range: 80
Source: Anywhere (0.0.0.0/0)

Step 1: Create a cluster

An Amazon ECS cluster is a logical grouping of tasks, services, and container instances.

The following steps walk you through creating a cluster with one Amazon EC2 instance registered
to it which will enable us to run a task on it. If a specific field is not mentioned, leave the default
console values.

To create a new cluster (Amazon ECS console)

Before you begin, assign the appropriate IAM permission. For more information, see the section
called “Cluster examples”.

1. Open the console at https://console.aws.amazon.com/ecs/v2.
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2. From the navigation bar, select the Region to use.
In the navigation pane, choose Clusters.

On the Clusters page, choose Create cluster.

LA

Under Cluster configuration, for Cluster name, enter a unique name.

The name can contain up to 255 letters (uppercase and lowercase), numbers, and hyphens.
6. (Optional) To change the VPC and subnets where your tasks and services launch, under

Networking, perform any of the following operations:

« To remove a subnet, under Subnets, choose X for each subnet that you want to remove.

» To change to a VPC other than the default VPC, under VPC, choose an existing VPC, and
then under Subnets, select each subnet.

7. To add Amazon EC2 instances to your cluster, expand Infrastructure, and then select Amazon
EC2 instances. Next, configure the Auto Scaling group which acts as the capacity provider:
a. To using an existing Auto Scaling group, from Auto Scaling group (ASG), select the group.
b. To create a Auto Scaling group, from Auto Scaling group (ASG), select Create new group,
and then provide the following details about the group:
» For Operating system/Architecture, choose the Amazon ECS-optimized AMI for the
Auto Scaling group instances.

» For EC2 instance type, choose the instance type for your workloads. For more
information about the different instance types, see Amazon EC2 Instances.

Managed scaling works best if your Auto Scaling group uses the same or similar instance
types.

» For SSH key pair, choose the pair that proves your identity when you connect to the
instance.

« For Capacity, enter the minimum number and the maximum number of instances to
launch in the Auto Scaling group. Amazon EC2 instances incur costs while they exist in
your AWS resources. For more information, see Amazon EC2 Pricing.

8. (Optional) To turn on Container Insights, expand Monitoring, and then turn on Use Container
Insights.

9. (Optional) To manage the cluster tags, expand Tags, and then perform one of the following
operations:
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[Add a tag] Choose Add tag and do the following:

» For Key, enter the key name.

« For Value, enter the key value.

[Remove a tag] Choose Remove to the right of the tag's Key and Value.

10. Choose Create.

Step 2: Register a task definition

To register the sample task definition with the AWS Management Console

1. In the navigation pane, choose Task Definitions.

2. Choose Create new task definition, Create new task definition with JSON.

3. Copy and paste the following example task definition into the box, and then choose Save.

"containerDefinitions": [

{

"command":

["New-Item -Path C:\\inetpub\\wwwroot\\index.html

-Type file -Value '<html> <head> <title>Amazon ECS Sample App</title>
<style>body {margin-top: 4@px; background-color: #333;} </style> </head><body>
<div style=color:white;text-align:center> <hl>Amazon ECS Sample App</hl>
<h2>Congratulations!</h2> <p>Your application is now running on a container in
Amazon ECS.</p>"'; C:\\ServiceMonitor.exe w3svc"],

"entryPoint": [
"powershell",

"-Command"
1,
"essential": true,
"cpu": 2048,

"memory": 4096,

"image": "mcr.microsoft.com/windows/servercore/iis:windowsservercore-
1tsc2019",
"name": "sample_windows_app",
"portMappings": [
{
"hostPort": 443,
"containerPort": 80,
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"protocol": "tcp"

}
]
}

1,
"memory": "4096",
"cpu": "2048",
"family": "windows-simple-iis-2@19-core",
"executionRoleArn": "arn:aws:iam::012345678910:role/ecsTaskExecutionRole",

"runtimePlatform": {"operatingSystemFamily": "WINDOWS_SERVER_2019_CORE"},
"requiresCompatibilities": ["EC2"]

4. Verify your information and choose Create.

Step 3: Create a Service

An Amazon ECS service helps you to run and maintain a specified number of instances of a task
definition simultaneously in an Amazon ECS cluster. If any of your tasks should fail or stop for any
reason, the Amazon ECS service scheduler launches another instance of your task definition to
replace it in order to maintain the desired number of tasks in the service. For more information on
services, see Amazon ECS services.

To create a service

1. In the navigation pane, choose Clusters.

Select the cluster you created in Step 1: Create a cluster.

On the Services tab, choose Create.

W

In the Environment section, do the following:

a. For Compute options, choose Launch type.
b. For Launch type, select EC2

5. In the Deployment configuration section, do the following:

a. For Family, choose the task definition you created in Step 2: Register a task definition.

b. For Service name, enter a name for your service.
c. For Desired tasks, enter 1.

6. Review the options and choose Create.

Step 3: Create a Service 29



Amazon Elastic Container Service Developer Guide

7. Choose View service to review your service.

Step 4: View your Service

The service is a web-based application so you can view its containers with a web browser.

1. Open the console at https://console.aws.amazon.com/ecs/v2.

2. In the navigation pane, choose Clusters.
3. Choose the cluster where you ran the service.
4

In the Services tab, under Service name, choose the service you created in Step 3: Create a

Service.

b

Choose the Tasks tab, and then choose the task in your service.

6. On the task page, in the Configuration section, under Public IP, choose Open address. The
screen shot below is the expected output.

Amazon ECS Sample App

Congratulations!

Your application is now running on a container in Amazon ECS.

Step 5: Clean Up

When you are finished using an Amazon ECS cluster, you should clean up the resources associated
with it to avoid incurring charges for resources that you are not using.

Some Amazon ECS resources, such as tasks, services, clusters, and container instances, are cleaned
up using the Amazon ECS console. Other resources, such as Amazon EC2 instances, Elastic Load
Balancing load balancers, and Auto Scaling groups, must be cleaned up manually in the Amazon
EC2 console or by deleting the AWS CloudFormation stack that created them.

1. In the navigation pane, choose Clusters.
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2. On the Clusters page, select the cluster cluster you created for this tutorial.
3. Choose the Services tab.

4. Select the service, and then choose Delete.

5

At the confirmation prompt, enter delete and then choose Delete.

Wait until the service is deleted.

6. Choose Delete Cluster. At the confirmation prompt, enter delete cluster-name, and then
choose Delete. Deleting the cluster cleans up the associated resources that were created with
the cluster, including Auto Scaling groups, VPCs, or load balancers.
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Amazon ECS developer tools overview

Whether you are part of a large enterprise or a startup, Amazon ECS offers a variety of tools that
can help you to get your containers up and running quickly, regardless of your level of expertise.
You can work with Amazon ECS in the following ways.

« Learn about, develop, manage and visualize your container applications and services using the
AWS Management Console.

» Perform specific actions to Amazon ECS resources with automated deployments through
programming or scripts using the AWS Command Line Interface, AWS SDKs or the ECS API.

« Define and manage all AWS resources in your environment with automated deployment using
AWS CloudFormation.

» Use the complete AWS Copilot CLI end-to-end developer workflow to create, release, and

operate container applications that comply with AWS best practices for infrastructure.

« Using your preferred programming language, define infrastructure or architecture as code with
the AWS CDK.

» Containerize applications that are hosted on premises or on Amazon EC2 instances or both by
using the AWS App2Container integrated portability and tooling ecosystem for containers.

» Deploy an application to Amazon ECS or test local containers with containers running in Amazon
ECS using the Docker Compose file format with the Amazon ECS CLI.

» Launch containers from Docker Desktop integration with Amazon ECS using Amazon ECS in

Docker Desktop.

AWS Management Console

The AWS Management Console is a browser-based interface for managing Amazon ECS resources.
The console provides a visual overview of the service, making it easy to explore Amazon ECS
features and functions without needing to use additional tools. Many related tutorials and
walkthroughs are available that can guide you through use of the console.

For a tutorial that guides you through the console, see Getting started with Amazon ECS.

When starting out, many customers prefer using the console because it provides instant visual
feedback on whether the actions they take succeed. AWS customers that are familiar with the AWS
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Management Console, can easily manage related resources such as load balancers and Amazon EC2
instances.

Start with the AWS Management Console.

AWS Command Line Interface

The AWS Command Line Interface (AWS CLI) is a unified tool that you can use to manage your AWS
services. With this one tool alone, you can both control multiple AWS services and automate these
services through scripts. The Amazon ECS commands in the AWS CLI are a reflection of the Amazon
ECS API.

AWS provides two sets of command line tools: the AWS Command Line Interface (AWS CLI) and the
AWS Tools for Windows PowerShell. For more information, see the AWS Command Line Interface
User Guide and the AWS Tools for Windows PowerShell User Guide.

The AWS CLI is suitable for customers who prefer and are used to scripting and interfacing with

a command line tool and know exactly which actions they want to perform on their Amazon ECS
resources. The AWS CLlI is also helpful to customers who want to familiarize themselves with the
Amazon ECS APIs. Customers can use the AWS CLI to perform a number of operations on Amazon
ECS resources, including Create, Read, Update, and Delete operations, directly from the command
line interface.

Use the AWS CLI if you are or want to become familiar with the Amazon ECS APIs and
corresponding CLI commands and want to write automated scripts and perform specific actions on
Amazon ECS resources.

AWS CloudFormation

AWS CloudFormation and Terraform for Amazon ECS both provide powerful ways for you to
define your infrastructure as code. You can easily track which version of your template or AWS
CloudFormation stack is running at any time and rollback to a previous version if needed. You

can perform infrastructure and application deployments in the same automated fashion. This
flexibility and automation is what makes AWS CloudFormation and Terraform two popular formats

for deploying workloads to Amazon ECS from continuous delivery pipelines.

For more information about AWS CloudFormation, see Creating Amazon ECS resources with AWS
CloudFormation.
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Use AWS CloudFormation or Terraform if you want to automate infrastructure deployments and
applications on Amazon ECS and explicitly define and manage all of the AWS resources in your
environment.

AWS Copilot CLI

The AWS Copilot CLI (command line interface) is a comprehensive tool that allows customers

to deploy and operate applications packaged in containers and environments on Amazon ECS
directly from their source code. When using AWS Copilot you can perform these operations
without understanding AWS and Amazon ECS elements such as Application Load Balancers, public
subnets, tasks, services, and clusters. AWS Copilot creates AWS resources on your behalf from
opinionated service patterns, such as a load balanced web service or backend service, providing
an immediate production environment for containerized applications. You can deploy through

an AWS CodePipeline pipeline across multiple environments, accounts, or Regions, all of which
can be managed within the CLI. By using AWS Copilot you can also perform operator tasks, such
as viewing logs and the health of your service. AWS Copilot is an all-in-one tool that helps you
more easily manage your cloud resources so that you can focus on developing and managing your
applications.

For more information, see Using the AWS Copilot command line interface.

Use the AWS Copilot complete end-to-end developer workflow to create, release, and operate
container applications that comply with AWS best practices for infrastructure.

AWS CDK

The AWS Cloud Development Kit (AWS CDK) is an open source software development framework
that you can use to model and provision your cloud application resources using familiar
programming languages. AWS CDK provisions your resources in a safe, repeatable manner through
AWS CloudFormation. Using the CDK, customers can generate their environment with fewer

lines of code using the same language they used to build their application. Amazon ECS provides

a module in the CDK that is named ecs-patterns, which creates common architectures. An
available pattern is ApplicationLoadBalancedFargateService( ). This pattern creates a
cluster, task definition, and additional resources to run a load balanced Amazon ECS service on
AWS Fargate.

For more information, see Getting started with Amazon ECS using the AWS CDK.

AWS Copilot CLI 34



Amazon Elastic Container Service Developer Guide

Use the AWS CDK if you want to define infrastructure or architecture as code in your preferred
programming language. For example, you can use the same language that you use to write your
applications.

AWS App2Container

Sometimes enterprise customers might already have applications that are hosted on premises
or on EC2 instances or both. They are interested in the portability and tooling ecosystem of
containers specifically on Amazon ECS, and need to containerize first. AWS App2Container
allows you to do just that. App2Container (A2C) is a command line tool for modernizing .NET
and Java applications into containerized applications. A2C analyzes and builds an inventory
of all applications running in virtual machines, on premises or in the cloud. After you select
the application you want to containerize, A2C packages the application artifact and identified
dependencies into container images. It then configures the network ports and generates the
Amazon ECS task. Last, it creates a CloudFormation template that you can deploy or modify if
needed.

For more information, see Getting started with AWS App2Container.

Use App2Container if you have applications that are hosted on premises or on Amazon EC2
instances or both.

Amazon ECS CLI

The Amazon ECS CLI allows you to run your applications on Amazon ECS and AWS Fargate using
the Docker Compose file format. You can quickly provision resources, push and pull images using
Amazon ECR, and monitor running applications on Amazon ECS or AWS Fargate. You can also test
containers running locally along with containers in the cloud within the CLI.

For more information, see Using the Amazon ECS command line interface.

Use the ECS CLI if you have a Compose application and want to deploy it to Amazon ECS, or test
local containers with containers running in Amazon ECS in the cloud.

Docker Desktop integration with Amazon ECS

AWS and Docker have collaborated to make a simplified developer experience that you can use to
deploy and manage containers on Amazon ECS directly using Docker tools. You can now build and
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test your containers locally using Docker Desktop and Docker Compose, and then deploy them to
Amazon ECS on Fargate. To get started with the Amazon ECS and Docker integration, download
Docker Desktop and optionally sign up for a Docker ID. For more information, see Docker Desktop
and Docker ID signup.

Beginners to containers often start learning about containers by using Docker tools such as the
Docker CLI and Docker Compose. This makes using the Docker Compose CLI plugin for Amazon
ECS a natural next step in running containers on AWS after testing locally. Docker provides a
walkthrough on deploying containers on Amazon ECS. For more information, see Docker Compose
CLI - Amazon ECS.

You can take advantage of additional Amazon ECS features, such as service discovery, load
balancing and other AWS resources for use with their applications with Docker Desktop.

You can also download the Docker Compose CLI plugin for Amazon ECS directly from GitHub. For
more information, see Docker Compose CLI plugin for Amazon ECS on GitHub.

AWS SDKs

You can also use AWS SDKs to manage Amazon ECS resources and operations from a variety of
programming languages. The SDKs provide modules to help take care of tasks, including tasks in
the following list.

» Cryptographically signing your service requests
» Retrying requests

« Handling error responses

For more information about the available SDKs, see Tools for Amazon Web Services.

Summary

With the many options to choose from, you can choose the options that are best suited to you.
Consider the following options.

« If you are visually oriented, you can visually create and operate containers using the AWS
Management Console.

o If you prefer CLls, consider using AWS Copilot or the AWS CLI. Alternatively, if you prefer the
Docker ecosystem, you can take advantage of the functionality of ECS from within the Docker CLI
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to deploy to AWS. After these resources are deployed, you can continue managing them through
the CLI or visually through the Console.

« If you are a developer, you can use the AWS CDK to define your infrastructure in the same
language as your application. You can use the CDK and AWS Copilot to export to CloudFormation
templates where you can change granular settings, add other AWS resources, and automate
deployments through scripting or a CI/CD pipeline such as AWS CodePipeline.

The AWS CLI, SDKs, or ECS API are useful tools for automating actions on ECS resources, making
them ideal for deployment. To deploy applications using AWS CloudFormation you can use a
variety of programming languages or a simple text file to model and provision all the resources
needed for your applications. You can then deploy your application across multiple Regions and
accounts in an automated and secure manner. For example, you can define your ECS cluster,
services, task definitions, or capacity providers, as code in a file and deploy through the AWS CLI
CloudFormation commands.

To perform operations tasks, you can view and manage resources programmatically using the AWS
CLI, SDK, or ECS API. Commands like describe-tasks or list-services display the latest
metadata or a list of all resources. Similar to deployments, customers can write an automation that
includes commands such as update-service to provide corrective action upon the detection of

a resource that has stopped unexpectedly. You can also operate your services using AWS Copilot.
Commands like copilot svc logs or copilot app show provide details about each of your
microservices, or about your application as a whole.

Customers can use any of the available tooling mentioned in this document and use them in
variety of combinations. ECS tooling offers various paths to graduate from certain tools to use
others that fit your changing needs. For example, you can opt for more granular control over
resources or more automation as needed. ECS also offers a large range of tools for a wide range of
needs and levels of expertise.

Using the AWS Copilot command line interface

The AWS Copilot command line interface (CLI) commands simplify building, releasing, and
operating production-ready containerized applications on Amazon ECS from a local development
environment. The AWS Copilot CLI aligns with developer workflows that support modern
application best practices: from using infrastructure as code to creating a Cl/CD pipeline
provisioned on behalf of a user. Use the AWS Copilot CLI as part of your everyday development and
testing cycle as an alternative to the AWS Management Console.
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AWS Copilot currently supports Linux, macOS, and Windows systems. For more information about
the latest version of the AWS Copilot CLI, see Releases.

® Note

The source code for the AWS Copilot CLI is available on GitHub. The latest CLI
documentation is available on the AWS Copilot website. We recommend that you submit
issues and pull requests for changes that you would like to have included. However,
Amazon Web Services doesn't currently support running modified copies of AWS Copilot
code. Report issues with AWS Copilot by connecting with us on Gitter or GitHub where you
can open issues, provide feedback, and report bugs.

Installing the AWS Copilot CLI

The AWS Copilot CLI can be installed on Linux or macQOS systems either by using Homebrew or by
manually downloading the binary. Use the following steps with your preferred installation method.

Installing the AWS Copilot CLI using Homebrew

The following command is used to install the AWS Copilot CLI on your macOS or Linux system
using Homebrew. Before installation, you should have Homebrew installed. For more information,
see Homebrew.

brew install aws/tap/copilot-cli

Manually installing the AWS Copilot CLI

As an alternative to Homebrew, you can manually install the AWS Copilot CLI on your macOS or
Linux system. Use the following command for your operating system to download the binary, apply
execute permissions to it, and then verify it works by listing the help menu.

macOS

For macOS:

sudo curl -Lo /usr/local/bin/copilot https://github.com/aws/copilot-cli/releases/
latest/download/copilot-darwin \

&& sudo chmod +x /usx/local/bin/copilot \

&& copilot --help
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For macOS ARM systems:

sudo curl -Lo /usr/local/bin/copilot https://github.com/aws/copilot-cli/releases/
latest/download/copilot-darwin-arm64 \

&& sudo chmod +x /usr/local/bin/copilot \

&& copilot --help

Linux

For Linux x86 (64-bit) systems:

sudo curl -Lo /usr/local/bin/copilot https://github.com/aws/copilot-cli/releases/
latest/download/copilot-linux \

&& sudo chmod +x /usx/local/bin/copilot \

&& copilot --help

For Linux ARM systems:

sudo curl -Lo /usr/local/bin/copilot https://github.com/aws/copilot-cli/releases/
latest/download/copilot-linux-arm64 \

&& sudo chmod +x /usx/local/bin/copilot \

&& copilot --help

Windows

Using Powershell, run the following command:

New-Item -Path 'C:\copilot' -ItemType directory;
Invoke-WebRequest -OutFile 'C:\copilot\copilot.exe' https://github.com/aws/
copilot-cli/releases/latest/download/copilot-windows.exe

(Optional) Verify the manually installed AWS Copilot CLI using PGP signatures

The AWS Copilot CLI executables are cryptographically signed using PGP signatures. The PGP
signatures can be used to verify the validity of the AWS Copilot CLI executable. Use the following
steps to verify the signatures using the GnuPG tool.

1. Download and install GnuPG. For more information, see the GnuPG website.

Installing the AWS Copilot CLI 39


https://www.gnupg.org

Amazon Elastic Container Service Developer Guide

macOS

We recommend using Homebrew. Install Homebrew using the instructions from their
website. For more information, see Homebrew. After Homebrew is installed, use the
following command from your macOS terminal.

brew install gnupg

Linux

Install gpg using the package manager on your flavor of Linux.

Windows

Download the Windows simple installer from the GnuPG website and install as an
Administrator. After you install GnuPG, close and reopen the Administrator PowerShell.

For more information, see GhuPG Download.

2. Verify the GnuPG path is added to your environment path.

macOS

echo $PATH

If you do not see the GnuPG path in the output, run the following command to add it to
the path.

PATH=$PATH:<path to GnuPG executable files>
Linux

echo $PATH

If you do not see the GnuPG path in the output, run the following command to add it to
the path.

export PATH=$PATH:<path to GnuPG executable files>
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Windows

Write-Output $Env:PATH

If you do not see the GnuPG path in the output, run the following command to add it to
the path.

$Env:PATH += ";<path to GnuPG executable files>"

3. Create a local plain text file.

macOS

On the terminal, enter:

touch <public_key_filename.txt>

Open the file with TextEdit.

Linux

Create a text file in a text editor such as gedit. Save as public_key_filename.txt

Windows

Create a text file in a text editor such as Notepad. Save as public_key_filename.txt

4. Add the following contents of the Amazon ECS PGP public key and save the file.

Version: GnuPG v2

mQINBFqlSasBEAD1iGcT1INVI1lydfN8DgebYYe9ne3dt6jqKFmKowLmm6LLGIe7HU
jGtghCWRDkN+qPpHqdArRgDZAtn2pXY5fEipHgar4CP8QgRNRMO2f1741mavr4Vg
7K/KH8VH1q2uRw32/B94XLEgRbGTMdWFdKuxoPCttBQaMj3LGn6Pe+6xVWRkChQu
BoQAhjBQ+bEmOkNy@LjNgjN1nL3UMAG56t8E3LANIgGgENpNsB1UwfWluPoGZoTx
N+6pHBIrKIL/1v/ETU4FXpYw2zvhWNahxeNRnoYj3uycHkeliCrw4kjO+skizBgO
2K70VX80c3j5+ZilhlL/qDLXmUCb2az5cMM1mOoF8EKX5HaNuqlKfwIxgXEGNNIcO
1FTrT7QwD5fMN1d3FanLgv/ZnIrsSaqJlOL6zRSq804LN1OWBVbndExk2Kxr+5kFxn
51BPgfPgRj5hQ+KTHMa9Y8Z7yUc64BIiN6FON17FJuSsfqbdkvRLsQRbcBGIqxX3
rJAEhieJzVMEUN1+EgeCkxj5xuSkNU7zw2c3hQZqEcrADLV+hvFIkt0z9Gm6xzbq
1TnWWCz4xrIWtuEBA2gE+M1DheVd78a3gIsEaSTfQq@osYXaQbvlnSW0Oocly/5Zb
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zizHTJIhLtUylsOWisP2s@emeHZicVMfW61EgPrJAiupgc7kyZvFt4YwfwARAQAB
tCRBbWF6b24gRUNTIDX1Y3Mtc2VjdXIpdH1AYW1lhemSuLmNvbT6JAhwEEAECAAYF
AlrjLOYACgkQHivRXs@TaQrglg/+JIppwPgHnl1VPmv71lessB8I5UqZeD6p6uVpHd?
Bs3pcPp8BV7BdRbs3sPLt5bV1+rkq0lw+0gZ4Q/ue/YbWt0OAt4qYO0OcEo@HgcnaX
1sB827QIfZIVtGWMhuh94xzm/SJkvngml6KB3YINNWP61A9qJ37/VbVVLzvcmazA
McWB4HUMNrhd@JgBCo@gIpqCbpJEvUc@2Bjn23eEJsS9kC70UAHYQkVnx4d9UzXF
400ISF6hmQKIBoLNRrAlj5Qvs3GhvHQOThYq@Grk/KMIIX2CSqt7tWI8gk1ln3H3Y
SReRXJRNv7DsDDBwFgT6xr5Q2HW1TBUvaoZy5hF6maD@9nHcNnvBjgADzeT8Tr/Qu
bBCLzkNSYqqgkpgtwv7seoD2P4n1giRvDAOEfMZpVkUr+C252IaH1HZFEZ+TvBVQM
Y80WWxmIJW+J6evjo3N1e019UHv71jvoF8z1jbI4bsL2c+QTImOv7nRqzDQgCWyp
Id/v2dUVVTk1j9omuLBBwNIzQCB+72LcIzJhYmaP1HC4LcKQG+/f4lexultenatK
1EJQhYtyVXcBlh6Yn/wzNg2NWOwb3vqY/F7m6u9ixAwgtIMgPCDE4al86zrrXYFz
N2HgkTSQh77Z8KPKmyGopsmN/reMuilPdINb249nA@dzoN+nj+tTFOYCIalLaFyjs
Z0r1QA0JAjkEEWECACMFAlqlSasCGwMHCwkIBwWMCAQYVCAIJCgsEFgIDAQIeAQIX
gAAKCRC86dmkLVF4T9iFEACENkm1dNXsWUx34R3c@vamHrPxvfkyI1F1EUen8D1h
uX9xy6jCEROHWEpQrjGK4QDPgM93sWI+s1UAKg214QRVzftQy9/DdR+twApAQfzy
uavIthGd6+03jAAo6udYDE+cZC3P7XBbDiYEWKk4XAF9I1]jB8hTZUgvXBLO46ING
eM17+crgUyQeetki0QemlLbsbXQ40BdOV7zf7XJraFd8VrwNUwNb+9KFtgAsc9rk+
YIT/PEf+YOPysgcxI4sTWghtyCulVnuGoskgDv4v73PALU@ieUrvvQVgWMRVhVx1
0X9037cC1KOyhl1EQQ1laFTgmQjmXexVTwIBm8LVvYysFK6YXM41Kj0rlz3+6xBIm/qe
bFyLUnf4WoiuOplAaJhK9pRY+XEnGNxdtN4D26Kd@F+PLkm3Tr3Hy3b10k34F1Gr
KVHUQ1TZD7cvMnnNKEELTUcKX+1mV3anl6nmAg/my1JSUt6BNK2rIpY1ls/kkSGSE
XQ4zuF2IGCpvBFhYAl1t5Un5zwgkwwQR3/n2kwAoDzonJcehDw/C/cGos5D@aIU71
K2X2aTD3+pA7Mx3IMe2hgmYqRt9X42yF1PIEVRneBRI3HDezAgIrNh@GQWRQkhIx
gz6/cTR+ekr5TptVszS9few2GpI5bCgBKBisZIssT89aw7mAKWut@Gecm4gM9/yK6
1bkCDQRatUmrARAAXNPvVwreJ2yAiFcUpdR1VhsuOgnxvs1QgsIw3H7+Pacr9Hpe
8uftYZqdC82KeSKhpHq7c8gMTMucIINtH25x9BCc73E33EjCLI9Lqov1TL7+QkgHe
T+JIhZwdD8Mx2K+LVVVu/aWkNrfMuNwyDUciSI4D5QHa8T+F8fgN4OTpwYjirzel
5y0ICMr9hVcbzDNv/0zKCxjx+XKgnFc3wrnDfJfntfDAT7ecwbUTL+viQKJI646s+
psigXRYtVvYInEhLVrJ@aV6zHFoigE/Bils6/g7rulQ6CEHqEw++APs5CcE8VZz]u
WAGSVHZgun5Y9N4quR/MOVm+IPMhTxrAg7r0OvyRNOcAXfeSMf77I+XTifigNna8x
t/MOdjXr1fjF4pThEi5u6WsuRdFwjY2azEv3vevodTi4HoJReH6dFRa6y8c+UDgl
2iHiOKIpQgLbHEfQmHcDd2fix+AaJKMNPGNku9qCFEMbgSRIpXz6BfwnY1QuUKE+I
R6jAQTrUNt2jhiGG/F8RceXzohaaC/Cx7LUCUFWc@ONn7z32C9/Dtj7I11PMOacdZzz
bjJzRK0O/ZDv+UN/c9dwAk11zAyPMwGBkUaY68EBstnIliW34aWm6IiHhxioVPKSp
VIfyiXPOOEXqujtHLAeChfjcns3I12YshT1dv2PafG53fp33ZdzeUgsBo+EAEQEA
AYkCHwQYAQIACQUCWrVIqwIbDAAKCRC86dmkLVF4T+ZdD/9x/8APzgNJF303STxF
jvnVlycyhWYGAeBJiu7wjsNWwzMFOv15tLjB7AqeVxZn+WKDD/mI0Q450ZvnYZuy
X7DROJIszaHOwrYTxZLVruAu+t6ULQy/XQ4L1GZ9QR6+1r+7t1Mvbfy7B1HbVX/gYt
Rwe/uwdibI@CagEzyX+2D3kTOLHO5XThbXaNf8AN8zha91Jt2Q2UR2X5T6]cwtMz
FBvZnl3LSmZyEQEQehS2iUurU4uWOpGppugqVnbi®@jbCvCHKgDGrqZ@smKNAQng54
F365W3g8AfY48s8XQwzmcliowYX9bT8PZiEi@J4QmQh@aXkpqZyFefuWeOL2R94S
XKzr+gRh3BAULogF+qK+IUMxTip9KTPNvYDpiC66yBiT6gFDji5Ca9pGpIXrC3xe
TXiKQ8DBWDhBPVPrruLIaenTtZEOsPc4I85yt5U9R0oPTStcO0r34s3w5yEalagt6s
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Gc5r9ysjkfH6+6rbilujxMgROSqtqr+RyB+V9A5/0gtNZc811K6usUo0Cde8jUUW
vqWKvjIB/Kz3u4zaeNu2ZyyHaOqOuH+TETcW+jsY9IhbEzgN5yQYGi4pVmDkY5vu
1XbJInbgPKpRXgM9BecV9AMbPgbDq/5LNHIJIXg+G8YQOgp41R/hC1TEFdIp5wM8AK
CWsENyt201rjgMXiZOMF8A50BLkCDQRatUuSARAAr77kj7j2QR2SZe0S1FBvV70S
mFeSNnz9xZssqrsmebTwSHM6YLDwc7Sdf2esDdyzONETwqrVCg+FxgL8hmo9ShS4c
TR6tmrPOMOmptr+xLLsKcaP70gIXsyZnrEAEsvW8PnfayoiPCdc3cMCR/1TnHFGA
7EUR/XLBmi7Qg9tByVYQ5Yj5wB9V4B2yeCt3XtzPgelLKvax17PNelaHGIQY/xo+m
VObndxf9IY+40FJ4b1D32WqvyxESo7vWeWBh7oqv3Zbm@yQrr8a6mDBpqLlkvWwNI
3kpJR974tg505LfDulBeeyHWPSGm4U/G4IB+IIG1LADY+RmoWEt4BgTCZ/knnoGvw
D5sTCxbKdmuOmhGyTssoG+300cGYHV7pWYPhazKHMPm201xKCjH1RfzRULZzGKjD+
yMLT1I3AXFmLmZIXikAO1lvE3/wgMqCXscbycbLjLD/bXIuFWo3rzoezeXjgi/DIx
jKBAYBTYO5nMcth1090aFd9d@HbsOUDkIMNnsgGBE766Piro6MHOOTOI X107 Tp4pl
rwuS0sc6XzCzdImjOWcb6axS,/HeUKRXWdXIwno5awTwXKRIMXGFhCvSvbcbc2Wx+L
IKvmB7EB4K3fmjFFE67yolmiw2qRcUBfygtH3el 5XZU28MiCpue8Y8GKIoBAUyVF
KeM1r08Im3iRAc5a/DOAEQEAAYKEPgQYAQIACQUCWIVLkgIbAgIpCRC86dmkLVF4
T8FdIAQZAQIABgUCWrVLkgAKCRDePL1lhra+LjtHYD/9MucxdFe6bX01dQR4tKhhQ
POLRqy6z1BY9SILCLowNdGZdqorogUilUymgn3VhEhVtxTOoHcN7qOuM@1PNsRnOeS
EYjf8XrblclzkD6xULwmOclTb9bBxnBc/4PFVvHAbZW3QzusaZniNgkuxt6BTf1loS
0f4ing71kjmGK+T1zQ6mUMQUg228NUQC+a84EPqYyAeY1sgvgB7hIBhYLOQAXxhcW
6m20Rd81iEc6HyzI3yCOCsKip/nRWAbT@OVFHFRBpO+m@ZwnIM8CcPRFjOqqzFpKHO
HpDmTrC4wKP1+TL52LyEgNh4yZitXmZNV7giSRIkk@eDSko+bFy6VbMzKUMkUIK3
D3eHFAMkujmbfImSMTIOPGN5SB1HYjCZNx6bhIIbQyEUB9gKCmMUFagXKwKpF61j0
iQXAJIxLR/shZ5Rk96Vxz0phU17T90m/PnUEEPwq8KsBhnMRgxa@RFidDP+n9fgtv
HLmr0gX9zBCVXhOmdWYLxrWvmzQFWzG7AoE55fkf8nAEPsalrCdtaNUBHRXAQOQxXG
AHMOdJQQvBsmgMvuAdjkDWpFu5y@My5ddU+hiUzUyQLjL5Hhd5L0UDdewlZgIwl j
xrEAUzDKetnemM8GkHxDgg8koev5frmShJuce7vSjKpCNg3EIJSggqMOPFjJulLWtZ
vjHeDNbJy6uNL65ckJy6WhGjEADS2WAW1D6Tfekkc21SsIXk/LgEpLMR/@g50Uif
wWCEN1rS9IJIXBwIy8MelN9qr5KcKQLmfdfBNEyyceBhyV1@MDyHOKC+7PofMtkGBq
13QieRHv5GI8LB3fclqHV8pwTTo3Bc8z2g@TjmUYAN/ixETdReDoKavwWIYSE9yoM
aaJu279ioVTrwpECse@XkiRyKToTjwOb73CGkBZZplyqux/mCV/fp4ALdSW8zbz
FIJVORaivhoWwzjpfQKhwcU91ABXi2UvVml4v@AfeI70iIPSU1zM4fENy40iIBX1R
zhFNih1UjIu82X16mTm3BwbIga/s1fnQRGzyhqUIMii+mWra23EwjChaxpvjjcUH
5i1Lc5Zq781aCYRygYQw+hu5nFkOH1R+Z50Ubxjd/aqUfnGIAX7kPMD3Lof4K1dD
Q8ppQriUvxVo+4nPV6rpTy/PyqCLWDjkguHpIsEFsMkwajrAz@QNSAUSCI0OG2Zu4
yxvY1umHCE17nbFrm@vIiA75Sa8KnywTDsyZsu3XcO0cf3g+glxWTpjlqy2bYXlqz
9uDOWtAIrWHOis6bq819RE6xT1RBVXS6UqgQIZFBGYq66b@dIqsD2IdsUvgEMaHbc
e7tBfeB1CMBdA64e9Rq7bFR7Tvt8gasCZY1INr31lydh+dFHIEkH53HzQe6188HEic
+03jVnLkCDQRa55wIARAAYLya2Lx6gyoWoIN1a6740q308e9d4KggQOfGMTCFlmeq
ivuzgN+3DZHN+9ty2KxXMtn@mhHBerZdbNJyjMNT1gAgrhPNB4HtXBXum2wS57WK
DNmade914L7FWTPAWBG2Wn4480EHTqsCLICXXWy9IICgclAEYyIq@Yq5mAdTEgGRIS
28t4GpwtDLI9gNQyFXawQmDmkAsCygQMvhAlmu9x0IzQG5CxSnZFk7zcuL6@k1423
Cmt49k4T/7ZU8goWi8tt+rU78/IL3]/fF9+1civ10wulidgfPCSvOUW1]JojsdCQA
L+RZJcoXq71f0Fj/eNje0SstCTDPfTCL+kThE6GE5neDtbQHBYKEX1BRiTedsV4+M
ucgiTrdQFWKf89G72xdv8ut9AYYQ2BbEYU+JAYhUH8xYYui2dHKIIgjNvIscuUWwb
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5.

+QEqJIR1eJRhr0+/CHgMs4fZAKWF1VFhKBkcKmEjLNn1f7EJJUUW84ZhKXj0O/AUPX
1CHsNjziRceuJCJYox1lcwsoq6jTE50GiNzcIxTn9xUcOUMKFeggNAFys1K+TDTm3
Bzo8H5ucjCUEmMUmM91hkGwqTZg01RX5eqPX+JBoSa0bghgqCa5IPinKRa6MgoFPHK
6sYKqroYwBGgZm6Js5chpNchvIMs /3WXNOEVg0J3z3vPODMhxgWm+r+n9z1W8qsA
EQEAAYKEPgQYAQgACQUCWuecCQIbAgIpCRC86dmkLVF4T8FAIAQZAQgABgUCWuec
CQAKCRBQ3szEcQ5hr+ykD/4tOLRHFHXuKUcxgGaubUcVtsFrwBKmalcYjgaPms8u
6SkOwfGRI32G/Gh0rp@Ts/MOkbObg6VLTh8N5Yc/53ME18zQFw9Y5AmMROW4APZXER
ujs5s7p4oR7xHMihMjCCBnl1bvrR+34YPfgzTcgLiOEFHYT8UTxwnGmXOvNkMM7md
xD3CV5q6VAte8WKBo/220I113fcQlc9r/oWX4kXXkb@vOhoGwKbDI1tzqTPrp/xFt
yohqnvImpnlz+Q9zXmbrWYL9/g8VCmW/NN2gju2G3Lu/T1FUWIT4v/50PK6TdeNb
VKJ04+S8bTayqSGICML1S57KSgCo5HUhQWeSNHI+fpe50X6FALPT9ILDce80Zz11
CZZOMELP37m00Qun@AlmHm/hVzf@f311PtbzcqWaE51tIvgUR/nZFo6Ta305Ezhs
3V1IEINQ1Ijf/6DH87SxVvAORIARCUZd@qxBcDK@avpFzUtbJd241RA3WIpkEiMgKy
RDVZKE4b6TW61f0o+LaVfK6E8oLpixegS4fiqClémFrOdyRk+RIIfIUyz@WTDVmt
goU1C0lezokMSqkl7724pyjr2xf/r9/sC6a0IwB/1KgZkIfC6NgL7T1xVA31dUga
LEOVEJTTE4gl+tYtfsCDVALCtgL@jduSkUo+RXcBItmXhA+tShW@pbS2Rtx/ixua
KohVD/OR4QxiSwQmICNtmOmwOydI1llyjYXX5a9x4wMIracNY/LBybJPFnZnT4dYR
z4XjqysDwvvYZByaWoIe3QxjX84V6MII2IdAT/xImu8gbaCI8tmyfpIrLnPKiR9D
VFYfGBXuAX7+HgPPSFtrHQONCALXxXxz1bNpS+zxt9r@MilLgcLyspWxSdmoYGZ6nQP
RO5Nm/ZVS+u2imPCRzNUZEMa+d1E6kHx@rS@dPiuJ407NtPeYDKkoQtNagspsDvh
cK7CSqAiKMg@6UBTxqlTSRkm62e0Ctcs3p30eHUSGRZF1uzTETOZxYkaPgdrQknx
0zjP5mC7X+451cCfmcVt94TFNLSHWEUVIpmOgmzILCI8yoDTWz1loo+i+fPFsXX4T
kynhE83mSEcr5VHFYrTY3mQXGmNI3bCLuc/jq7ysGq69xiKmT1lUeXFm+aojcRO5i
zyShIRJZQGZfuzDYFDbMV9amA/YQGyglLw//zP5ju5SW26dNx1f3MdFQE5JJ86rn9
MgZ4gcpazHEVUsbZsgkLizRp9imUiH8ymLgAXnfRGLU/LpNSefnvDFTtEIRcpOHC
bhayG@Obk51Bd4mio0XnIsKy4j63nIXA27x5EVVHQ1sYRN8Ny4Fdr2tMAmj20+X+]
gX2yy/UX5nSPU492e2CdZ1UhoU@SRFY3bxKHKB7SDbVeav+K5g==

=Gi5D

The details of the Amazon ECS PGP public key for reference:

Key ID: BCE9D9A42D51784F
Type: RSA

Size: 4096/4096

Expires: Never

User ID: Amazon ECS

Key fingerprint: F34C 3DDA E729 26B0 79BE AEC6 BCES D9A4 2D51 784F

You may close the text editor.

terminal.

Import the file with the Amazon ECS PGP public key with the following command in the
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gpg --import <public_key_ filename.txt>

6. Download the AWS Copilot CLI signatures. The signatures are ASCII detached PGP signatures

stored in files with the extension . asc. The signatures file has the same name as its
corresponding executable, with .asc appended.

macOS

For macOS systems, run the following command.

sudo curl -Lo copilot.asc https://github.com/aws/copilot-cli/releases/latest/
download/copilot-darwin.asc

Linux

For Linux x86 (64-bit) systems, run the following command.

sudo curl -Lo copilot.asc https://github.com/aws/copilot-cli/releases/latest/
download/copilot-linux.asc

For Linux ARM systems, run the following command.

sudo curl -Lo copilot.asc https://github.com/aws/copilot-cli/releases/latest/
download/copilot-linux-arm64.asc

Windows

Using Powershell, run the following command.

Invoke-WebRequest -OutFile 'C:\copilot\copilot.asc' https://github.com/aws/
copilot-cli/releases/latest/download/copilot-windows.exe.asc

7. Verify the signature with the following command.

« For macOS and Linux systems:

gpg --verify copilot.asc /usr/local/bin/copilot

« For Windows systems:
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gpg --verify 'C:\copilot\copilot.asc' 'C:\copilot\copilot.exe'

Expected output:

gpg: Signature made Tue Apr 3 13:29:30 2018 PDT

gpg: using RSA key DE3CBD61ADAF8B8E

gpg: Good signature from "Amazon ECS <ecs-security@amazon.com>" [unknown]

gpg: WARNING: This key is not certified with a trusted signature!

gpg: There is no indication that the signature belongs to the owner.

Primary key fingerprint: F34C 3DDA E729 26B@ 79BE AEC6 BCES D9A4 2D51 784F
Subkey fingerprint: EB3D F841 E2C9 212A 2BD4 2232 DE3C BD61 ADAF 8B8E

/A Important

The warning in the output is expected and is not problematic. It occurs because there is
not a chain of trust between your personal PGP key (if you have one) and the Amazon
ECS PGP key. For more information, see Web of trust.

8. For Windows installations, run the following command on Powershell to add AWS Copilot
directory to the path.

$ENV:PATH += ";<path to Copilot executable files>"

Next steps

After installation, learn how to deploy an Amazon ECS application using AWS Copilot. For more
information, see Getting started with Amazon ECS using AWS Copilot.

Getting started with Amazon ECS using AWS Copilot

Get started with Amazon ECS using AWS Copilot by deploying an Amazon ECS application.
Prerequisites

Before you begin, make sure that you meet the following prerequisites:

« Set up an AWS account. For more information see Set up to use Amazon ECS.
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« Install the AWS Copilot CLI. Releases currently support Linux and macQOS systems. For more
information, see Installing the AWS Copilot CLI.

« Install and configure the AWS CLI. For more information, see AWS Command Line Interface.

 Run aws configure to set up a default profile that the AWS Copilot CLI will use to manage
your application and services.

« Install and run Docker. For more information, see Get started with Docker.

Deploy your application using one command

Make sure that you have the AWS command line tool installed and have already run aws
configure before you start.

Deploy the application using the following command.

git clone https://github.com/aws-samples/amazon-ecs-cli-sample-app.git demo-app && \
cd demo-app && \

copilot init --app demo \
--name api \
--type 'Load Balanced Web Service' \
--dockerfile './Dockerfile’ \
--poxrt 80 \
--deploy

Deploy your application step by step

Step 1: Configure your credentials

Run aws configure to set up a default profile that the AWS Copilot CLI uses to manage your
application and services.

aws configure
Step 2: Clone the demo app
Clone a simple Flask application and Dockerfile.

git clone https://github.com/aws-samples/amazon-ecs-cli-sample-app.git demo-app

Deploy your application using one command 47


https://docs.aws.amazon.com/cli/latest/userguide/install-cliv2.html
https://www.docker.com/get-started

Amazon Elastic Container Service Developer Guide

Step 3: Set up your application
1. From within the demo-app directory, run the init command.

For Windows users, run the init command from the folder that contains the downloaded
copilot.exe file.

copilot init

AWS Copilot walks you through the setup of your first application and service with a series
of terminal prompts, starting with next step. If you have already used AWS Copilot to deploy
applications, you're prompted to choose one from a list of application names.

2. Name your application.

What would you like to name your application? [? for help]

Enter demo.

Step 4: Set up an ECS Service in your "demo" Application

1. You're prompted to choose a service type. You're building a simple Flask application that
serves a small API.

Which service type best represents your service's architecture? [Use arrows to
move, type to filtexr, ? for more help]
> Load Balanced Web Sexrvice
Backend Service
Scheduled Job

Choose Load Balanced Web Service

2. Provide a name for your service.

What do you want to name this Load Balanced Web Service? [? for help]

Enter api for your service name.

3. Select a Dockerfile.
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Which Dockexfile would you like to use for api? [Use arrows to move, type to
filter, ? for more help]
> ./Dockerfile
Use an existing image instead

Choose Dockerfile.

For Windows users, enter the path to the Dockerfile in the demo-app folder (* ...\demo-app

\Dockerfile " *\.).
4. Define port.

Which port do you want customer traffic sent to? [? for help] (80)

Enter 80 or accept default.

5. You will see a log showing the application resources being created.

Creating the infrastructure to manage services under application demo.

6. After the application resources are created, deploy a test environment.

Would you like to deploy a test environment? [? for help] (y/N)

Enter y.

Proposing infrastructure changes for the test environment.

7. You will see a log displaying the status of your application deployment.

Note: It's best to run this command in the root of your Git repository.

Welcome to the Copilot CLI! We're going to walk you through some questions

to help you get set up with an application on ECS. An application is a collection
of

containerized services that operate together.

Use existing application: No

Application name: demo

Workload type: Load Balanced Web Service
Service name: api

Dockerfile: ./Dockerfile
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no EXPOSE statements in Dockerfile ./Dockerfile

Port: 80

Ok great, we'll set up a Load Balanced Web Service named api in application demo
listening on port 80.

# Created the infrastructure to manage services under application demo.

# Wrote the manifest for service api at copilot/api/manifest.yml
Your manifest contains configurations like your container size and port (:80).

# Created ECR repositories for service api.

All right, you're all set for local development.
Deploy: Yes

# Created the infrastructure for the test environment.
- Virtual private cloud on 2 availability zones to hold your services

[Complete]
- Virtual private cloud on 2 availability zones to hold your services
[Complete]
- Internet gateway to connect the network to the internet
[Complete]
- Public subnets for internet facing services
[Complete]
- Private subnets for services that can't be reached from the internet
[Complete]
- Routing tables for services to talk with each other
[Complete]
- ECS Cluster to hold your services
[Complete]

# Linked account aws_account_id and region region to application demo.
# Created environment test in region region under application demo.
Environment test is already on the latest version v1.0.0, skip upgrade.

[+] Building ©0.8s (7/7) FINISHED
=> [internal] load .dockerignore

0.1s
=> => transferring context: 2B
0.0s
=> [internal] load build definition from Dockerfile
0.0s
=> => transferring dockerfile: 37B
0.0s
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=> [internal] load metadata for docker.io/library/nginx:latest

0.7s
=> [internal] load build context

0.0s
=> => transferring context: 32B

0.0s

=> [1/2] FROM docker.io/library/
nginx@sha256:aeade65e99e5d5e7cel62833636T692354c227ff438556e5f3ed@335b7cc2flb

0.0s

=> CACHED [2/2] COPY index.html /usr/share/nginx/html
0.0s

=> exporting to image
0.0s

=> => exporting layers
0.0s

=> => writing image
sha256:3ee02fd4c0f67d7bd808ed7fc73263880649834cbb05d5ca62380f539f4884c4
0.0s
=> => paming to aws_account_id.dkr.ecr.region.amazonaws.com/demo/api:cee7709
0.0s

WARNING! Your password will be stored unencrypted in /home/user/.docker/
config.json.
Configure a credential helper to remove this warning. See
https://docs.docker.com/engine/reference/commandline/login/#credentials-store

Login Succeeded

The push refers to repository
[aws_account_id.dkr.ecr.region.amazonaws.com/demo/api]

592a5c0@c47f1: Pushed

6c7de695ede3: Pushed

2f4accd375d9: Pushed

ffc9b21953f4: Pushed

cee7709: digest: sha_digest

# Deployed api, you can access it at http://demo-
Publi-10Q8VMS2VC2WG-561733989.region.elb.amazonaws.com.

Step 5: Verify your application is running
View the status of your application by using the following commands.

List all of your AWS Copilot applications.
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copilot app 1s

Show information about the environments and services in your application.
copilot app show

Show information about your environments.
copilot env 1ls

Show information about the service, including endpoints, capacity and related resources.
copilot svc show

List of all the services in an application.
copilot svc 1s

Show logs of a deployed service.
copilot svc logs

Show service status.

copilot svc status

List available commands and options.
copilot --help
copilot init --help

Step 6. Learn to create a CI/CD Pipeline

Instructions can be found in the ECS Workshop detailing how to fully automate a Cl/CD pipeline

and git workflow using AWS Copilot.
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Step 7: Clean up

Run the following command to delete and clean up all resources.

copilot app delete

Getting started with Amazon ECS using the AWS CDK

The AWS Cloud Development Kit (AWS CDK) is an Infrastructure-as-Code (IAC) framework that you
can use to define AWS cloud infrastructure by using a programming language of your choosing.
To define your own cloud infrastructure, you first write an app (in one of the CDK's supported
languages) that contains one or more stacks. Then, you synthesize it to an AWS CloudFormation
template and deploy your resources to your AWS account. Follow the steps in this topic to deploy
a containerized web server with Amazon Elastic Container Service (Amazon ECS) and the AWS CDK
on Fargate.

The AWS Construct Library, included with the CDK, provides modules that you can use to model
the resources that AWS services provide. For popular services, the library provides curated
constructs with smart defaults and best practices. One of these modules, specifically aws-ecs-
patterns, provides high-level abstractions that you can use to define your containerized service
and all the necessary supporting resources in a few lines of code.

This topic uses the ApplicationLoadBalancedFargateService construct. This construct

deploys an Amazon ECS service on Fargate behind an application load balancer. The aws-ecs-
patterns module also includes constructs that use a network load balancer and run on Amazon
EC2.

Before starting this task, set up your AWS CDK development environment, and install the AWS CDK
by running the following command. For instructions on how to set up your AWS CDK development
environment, see Getting Started With the AWS CDK - Prerequisites.

npm install -g aws-cdk

(® Note

These instructions assume you are using AWS CDK v2.
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Topics

Step 1: Set up your AWS CDK project

Step 2: Use the AWS CDK to define a containerized web server on Fargate

Step 3: Test the web server

Step 4: Clean up
Next steps

Step 1: Set up your AWS CDK project
Create a directory for your new AWS CDK app and initialize the project.

TypeScript

mkdir hello-ecs
cd hello-ecs
cdk init --language typescript

JavaScript

mkdir hello-ecs
cd hello-ecs
cdk init --language javascript

Python

mkdir hello-ecs
cd hello-ecs
cdk init --language python

After the project is started, activate the project's virtual environment and install the AWS CDK's
baseline dependencies.

source .venv/bin/activate
python -m pip install -r requirements.txt

Java

mkdir hello-ecs
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cd hello-ecs
cdk init --language java

Import this Maven project to your Java IDE. For example, in Eclipse, use File > Import > Maven >
Existing Maven Projects.

CH#

mkdir hello-ecs
cd hello-ecs
cdk init --language cshazrp

(® Note

The AWS CDK application template uses the name of the project directory to generate
names for source files and classes. In this example, the directory is named hello-ecs. If
you use a different project directory name, your app won't match these instructions.

AWS CDK v2 includes stable constructs for all AWS services in a single package that's called aws -
cdk-1ib. This package is installed as a dependency when you initialize the project. When working
with certain programming languages, the package is installed when you build the project for the
first time. This topic covers how to use an Amazon ECS Patterns construct, which provides high-
level abstractions for working with Amazon ECS. This module relies on Amazon ECS constructs and
other constructs to provision the resources that your Amazon ECS application needs.

The names that you use to import these libraries into your CDK application might differ slightly
depending on which programming language you use. For reference, the following are the names
that are used in each supported CDK programming language.

TypeScript

aws-cdk-1ib/aws-ecs
aws-cdk-1lib/aws-ecs-patterns

JavaScript

aws-cdk-1ib/aws-ecs
aws-cdk-1lib/aws-ecs-patterns
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Python

aws_cdk.aws_ecs
aws_cdk.aws_ecs_patterns

Java

software.amazon.awscdk.services.ecs
software.amazon.awscdk.services.ecs.patterns

C#
Amazon.CDK.AWS.ECS

Amazon.CDK.AWS.ECS.Patterns

Step 2: Use the AWS CDK to define a containerized web server on
Fargate

Use the container image amazon-ecs-sample from DockerHub. This image contains a PHP web
app that runs on Amazon Linux 2.

In the AWS CDK project that you created, edit the file that contains the stack definition to resemble
one of the following examples.

® Note

A stack is a unit of deployment. All resources must be in a stack, and all the resources
that are in a stack are deployed at the same time. If a resource fails to deploy, any other
resources that were already deployed are rolled back. An AWS CDK app can contain
multiple stacks, and resources in one stack can refer to resources in another stack.

TypeScript

Update 1ib/hello-ecs-stack. ts so that it resembles the following.

import * as cdk from 'aws-cdk-1lib';
import { Construct } from 'constructs';
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import * as ecs from 'aws-cdk-lib/aws-ecs';
import * as ecsp from 'aws-cdk-lib/aws-ecs-patterns';

export class HelloEcsStack extends cdk.Stack {
constructor(scope: Construct, id: string, props?: cdk.StackProps) {
super(scope, id, props);

new ecsp.ApplicationLoadBalancedFargateService(this, 'MyWebServer', {
taskImageOptions: {
image: ecs.ContainerImage.fromRegistry('amazon/amazon-ecs-sample'),
},
publiclLoadBalancer: true

1)

JavaScript

Update 1ib/hello-ecs-stack. js so that it resembles the following.

const cdk = require('aws-cdk-1ib');

const { Construct } = require('constructs');

const ecs = require('aws-cdk-1lib/aws-ecs');

const ecsp = require('aws-cdk-lib/aws-ecs-patterns’');

class HelloEcsStack extends cdk.Stack {
constructor(scope = Construct, id = string, props = cdk.StackProps) {
super(scope, id, props);

new ecsp.ApplicationLoadBalancedFargateService(this, 'MyWebServer', {
taskImageOptions: {
image: ecs.ContainerImage.fromRegistry('amazon/amazon-ecs-sample'),

+

publiclLoadBalancer: true

1)

module.exports = { HelloEcsStack }

Python

Update hello-ecs/hello_ecs_stack.py so that it resembles the following.
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import aws_cdk as cdk
from constructs import Construct

import aws_cdk.aws_ecs as ecs
import aws_cdk.aws_ecs_patterns as ecsp

class HelloEcsStack(cdk.Stack):

def __init_ (self, scope: Construct, construct_id: str, **kwargs) -> None:
super().__init_ (scope, construct_id, **kwargs)

ecsp.ApplicationlLoadBalancedFargateService(self, "MyWebServer",
task_image_options=ecsp.ApplicationLoadBalancedTaskImageOptions(
image=ecs.ContainerImage.from_registry("amazon/amazon-ecs-sample")),
public_load_balancer=True

Java

Update src/main/java/com.myorg/HelloEcsStack. java so that it resembles the
following.

package com.myorg;

import software.constructs.Construct;
import software.amazon.awscdk.Stack;
import software.amazon.awscdk.StackProps;

import software.amazon.awscdk.services.ecs.ContainerImage;

import
software.amazon.awscdk.services.ecs.patterns.ApplicationLoadBalancedFargateService;
import
software.amazon.awscdk.services.ecs.patterns.ApplicationLoadBalancedTaskImageOptions;

public class HelloEcsStack extends Stack {
public HelloEcsStack(final Construct scope, final String id) {
this(scope, id, null);

public HelloEcsStack(final Construct scope, final String id, final StackProps
props) {
super(scope, id, props);
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ApplicationLoadBalancedFargateService.Builder.create(this, "MyWebServer")
.taskImageOptions(ApplicationLoadBalancedTaskImageOptions.buildex()
.image(ContainerImage.fromRegistry('"amazon/amazon-ecs-sample"))
.build())
.publiclLoadBalancer(true)
.build();

CH#

Update src/HelloEcs/HelloEcsStack.cs so that it resembles the following.

using Amazon.CDK;
using Constructs;
using Amazon.CDK.AWS.ECS;
using Amazon.CDK.AWS.ECS.Patterns;
namespace HelloEcs
{
public class HelloEcsStack : Stack
{
internal HelloEcsStack(Construct scope, string id, IStackProps props =
null) : base(scope, id, props)
{
new ApplicationLoadBalancedFargateService(this, "MyWebServer",
new ApplicationLoadBalancedFargateServiceProps
{
TaskImageOptions = new ApplicationLoadBalancedTaskImageOptions

{

Image = ContainerImage.FromRegistry("amazon/amazon-ecs-
sample")

iy

PublicLoadBalancer = true

1)

The preceding short snippet includes the following:

« The service's logical name: MyWebServer.

« The container image that was obtained from DockerHub: amazon/amazon-ecs-sample.

Step 2: Use the AWS CDK to define a containerized web server on Fargate 59



Amazon Elastic Container Service Developer Guide

« Other relevant information, such as the fact that the load balancer has a public address and is
accessible from the Internet.

The AWS CDK will create all the resources that are required to deploy the web server including the
following resources. These resources were omitted in this example.

« Amazon ECS cluster

Amazon VPC and Amazon EC2 instances

Auto Scaling group

Application Load Balancer

IAM roles and policies

Some automatically provisioned resources are shared by all Amazon ECS services defined in the
stack.

Save the source file, then run the cdk synth command in your application's main directory.

The AWS CDK runs the app and synthesizes an AWS CloudFormation template from it, and then
displays the template. The template is an approximately 600-line YAML file. The beginning of the
file is shown here. Your template might differ from this example.

Resources:
MyWebServerLB3B5FD3AB:
Type: AWS::ElasticlLoadBalancingV2::LoadBalancer
Properties:
LoadBalancerAttributes:
- Key: deletion_protection.enabled
Value: "false"
Scheme: internet-facing
SecurityGroups:
- Fn::GetAtt:
- MyWebServerlLBSecurityGroup@1B285AA
- GrouplId
Subnets:
- Ref: EcsDefaultClusterMnL3mNNYNVpcPublicSubnetlSubnet3C273B99
- Ref: EcsDefaultClusterMnL3mNNYNVpcPublicSubnet2Subnet95FF715A
Type: application
DependsOn:
- EcsDefaultClusterMnL3mNNYNVpcPublicSubnetlDefaultRouteFF4E2178
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- EcsDefaultClusterMnL3mNNYNVpcPublicSubnet2DefaultRouteB1375520
Metadata:
aws:cdk:path: HelloEcsStack/MyWebServer/LB/Resource
MyWebServerLBSecurityGroup@1B285AA:
Type: AWS::EC2::SecurityGroup
Properties:
GroupDescription: Automatically created Security Group for ELB
HelloEcsStackMyWebServerLBO6757F57
SecurityGroupIngress:
- CidrIp: 0.0.0.0/0
Description: Allow from anyone on port 80
FromPort: 80
IpProtocol: tcp

ToPort: 80
VpcId:
Ref: EcsDefaultClusterMnL3mNNYNVpc7788A521
Metadata:

aws:cdk:path: HelloEcsStack/MyWebServer/LB/SecurityGroup/Resource
# and so on for another few hundred lines

To deploy the service in your AWS account, run the cdk deploy command in your application's
main directory. You're asked to approve the IAM policies that the AWS CDK generated.

The deployment takes several minutes during which the AWS CDK creates several resources. The
last few lines of the output from the deployment include the load balancer's public hostname and
your new web server's URL. They are as follows.

Outputs:

HelloEcsStack.MyWebServerLoadBalancerDNSXXXXXXX = Hello-MyWeb-7777777777777 -
27277777777 .us-west-2.elb.amazonaws.com
HelloEcsStack.MyWebServerServiceURLYYYYYYYY = http://Hello-MyWeb-27277777777777 -
27277777777 .us-west-2.elb.amazonaws.com

Step 3: Test the web server

Copy the URL from the deployment output and paste it into your web browser. The following
welcome message from the web server is displayed.
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Simple PHP App

Congratulations

Your PHP application is now running on a container in Amazon ECS.

The container is running PHP version 5.4.16.

Step 4: Clean up

After you're finished with the web server, end the service using the CDK by running the cdk
destroy command in your application's main directory. Doing this prevents you from incurring any
unintended charges in the future.

Next steps

To learn more about how to develop AWS infrastructure using the AWS CDK, see the AWS CDK
Developer Guide.

For information about writing AWS CDK apps in your language of choice, see the following:
TypeScript

Working with the AWS CDK in TypeScript

JavaScript

Working with the AWS CDK in JavaScript

Python

Working with the AWS CDK in Python

Java

Working with the AWS CDK in Java
CH

Working with the AWS CDK in C#

Step 4: Clean up 62


https://docs.aws.amazon.com/cdk/v2/guide/
https://docs.aws.amazon.com/cdk/v2/guide/
https://docs.aws.amazon.com/cdk/v2/guide/work-with-cdk-typescript.html
https://docs.aws.amazon.com/cdk/v2/guide/work-with-cdk-javascript.html
https://docs.aws.amazon.com/cdk/v2/guide/work-with-cdk-python.html
https://docs.aws.amazon.com/cdk/v2/guide/work-with-cdk-java.html
https://docs.aws.amazon.com/cdk/v2/guide/work-with-cdk-csharp.html

Amazon Elastic Container Service Developer Guide

For more information about the AWS Construct Library modules used in this topic, see the
following AWS CDK API Reference overviews.

e adWs-ecs

e aws-ecs-patterns

Creating Amazon ECS resources with AWS CloudFormation

Amazon ECS is integrated with AWS CloudFormation, a service that you can use to model and

set up AWS resources with templates that you define. This way, you can spend less time creating
and managing your resources and infrastructure. Using AWS CloudFormation, you can create a
template that describes all the AWS resources that you want, such as specific Amazon ECS clusters.
Then, AWS CloudFormation takes care of provisioning and configuring those resources for you.

When you use AWS CloudFormation, you can reuse your template to set up your Amazon ECS
resources in a consistent and repeatable manner. You describe your resources one time, and then
provision the same resources again across multiple AWS accounts and AWS Regions.

Amazon ECS and AWS CloudFormation templates

To provision and configure resources for Amazon ECS and related services, make sure that you're
familiar with AWS CloudFormation templates. AWS CloudFormation templates are text files in

the JSON or YAML format that describe the resources that you want to provision in your AWS
CloudFormation stacks. If you're unfamiliar with either the JSON or YAML format, or both, you can
use AWS CloudFormation Designer to get started using AWS CloudFormation templates. For more
information, see What is AWS CloudFormation Designer? in the AWS CloudFormation User Guide.

Amazon ECS supports creating clusters, task definitions, services, and task sets in AWS
CloudFormation. The following examples demonstrate how to create resources with these
templates using the AWS CLI. You can also create these resources using the AWS CloudFormation
console. For more information about how to create resources using the AWS CloudFormation
console, see the AWS CloudFormation User Guide.

Example templates

Creating Amazon ECS resources using separate stacks

The following examples show how to create Amazon ECS resources by using separate stacks for
each resource.
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Amazon ECS task definitions
You can use the following template to create a Fargate Linux task.

JSON

"AWSTemplateFormatVersion": "2010-09-09",
"Resources": {
"ECSTaskDefinition": {
"Type": "AWS::ECS::TaskDefinition",
"Properties": {
"ContainerDefinitions": [
{
"Command": [
"/bin/sh -c \"echo '<html> <head> <title>Amazon ECS Sample
App</title> <style>body {margin-top: 4@px; background-color: #333;} </style> </
head><body> <div style=color:white;text-align:center> <hl>Amazon ECS Sample App</hl>
<h2>Congratulations!</h2> <p>Your application is now running on a container in Amazon
ECS.</p> </div></body></html>' > /usr/local/apache2/htdocs/index.html && httpd-
foreground\""

1,
"EntryPoint": [
"Sh",
II_CII
1,

"Essential": true,
"Image": "httpd:2.4",
"LogConfiguration": {

"LogDriver": "awslogs",
"Options": {
"awslogs-group": "/ecs/fargate-task-definition",
"awslogs-region": "us-east-1",
"awslogs-stream-prefix": "ecs"
}
},
"Name": "sample-fargate-app",
"PortMappings": [
{
"ContainerPort": 80,
"HostPort": 80,
"Protocol": "tcp"
}
]
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1,

"Cpu": 256,

"ExecutionRoleArn": "arn:aws:iam::aws_account_id:role/

ecsTaskExecutionRole",

"Family": "task-definition-cfn",

"Memory": 512,

"NetworkMode": "awsvpc",

"RequiresCompatibilities": [
"FARGATE"

1,

"RuntimePlatform": {
"OperatingSystemFamily": "LINUX"

YAML

AWSTemplateFormatVersion: 2010-09-09

Resources:
ECSTaskDefinition:
Type: 'AWS::ECS::TaskDefinition'
Properties:

ContainerDefinitions:
- Command:
- D=
/bin/sh -c "echo '<html> <head> <title>Amazon ECS Sample
App</title> <style>body {margin-top: 40@px; background-color:
#333;} </style> </head><body> <div
style=color:white;text-align:center> <hl>Amazon ECS Sample
App</h1> <h2>Congratulations!</h2> <p>Your application is now
running on a container in Amazon ECS.</p> </div></body></html>' >
/usr/local/apache2/htdocs/index.html && httpd-foreground"
EntryPoint:
- sh
- '_C'
Essential: true
Image: 'httpd:2.4'
LogConfiguration:
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LogDriver: awslogs
Options:

awslogs-group: /ecs/fargate-task-definition

awslogs-region: us-east-1
awslogs-stream-prefix: ecs
Name: sample-fargate-app
PortMappings:
- ContainerPort: 80
HostPort: 80
Protocol: tcp
Cpu: 256

ExecutionRoleArn: 'arn:aws:iam::aws_account_id:role/ecsTaskExecutionRole'

Family: task-definition-cfn
Memory: 512
NetworkMode: awsvpc
RequiresCompatibilities:
- FARGATE
RuntimePlatform:
OperatingSystemFamily: LINUX

Amazon ECS clusters

You can use the following template to create an empty cluster.

JSON

"AWSTemplateFormatVersion": "2010-09-09",
"Resources": {
"ECSCluster": {
"Type": "AWS::ECS::Cluster",
"Properties": {
"ClusterName": "MyEmptyCluster"

YAML

AWSTemplateFormatVersion: 2010-09-09
Resources:
ECSCluster:
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Type: 'AWS::ECS::Cluster'
Properties:
ClusterName: MyEmptyCluster

Creating multiple Amazon ECS resources in one stack

You can use the following example template to create multiple Amazon ECS resources in one
stack. The template creates an Amazon ECS cluster that's named CFNCluster. The cluster
contains a Linux Fargate task definition that sets up a web server. The template also creates a
service that's named cfn-service that launches and maintains the task defined by the task
definition. Before you use this template, make sure that the subnet and security group IDs in the
service's NetworkConfiguration all belong to the same VPC and that the security group has the
necessary rules. For more information about security group rules, see Security group rules in the

Amazon VPC user guide.

JSON

"AWSTemplateFormatVersion": "2010-09-09",
"Resources": {
"ECSCluster": {
"Type": "AWS::ECS::Cluster",
"Properties": {
"ClusterName": "CFNCluster"

},
"ECSTaskDefinition": {
"Type": "AWS::ECS::TaskDefinition",
"Properties": {
"ContainerDefinitions": [
{
"Command": [
"/bin/sh -c \"echo '<html> <head> <title>Amazon ECS Sample
App</title> <style>body {margin-top: 4@px; background-color: #333;} </style> </
head><body> <div style=color:white;text-align:center> <hl>Amazon ECS Sample App</hl>
<h2>Congratulations!</h2> <p>Your application is now running on a container in Amazon
ECS.</p> </div></body></html>' > /Jusr/local/apache2/htdocs/index.html && httpd-
foreground\""
1,
"EntryPoint": [
"sh",

Il_c
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iF

"Essential": true,
"Image": "httpd:2.4",
"LogConfiguration": {

"LogDriver": "awslogs",
"Options": {
"awslogs-group": "/ecs/fargate-task-definition",
"awslogs-region": "us-east-1",
"awslogs-stream-prefix": "ecs"
}
},
"Name": "sample-fargate-app",
"PortMappings": [
{
"ContainerPort": 80,
"HostPort": 80,
"Protocol": "tcp"
}
]
}
1,
"Cpu": 256,
"ExecutionRoleArn": "arn:aws:iam::aws_account_id: :role/
ecsTaskExecutionRole",
"Family": "task-definition-cfn",
"Memory": 512,
"NetworkMode": "awsvpc",
"RequiresCompatibilities": [
"FARGATE"
1,

"RuntimePlatform": {
"OperatingSystemFamily": "LINUX"

},
"ECSService": {
"Type": "AWS::ECS::Service",
"Properties": {
"ServiceName": "cfn-service",
"Cluster": {
"Ref'": "ECSCluster"
I
"DesiredCount": 1,
"LaunchType": "FARGATE",
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"NetworkConfiguration": {
"AwsvpcConfiguration": {

"AssignPublicIp": "ENABLED",

"SecurityGroups": [
"sg-abcdef01234567890"

1,

"Subnets": [
"subnet-abcdef01234567890"

I
"TaskDefinition": {
"Ref": "ECSTaskDefinition"

YAML

AWSTemplateFormatVersion: 2010-09-09

Resources:
ECSCluster:
Type: 'AWS::ECS::Cluster'
Properties:
ClusterName: CFNCluster
ECSTaskDefinition:
Type: 'AWS::ECS::TaskDefinition'
Properties:
ContainerDefinitions:

- Command:

- >
/bin/sh -c "echo '<html> <head> <title>Amazon ECS Sample
App</title> <style>body {margin-top: 40px; background-color:
#333;} </style> </head><body> <div
style=color:white;text-align:center> <hl>Amazon ECS Sample
App</hl> <h2>Congratulations!</h2> <p>Your application is now
running on a container in Amazon ECS.</p> </div></body></html>' >
/usr/local/apache2/htdocs/index.html && httpd-foreground"

EntryPoint:
- sh

- '-c
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Essential: true
Image: 'httpd:2.4'

LogConfiguration:
LogDriver: awslogs
Options:

awslogs-group: /ecs/fargate-task-definition
awslogs-region: us-east-1
awslogs-stream-prefix: ecs
Name: sample-fargate-app
PortMappings:
- ContainerPort: 80
HostPort: 80
Protocol: tcp
Cpu: 256
ExecutionRoleArn: 'arn:aws:iam::aws_account_id:role/ecsTaskExecutionRole'
Family: task-definition-cfn
Memory: 512
NetworkMode: awsvpc
RequiresCompatibilities:
- FARGATE
RuntimePlatform:
OperatingSystemFamily: LINUX
ECSService:
Type: 'AWS::ECS::Service'
Properties:
ServiceName: cfn-service
Cluster: !Ref ECSCluster
DesiredCount: 1
LaunchType: FARGATE
NetworkConfiguration:
AwsvpcConfiguration:
AssignPublicIp: ENABLED
SecurityGroups:
- sg-abcdef01234567890
Subnets:
- subnet-abcdef01234567890
TaskDefinition: !Ref ECSTaskDefinition

Using the AWS CLI to create resources from templates

The following command creates a stack that's named ecs-stack using a template body file that's
named ecs-template-body. json. Ensure that the template body file is in the JSON or YAML
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format. The location of the file is specified in the --template-body parameter. In this case, the
template body file is located in the current directory.

aws cloudformation create-stack \
--stack-name ecs-stack \
--template-body file://ecs-template-body.json

To ensure that resources are created correctly, check the Amazon ECS console or alternatively use
the following commands:

« The following command lists all task definitions.

aws ecs list-task-definitions

» The following command lists all clusters.

aws ecs list-clusters

« The following command lists all services defined in the cluster CFNCluster. Replace
CFNCluster with the name of the cluster that you want to create the service in.

aws ecs list-services \
--clustexr CFNCluster

Learn more about AWS CloudFormation

To learn more about AWS CloudFormation, see the following resources:

« AWS CloudFormation

« AWS CloudFormation User Guide

« AWS CloudFormation Command Line Interface User Guide

Using the Amazon ECS command line interface

Amazon ECS has released AWS Copilot, a command line interface (CLI) tool that simplifies
building, releasing, and operating production-ready containerized applications on Amazon
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ECS from a local development environment. For more information, see Using the AWS Copilot
command line interface.

The Amazon Elastic Container Service (Amazon ECS) command line interface (CLI) provides high-
level commands to simplify creating, updating, and monitoring clusters and tasks from a local
development environment. The Amazon ECS CLI supports Docker Compose files, a popular open-
source specification for defining and running multi-container applications. Use the ECS CLI as
part of your everyday development and testing cycle as an alternative to the AWS Management
Console.

The latest version of the Amazon ECS CLI only supports the major versions of Docker Compose
file syntax versions 1, 2, and 3. The version specified in the compose file must be the string "1",
"1.0","2","2.0","3", or "3.0". Docker Compose minor versions are not supported.

The source code for the Amazon ECS CLlI is available on GitHub. This tool is no longer being actively
developed.

Installing the Amazon ECS CLI

Amazon ECS has released AWS Copilot, a command line interface (CLI) tool that simplifies
building, releasing, and operating production-ready containerized applications on Amazon
ECS from a local development environment. For more information, see Using the AWS Copilot
command line interface.

The following steps demonstrate how to install the Amazon ECS CLI on your macQS, Linux, or
Windows system.

To install the Amazon ECS CLI
1. Download the Amazon ECS CLI binary.

macOS

sudo curl -Lo /usr/local/bin/ecs-cli https://amazon-ecs-cli.s3.amazonaws.com/
ecs-cli-darwin-amd64-latest
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Linux

sudo curl -Lo /usr/local/bin/ecs-cli https://amazon-ecs-cli.s3.amazonaws.com/
ecs-cli-linux-amd64-latest

Windows

Open Windows PowerShell and enter the following commands.

(® Note

If you encounter permission issues, ensure that you have administrator access on
Windows and you are running PowerShell as an administrator.

New-Item -Path 'C:\Program Files\Amazon\ECSCLI' -ItemType Directory
Invoke-WebRequest -OutFile 'C:\Program Files\Amazon\ECSCLI\ecs-cli.exe' https://
amazon-ecs-cli.s3.amazonaws.com/ecs-cli-windows-amd64-latest.exe

2. Verify the Amazon ECS CLI using PGP signatures. The Amazon ECS CLI executables are
cryptographically signed using PGP signatures. The PGP signatures can be used to verify the
validity of the Amazon ECS CLI executable. Use the following steps to verify the signatures
using the GnuPG tool.

a. Download and install GnuPG. For more information, see the GnuPG website.

macOS

We recommend using Homebrew. Install Homebrew using the instructions from their
website. For more information, see Homebrew. After Homebrew is installed, use the
following command from your macOS terminal.

brew install gnupg

Linux

Install gpg using the package manager on your flavor of Linux.
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Windows

Download the Windows simple installer from the GnuPG website and install as an
Administrator. After you install GnuPG, close and reopen the Administrator PowerShell.

For more information, see GhuPG Download.

b. Verify the GnuPG path is added to your environment path.

macOS

echo $PATH

If you do not see the GnuPG path in the output, run the following command to add it
to the path.

PATH=$PATH:<path to GnuPG executable files>

Linux

echo $PATH

If you do not see the GnuPG path in the output, run the following command to add it
to the path.

export PATH=$PATH:<path to GnuPG executable files>

Windows

Write-Output $Env:PATH

If you do not see the GnuPG path in the output, run the following command to add it
to the path.

$Env:PATH += ";<path to GnuPG executable files>"

c. Create a local plain text file.
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macOS

On the terminal, enter:

touch <public_key_filename.txt>

Open the file with TextEdit.

Linux

Create a text file in a text editor such as gedit. Save as public_key_filename.txt

Windows

Create a text file in a text editor such as Notepad. Save as
public_key_filename.txt

d. Add the following contents of the Amazon ECS PGP public key and save the file.

Version: GnuPG v2

mQINBFqlSasBEAD1iGcT1INVI1ydfN8DgebYYe9ne3dt6jqKFmKowLmm6LLGIe7HU
jGtghCWRDkN+qPpHqdArRgDZAtn2pXY5fEipHgar4CP8QgRNRMO2f1741mavr4Vg
7K/KH8VH1q2uRw32/B94XLEgRbGTMdWFdKuxoPCttBQaMj3LGn6Pe+6xVWRkChQu
BoQAhjBQ+bEmOkNy@L jNgjN1nL3UMAG56t8E3LANIgGgENpNsB1UwfWluPoGZoTx
N+6pHBIrKIL/1v/ETU4FXpYw2zvhWNahxeNRnoYj3uycHkeliCrw4kjO+skizBgO
2K70VX80c3j5+ZilhL/qDLXmUCb2az5cMM1mOoF8EKX5HaNuqlKfwIxgXE6GNNIcO
1FTrT7QwD5fMN1d3FanLgv/ZnIrsSaqJlOL6zRSq804LN1OWBVbndExk2Kr+5kFxn
51BPgfPgRj5hQ+KTHMa9Y8Z27yUc64BIiN6FIN17FJuSsfqbdkvRLsQRbcBGIgxX3
rJAEhieJzVMEUN1+EgeCkxj5xuSkNU7zw2c3hQZqEcrADLV+hvFIkt0z9Gm6xzbq
ITnWWCz4xrIWtuEBA2qE+M1DheVd78a3gIsEaSTfQq@osYXaQbvlnSW0Oocly/5Zb
zizHTJIhLtUyls9WisP2s@emeHZicVMfW61EgPrJAiupgc7kyZvFt4YwfwARAQAB
tCRBbWF6b24gRUNTIDX1Y3Mtc2VjdXIpdH1AYW1lhemSuLmNvbT6JAhwEEAECAAYF
AlrjLOYACgkQHivRXs@TaQrglg/+JIppwPgHn1VPmv71lessB8I5UqZeD6p6uVpHd7
Bs3pcPp8BV7BdRbs3sPLt5bV1+rkq0lw+0gZ4Q/ue/YbWt0At4qYO0OcEo@HgcnaX
1sB827QIfZIVtGWMhuh94xzm/SJkvngml6KB3YINNWP61A9qJ37/VbVVLzvcmazA
McWB4HUMNrhd@JgBCo@gIpqCbpJEvUc@2Bjn23eEJsS9kC70UAHYQkVnx4d9UzXF
400ISF6hmQKIBoLNRrAlj5Qvs3GhvHQOThYq@Grk/KMIIX2CSqt7tWI8gk1ln3H3Y
SReRXJRNv7DsDDBwFgT6r5Q2HW1TBUvaoZy5hF6maD@9nHcNnvBjgADzeT8Tr/Qu
bBCLzkNSYqqgkpgtwv7seoD2P4n1giRvDAOEfMZpVkUr+C252IaH1HZFEZ+TvBVQM
Y80WWxmIJW+J6evjo3N1e019UHv71jvoF8z1jbI4bsL2c+QTImOv7nRqzDQgCWyp
Id/v2dUVVTk1j9omuLBBwNIzQCB+72LcIzJhYmaP1HC4LcKQG+/f4lexultenatK
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1EJQhYtyVXcB1lh6Yn/wzNg2NwWOwb3vqY/F7m6u9ixAwgt IMgPCDE4al86zrrXYFz
N2HgkTSQh77Z8KPKmyGopsmN/reMuilPdINb249nA@dzoN+nj+tTFOYCIalLaFyjs
Z0r1QA0JAjKEEWECACMFAlg1SasCGwMHCwkIBwWMCAQYVCAIJCgsEFgIDAQIeAQIX
gAAKCRC86dmkLVF4T9iFEACENkm1dNXsWUx34R3c@OvamHrPxvfkyI1F1EUen8D1h
uX9xy6jCEROHWEpQr jGK4QDPgM93sWI+s1UAKg214QRVzft0y9/DdR+twApAQfzy
uavIthGd6+03jAAo6udYDE+cZC3P7XBbDiYEWKk4XAF9I1]jB8hTZUgvXBLO46IhG
eM17+crgUyQeetkiOQemLbsbXQ40BdOV7zf7XIraFd8VrwNUwNb+9KFtgAscOrk+
YIT/PEf+YOPysgcxI4sTWghtyCulVnuGoskgDv4v73PALU@ieUrvvQVgWMRvhYx1
0X9037cC1KOyh1EQQ1aFTgmQjmXexVTwIBm8LvYysFK6YXM41Kj0rlz3+6xBIm/qe
bFyLUnf4WoiuOplAaJhK9pRY+XEnGNxdtN4D26Kd@F+PLkm3Tr3Hy3b10k34F1Gr
KVHUg1TZD7cvMnnNKEELTUcKX+1mV3anl6nmAg/my1JISUt6BNK2rJpY1ls/kkSGSE
XQ4zuF2IGCpvBFhYAlt5Un5zwgkwwQR3/n2kwAoDzonJcehDw/C/cGos5D@aIU71
K2X2aTD3+pA7Mx3IMe2hgmYqRt9X42yF1PIEVRneBRI3HDezAgIrNh@GQWRQkhIx
gz6/cTR+ekr5TptVszS9few2GpI5bCgBKBisZIssT89aw7mAKWut@Gem4gM9/yK6
1bkCDQRatUmrARAAXNPvVwreJ2yAiFcUpdR1VhsuOgnxvs1QgsIw3H7+Pacr9Hpe
8uftYZqdC82KeSKhpHq7c8gMTMucIINtH25x9BCc73E33EjCLI9Lqov1TL7+QkgHe
T+3IhZwdD8Mx2K+LVVVu/aWkNr fMuNwyDUciSI4D5QHa8T+F8fgN40TpwYjirzel
5y0ICMr9hVcbzDNv/0zKCxjx+XKgnFc3wrnDfJfntfDAT7ecwbUTL+viQKJI646s+
psigXRYtVvYInEhLVrJ@aV6zHFoigE/Bils6/g7rulQ6CEHqEwW++APs5CcE8VZzIu
WAGSVHZgun5Y9N4quR/MOVm+IPMhTxrAg7rOvyRNOcAXfeSMf77I+XTifigNna8x
t/MOdjXr1lfjF4pThEi5u6WsuRdFwjY2azEv3vevodTi4HoJReH6dFRaby8c+UDgl
2iHiOKIpQgLbHEfQmHcDd2fix+AaJKMnPGNku9qCFEMbgSRIpXz6BfwnY1QuKE+I
R6jAQfrUNt2jhiGG/F8RceXzohaaC/Cx7LUCUFWcON72z32C9/Dtj7I1PMOacdZzz
bjJzRKO/ZDv+UN/c9dwAk11zAyPMwGBkUaY68EBstnIliW34aWm6IiHhxioVPKSp
VIfyiXPOQEXqujtHLAeChfjcns3I12YshTldv2PafG53fp33ZdzeUgsBo+EAEQEA
AYkCHwQYAQIACQUCWrVIqwIbDAAKCRC86dmkLVF4T+ZdD/9x/8APzgNJF303STrF
jvnV1lycyhWYGAeBJiu7wjsNwWwzMFOv15tLjB7AqeVxZn+WKDD/mI0OQ450ZvnYZuy
X7DRQJIszaHOwrYTxZLVruAu+t6ULQy/XQ4L1GZ9QR6+r+7t1Mvbfy7B1HbVX/gYt
Rwe/uwdibI@CagEzyX+2D3kTO1HO5XThbXaNf8AN8zha91Jt2Q2UR2X5T6]cwtMz
FBvZnl3LSmZyEQEQehS2iUurU4uWOpGppuqVnbi@jbCvCHKgDGrqZ@smKNAQng54
F365W3g8AfY48s8XQwzmcliowYX9bT8PZiEi@J4QmQh@aXkpqZyFefuWeOL2R94S
XKzr+gRh3BAULogF+qK+IUMxTip9KTPNvYDpiC66yBiT6gFDji5Ca9pGpIXrC3xe
TXiKQ8DBWDhBPVPrruLIaenTtZEOsPc4I85yt5U9RoPTStcOr34s3w5yEalagt6s
Gc5r9ysjkfH6+6rbilujxMgROSqtqr+RyB+V9A5/0gtNZc811K6usUo0Cde8jUUW
vgWKvjIB/Kz3u4zaeNu2ZyyHaOqOuH+TETcW+jsY9IhbEzqN5yQYGi4pVmDkY5vu
1XbJInbgPKpRXgM9BecV9AMbPgbDq/5LNHIJIXg+G8YQOgp41R/hC1TEFdIp5wM8AK
CWsENyt201rjgMXiZOMF8A50BLkCDQRatUuSARAAr77kj7j2QR2SZe0S1FBvV70S
mFeSNnz9xZssqrsm6bTwSHM6YLDwc7Sdf2esDdyzONETwqrVCg+FxgL8hmo9hS4c
TR6tmrPOMOmMptr+xLLsKcaP70gIXsyZnrEAEsvW8PnfayoiPCdc3cMCR/1TnHFGA
7EuR/XLBmi7Qg9tByVYQ5Yj5wBI9V4B2yeCt3XtzPgelLKvax17PNelaHGIQY/xo+m
VObndxf9IY+40FJ4b1D32WqvyxESo7vW6WBh70qv3Zbm@yQrr8abmDBpgLkvWwNI
3kpJR974tg505LfDulBeeyHWPSGmM4U/G4IB+JIG1ADY+RmoWEt4BqTCZ/knnoGvw
D5sTCxbKdmuOmhGyTssoG+300cGYHV7pWYPhazKHMPm2@1xKCjH1RfzRULzGKjD+
yMLT1I3AXFmLmZJIXikAOlvE3/wgMqCXscbycbLjLD/bXIuFWo3rzoezeXjgi/DIx
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jKBAYBTYO5nMcth1090aFd9d@HbsOUDkIMNnsgGBE766Piro6MHOOTOTI X107 Tp4pI
rwuS0sc6XzCzdImjOWc6axS/HeUKRXWdXIwno5awTwXKRIMXGThCvSvbcbc2Wx+L
IKvmB7EB4K3fmjFFE67yolmiw2qRcUBfygtH3elL5XZU28MiCpue8Y8GKIoBAUyv T
KeM1r08Im3iRAc5a/DOAEQEAAYKEPgQYAQIACQUCWrVLkgIbAgIpCRC86dmkLVF4
T8FdIAQZAQIABgUCWrVLkgAKCRDePL1hra+LjtHYD/9MucxdFe6bX01dQR4tKhhQ
POLRqy6z1BY9ILCLowNdGZdqorogUilymgn3VhEhVtxTOOHCN7qOuUM@1PNSRNOeS
EYjf8XrblclzkD6xULwmOc1Thb9bBxnBc/4PFvHAbZW3QzusaZniNgkuxt6BTf1loS
0f4inq71kjmGK+T1zQ6mUMQUg228NUQC+a84EPqYyAeY1sgvgB7hIBhYLOQAXhcW
6m20@Rd8iEc6HyzJ3yC0CsKip/nRWAbTf@OVfHfRBp@+m@ZwnIM8cPRFjOqqzFpKH9
HpDmTrC4wKP1+TL52LyEgNh4yZitXmZNV7giSRIkk@eDSko+bFy6VbMzKUMkUIK3
D3eHFAMkujmbfImSMTIOPGN5SB1HyY jCZNx6bhIIbQyEUB9gKCmMUFagXKwKpF6xj0
iQXAJxLR/shzZ5Rk96Vxz0phU1l7T9@m/PnUEEPwq8KsBhnMRgxa@RFidDP+n9fgtv
HLmr0gX9zBCVXhOmdWYLrWvmzQFWzG7AoE55fkf8nAEPsalrCdtaNUBHRXAQOQxXG
AHMOdJQQvBsmgMvuAdjkDWpFu5y@My5ddU+hiUzUyQL jL5Hhd5L0UDdewlZgIwl j
xrEAUzDKetnemM8GkHxDgg8koev5frmShJuce7vSjKpCNg3EIJISgqMOPFjJuLWtZ
vjHeDNbJy6uNL65ckIy6WhGjEADS2WAWLD6Tfekkc21SsIXk/LGEpLMR/@g50Uif
WCEN1rS9IIXBwIy8MelN9qr5KcKQLmfdfBNEyyceBhyV1@OMDYHOKC+7PofMtkGBq
13QieRHv5GI8LB3fclqHV8pwTTo3Bc8z2g@TjmUYAN/ixETdReDoKavWIYSE9yoM
aaJu279ioVTrwpECse@XkiRyKToTjwOb73CGkBZZpJyqux/mCV/fp4ALdSW8zbz
FJVORaivhoWwzjpfQKhwcU91ABXi2UvVml4vOAfeI70iIPSUL1zM4fENY40iIBX1R
zhFNih1UjIu82X16mTm3BwbIga/s1fnQRGzyhqUIMii+mWra23EwjChaxpvjjcUH
5i1Lc5Zq781aCYRygYQw+hu5nFkOH1R+Z50Ubxjd/aqUfnGIAX7kPMD3Lof4K1dD
Q8ppQriUvxVo+4nPV6rpTy/PyqCLWDjkguHpIsEFsMkwajrAz@QNSAUSCI0OG2Zu4
yxvY1umHCE17nbFrm@vIiA75Sa8KnywTDsyZsu3XcOcf3g+glxWTpjlqy2bYX1lqz
9uDOWtArWHOis6bg819RE6XxTr1RBVXS6uqgQIZFBGYyq66b0dIq4D2IdsUvgEMaHbc
e7tBfeB1CMBdA64e9Rq7bFR7Tvt8gasCZY1INr31lydh+dFHIEKH53HzQe6188HEic
+@jVnLkCDQRa55wJARAAyLya2Lx6gyoWoIN1a6740q308e9d4KggQOfGMTCf1meq
ivuzgN+3DZHN+9ty2KxXMtn@mhHBerZdbNJy jMNT1gAgrhPNB4HtXBXum2wS57WK
DNmade914L7FWTPAWBG2Wn4480EHTqsCLICXXWy9IICgclAEYyIq@Yq5mAdTEGRIS
Z28t4GpwtDLI9gNQyFXawQmDmkAsCygQMvhAlmu9x0IzQG5CxSnZFk7zculL6@k14Z3
Cmt49k4T/7ZU8goWi8tt+rU78/IL3]/fF9+1civ1OwulUidgfPCSvOUW1JojsdCQA
L+RZJcoXq71f0Fj/eNje0SstCTDPfTCL+kThE6GE5neDtbQHBYKEX1BRiTedsV4+M
ucgiTrdQFWKf89G72xdv8ut9AYYQ2BbEYU+JAYhUH81YYui2dHKJIIgjNvIscuUWb
+QEqJIR1leJRhr0+/CHgMs4fZAKWF1VFhKBkcKmEjLn1f7EJJUUW84ZhKXj0/AUPX
1CHsNjziRceuJCJYox1lcwsoq6jTE50GiNzcIxTn9xUc@QUMKFeggNAFys1K+TDTm3
Bzo8H5ucjCUEMUM91hkGwqTZg01RX5eqPX+JBoSaObghgqCa5IPinKRa6MgoFPHK
6sYKqroYwBGgZm6Js5chpNchvIMs/3WXNOEVg0I3z3vPODMhxgWm+r+n9z1W8qsA
EQEAAYKEPgQYAQQACQUCWuecCQIbAgIpCRC86dmkLVF4T8FdIAQZAQgABgUCWUec
CQAKCRBQ3szEcQ5hr+ykD/4t0OLRHFHXuKUcxgGaubUcVtsFrwBKmalcYjqgaPms8u
6SkOwfGRI32G/Gh0rp@Ts/MOkbObq6VLTh8N5Yc/53ME18zQFwOY5AmMRoW4PZXER
ujs5s7p4oR7xHMihMjCCBnl1bvrR+34YPfgzTcgLiOEFHYT8UTxwnGmXOvNkMM7md
xD3CV5q6VAte8WKB0o/220I113fcQlc9r/oWX4kXXkb@vOhoGwKbDI1tzqTPrp/xFt
yohgnvImpnlz+Q9zXmbrWYL9/g8VCmW/NN2gju2G3Lu/T1FUWIT4v/50PK6TdeNb
VKJ04+S8bTayqSGICML1S57KSgCo5HUhQWeSNHI+fpe50X6FALPT9ILDce80Zz11
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CZZOMELP37m00Qun@ALlmHmM/hVzf@f311PtbzcqWaE51tJvgUR/nZFo6Ta305Ezhs
3V1EJINQL1Ijf/6DH87SxVvAORIARCuUZdOqxBcDK@avpFzUtbJd241RA3WIpkEiMgKyv
RDVZKE4b6TW61f0Qo+LaVfK6E8oLpixegS4fiqClemFrOdyRk+RIIfIUyz@WTDVmt
gOU1C0lezokMSqkI7724pyjr2xf/r9/sC6a0IwB/1KgZkIFC6NGL7T1xVA31dUga
LEOVEJTTE4gl+tYtfsCDVALCtqL@jduSkUo+RXcBItmXhA+tShW@pbS2Rtx/ixua
KohVD/@OR4QxiSwQmICNtmOmwIydIllyjYXX5a9x4wMIracNY/LBybJPFNnZnT4dYR
z4XjqysDwvvYZByaWoIe3QxjX84V6MII2IdAT/xImu8gbaCI8tmyfpIrLnPKiR9D
VFYfGBXuAX7+HgPPSFtrHQONCALxxz1bNpS+zxt9rOMilLgcLyspWxSdmoYGZ6nQP
RO5Nm/ZVS+u2imPCRzNUZEMa+d1E6kHx@rS@dPiuJ407NtPeYDKkoQtNagspsDvh
cK7CSqAiKMq@6UBTxqlTSRkm62e0Ctcs3p30eHUSGRZF1uzTETOZxYkaPgdrQknx
0zjP5mC7X+451cCfmcVt94TFNLSHWEUVIpmOgmzILCI8yoDTWz1loo+i+fPFsXX4F
kynhE83mSEcr5VHFYT TY3mQXGmNI3bCLuc/jq7ysGq69xikmTlUeXFm+aojcRO51
zyShIRJZOGZfuzDYFDbMV9amA/YQGyglLw//zP5ju5SW26dNx1f3MdFQE5]J86rn9
MgZ4gcpazHEVUsbZsgkLizRp9imUiH8ymLgAXnfRG1U/LpNSefnvDFTtEIRcpOHCc
bhayG@bk51Bd4mio0XnIsKy4j63nIXA27x5EVVHQ1sYRNBNy4Fdr2tMAmj20+X+]
aX2yy/UX5nSPU492e2CdZ1UhoU@SRFY3bxKHKB7SDbVeav+K5g==

=Gi5D

The details of the Amazon ECS PGP public key for reference:

Key ID: BCESD9A42D51784F

Type: RSA

Size: 4096/4096

Expires: Never

User ID: Amazon ECS

Key fingerprint: F34C 3DDA E729 26B@ 79BE AEC6 BCES D9A4 2D51 784F

You may close the text editor.

e. Import the file with the Amazon ECS PGP public key with the following command in the
terminal.

gpg --import <public_key_ filename.txt>

f. Download the Amazon ECS CLI signatures. The signatures are ASCIl detached PGP
signatures stored in files with the extension . asc. The signatures file has the same name
as its corresponding executable, with . asc appended.
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macOS

curl -Lo ecs-cli.asc https://amazon-ecs-cli.s3.amazonaws.com/ecs-cli-darwin-
amd64-latest.asc

Linux

curl -Lo ecs-cli.asc https://amazon-ecs-cli.s3.amazonaws.com/ecs-cli-linux-
amd64-latest.asc

Windows

Invoke-WebRequest -OutFile ecs-cli.asc https://amazon-ecs-
cli.s3.amazonaws.com/ecs-cli-windows-amd64-latest.exe.asc

g. Verify the signature.

macOS and Linux

gpg --verify ecs-cli.asc /usr/local/bin/ecs-cli

Windows

gpg --verify ecs-cli.asc 'C:\Program Files\Amazon\ECSCLI\ecs-cli.exe'

Expected output:

gpg: Signature made Tue Apr 3 13:29:30 2018 PDT

gpg: using RSA key DE3CBD61ADAF8B8E

gpg: Good signature from "Amazon ECS <ecs-security@amazon.com>" [unknown]

gpg: WARNING: This key is not certified with a trusted signature!

gpg: There is no indication that the signature belongs to the owner.

Primary key fingerprint: F34C 3DDA E729 26B@ 79BE AEC6 BCE9 D9A4 2D51 784F
Subkey fingerprint: EB3D F841 E2C9 212A 2BD4 2232 DE3C BD61 ADAF 8BS8E
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/A Important

The warning in the output is expected and is not problematic. It occurs because
there is not a chain of trust between your personal PGP key (if you have one) and
the Amazon ECS PGP key. For more information, see Web of trust.

3. Apply execute permissions to the binary.

macOS and Linux

sudo chmod +x /usr/local/bin/ecs-cli

Windows

Edit the environment variables and add C:\Program Files\Amazon\ECSCLI to the
PATH variable field, separated from existing entries by using a semicolon. For example:

setx path "%path%;C:\Program Files\Amazon\ECSCLI"

Restart PowerShell so the changes go into effect.

(® Note
After the PATH variable is set, the Amazon ECS CLI can be used from either
Windows PowerShell or the command prompt.
4. Verify that the CLI is working properly.

ecs-cli --version

Proceed to Configuring the Amazon ECS CLI.

/A Important
You must configure the Amazon ECS CLI with your AWS credentials, an AWS Region,
and an Amazon ECS cluster name before you can use it. For more information, see
Configuring the Amazon ECS CLI.
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Configuring the Amazon ECS CLI

Amazon ECS has released AWS Copilot, a command line interface (CLI) tool that simplifies
building, releasing, and operating production-ready containerized applications on Amazon
ECS from a local development environment. For more information, see Using the AWS Copilot
command line interface.

The Amazon ECS CLI requires some basic configuration information before you can use it, such as
your AWS credentials, the AWS Region in which to create your cluster, and the name of the Amazon
ECS cluster to use. Configuration information is stored in the ~/. ecs directory on macOS and
Linux systems and in C:\Users\<username>\AppData\local\ecs on Windows systems.

To configure the Amazon ECS CLI

1. Set up a CLI profile with the following command, substituting profile_name with your
desired profile name, $AWS_ACCESS_KEY_ID and $AWS_SECRET_ACCESS_KEY environment
variables with your AWS credentials.

ecs-cli configure profile --profile-name profile_name --access-
key $AWS_ACCESS_KEY_ID --secret-key $AWS_SECRET_ACCESS_KEY

2. Complete the configuration with the following command, substituting Launch_type with the
task launch type you want to use by default, region_name with your desired AWS Region,
cluster_name with the name of an existing Amazon ECS cluster or a new cluster to use, and
configuration_name for the name you'd like to give this configuration.

ecs-cli configure --clustexr cluster_name --default-launch-type launch_type --
region region_name --config-name configuration_name

Using profiles

The Amazon ECS CLI supports the configuring of multiple sets of AWS credentials as named profiles
using the ecs-cli configure profile command. A default profile can be set by using the ecs-cli
configure profile default command. These profiles can then be referenced when you run Amazon
ECS CLI commands that require credentials using the --ecs-profile flag otherwise the default
profile is used.
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Using cluster configurations

A cluster configuration is a set of fields that describes an Amazon ECS cluster including the name
of the cluster and the region. A default cluster configuration can be set by using the ecs-cli
configure default command. The Amazon ECS CLI supports the configuring of multiple named
cluster configurations using the --config-name option.

Understanding the order of precedence

There are multiple methods for passing both the credentials and the region in an Amazon ECS CLI
command. The following is the order of precedence for each of these.

The order of precedence for credentials is:

1. Amazon ECS CLI profile flags:

a. Amazon ECS profile (--ecs-profile)

b. AWS profile (--aws-profile)
2. Environment variables:

a. ECS_PROFILE

b. AWS_PROFILE

c. AWS_ACCESS_KEY_ID, AWS_SECRET_ACCESS_KEY, and AWS_SESSION_TOKEN
3. ECS config-attempts to fetch credentials from the default ECS profile.

4. Default AWS profile — Attempts to use credentials (aws_access_key_id,
aws_secret_access_key) or assume_role (role_arn, source_profile) from the AWS
profile name.

a. AWS_DEFAULT_PROFILE environment variable (defaults to default).

5. EC2 instance role

The order of precedence for Region is:

1. Amazon ECS CLI flags:
a. Region flag (--region)
b. Cluster config flag (--cluster-config)
2. ECS config-attempts to fetch the Region from the default ECS profile.

3. Environment variables—Attempts to fetch the region from the following environment variables:
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a. AWS_REGION
b. AWS_DEFAULT_REGION
4. AWS profile - attempts to use the region from the AWS profile name:
a. AWS_PROFILE environment variable
b. AWS_DEFAULT_PROFILE environment variable (defaults to default)
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Amazon ECS on AWS Fargate

AWS Fargate is a technology that you can use with Amazon ECS to run containers without having

to manage servers or clusters of Amazon EC2 instances. With AWS Fargate, you no longer have to
provision, configure, or scale clusters of virtual machines to run containers. This removes the need
to choose server types, decide when to scale your clusters, or optimize cluster packing.

When you run your tasks and services with the Fargate launch type, you package your application
in containers, specify the CPU and memory requirements, define networking and 1AM policies, and
launch the application. Each Fargate task has its own isolation boundary and does not share the
underlying kernel, CPU resources, memory resources, or elastic network interface with another
task. You configure your task definitions for Fargate by setting the requiresCompatibilities
task definition parameter to FARGATE. For more information, see Launch types.

Fargate offers platform versions for Amazon Linux 2 and Microsoft Windows 2019 Server Full
and Core editions. Unless otherwise specified, the information on this page applies to all Fargate
platforms.

This topic describes the different components of Fargate tasks and services, and calls out special
considerations for using Fargate with Amazon ECS.

For information about the Regions that support Linux containers on Fargate, see the section called
“Linux containers on AWS Fargate”.

For information about the Regions that support Windows containers on Fargate, see the section
called "Windows containers on AWS Fargate”.

Fargate walkthroughs

For information about how to get started using the console, see:

o Getting started with Linux containers on AWS Fargate

« Using Windows containers on AWS Fargate

For information about how to get started using the AWS CLI, see:

» Creating a cluster with a Fargate Linux task using the AWS CLI
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» Creating a cluster with a Fargate Windows task using the AWS CLI

Capacity providers

The following capacity providers are available:

» Fargate

» Fargate Spot - Run interruption tolerant Amazon ECS tasks at a discounted rate compared to
the AWS Fargate price. Fargate Spot runs tasks on spare compute capacity. When AWS needs the
capacity back, your tasks will be interrupted with a two-minute warning. For more information,
see AWS Fargate capacity providers.

You can only use Fargate Spot for Linux tasks that use the X86 architecture.

Task definitions

Tasks that use the Fargate launch type don't support all of the Amazon ECS task definition
parameters that are available. Some parameters aren't supported at all, and others behave
differently for Fargate tasks. For more information, see Task CPU and memory.

Platform versions

AWS Fargate platform versions are used to refer to a specific runtime environment for Fargate
task infrastructure. It is a combination of the kernel and container runtime versions. You select
a platform version when you run a task or when you create a service to maintain a number of
identical tasks.

New revisions of platform versions are released as the runtime environment evolves, for example,
if there are kernel or operating system updates, new features, bug fixes, or security updates. A
Fargate platform version is updated by making a new platform version revision. Each task runs on
one platform version revision during its lifecycle. If you want to use the latest platform version
revision, then you must start a new task. A new task that runs on Fargate always runs on the
latest revision of a platform version, ensuring that tasks are always started on secure and patched
infrastructure.

If a security issue is found that affects an existing platform version, AWS creates a new patched
revision of the platform version and retires tasks running on the vulnerable revision. In some cases,
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you may be notified that your tasks on Fargate have been scheduled for retirement. For more
information, see AWS Fargate task maintenance FAQs.

For more information see Fargate Linux platform versions and Fargate Windows platform versions.

Service load balancing

Your Amazon ECS service on AWS Fargate can optionally be configured to use Elastic Load
Balancing to distribute traffic evenly across the tasks in your service.

Amazon ECS services on AWS Fargate support the Application Load Balancer and Network Load
Balancer load balancer types. Application Load Balancers are used to route HTTP/HTTPS (or layer
7) traffic. Network Load Balancers are used to route TCP or UDP (or layer 4) traffic. For more
information, see Load balancer types.

When you create a target group for these services, you must choose ip as the target type, not
instance. This is because tasks that use the awsvpc network mode are associated with an elastic
network interface, not an Amazon EC2 instance. For more information, see Service load balancing.

Using a Network Load Balancer to route UDP traffic to your Amazon ECS on AWS Fargate tasks is
only supported when using platform version 1.4 or later.

Usage metrics

You can use CloudWatch usage metrics to provide visibility into your accounts usage of resources.
Use these metrics to visualize your current service usage on CloudWatch graphs and dashboards.

AWS Fargate usage metrics correspond to AWS service quotas. You can configure alarms that alert
you when your usage approaches a service quota. For more information about AWS Fargate service
quotas, see AWS Fargate service quotas.

For more information about AWS Fargate usage metrics, see AWS Fargate usage metrics in the
Amazon Elastic Container Service User Guide for AWS Fargate.

Fargate Linux platform versions

AWS Fargate platform versions are used to refer to a specific runtime environment for Fargate
task infrastructure. It is a combination of the kernel and container runtime versions. You select
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a platform version when you run a task or when you create a service to maintain a number of
identical tasks.

New revisions of platform versions are released as the runtime environment evolves, for example,
if there are kernel or operating system updates, new features, bug fixes, or security updates. A
Fargate platform version is updated by making a new platform version revision. Each task runs on
one platform version revision during its lifecycle. If you want to use the latest platform version
revision, then you must start a new task. A new task that runs on Fargate always runs on the
latest revision of a platform version, ensuring that tasks are always started on secure and patched
infrastructure.

If a security issue is found that affects an existing platform version, AWS creates a new patched
revision of the platform version and retires tasks running on the vulnerable revision. In some cases,
you may be notified that your tasks on Fargate have been scheduled for retirement. For more
information, see AWS Fargate task maintenance FAQs.

Considerations

Consider the following when specifying a platform version:

« When specifying a platform version, you can use either a specific version number, for example
1.4.0, or LATEST.

When the LATEST platform version is selected, 1. 4.0 platform version is used.

« If you want to update the platform version for a service, create a deployment. For example,
assume that you have a service that runs tasks on the Linux platform version 1.3.0. To change
the service to run tasks on the Linux platform version 1.4 .0, you can update your service and
specify a new platform version. Your tasks are redeployed with the latest platform version and
the latest platform version revision. For more information about deployments, see Amazon ECS
Deployment types.

o If your service is scaled up without updating the platform version, those tasks receive the
platform version that was specified on the service's current deployment. For example, assume
that you have a service that runs tasks on the Linux platform version 1.3.0. If you increase the
desired count of the service, the service scheduler starts the new tasks using the latest platform
version revision of platform version 1.3.0.

« New tasks always run on the latest revision of a platform version, ensuring that tasks are always
started on secured and patched infrastructure.
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» The platform version numbers for Linux containers and Windows containers on Fargate are
independent. For example, the behavior, features, and software used in platform version 1.0.0
for Windows containers on Fargate aren't comparable to those of platform version 1.0.0 for
Linux containers on Fargate.

The following are the available Linux platform versions. For information about platform version
deprecation, see AWS Fargate Linux platform version deprecation.

1.4.0

The following is the changelog for platform version 1.4.0.

« Beginning on November 5, 2020, any new Amazon ECS task launched on Fargate using platform
version 1.4 .0 will be able to use the following features:

« When using Secrets Manager to store sensitive data, you can inject a specific JSON key or
a specific version of a secret as an environment variable or in a log configuration. For more
information, see Passing sensitive data to a container.

« Specify environment variables in bulk using the environmentFiles container definition
parameter. For more information, see Use task definition parameters to pass environment

variables to a container.

» Tasks run in a VPC and subnet enabled for IPv6 will be assigned both a private IPv4 address
and an IPv6 address. For more information, see Fargate task networking in the Amazon Elastic
Container Service User Guide for AWS Fargate.

» The task metadata endpoint version 4 provides additional metadata about your task and
container including the task launch type, the Amazon Resource Name (ARN) of the container,
and the log driver and log driver options used. When querying the /stats endpoint you
also receive network rate stats for your containers. For more information, see Task metadata
endpoint version 4.

« Beginning on July 30, 2020, any new Amazon ECS task launched on Fargate using platform
version 1.4 .0 will be able to route UDP traffic using a Network Load Balancer to their Amazon
ECS on Fargate tasks. For more information, see Service load balancing.

« Beginning on May 28, 2020, any new Amazon ECS task launched on Fargate using platform
version 1. 4.0 will have its ephemeral storage encrypted with an AES-256 encryption algorithm
using an AWS owned encryption key. For more information, see Fargate task ephemeral storage
and Using data volumes in tasks.
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Added support for using Amazon EFS file system volumes for persistent task storage. For more
information, see Amazon EFS volumes.

The ephemeral task storage has been increased to a minimum of 20 GB for each task. For more
information, see Fargate task ephemeral storage.

The network traffic behavior to and from tasks has been updated. Starting with platform version
1.4.0, all Fargate tasks receive a single elastic network interface (referred to as the task ENI) and
all network traffic flows through that ENI within your VPC and will be visible to you through your
VPC flow logs. For more information about networking for the Amazon EC2 launch type, see
Fargate Task Networking. For more information about networking for the Fargate launch type,

see Task networking for tasks on Fargate.

Task ENIs add support for jumbo frames. Network interfaces are configured with a maximum
transmission unit (MTU), which is the size of the largest payload that fits within a single frame.
The larger the MTU, the more application payload can fit within a single frame, which reduces
per-frame overhead and increases efficiency. Supporting jumbo frames will reduce overhead
when the network path between your task and the destination supports jumbo frames, such as
all traffic that remains within your VPC.

CloudWatch Container Insights will include network performance metrics for Fargate tasks. For
more information, see Monitor Amazon ECS containers using Container Insights.

Added support for the task metadata endpoint version 4 which provides additional information
for your Fargate tasks, including network stats for the task and which Availability Zone the task
is running in. For more information, see >Task metadata endpoint version 4 and Task metadata

endpoint version 4 for tasks on Fargate.

Added support for the SYS_PTRACE Linux parameter in container definitions. For more
information, see Linux parameters.

The Fargate container agent replaces the use of the Amazon ECS container agent for all Fargate
tasks. Usually, this change does not have an effect on how your tasks run.

The container runtime is now using Containerd instead of Docker. Most likely, this change does
not have an effect on how your tasks run. You will notice that some error messages that originate
with the container runtime changes from mentioning Docker to more general errors. For more
information, see Stopped tasks error codes in the Amazon Elastic Container Service User Guide for
AWS Fargate.

Based on Amazon Linux 2.
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1.3.0

The following is the changelog for platform version 1.3.0.

« Beginning on Sept 30, 2019, any new Fargate task that is launched supports the awsfirelens
log driver. Configure the FireLens for Amazon ECS to use task definition parameters to route logs
to an AWS service or AWS Partner Network (APN) destination for log storage and analytics. For
more information, see Using custom log routing.

» Added task recycling for Fargate tasks, which is the process of refreshing tasks that are a part of
an Amazon ECS service. For more information, Task maintenance in the Amazon Elastic Container

Service User Guide for AWS Fargate.

« Beginning on March 27, 2019, any new Fargate task that is launched can use additional task
definition parameters that you use to define a proxy configuration, dependencies for container
startup and shutdown as well as a per-container start and stop timeout value. For more
information, see Proxy configuration, Container dependency, and Container timeouts.

« Beginning on April 2, 2019, any new Fargate task that is launched supports injecting sensitive
data into your containers by storing your sensitive data in either AWS Secrets Manager secrets or
AWS Systems Manager Parameter Store parameters and then referencing them in your container
definition. For more information, see Passing sensitive data to a container.

« Beginning on May 1, 2019, any new Fargate task that is launched supports referencing sensitive
data in the log configuration of a container using the secretOptions container definition
parameter. For more information, see Passing sensitive data to a container.

« Beginning on May 1, 2019, any new Fargate task that is launched supports the splunk log driver
in addition to the awslogs log driver. For more information, see Storage and logging.

« Beginning on July 9, 2019, any new Fargate tasks that is launched supports CloudWatch
Container Insights. For more information, see Monitor Amazon ECS containers using Container

Insights.

» Beginning on December 3, 2019, the Fargate Spot capacity provider is supported. For more

information, see AWS Fargate capacity providers.

+ Based on Amazon Linux 2.
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Migrating to Linux platform version 1.4.0

Consider the following when migrating your Amazon ECS on Fargate tasks from platform version
1.0.0,1.1.0,1.2.0,0r1.3.0 to platform version 1.4.0. It is considered best practice to
confirm your task works properly on platform version 1. 4.0 prior to migrating your tasks.

« The network traffic behavior to and from tasks has been updated. Starting with platform version
1.4.0, all Amazon ECS on Fargate tasks receive a single elastic network interface (referred to as
the task ENI) and all network traffic flows through that ENI within your VPC and will be visible to
you through your VPC flow logs. For more information see Task networking for tasks on Fargate.

« If you are using interface VPC endpoints, consider the following.

« When using container images hosted with Amazon ECR, both the
com.amazonaws.region.ecr.dkr and com.amazonaws.region.ecr.api Amazon ECR VPC
endpoints as well as the Amazon S3 gateway endpoint are required. For more information,
see Amazon ECR interface VPC endpoints (AWS PrivateLink) in the Amazon Elastic Container
Registry User Guide.

« When using a task definition that references Secrets Manager secrets to retrieve sensitive data
for your containers, you must create the interface VPC endpoints for Secrets Manager. For
more information, see Using Secrets Manager with VPC Endpoints in the AWS Secrets Manager
User Guide.

« When using a task definition that references Systems Manager Parameter Store parameters
to retrieve sensitive data for your containers, you must create the interface VPC endpoints for
Systems Manager. For more information, see Using Systems Manager with VPC endpoints in
the AWS Systems Manager User Guide.

» Ensure that the security group in the Elastic Network Interface (ENI) associated with your task
has the security group rules created to allow traffic between the task and the VPC endpoints
you are using.

AWS Fargate Linux platform version deprecation

This page lists Linux platform versions that AWS Fargate has deprecated or have been scheduled
for deprecation. These platform versions remain available until the published deprecation date.

A force update date is provided for each platform version scheduled for deprecation. On the force
update date, any service using the LATEST platform version that is pointed to a platform version
that is scheduled for deprecation will be updated using the force new deployment option. When

Migrating to Linux platform version 1.4.0 91


https://docs.aws.amazon.com/AmazonECR/latest/userguide/vpc-endpoints.html
https://docs.aws.amazon.com/secretsmanager/latest/userguide/vpc-endpoint-overview.html
https://docs.aws.amazon.com/systems-manager/latest/userguide/setup-create-vpc.html

Amazon Elastic Container Service Developer Guide

the service is updated using the force new deployment option, all tasks running on a platform
version scheduled for deprecation are stopped and new tasks are launched using the platform
version that the LATEST tag points to at that time. Standalone tasks or services with an explicit
platform version set are not affected by the force update date.

We recommend updating your services standalone tasks to use the most recent platform version.
For more information on migrating to the most recent platform version, see Migrating to Linux
platform version 1.4.0.

Once a platform version reaches the deprecation date, the platform version will no longer

be available for new tasks or services. Any standalone tasks or services which explicitly use a
deprecated platform version will continue using that platform version until the tasks are stopped.
After the deprecation date, a deprecated platform version will no longer receive any security
updates or bug fixes.

Platform version Force update date Deprecation date

1.0.0 October 26, 2020 December 14, 2020
1.1.0 October 26, 2020 December 14, 2020
1.2.0 October 26, 2020 December 14, 2020

For information about current platform versions, see Fargate Linux platform versions.

Changelog for deprecated AWS Fargate Linux versions
1.2.0

The following is the changelog for platform version 1.2.0.

® Note

Platform version 1.2.0 is no longer available. For information about platform version
deprecation, see AWS Fargate Linux platform version deprecation.

» Added support for private registry authentication using AWS Secrets Manager. For more
information, see Private registry authentication for tasks.

Platform version deprecation 92



Amazon Elastic Container Service Developer Guide

1.1.0

The following is the changelog for platform version 1.1.0.

® Note

Platform version 1.1.0 is no longer available. For information about platform version
deprecation, see AWS Fargate Linux platform version deprecation.

» Added support for the Amazon ECS task metadata endpoint. For more information, see Task
metadata available for tasks on Fargate.

» Added support for Docker health checks in container definitions. For more information, see
Health check.

« Added support for Amazon ECS service discovery. For more information, see Service discovery.

1.0.0

The following is the changelog for platform version 1.0. 0.

(@ Note

Platform version 1.0.0 is no longer available. For information about platform version
deprecation, see AWS Fargate Linux platform version deprecation.

« Based on Amazon Linux 2017.09.

« Initial release.

Fargate Windows platform versions

AWS Fargate platform versions are used to refer to a specific runtime environment for Fargate
task infrastructure. It is a combination of the kernel and container runtime versions. You select

a platform version when you run a task or when you create a service to maintain a number of
identical tasks.

New revisions of platform versions are released as the runtime environment evolves, for example,
if there are kernel or operating system updates, new features, bug fixes, or security updates. A
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Fargate platform version is updated by making a new platform version revision. Each task runs on
one platform version revision during its lifecycle. If you want to use the latest platform version
revision, then you must start a new task. A new task that runs on Fargate always runs on the
latest revision of a platform version, ensuring that tasks are always started on secure and patched
infrastructure.

If a security issue is found that affects an existing platform version, AWS creates a new patched
revision of the platform version and retires tasks running on the vulnerable revision. In some cases,
you may be notified that your tasks on Fargate have been scheduled for retirement. For more
information, see AWS Fargate task maintenance FAQs.

Platform version considerations

Consider the following when specifying a platform version:

» When specifying a platform version, you can use either a specific version number, for example
1.0.0, or LATEST.

When the LATEST platform version is selected the 1.0.0 platform is used.

» New tasks always run on the latest revision of a platform version, ensuring that tasks are always
started on secured and patched infrastructure.

» Microsoft Windows Server container images must be created from a specific version of Windows
Server. You must select the same version of Windows Server in the platformFamily when you
run a task or create a service that matches the Windows Server container image. Additionally,
you can provide a matching operatingSystemFamily in the task definition to prevent tasks
from being run on the wrong Windows version. For more information, see Matching container

host version with container image versions on the Microsoft Learn website.

» The platform version numbers for Linux containers and Windows containers on Fargate are
independent. For example, the behavior, features, and software used in platform version 1.0.0
for Windows containers on Fargate aren't comparable to those of platform version 1.0.0 for
Linux containers on Fargate.

The following are the available platform versions for Windows containers.

1.0.0

The following is the changelog for platform version 1.0. 0.
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« Initial release for support on the following Microsoft Windows Server operating systems:
« Windows Server 2019 Full
« Windows Server 2019 Core
« Windows Server 2022 Full
« Windows Server 2022 Core

Windows containers on Fargate considerations

The following are the differences and considerations to know when you run Windows containers on
AWS Fargate.

If you need to run tasks on Linux and Windows containers, then you need to create separate task
definitions for each operating system.

AWS handles the operating system license management, so you do not need any additional
Microsoft Windows Server licenses.

Windows containers on AWS Fargate supports the following operating systems:

Windows Server 2019 Full
Windows Server 2019 Core
Windows Server 2022 Full
Windows Server 2022 Core

Windows containers on AWS Fargate supports the awslogs driver. For more information, see the
section called "Using the awslogs log driver”.

The following features are not supported on Windows containers on Fargate:

» Group managed service accounts (gMSA)

« Amazon FSx

« ENI trunking

« App Mesh service and proxy integration for tasks
« Firelens log router integration for tasks

« EFS volumes
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« The following task definition parameters:
e maxSwap
e swappiness

» The Fargate Spot capacity provider

« Image volumes

The Dockerfile volume option is ignored. Instead, use bind mounts in your task definition. For
more information, see Bind mounts.

AWS Fargate task maintenance FAQs

What is Fargate task maintenance and retirement?

AWS is responsible for maintaining the underlying infrastructure for AWS Fargate. AWS determines
when a platform version revision needs to be replaced with a new revision. This is known as task
retirement. AWS sends a task retirement notification when a platform version revision is retired. We
routinely update our supported platform versions to introduce a new revision containing updates
to the Fargate runtime software and underlying dependencies such as the operating system and
container runtime. Once a newer revision is made available, we retire the older revision in order to
ensure all customer workloads run on the most up to date revision of the Fargate platform version.
When a revision is retired, all tasks running on that revision are stopped.

Amazon ECS tasks can be categorized as either service tasks or standalone tasks. Service tasks are
deployed as part of a service and controlled by the Amazon ECS schedule. For more information,
see Amazon ECS services. Standalone tasks are tasks started by the Amazon ECS RunTask API,
either directly or by an external scheduler such as scheduled tasks (which are started by Amazon
EventBridge), AWS Batch, or AWS Step Functions.

For service tasks, you do not need to take any action unless you want to replace these tasks before
AWS does. When the Amazon ECS scheduler stops the tasks, it uses the minimum healthy percent

and launches a new task in an attempt to maintain the desired count for the service. By default, the
minimum healthy percent of a service is 100 percent, so a new task is started first before a task is
stopped. Service tasks are routinely replaced in the same way when you scale the service, deploy
configuration changes, or deploy task definition revisions. To prepare for the task retirement
process, we recommend that you test your application behavior by simulating this scenario. You
can do this by stopping an individual task in your service to test for resiliency.
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For standalone task retirement, AWS stops the task on or after the task retirement date. we don't
launch a replacement task when a task is stopped. If you need these tasks to continue to run, you
need to stop the running tasks and launch a replacement task before the time indicated in the
notification. Therefore, we recommend that customers monitor the state of standalone tasks and if
required, implement logic to replace the stopped tasks.

When a task is stopped in any of the scenarios, you can run describe-tasks. The
stoppedReason in the response is ECS is performing maintenance on the underlying
infrastructure hosting the task.

What is in the task retirement notice?

The task retirement notifications are sent through AWS Health Dashboard as well as through an
email to the registered email address and includes the following information:

The task retirement date - The task is stopped on or after this date.

For standalone tasks, the IDs of the tasks.

For service tasks, the ID of the cluster where the service runs and the IDs of the service.

The next steps you need to take.

Typically, we send one notification each for service and standalone tasks in each AWS Region.
However, in certain cases you might receive more than one event for each task type, for example
when there are too many tasks to be retired that will surpass limits in our notification mechanisms.

You can identify tasks scheduled for retirement in the following ways:

¢ The AWS Health Dashboard

AWS Health notifications can be sent through Amazon EventBridge to archival storage such as
Amazon Simple Storage Service, take automated actions such as run an AWS Lambda function,
or other notification systems such as Amazon Simple Notification Service. For more information,
see Monitoring AWS Health events with Amazon EventBridge. For sample configuration to send
notifications to Amazon Chime, Slack, or Microsoft Teams, see the AWS Health Aware repository
on GitHub.

The following is a sample EventBridge event.

"version": "Q",
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"id": "3c268027-f43c-0171-7425-1d799EXAMPLE",
"detail-type": "AWS Health Event",
"source": "aws.health",
"account": "123456789012",
"time": "2023-08-16T23:18:51Z",
"region": "us-east-1",
"resources": [
"cluster/service",
"cluster/service"
1,
"detail": {
"eventArn": "arn:aws:health:us-east-1::event/ECS/
AWS_ECS_TASK_PATCHING_RETIREMENT/AWS_ECS_TASK_PATCHING_RETIREMENT_testl",
"service": "ECS",
"eventScopeCode": "ACCOUNT_SPECIFIC",
"communicationId":
"7988399e2e6fb@b905ddc88e0@e2delfdl7e4c9fab0349577446d95a18EXAMPLE",
"lastUpdatedTime": "Wed, 16 Aug 2023 23:18:52 GMT",
"eventRegion": "us-east-1",
"eventTypeCode": "AWS_ECS_TASK_PATCHING_RETIREMENT",
"eventTypeCategory": "scheduledChange",
"startTime": "Wed, 16 Aug 2023 23:18:51 GMT",
"endTime": "Fri, 18 Aug 2023 23:18:51 GMT",
"eventDescription": [
{
"language": "en_US",
"latestDescription”: "\\nA software update has been deployed to
Fargate which includes CVE patches or other critical patches. No action is required
on your part. All new tasks launched automatically uses the latest software
version. For existing tasks, your tasks need to be restarted in order for these
updates to apply. Your tasks running as part of the following ECS Services will
be automatically updated beginning Wed, 16 Aug 2023 23:18:51 GMT.\\n\\nAfter Wed,
16 Aug 2023 23:18:51 GMT, the ECS scheduler will gradually replace these tasks,
respecting the deployment settings for your service. Typically, services should
see little to no interruption during the update and no action is required. When AWS
stops tasks, AWS uses the minimum healthy percent (1) and launches a new task in
an attempt to maintain the desired count for the service. By default, the minimum
healthy percent of a service is 100 percent, so a new task is started first before
a task is stopped. Service tasks are routinely replaced in the same way when
you scale the service or deploy configuration changes or deploy task definition
revisions. If you would like to control the timing of this restart you can update
the service before Wed, 16 Aug 2023 23:18:51 GMT, by running the update-service
command from the ECS command-line interface specifying force-new-deployment for
services using Rolling update deployment type. For example:\\n\\n$ aws ecs update-
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service -service service_name \\\n--cluster cluster_name -force-new-deployment\

\n\\nFor services using Blue/Green deployment type with AWS CodeDeploy:\\nPlease
refer to create-deployment document (2) and create new deployment using same task
definition revision.\\n\\nFor further details on ECS deployment types, please
refer to ECS Deployment Developer Guide (1).\\nFor further details on Fargate's
update process, please refer to the AWS Fargate User Guide (3).\\nIf you have
any questions or concerns, please contact AWS Support (4).\\n\\n(1l) https://

docs.aws.amazon.com/AmazonECS/latest/developerguide/deployment-types.html\\n(2)
https://docs.aws.amazon.com/cli/latest/reference/deploy/create-deployment.html\\n(3)
https://docs.aws.amazon.com/AmazonECS/latest/userguide/task-maintenance.html\\n(4)
https://aws.amazon.com/support\\n\\nA list of your affected resources(s) can be
found in the 'Affected resources' tab in the 'Cluster/ Service' format in the AWS
Health Dashboard. \\n\\n"

}
1,
"affectedEntities": [
{
"entityValue": "cluster/service"
},
{
"entityValue": "cluster/service"
}
]
}
}
e Email

An email is sent to the registered email for the AWS account ID.

Can | change the task retirement wait time?

You can configure the time that Fargate starts the task retirement. For workloads that require
immediate application of the updates, choose the immediate setting (0). When you need more
control, for example, when a task can only be stopped during a certain window, configure the 7 day
(7), or 14 day (14) option.

We recommend that you choose a shorter waiting period in order to pick up newer platform
versions revisions sooner.
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Configure the wait period by running put-account-setting-default or put-account-
setting as the root user. Use the fargateTaskRetirementWaitPeriod option for the name
and the value option set to one of the following values:

« 0@ - AWS sends the notification, and immediately starts to retire the affected tasks.

« 7 - AWS sends the notification, and waits 7 calendar days before starting to retire the affected
tasks.

« 14 - AWS sends the notification, and waits 14 calendar days before starting to retire the affected
tasks.

The default is 7 days.

For more information, see, put-account-setting-default and put-account-setting in the Amazon

Elastic Container Service APl Reference.

For more information, see AWS Fargate task retirement wait time.

Can | get task retirement notifications through other AWS services?

AWS sends a task retirement notification to the AWS Health Dashboard and to the primary email
contact on the AWS account. The AWS Health Dashboard provides a number of integrations into
other AWS services, including EventBridge. You can use EventBridge to automate the visibility of
the notices (For example. forwarding the message to a ChatOps tool). For more information, see
Solution overview: Capturing task retirement notifications.

Can | change a task retirement after it is scheduled?

No. The schedule is based off the task retirement wait time which has a default of 7 days. If you
need more time, you can choose to configure the wait period to 14 days. For more information,
see Can | change the task retirement wait time?. The change in this configuration applies to

retirements that will be scheduled in the future. Currently scheduled retirements are not impacted.
If you have any further concerns, contact AWS Support.

Can | control the timing of a task replacement?

For services that use rolling deployment, you update the service using update-service with the
force-deployment option before the retirement start time.

The following update-service example uses the force-deployment option.
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aws ecs update-service —service service_name \
--cluster cluster_name \
--force-new-deployment

For services that use the blue/green deployment, you need to create a new deployment in AWS
CodeDeploy. For information about how to create the deployment, see create-deployment in the

AWS Command Line Interface Reference.

How does Amazon ECS handle tasks that are part of a service?

Amazon ECS gradually replaces affected tasks in your service when the Fargate retirement period
starts. When Amazon ECS stops a task, it uses the service's minimum healthy percent and launches
a new task to maintain the desired task count for the service. A new task is started before a

task is stopped because the default minimum health percent is 100. Service tasks are routinely
replaced in the same way when you scale the service, deploy configuration changes, or deploy task
definition revisions. For more information about the minimum healthy percent, see Deployment
configuration.

Can Amazon ECS automatically handle standalone tasks?

No. AWS can't create a replacement task for standalone tasks which are started by RunTask,
scheduled tasks (for example through EventBridge Scheduler), AWS Batch, or AWS Step Functions.
Amazon ECS manages only tasks that are part of a service.

Supported Regions for Amazon ECS on AWS Fargate

You can use the following tables to verify the Region support for Linux containers on AWS Fargate
and Windows containers on AWS Fargate.

Linux containers on AWS Fargate

Amazon ECS Linux containers on AWS Fargate are supported in the following AWS Regions. The
supported Availability Zone IDs are noted when applicable.

Region Name Region
US East (Ohio) us-east-2
US East (N. Virginia) us-east-1
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Region Name

US West (N. California)
US West (Oregon)
Africa (Cape Town)

Asia Pacific (Hong Kong)
Asia Pacific (Mumbai)

Asia Pacific (Tokyo)

Asia Pacific (Seoul)

Asia Pacific (Osaka)
Asia Pacific (Hyderabad)
Asia Pacific (Singapore)
Asia Pacific (Sydney)
Asia Pacific (Jakarta)
Asia Pacific (Melbourne)
Canada (Central)
Canada West (Calgary)
China (Beijing)

China (Ningxia)

Europe (Frankfurt)
Europe (Zurich)

Europe (Ireland)

Region

us-west-1 (uswl-azl & uswl-az3 only)
us-west-2

af-south-1

ap-east-1

ap-south-1

ap-northeast-1 (apnel-azl , apnel-az2 ,
& apnel-az4 only)

ap-northeast-2
ap-northeast-3
ap-south-2
ap-southeast-1
ap-southeast-2
ap-southeast-3
ap-southeast-4
ca-central-1
ca-west-1
cn-north-1 (cnnl-azl & cnnl-az2 only)
cn-northwest-1
eu-central-1
eu-central-2

eu-west-1
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Region Name Region
Europe (London) eu-west-2
Europe (Paris) eu-west-3
Europe (Milan) eu-south-1
Europe (Spain) eu-south-2
Europe (Stockholm) eu-north-1
South America (S3o Paulo) sa-east-1
Israel (Tel Aviv) il-central-1
Middle East (Bahrain) me-south-1
Middle East (UAE) me-central-1
AWS GovCloud (US-East) us-gov-east-1
AWS GovCloud (US-West) us-gov-west-1

Windows containers on AWS Fargate

Amazon ECS Windows containers on AWS Fargate are supported in the following AWS Regions. The
supported Availability Zone IDs are noted when applicable.

Region Name Region
US East (Ohio) us-east-2
US East (N. Virginia) us-east-1 (usel-azl, usel-az2, usel-az4,

usel-az5, & usel-azé6only)
US West (N. California) us-west-1 (uswl-azl & uswl-az3 only)

US West (Oregon) us-west-2
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Region Name

Africa (Cape Town)

Asia Pacific (Hong Kong)

Asia Pacific (Mumbai)

Asia Pacific (Hyderabad)

Asia Pacific (Osaka)
Asia Pacific (Seoul)

Asia Pacific (Singapore)
Asia Pacific (Sydney)
Asia Pacific (Melbourne)

Asia Pacific (Tokyo)

Canada (Central)
Canada West (Calgary)
China (Beijing)

China (Ningxia)
Europe (Frankfurt)
Europe (Zurich)
Europe (Ireland)
Europe (London)
Europe (Paris)

Europe (Milan)

Region
af-south-1
ap-east-1
ap-south-1
ap-south-2
ap-northeast-3
ap-northeast-2
ap-southeast-1
ap-southeast-2
ap-southeast-4

ap-northeast-1 (apnel-azl , apnel-az2 ,
& apnel-az4 only)

ca-central-1 (cacl-azl & cacl-az2 only)
ca-west-1

cn-north-1 (cnnl-azl & cnnl-az2 only)
cn-northwest-1

eu-central-1

eu-central-2

eu-west-1

eu-west-2

eu-west-3

eu-south-1
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Region Name

Europe (Spain)

Europe (Stockholm)

South America (Sao Paulo)
Israel (Tel Aviv)

Middle East (UAE)

Middle East (Bahrain)

Region
eu-south-2
eu-north-1
sa-east-1
il-central-1
me-central-1

me-south-1
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Architecting your solution for Amazon ECS

Before you use Amazon ECS, you need to make decisions about capacity, networking, account
settings, and logging so that you can correctly configure your Amazon ECS resources.

Amazon ECS capacity

The capacity is the infrastructure where your containers run. The following are the options:

« Amazon EC2 instances
» Serverless (AWS Fargate (Fargate))

o On-premises virtual machines (VM) or servers

You specify the infrastructure when you create a cluster. You also specify the infrastructure type
when you register a task definition. The task definition refers to the infrastructure as the "launch
type". You also use the launch type when you run a standalone task or deploy a service. For
information about the launch type options, see Amazon ECS launch types.

Networking

AWS resources are created in subnets. When you use EC2 instances, Amazon ECS launches the
instances in the subnet that you specify when you create a cluster. Your tasks run in the instance
subnet. For Fargate or on-premises virtual machines, you specify the subnet when you run a task or
create a service.

Depending on your application, the subnet can be a private or public subnet and the subnet can be
in any of the following AWS resources:

 Availability Zones

Local Zones

Wavelength Zones

AWS Regions

AWS Outposts
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For more information, see Amazon ECS applications in shared subnets, Local Zones, and

Wavelength Zones or Amazon Elastic Container Service on AWS Outposts.

You can have your application connect to the internet by using one of the following methods:

« A public subnet with an internet gateway

Use public subnets when you have public applications that require large amounts of bandwidth
or minimal latency. Applicable scenarios include video streaming and gaming services.

« A private subnet with a NAT gateway

Use private subnets when you want to protect your containers from direct external access.
Applicable scenarios include payment processing systems or containers storing user data and
passwords.

For more information about these options, see Connecting to the internet in the Amazon ECS Best
Practices Guide.

Accessing features

You can use your Amazon ECS account setting to access the following features:

« Container Insights

CloudWatch Container Insights collects, aggregates, and summarizes metrics and logs from your
containerized applications and microservices. The metrics include utilization for resources such as
CPU, memory, disk, and network.

« awsvpc trunking

For certain EC2 instances types, you can have additional network interfaces (ENIs) available on
newly launched container instances.

» Tagging authorization

Users must have permissions for actions that create a resource, such as ecsCreateCluster. If
tags are specified in the resource-creating action, AWS performs additional authorization on the
ecs:TagResource action to verify if users or roles have permissions to create tags.

« Fargate FIPS-140 compliance
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Fargate supports the Federal Information Processing Standard (FIPS-140) which specifies the
security requirements for cryptographic modules that protect sensitive information. It is the
current United States and Canadian government standard, and is applicable to systems that are
required to be compliant with Federal Information Security Management Act (FISMA) or Federal
Risk and Authorization Management Program (FedRAMP).

» Fargate task retirement time changes

You can configure the wait period before Fargate tasks are retired for patching.

o Dual-stack VPC

Allow tasks to communicate over IPv4, IPv6, or both.

« Amazon Resource Name (ARN) format

Certain features, such as tagging authorization, require a new Amazon Resource Name (ARN)
format.

For more information, see Accessing Amazon ECS features through account settings.

Logging

Logging and monitoring are important aspects of maintaining the reliability, availability, and
performance of Amazon ECS workloads. The following options are available:
« Amazon CloudWatch logs - route logs to Amazon CloudWatch

 FireLens for Amazon ECS - route logs to an AWS service or AWS Partner Network destination
for log storage and analysis. The AWS Partner Network is a global community of partners that
leverages programs, expertise, and resources to build, market, and sell customer offerings.

Amazon ECS launch types

The task definition launch type defines what capacity the task can run on, for example AWS
Fargate.

After you choose the launch type, Amazon ECS verifies that the task definition parameters you
configure work with the launch type.
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Fargate launch type

You can use the Fargate launch type to run your containerized applications without the need of
provisioning and managing the underlying infrastructure. AWS Fargate is the serverless way to host
your Amazon ECS workloads.

The Fargate launch type is suitable for the following workloads:

Large workloads that require low operational overhead

Small workloads that have occasional burst

Tiny workloads

Batch workloads

For information about the Regions that support Fargate, see the section called "AWS Fargate
Regions”.

The following diagram shows the general architecture.
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For more information about Amazon ECS on Fargate, see Amazon ECS on AWS Fargate.
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EC2 launch type

The EC2 launch type is suitable for large workloads that must be price optimized.

When considering how to model task definitions and services using the EC2 launch type, we
recommend that you consider what processes must run together and how you might go about
scaling each component.

As an example, suppose that an application consists of the following components:

» A frontend service that displays information on a webpage
» A backend service that provides APIs for the frontend service

« A data store

For this example, create task definitions that group the containers that are used for a common
purpose together. Separate the different components into multiple and separate task definitions.
The following example cluster has three container instances that are running three front-end
service containers, two backend service containers, and one data store service container.

You can group related containers in a task definition, such as linked containers that must be run
together. For example, add a log streaming container to your front-end service and include it in the
same task definition.

After you have your task definitions, you can create services from them to maintain the availability
of your desired tasks. For more information, see Creating a service using the console. In your
services, you can associate containers with Elastic Load Balancing load balancers. For more
information, see Service load balancing. When your application requirements change, you can

update your services to scale the number of desired tasks up or down. Or, you can update your
services to deploy newer versions of the containers in your tasks. For more information, see
Updating a service using the console.
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External launch type

The External launch type is used to run your containerized applications on your on-premise server
or virtual machine (VM) that you register to your Amazon ECS cluster and manage remotely. For
more information, see External instances (Amazon ECS Anywhere).

Amazon ECS applications in shared subnets, Local Zones, and
Wavelength Zones

Amazon ECS supports workloads that use Local Zones, Wavelength Zones, and AWS Outposts for
when low latency or local data processing is a requirement.

» You can use Local Zones as an extension of an AWS Region to place resources in multiple
locations closer to your end users.

» You can use Wavelength Zones to build applications that deliver ultra-low latencies to 5G devices
and end users. Wavelength deploys standard AWS compute and storage services to the edge of
telecommunication carriers' 5G networks.
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« AWS Outposts brings native AWS services, infrastructure, and operating models to virtually any
data center, co-location space, or on-premises facility.

/A Important

Amazon ECS on AWS Fargate workloads aren't supported in Local Zones, Wavelength
Zones, or on AWS Outposts at this time.

For information about the differences between Local Zones, Wavelength Zones, and AWS
Outposts, see How should | think about when to use AWS Wavelength, AWS Local Zones, or AWS
Outposts for applications requiring low latency or local data processing in the AWS Wavelength
FAQs.

Shared subnets

You can use VPC sharing to share subnets with other AWS accounts within the same AWS
Organizations.

You can use shared VPCs for the EC2 launch type with the following considerations:

o The owner of the VPC subnet must share a subnet with a participant account before that account
can use it for Amazon ECS resources.

» You can't use the VPC default security group for your container instances because it belongs to
the owner. Additionally, participants can't launch instances using security groups that are owned
by other participants or the owner.

 In a shared subnet, the participant and the owner separately controls the security groups within
each respective account. The subnet owner can see security groups that are created by the
participants but cannot perform any actions on them. If the subnet owner wants to remove
or modify these security groups, the participant that created the security group must take the
action.

» The shared VPC owner cannot view, update or delete a cluster that a participant creates in the
shared subnet. This is in addition to the VPC resources that each account has different access to.
For more information, see Responsibilities and permissions for owners and participants in the
Amazon VPC User Guide.

You can use shared VPCs for the Fargate launch type with the following considerations::
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« The owner of the VPC subnet must share a subnet with a participant account before that account
can use it for Amazon ECS resources.

» You can't create a service or run a task using the default security group for the VPC because it
belongs to the owner. Additionally, participants can't create a service or run a task using security
groups that are owned by other participants or the owner.

 In a shared subnet, the participant and the owner separately controls the security groups within
each respective account. The subnet owner can see security groups that are created by the
participants but cannot perform any actions on them. If the subnet owner wants to remove
or modify these security groups, the participant that created the security group must take the
action.

» The shared VPC owner cannot view, update or delete a cluster that a participant creates in the
shared subnet. This is in addition to the VPC resources that each account has different access to.
For more information, see Responsibilities and permissions for owners and participants in the
Amazon VPC User Guide.

For more information about VPC subnet sharing, see Share your VPC with other accounts in the
Amazon VPC User Guide.

Local Zones

A Local Zone is an extension of an AWS Region in close geographic proximity to your users. Local
Zones have their own connections to the internet and support AWS Direct Connect. Resources
that are created in a Local Zone can serve local users with low-latency communications. For more
information, see AWS Local Zones.

A Local Zone is represented by a Region code followed by an identifier that indicates the location
(for example, us-west-2-1lax-1a).

To use a Local Zone, you must opt in to the zone. After you opt in, you must create an Amazon VPC
and subnet in the Local Zone.

You can launch Amazon EC2 instances, Amazon FSx file servers, and Application Load Balancers to
use for your Amazon ECS clusters and tasks.

For more information, see Local Zones in the Amazon EC2 User Guide for Linux Instances.
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Wavelength Zones

You can use AWS Wavelength to build applications that deliver ultra-low latency to mobile devices
and end users. Wavelength deploys standard AWS compute and storage services to the edge of
telecommunication carriers' 5G networks. You can extend an Amazon Virtual Private Cloud to one
or more Wavelength Zones. Then, you can use AWS resources such as Amazon EC2 instances to run
applications that require ultra-low latency and a connection to AWS services in the Region.

A Wavelength Zone is an isolated Zone in the carrier location where the Wavelength infrastructure
is deployed. Wavelength Zones are tied to an AWS Region. A Wavelength Zone is a logical
extension of a Region, and is managed by the control plane in the Region.

A Wavelength Zone is represented by a Region code followed by an identifier that indicates the
Wavelength Zone (for example, us-east-1-wll-bos-wlz-1).

To use a Wavelength Zone, you must opt in to the Zone. After you opt in, you must create an
Amazon VPC and subnet in the Wavelength Zone. Then, you can launch your Amazon EC2 instances
in the Zone to use for your Amazon ECS clusters and tasks.

For more information, see Get started with AWS Wavelength in the AWS Wavelength Developer
Guide.

Wavelength Zones aren't available in all AWS Regions. For information about the Regions that
support Wavelength Zones, see Available Wavelength Zones in the AWS Wavelength Developer
Guide.

Amazon Elastic Container Service on AWS Outposts

AWS Outposts allows native AWS services, infrastructure, and operating models in on-premises
facilities. In AWS Outposts environments, you can use the same AWS APIs, tools, and infrastructure
that you use in the AWS Cloud. Amazon ECS on AWS Outposts is ideal for low-latency workloads
that need to be run in close proximity to on-premises data and applications. For more information
about AWS Outposts, see the AWS Outposts User Guide.

Prerequisites

The following are the prerequisites for using Amazon ECS on AWS Outposts:

» You must have installed and configured an AWS Outposts in your on-premises data center.
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» You must have a reliable network connection between your AWS Outposts and its AWS Region.
« You must have sufficient capacity of instance types available in your AWS Outposts.

« All Amazon ECS container instances must have Amazon ECS container agent 1.33.0 or later.

Limitations

The following are the limitations of using Amazon ECS on AWS Outposts:

« Amazon Elastic Container Registry, AWS Identity and Access Management, and Network Load
Balancer run in the AWS Region, not on AWS Outposts. This will increase latencies between these
services and the containers.

« AWS Fargate is not available on AWS Outposts.

Network Connectivity Considerations

The following are network connectivity considerations for AWS Outposts:

« If network connectivity between your AWS Outposts and its AWS Region is lost, your clusters will
continue to run. However, you cannot create new clusters or take new actions on existing clusters
until connectivity is restored. In case of instance failures, the instance will not be automatically
replaced. The CloudWatch Logs agent will be unable to update logs and event data.

« We recommend that you provide reliable, highly available, and low latency connectivity between
your AWS Outposts and its AWS Region.

Creating an Amazon ECS Cluster on an AWS Outposts

Creating an Amazon ECS cluster on an AWS Outposts is similar to creating an Amazon ECS cluster
in the AWS Cloud. When you create an Amazon ECS cluster on an AWS Outposts, you must specify
a subnet associated with your AWS Outposts.

An AWS Outposts is an extension of an AWS Region, and you can extend an Amazon VPC in an
account to span multiple Availability Zones and any associated AWS Outposts. When you configure
your AWS Outposts, you associate a subnet with it to extend your Regional VPC environment to
your on-premises facility. Instances on an AWS Outposts appear as part of your Regional VPC,
similar to an Availability Zone with associated subnets.
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AWS CLI

To create an Amazon ECS cluster on an AWS Outposts with the AWS CLI, specify a security group
and a subnet to associate with your AWS Outposts.

To create a subnet associated with your AWS Outposts.

aws ec2 create-subnet \
--cidr-block 10.0.3.0/24 \
--vpc-id vpc-xxxxxxxx \
--outpost-arn arn:aws:outposts:us-west-2:123456789012:0utpost/op-XXXXXXXXXXXXXXXX \
--availability-zone-id usw2-azl

The following example creates an Amazon ECS cluster on an AWS Outposts.
1. Create a role and policy with rights on AWS Outposts.

The role-policy. json file is the policy document that contains the effect and actions for
resources. For information about the file format, see PutRolePolicy in the /JAM API Reference
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aws iam create-role --role-name ecsRole \
--assume-role-policy-document file://ecs-policy.json

aws iam put-role-policy --role-name ecsRole --policy-name ecsRolePolicy \
--policy-document file://role-policy.json

2. Create an IAM instance profile with rights on AWS Outposts.

aws iam create-instance-profile --instance-profile-name outpost
aws iam add-role-to-instance-profile --instance-profile-name outpost \
--role-name ecsRole

3. Create a VPC.

aws ec2 create-vpc --cidr-block 10.0.0.0/16

4. Create a security group for the container instances, specifying the proper CIDR range for the
AWS Outposts. (This step is different for AWS Outposts.)

aws ec2 create-security-group --group-name MyOutpostSG

aws ec2 authorize-security-group-ingress --group-name MyOutpostSG --protocol tcp \
--port 22 --cidr 10.0.3.0/24

aws ec2 authorize-security-group-ingress --group-name MyOutpostSG --protocol tcp \
--port 80 --cidr 10.0.3.0/24

5. Create the Cluster.

6. Define the Amazon ECS container agent environment variables to launch the instance into the
cluster created in the previous step and define any tags you want to add to help identify the
cluster (for example, Outpost to indicate that the cluster is for an Outpost).

#! /bin/bash

cat << ‘EOF’ >> /etc/ecs/ecs.config
ECS_CLUSTER=MyCluster
ECS_IMAGE_PULL_BEHAVIOR=prefer-cached
ECS_CONTAINER_INSTANCE_TAGS={“environment”: ”Outpost”}
EOF

(® Note

In order to avoid delays caused by pulling container images from Amazon ECR in the
Region, use image caches. To do this, each time a task is run, configure the Amazon
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ECS agent to default to using the cached image on the instance itself by setting
ECS_IMAGE_PULL_BEHAVIOR to prefer-cached.

7. Create the container instance, specifying the VPC and subnet for the AWS Outposts where this
instance should run and an instance type that is available on the AWS Outposts. (This step is
different for AWS Outposts.)

The userdata. txt file contains the user data the instance can use to perform common
automated configuration tasks and even run scripts after the instance starts. For information
about the file for API calls, see Run commands on your Linux instance at launch in the Amazon
EC2 User Guide for Linux Instances.

aws ec2 run-instances --count 1 --image-id ami-xxxxxxxx --instance-type c5.large \
--key-name aws-outpost-key --subnet-id subnet-xxxXXXXXXXXXXXXXX \
--iam-instance-profile Name outpost --security-group-id sg-xxxxxx \
--associate-public-ip-address --user-data file://userdata.txt

(® Note

This command is also used when adding additional instances to the cluster. Any
containers deployed in the cluster will be placed on that specific AWS Outposts.

8. Register your task definition. Use the following command and substitute ecs-task. json
with the name of your task definition.

aws ecs register-task-definition --cli-input-json file://ecs-task.json
9. Run the task or create the service.

Run the task

aws ecs run-task --cluster mycluster --count 1 --task-definition outpost-app:1

Create the service

aws ecs create-service --cluster mycluster --service-name outpost-service \
--task-definition outpost-app:1 --desired-count 1
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Accessing Amazon ECS features through account settings

You can go into Amazon ECS account settings to opt in or out of specific features. For each AWS
Region, you can opt in to, or opt out of, each account setting at the account-level or for a specific
user or role.

You might want to opt in or out of specific features if any of the following is relevant to you:

« Auser or role can opt in or opt out specific account settings for their individual account.
« A user or role can set the default opt-in or opt-out setting for all users on the account.

» The root user can opt in to, or opt out of, any specific role or user on the account. If the account
setting for the root user is changed, it sets the default for all the users and roles that no
individual account setting was selected for.

(® Note

Federated users assume the account setting of the root user and can't have explicit account
settings set for them separately.

The following account settings are available. You must separately opt-in and opt-out to each
account setting.

Amazon Resource Names (ARNs) and IDs

Resource names: servicelLongArnFormat, taskLongArnFormat, and
containerInstanceLongArnFormat

Amazon ECS is introducing a new format for Amazon Resource Names (ARNs) and resource IDs
for Amazon ECS services, tasks, and container instances. The opt-in status for each resource
type determines the Amazon Resource Name (ARN) format the resource uses. You must opt

in to the new ARN format to use features such as resource tagging for that resource type. For
more information, see Amazon Resource Names (ARNs) and IDs.

The default is enabled.

Only resources launched after opting in receive the new ARN and resource ID format. All
existing resources aren't affected. For Amazon ECS services and tasks to transition to the new
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ARN and resource ID formats, you must recreate the service or task. To transition a container
instance to the new ARN and resource ID format, the container instance must be drained and a
new container instance must be launched and registered to the cluster.

(@ Note

Tasks launched by an Amazon ECS service can only receive the new ARN and resource
ID format if the service was created on or after November 16, 2018, and the user who
created the service has opted in to the new format for tasks.

AWSVPC trunking
Resource name: awsvpcTrunking

Amazon ECS supports launching container instances with increased elastic network interface
(ENI) density using supported Amazon EC2 instance types. When you use these instance types
and opt in to the awsvpcTrunking account setting, additional ENIs are available on newly
launched container instances. You can use this configuration to place more tasks using the
awsvpc network mode on each container instance. Using this feature, a c5.1arge instance
with awsvpcTrunking enabled has an increased ENI quota of ten. The container instance has
a primary network interface, and Amazon ECS creates and attaches a "trunk" network interface
to the container instance. The primary network interface and the trunk network interface don't
count against the ENI quota. Therefore, you can use this configuration to launch ten tasks

on the container instance instead of the current two tasks. For more information, see Elastic
network interface trunking.

The default is disabled.

Only resources launched after opting in receive the the increased ENI limits. All the existing
resources aren't affected. To transition a container instance to the increased ENI quotas, the
container instance must be drained and a new container instance registered to the cluster.

CloudWatch Container Insights
Resource name: containerInsights

CloudWatch Container Insights collects, aggregates, and summarizes metrics and logs
from your containerized applications and microservices. The metrics include utilization for
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resources such as CPU, memory, disk, and network. Container Insights also provides diagnostic
information, such as container restart failures, to help you isolate issues and resolve them
quickly. You can also set CloudWatch alarms on metrics that Container Insights collects. For
more information, see Monitor Amazon ECS containers using Container Insights.

When you opt in to the containerInsights account setting, all new clusters have Container
Insights enabled by default. You can disable this setting for specific clusters when you create
them. You can also change this setting by using the UpdateClusterSettings API.

For clusters that contain tasks or services using the EC2 launch type, your container instances
must run version 1.29.0 or later of the Amazon ECS agent to use Container Insights. For more
information, see Linux container instance management.

The default is disabled.
Dual-stack VPC IPv6

Resource name: dualStackIPv6

Amazon ECS supports providing tasks with an IPv6 address in addition to the primary private
IPv4 address.

For tasks to receive an IPv6 address, the task must use the awsvpc network mode, must be
launched in a VPC configured for dual-stack mode, and the dualStackIPv6 account setting
must be enabled. For more information about other requirements, see Using a VPC in dual-
stack mode for the EC2 launch type and Using a VPC in dual-stack mode for the Fargate launch

type.

/A Important

The dualStackIPv6 account setting can only be changed using either the Amazon ECS
API or the AWS CLI. For more information, see Modifying account settings.

If you had a running task using the awsvpc network mode in an IPv6 enabled subnet between
the dates of October 1, 2020 and November 2, 2020, the default dualStackIPv6 account
setting in the Region that the task was running in is disabled. If that condition isn't met, the
default dualStackIPv6 setting in the Region is enabled.

The default is disabled.
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Fargate FIPS-140 compliance
Resource name: fargateFIPSMode

Fargate supports the Federal Information Processing Standard (FIPS-140) which specifies the
security requirements for cryptographic modules that protect sensitive information. It is the
current United States and Canadian government standard, and is applicable to systems that are
required to be compliant with Federal Information Security Management Act (FISMA) or Federal
Risk and Authorization Management Program (FedRAMP).

The default is disabled.

You must turn on FIPS-140 compliance. For more information, see the section called "AWS
Fargate FIPS-140 compliance”.

/A Important

The fargateFIPSMode account setting can only be changed using either the Amazon
ECS API or the AWS CLI. For more information, see Modifying account settings.

Tag Resource Authorization
Resource name: tagResourceAuthorization
Some Amazon ECS API actions allow you to specify tags when you create the resource.

Amazon ECS is introducing tagging authorization for resource creation. Users must have
permissions for actions that create a resource, such as ecsCreateCluster. If tags are
specified in the resource-creating action, AWS performs additional authorization on the
ecs:TagResource action to verify if users or roles have permissions to create tags.
Therefore, you must grant explicit permissions to use the ecs:TagResource action. For more
information, see the section called “Tag resources during creation”.

Fargate task retirement waiting period
Resource name: fargateTaskRetirementWaitPeriod

AWS is responsible for patching and maintaining the underlying infrastructure for AWS Fargate.
When AWS determines that a security or infrastructure update is needed for an Amazon ECS
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task hosted on Fargate, the tasks need to be stopped and new tasks launched to replace them.
You can configure the wait period before tasks are retired for patching. You have the option to
retire the task immediately, to wait 7 calendar days, or to wait 14 calendar days.

This setting is at the account-level.

Runtime Monitoring activation

Resource name: guardDutyActivate

The guardDutyActivate parameter is read-only in Amazon ECS and indicates whether
Runtime Monitoring is enabled or disabled by your security administrator in your Amazon ECS
account. GuardDuty controls this account setting on your behalf. For more information, see
Protecting Amazon ECS workloads with Runtime Monitoring.

Topics

Amazon Resource Names (ARNs) and IDs

ARN and resource ID format timeline

AWS Fargate Federal Information Processing Standard (FIPS-140) compliance

Tagging authorization

Tagging authorization timeline

AWS Fargate task retirement wait time

Runtime Monitoring (Amazon GuardDuty integration)

Viewing account settings using the console

Modifying account settings

Reverting to the default Amazon ECS account settings

Account setting management using the AWS CLI

Amazon Resource Names (ARNs) and IDs

When Amazon ECS resources are created, each resource is assigned a unique Amazon Resource

Name (ARN) and resource identifier (ID). If you use a command line tool or the Amazon ECS API to

work with Amazon ECS, resource ARNSs or IDs are required for certain commands. For example, if
you use the stop-task AWS CLI command to stop a task, you must specify the task ARN or ID in the
command.
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You can opt in to and opt out of the new Amazon Resource Name (ARN) and resource ID format on
a per-Region basis. Currently, any new account created is opted in by default.

You can opt in or opt out of the new Amazon Resource Name (ARN) and resource ID format at any
time. After you opt in, any new resources that you create use the new format.

(® Note

A resource ID doesn't change after it's created. Therefore, opting in or out of the new
format doesn't affect your existing resource IDs.

The following sections describe how ARN and resource ID formats are changing. For more
information about the transition to the new formats, see Amazon Elastic Container Service FAQ.

Amazon Resource Name (ARN) format

Some resources have a user-friendly name, such as a service named production. In other cases,
you must specify a resource using the Amazon Resource Name (ARN) format. The new ARN format
for Amazon ECS tasks, services, and container instances includes the cluster name. For information
about opting in to the new ARN format, see Modifying account settings.

The following table shows both the current format and the new format for each resource type.

Resource type ARN

Container Current: arn:aws:ecs: region:aws_account_id :container-
instance instance/ container-instance-id

New: arn:aws:ecs: region:aws_account_id :container-instanc
e/ cluster-name /container-instance-id

Amazon ECS Current: arn:aws:ecs: region:aws_account_id :service/
service service-name

New: arn:aws:ecs: region:aws_account_id :service/ cluster-n
ame /service-name

Amazon ECS Current: arn:aws:ecs: region:aws_account_id :task/task-id
task
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Resource type ARN

New: arn:aws:ecs: region:aws_account_id :task/cluster-n
ame /task-id

Resource ID length

A resource ID takes the form of a unique combination of letters and numbers. New resource ID
formats include shorter IDs for Amazon ECS tasks and container instances. The current resource
ID format is 36 characters long. The new IDs are in a 32-character format that doesn't include any
hyphens. For information about opting in to the new resource ID format, see Modifying account

settings.

ARN and resource ID format timeline

The timeline for the opt-in and opt-out periods for the new Amazon Resource Name (ARN) and
resource ID format for Amazon ECS resources ended on April 1, 2021. By default, all accounts are
opted in to the new format. All new resources created receive the new format, and you can no
longer opt out.

AWS Fargate Federal Information Processing Standard (FIPS-140)
compliance

You must turn on Federal Information Processing Standard (FIPS-140) compliance on Fargate. For
more information, see the section called "AWS Fargate FIPS-140 compliance”.

Run put-account-setting-default with the fargateFIPSMode option set to enabled. For
more information, see, put-account-setting-default in the Amazon Elastic Container Service API

Reference.

 You can use the following command to turn on FIPS-140 compliance.

aws ecs put-account-setting-default --name fargateFIPSMode --value enabled

Example output

"setting": {
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"name": "fargateFIPSMode",

"value": "enabled",

"principalArn": "arn:aws:iam::123456789012:ro0t",
"type": user

You can run list-account-settings to view the current FIPS-140 compliance status. Use the
effective-settings option to view the account level settings.

aws ecs list-account-settings --effective-settings

Tagging authorization

Amazon ECS is introducing tagging authorization for resource creation. Users must have tagging
permissions for actions that create the resource, such as ecsCreateCluster. When you create a
resource and specify tags for that resource, AWS performs additional authorization to verify that
there are permissions to create tags. Therefore, you must grant explicit permissions to use the
ecs:TagResource action. For more information, see the section called “Tag resources during
creation”.

In order to opt in to tagging authorization, run put-account-setting-default with the
tagResourceAuthorization option set to enable. For more information, see, put-account-
setting-default in the Amazon Elastic Container Service APl Reference. You can run 1list-account-
settings to view the current tagging authorization status.

» You can use the following command to enable tagging authorization.

aws ecs put-account-setting-default --name tagResourceAuthorization --value on --
region region

Example output

{
"setting": {
"name": "tagResourceAuthorization",
"value": "on",

"principalArn": "arn:aws:iam::123456789012:ro0t",
"type": user
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}

After you enable tagging authorization, you must configure the appropriate permissions to allow
users to tag resources on creation. For more information, see the section called “Tag resources
during creation”.

You canrun list-account-settings to view the current tagging authorization status. Use the
effective-settings option to view the account level settings.

aws ecs list-account-settings --effective-settings

Tagging authorization timeline

You can confirm whether tagging authorization is active by running 1list-account-settings
to view the tagResourceAuthorization value. When the value is on, it means that the tagging
authorization is in use. For more information, see, list-account-settings in the Amazon Elastic
Container Service API Reference.

The following are the important dates related to tagging authorization.

« April 18, 2023 - Tagging authorization is introduced. All new and existing accounts must opt in
to use the feature. You can opt in to start using tagging authorization. By opting in, you must
grant the appropriate permissions.

» February 9, 2024 - March 6, 2024 - All new accounts and non-impacted existing
accounts have tagging authorization on be default. You can enable or disable the
tagResourceAuthorization account setting to verify your IAM policy.

AWS has notified impacted accounts.

To disable the feature, run put-account-setting-default with the
tagResourceAuthorization option set to off.

« March 7, 2024 - If you have enabled tagging authorization, you can no longer disable the
account setting.

We recommend that you complete your IAM policy testing before this date.

« March 29, 2024 - All accounts use tagging authorization. The account-level setting will no longer
be available in the Amazon ECS console or AWS CLI
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AWS Fargate task retirement wait time

AWS sends out notifications when you have Fargate tasks running on a platform version revision
marked for retirement. For more information, see AWS Fargate task maintenance FAQs.

You can configure the time that Fargate starts the task retirement. For workloads that require
immediate application of the updates, choose the immediate setting (0). When you need more
control, for example, when a task can only be stopped during a certain window, configure the 7 day
(7), or 14 day (14) option.

We recommend that you choose a shorter waiting period in order to pick up newer platform
versions revisions sooner.

Configure the wait period by running put-account-setting-default or put-account-
setting as the root user. Use the fargateTaskRetirementWaitPeriod option for the name
and the value option set to one of the following values:

« 0@ - AWS sends the notification, and immediately starts to retire the affected tasks.

« 7 - AWS sends the notification, and waits 7 calendar days before starting to retire the affected
tasks.

« 14 - AWS sends the notification, and waits 14 calendar days before starting to retire the affected
tasks.

The default is 7 days.

For more information, see, put-account-setting-default and put-account-setting in the Amazon
Elastic Container Service API Reference.

You can run the following command to set the wait period to 14 days.

aws ecs put-account-setting-default --name fargateTaskRetirementWaitPeriod --value 14

Example output

{
"setting": {
"name": "fargateTaskRetirementWaitPeriod",
"value": "14",
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"principalArn": "arn:aws:iam::123456789012:ro0t",
"type: user"

You canrun list-account-settings to view the current Fargate task retirement wait time. Use
the effective-settings option.

aws ecs list-account-settings --effective-settings

Runtime Monitoring (Amazon GuardDuty integration)

Runtime Monitoring is an intelligent threat detection service that protects workloads running on
Fargate and EC2 container instances by continuously monitoring AWS log and networking activity
to identify malicious or unauthorized behavior.

The guardDutyActivate parameter is read-only in Amazon ECS and indicates whether Runtime
Monitoring is enabled or disabled by your security administrator in your Amazon ECS account.
GuardDuty controls this account setting on your behalf. For more information, see Protecting
Amazon ECS workloads with Runtime Monitoring.

You canrun list-account-settings to view the current GuardDuty integration setting.

aws ecs list-account-settings

Example output

{
"setting": {
"name": "guardDutyActivate",
"value": "on",
"principalArn": "arn:aws:iam::123456789012:doej",
"type": aws-managed"
}
}

Viewing account settings using the console

You can use the AWS Management Console to view your account settings.
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/A Important

The dualStackIPv6, fargateFIPSMode and the
fargateTaskRetirementWaitPeriod account settings can only be viewed or changed
using the AWS CLI.

Open the console at https://console.aws.amazon.com/ecs/v2.

In the navigation bar at the top, select the Region for which to view your account settings.

In the navigation page, choose Account Settings.

Modifying account settings

You can use the AWS Management Console to modify your account settings.

The guardDutyActivate parameter is read-only in Amazon ECS and indicates whether Runtime
Monitoring is enabled or disabled by your security administrator in your Amazon ECS account.

GuardDuty controls this account setting on your behalf. For more information, see Protecting

Amazon ECS workloads with Runtime Monitoring.

vk W

/A Important

The dualStackIPv6, fargateFIPSMode and the
fargateTaskRetirementWaitPeriod account settings can only be viewed or changed
using the AWS CLI.

Open the console at https://console.aws.amazon.com/ecs/v2.

In the navigation bar at the top, select the Region for which to view your account settings.
In the navigation page, choose Account Settings.
Choose Update.

To increase or decrease the number of tasks that you can run in the awsvpc network mode for
each EC2 instance, under AWSVPC Trunking, select AWSVPC Trunking.

To use or stop using CloudWatch Container Insights by default for clusters, under CloudWatch
Container Insights, select or clear CloudWatch Container Insights.
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7. To enable or disable tagging authorization, under Resource Tagging Authorization, select or
clear Resource Tagging Authorization.

8. Choose Save changes.

On the confirmation screen, choose Confirm to save the selection.

Reverting to the default Amazon ECS account settings

You can use the AWS Management Console to revert your Amazon ECS account settings to the
default.

The Revert to account default option is only available when your account settings are no longer
the default settings.

Open the console at https://console.aws.amazon.com/ecs/v2.

In the navigation bar at the top, select the Region for which to view your account settings.
In the navigation page, choose Account Settings.
Choose Update.

Choose Revert to account default.

o v A W N =

On the confirmation screen, choose Confirm to save the selection.

Account setting management using the AWS CLI

You can manage your account settings using the Amazon ECS API, AWS CLI or SDKs. The
dualStackIPv6, fargateFIPSMode and the fargateTaskRetirementWaitPeriod account
settings can only be viewed or changed using those tools.

For information about the available API actions for task definitions see Account setting actions in
the Amazon Elastic Container Service API Reference.

Use one of the following commands to modify the default account setting for all users or roles
on your account. These changes apply to the entire AWS account unless a user or role explicitly
overrides these settings for themselves.

» put-account-setting-default (AWS CLI)

aws ecs put-account-setting-default --name servicelongArnFormat --value enabled --
region us-east-2
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You can also use this command to modify other account settings. To do this, replace the name
parameter with the corresponding account setting.

o Write-ECSAccountSetting (AWS Tools for Windows PowerShell)

Write-ECSAccountSettingDefault -Name servicelongArnFormat -Value enabled -Region us-
east-1 -Force

To modify the account settings for your user account (AWS CLI)

Use one of the following commands to modify the account settings for your user. If you're using
these commands as the root user, changes apply to the entire AWS account unless a; user or role
explicitly overrides these settings for themselves.

« put-account-setting (AWS CLI)

aws ecs put-account-setting --name servicelongArnFormat --value enabled --xregion us-
east-1

You can also use this command to modify other account settings. To do this, replace the name
parameter with the corresponding account setting.

o Write-ECSAccountSetting (AWS Tools for Windows PowerShell)

Write-ECSAccountSetting -Name servicelLongArnFormat -Value enabled -Foxce

To modify the account settings for a specific user or role (AWS CLI)

Use one of the following commands and specify the ARN of a user, role, or root user in the request
to modify the account settings for a specific user or role.

» put-account-setting (AWS CLI)

aws ecs put-account-setting --name servicelongArnFormat --value enabled --principal-
arn arn:aws:iam::aws_account_id:user/principalName --xregion us-east-1

You can also use this command to modify other account settings. To do this, replace the name
parameter with the corresponding account setting.
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o Write-ECSAccountSetting (AWS Tools for Windows PowerShell)

Write-ECSAccountSetting -Name servicelongArnFormat -Value enabled -PrincipalArn
arn:aws:iam::aws_account_id:user/principalName -Region us-east-1 -Force
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Amazon ECS task definitions

A task definition is a blueprint for your application. It is a text file in JSON format that describes the
parameters and one or more containers that form your application.

The following are some of the parameters that you can specify in a task definition:

» The launch type to use, which determines the infrastructure that your tasks are hosted on
» The Docker image to use with each container in your task

« How much CPU and memory to use with each task or each container within a task

« The memory and CPU requirements

» The operating system of the container that the task runs on

« The Docker networking mode to use for the containers in your task

« The logging configuration to use for your tasks

« Whether the task continues to run if the container finishes or fails

« The command that the container runs when it's started

« Any data volumes that are used with the containers in the task

» The IAM role that your tasks use

For a complete list of task definition parameters, see Task definition parameters.

After you create a task definition, you can run the task definition as a task or a service.

A task is the instantiation of a task definition within a cluster. After you create a task definition
for your application within Amazon ECS, you can specify the number of tasks to run on your
cluster.

« An Amazon ECS service runs and maintains your desired number of tasks simultaneously in an
Amazon ECS cluster. How it works is that, if any of your tasks fail or stop for any reason, the
Amazon ECS service scheduler launches another instance based on your task definition. It does
this to replace it and thereby maintain your desired number of tasks in the service.

Topics

« Task definition states

« Architecting your application
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» Creating a task definition using the console

» Updating a task definition using the console

» Deregistering a task definition revision using the console

» Deleting a task definition revision using the console

« Task definition use cases

« Example task definitions

Task definition states

A task definition changes states when you create, deregister, or delete it. You can view the task
definition state in the console, or by using DescribeTaskDefinition.

The following are the possible states for a task definition:

ACTIVE

A task definition is ACTIVE after it is registered with Amazon ECS. You can use task definitions
in the ACTIVE state to run tasks, or create services.

INACTIVE

A task definition transitions from the ACTIVE state to the INACTIVE state when you
deregister a task definition. You can retrieve an INACTIVE task definition by calling
DescribeTaskDefinition. You cannot run new tasks or create new services with a task
definition in the INACTIVE state. There is no impact on existing services or tasks.

DELETE_IN_PROGRESS

A task definition transitions from the INACTIVE state to the DELETE_IN_PROGRESS

state after you submitted the task definition for deletion. After the task definition is in the
DELETE_IN_PROGRESS state, Amazon ECS periodically verifies that the target task definition
is not being referenced by any active tasks or deployments, and then deletes the task definition
permanently. You cannot run new tasks or create new services with a task definition in the
DELETE_IN_PROGRESS state. A task definition can be submitted for deletion at any moment
without impacting existing tasks and services.

Task definitions that are in the DELETE_IN_PROGRESS state can be viewed in the console and
you can retrieve the task definition by calling DescribeTaskDefinition.
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When you delete all INACTIVE task definition revisions, the task definition name is not
displayed in the console and not returned in the API. If a task definition revision is in the
DELETE_IN_PROGRESS state, the task definition name is displayed in the console and returned
in the API. The task definition name is retained by Amazon ECS and the revision is incremented
the next time you create a task definition with that name.

If you use AWS Config to manage your task definitions, AWS Config charges you for all task
definition registrations. You are only charged for deregistering the latest ACTIVE task definition.
There is no charge for deleting a task definition. For more information about pricing, see AWS
Config Pricing.

Amazon ECS resources that can block a deletion

A task definition deletion request will not complete when there are any Amazon ECS resources that
depend on the task definition revision. The following resources might prevent a task definition
from being deleted:

« Amazon ECS tasks - The task definition is required in order for the task to remain healthy.

« Amazon ECS deployments and task sets - The task definition is required when a scaling event is
initiated for an Amazon ECS deployment or task set.

If your task definition remains in the DELETE_IN_PROGRESS state, you can use the console, or the
AWS CLI to identify, and then stop the resources which block the task definition deletion.

Task definition deletion after the blocked resource is removed

The following rules apply after you remove the resources that block the task definition deletion:

» Amazon ECS tasks - The task definition deletion can take up to 1 hour to complete after the task
is stopped.

« Amazon ECS deployments and task sets - The task definition deletion can take up to 24 hours to
complete after the deployment or task set is deleted.

Architecting your application

You architect your application by creating a task definition for your application. The task definition
contains the parameters that define information about the application, including:
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The launch type to use, which determines the infrastructure that your tasks are hosted on.

When you use the EC2 launch type, you also choose the instance type. For some instance types,
such as GPU, you need to set additional parameters. For more information, see Task definition

use cases.

The container image, which holds your application code and all the dependencies that your
application code requires to run.

The networking mode to use for the containers in your task
The networking mode determinies how your task communicates over the network.

For tasks that run on EC2 instance, there are multiple options, but we recommend that you use
the awsvpc network mode. The awsvpc network mode simplifies container networking, because
you have more control over how your applications communicate with each other and other
services within your VPCs.

For tasks that run on Fargate, you can only use the awsvpc network mode.
The logging configuration to use for your tasks.

Any data volumes that are used with the containers in the task.

For a complete list of task definition parameters, see Task definition parameters.

Use the following guidelines when you create your task definitions:

Use each task definition family for only one business purpose.

If you group multiple types of application container together in the same task definition, you
can't independently scale those containers. For example, it's unlikely that both a website and an
API require scaling out at the same rate. As traffic increases, there will be a different number of
web containers required than API containers. If these two containers are being deployed in the
same task definition, every task runs the same number of web containers and API containers.

Match each application version with a task definition revision within a task definition family.
Within a task definition family, consider each task definition revision as a point in time snapshot

of the settings for a particular container image. This is similar to how the container is a snapshot
of all the things that are needed to run a particular version of your application code.
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Make sure that there's a one-to-one mapping between a version of application code, a container

image tag, and a task definition revision. A typical release process involves a git commit that gets
turned into a container image that's tagged with the git commit SHA. Then, that container image
tag gets its own Amazon ECS task definition revision. Last, the Amazon ECS service is updated to
tell it to deploy the new task definition revision.

« Use different IAM roles for each task definition family.

Define each task definition with its own IAM role. This recommendation should be done in
tandem with our recommendation for providing each business component its own task definition
family. By implementing both of these best practices, you can limit how much access each service
has to resources in your AWS account. For example, you can give your authentication service
access to connect to your passwords database. At the same time, you can also ensure that only
your order service has access to the credit card payment information.

Best practices for container images

A container image is a set of instructions on how to build the container. A container image

holds your application code and all the dependencies that your application code requires to run.
Application dependencies include the source code packages that your application code relies on,
a language runtime for interpreted languages, and binary packages that your dynamically linked
code relies on.

Use the following guidelines when you design and build your container images:

» Make your container images complete by storing all application dependencies as static files
inside the container image.

If you change something in the container image, build a new container image with the changes.

« Run a single application process within a container.

The container lifetime is as long as the application process runs. Amazon ECS replaces crashed
processes and determines where to launch the replacement process. A complete image makes
the overall deployment more resilient.

« Make you application handle SIGTERM.

When Amazon ECS stops a task, it first sends a SIGTERM signal to the task to notify the
application that it needs to finish and shut down. Amazon ECS then sends a SIGKILL message.
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When applications ignore the SIGTERM, the Amazon ECS service must wait to send the SIGKILL
signal to terminate the process.

You need to identify how long it takes your application to complete its work, and ensure that
your applications handles the SIGTERM signal. The application's signal handling needs to
stop the application from taking new work and complete the work that is in-progress, or save
unfinished work to storage outside of the task when the work takes too long to complete.

» Configure containerized applications to write logs to stdout and stderr.

Decoupling log handling from your application code gives you flexibility to adjust log handling
at the infrastructure level. One example of this is to change your logging system. Instead of
modifying your services, and building and deploying a new container image, you can adjust the
settings.

» Use tags to version your container images.

Container images are stored in a container registry. Each image in a registry is identified by

a tag. There's a tag called 1atest. This tag functions as a pointer to the latest version of the
application container image, similar to the HEAD in a git repository. We recommend that you use
the latest tag only for testing purposes. As a best practice, tag container images with a unique
tag for each build. We recommend that you tag your images using the git SHA for the git commit
that was used to build the image.

You don't need to build a container image for every commit. However, we recommend that you
build a new container image each time you release a particular code commit to the production
environment. We also recommend that you tag the image with a tag that corresponds to the git
commit of the code that's inside the image. If you tagged the image with the git commit, you can
more quickly find which version of the code the image is running.

We also recommend that you turn on immutable image tags in Amazon Elastic Container
Registry. With this setting, you can't change the container image that a tag points at. Instead
Amazon ECR enforces that a new image must be uploaded to a new tag. For more information,
see Image tag mutability in the Amazon ECR User Guide.

When you architect your application to run on AWS Fargate, you must decide between deploying
multiple containers into the same task definition and deploying containers separately in multiple
task definitions. If the following conditions are required, we recommend deploying multiple
containers into the same task definition:

Best practices for container images 140


https://docs.aws.amazon.com/AmazonECR/latest/userguide/image-tag-mutability.html

Amazon Elastic Container Service Developer Guide

Your containers share a common lifecycle (that is, they're launched and terminated together).

Your containers must run on the same underlying host (that is, one container references the
other on a localhost port).

You containers share resources.

Your containers share data volumes.

If these conditions aren't required, we recommend deploying containers separately in multiple task
definitions. This allows you to scale, provision, and deprovision the containers separately.

Task networking for tasks on Amazon EC2 instances

The networking behavior of Amazon ECS tasks that are hosted on Amazon EC2 instances is
dependent on the network mode that's defined in the task definition. We recommend that you use
the awsvpc network mode unless you have a specific need to use a different network mode.

The following are the available network modes.

Network Linux Windows Description
mode containers containers
on EC2 on EC2
awsvpc Yes Yes The task is allocated its own elastic network

interface (ENI) and a primary private IPv4
address. This gives the task the same
networking properties as Amazon EC2
instances.

bridge Yes No The task uses Docker's built-in virtual network
on Linux, which runs inside each Amazon
EC2 instance that hosts the task. The built-
in virtual network on Linux uses the bridge
Docker network driver. This is the default
network mode on Linux if a network mode
isn't specified in the task definition.

host Yes No The task uses the host's network which
bypasses Docker's built-in virtual network by
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Network Linux
mode containers
on EC2
none Yes
default No

Windows
containers
on EC2

No

Yes

Description

mapping container ports directly to the ENI of
the Amazon EC2 instance that hosts the task.
Dynamic port mappings can’t be used in this
network mode. A container in a task definitio
n that uses this mode must specify a specific
hostPort number. A port number on a host
can't be used by multiple tasks. As a result,
you can't run multiple tasks of the same task
definition on a single Amazon EC2 instance.

The task has no external network connectivity.

The task uses Docker's built-in virtual network
on Windows, which runs inside each Amazon
EC2 instance that hosts the task. The built-

in virtual network on Windows uses the nat
Docker network driver. This is the default
network mode on Windows if a network
mode isn't specified in the task definition.

For more information about Docker networking on Linux, see Networking overview in the Docker

Documentation.

For more information about Docker networking