aws

User Guide

AWS CodePipeline

API Version 2015-07-09

Copyright © 2024 Amazon Web Services, Inc. and/or its affiliates. All rights reserved.



AWS CodePipeline User Guide

AWS CodePipeline: User Guide

Copyright © 2024 Amazon Web Services, Inc. and/or its affiliates. All rights reserved.

Amazon's trademarks and trade dress may not be used in connection with any product or service
that is not Amazon's, in any manner that is likely to cause confusion among customers, or in any
manner that disparages or discredits Amazon. All other trademarks not owned by Amazon are
the property of their respective owners, who may or may not be affiliated with, connected to, or
sponsored by Amazon.




AWS CodePipeline User Guide

Table of Contents

What is COAEPIPELINE? ..uuiiiiiiiiiiiiieetteniiiieeeeiiittnsessssssessssssessesssssssssssssssssssssssssssssssssssssssssssssssssssssanne 1
Continuous delivery and continuous iNte@gration ... 1
What can | do With COAEPIPELINET ...ttt ettt s e e s e aesaetans 2
A quick OOk at COAEPIPELINE ..ottt s te s e e e e sa et te st et e ssesse e e ssnennan 2
How do | get started with COdePipeliNg? ...ttt ae e aenens 3
CONCEPLS ettt ettt s e et s b e s sae e s b e s s sa e s b e s s sa e s b e s st e s b e e e s e essbeessaa s ae e s e e et e e st e e ae e s e e e aa e s e eeteeeraennaeas 4

PIPELINES .ttt ettt st st e st e e e e e e e et et et e st et e b e e se e s e e na e st et e be b e tantaeseeseereeneenaensanes 4
SSRGS ittt et e et e s e e e s e e et e e b e e s e e e ae et e et e e e st e et e e aa e et e esaae e seensaesnraenns 4
ACTIONS .ttt ettt st s st a e st e et e s et e et e st s b e st e e st et e et e ae s sbe st e eate b e eatenneeas 5
PIPELINE EXECULIONS ...ttt e ettt e st e st e st e e e s e e e e e e e et e s e tessassassaensensansansansanes 5
STAGE EXECULIONS ..ttt ettt e st ste s sae e st e s s e e s b e sssaessessseasssesssaesssesssaasssesssaessseenntenns 6
ACTION EXECULIONS .ttt ettt ettt et et s s st e e s e st e st e s st e et e seebe st essesnasntesseensanns 7
ACTION LYPES ettt sttt e et ste s se e st e s st s s e e s sae e s st e s sae e saesssaesssasssaasssessseesstessseesseessseessaesssaanns 7
TRANSTTIONS ettt sttt e b st e st st e st e e st e b e st e e st s ae st e s st s sbe s st e st snasntesstansanns 7
ATTITACES ettt st ettt b et ettt e b et e s et et e ae b et e e se b e e enenaen 8
SOUMCE TRVISIONS .oueiiiiiieiiiieeteetetee et et st e st et e et e st s be st e e st e se et e st sesesabesst e st esbesstessesssasstessesnsasssesesns 8
THIGGEES ettt ettt s e et se e e e sae e st e s saessse e e st e s bessseessaaesseesstasssaasssassstesssesasaessseessaesssesssaessseesseessennn 9
VAKADLES ..ottt ettt ettt b et e b et e b et et e s et et e e be e eneenan 9
DEVOPS PIPELINE EXAMPLE ..ottt et ettt e te s ae s e s e e e e e et e st e st e tessassessaesaesaesaensanes 9
HOW Pipeling @XECULIONS WOTK ....cveouiieeieieteteteeceeee ettt steste st e e e e et et et e ae s ssesne e e ennennan 11
How pipeline executions are Started ...ttt sa et 12
How pipeline executions are StOPPEA .....c.coeeeeieieiicieceeeceeee ettt se s saesaesaessans 12
How executions are processed in SUPERSEDED MOdE .......ccocveiecieeeneneneeeeeeeeceeteceeeeeeeeeenea 16
How executions are processed in QUEUED MOAE ......ccooeeeeiecieiiieceeeceeeeeceeee et 17
How executions are processed in PARALLEL MOAE .......cooveieiecieneneeeeeseeeeeetesteve e ene e 19
Managing PiPELING FLOW ...ttt te e s sa et et e st e s te s ba e s e e snennanes 19
INPUL aNd OULPUL QrtifACs ..ottt be st re e e e aesaenan 22
PIPELINE LY PES ettt ettt sa et e st e s e e e e e e e et et et et e ba et e e reeseenaentebetetantan 25
What type of pipeline is right fOr ME7 ...ttt 25

Getting StArted .....ccciiiiiiiieeeeeiiiiiieiiiiiiiieeeeseeieiissseeeetsessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 27

Step 1: Create an AWS account and administrative USEr ..........cceeeeieiecieceececeeeeece e 27
Sign UP FOr @n AWS QCCOUNL ...c.vieeecteeeetete ettt e tesae s e s e e s s e e e s e ae st e ssasaessassassnennanaans 27
Create an admMiNISEratiVe USEK ......ocoiviiirenieirentcteesestet sttt et st e st e a s e sesa s e s sesseaesanes 28

Step 2: Apply a managed policy for administrative access to CodePipeline .......c.ccceeeeeeeeenenne 29

API Version 2015-07-09 iii



AWS CodePipeline User Guide

SEEP 3: INSTALL thE AWS CLI ettt ettt testeste st e e s e sa e st et e st e s se s e e reenneneaaaanes 30
Step 4: Open the console for COdePipPeliNg ... eeieieeeeeceeee ettt 32
NEXE SEEPS ettt ettt st s e e st e st e s s e e s e e e s ae e s ae s s saesae e st essbe s seesssassstasssessssensseesstesssessseessessstanns 32
Product and service iNtegrations ........cciccciiiiiiiineennniiiiiiiiiiiiiiseessssssssiisesceessessssssssssssssssssssssssssssss 33
Integrations with CodePipeling action tYPES .....ccceceeiecieeeeeeeeeee ettt saeeas 33
Source action INTEGIALIONS .....coviiiiiieceeeeee ettt essae s s e e s sae e s e e s besssaessnesssaessnesnnes 33
BUild action iNtEGIations .......c.coueeieeeeeeceeteteee et steste e st e e e e e e sa e st e st esae s b e s sesseesaesnennan 41
Test ACtioN INTEGIATIONS ..ot s e st e s e e e s e e s sae e st e s sseesnesssaessnasssaanns 42
Deploy action INtEGIratioNS .......c.cceeieieeeeeceec ettt ste e e e e e e et e s e stesaesta s e s sassa e e ennannan 44
Approval action integration with Amazon Simple Notification Service .......cccoeeeeeeenerreneenns 50
INVOKE ACtioN INTEGIAtiONS .....ccueiieieieeecec ettt e e et et e b e saessesse e e e e e e e aeaenaensans 51
General integrations With COAEPIPELINE ......cviveeeeeeeeeeeeeeeer ettt sae s 52
Examples from the COMMUNILY ..ottt st e e e saesaesaans 55
BLOG POSES .ttt ettt te et e et e e e e e et et e st et et e b e e aeese e s e e e e na et et et e teesaeseereene et entenaanes 55
TUROKHIALS ceverreriiinniniiiiiiiiiittiieiieiieieiieeeeesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssses 59
Tutorial: Use Git tags to start your PIPELINE ...ttt aan 60
PrErEQUISITES .eeeeeiieeieeteece ettt ettt s sttt s e e st e s sae s sae e s b e s sse e s saesssaesssesssaesssasssaesssessssenssessseesssesnses 61
Step 1: Open CloudShell and clone your repoSitory ......cceeeceeceecesececeseeeee e saens 61
Step 2: Create a pipeline to trigger on Git tags ......ccceeceeeiicieciececeeceeee e 62
Step 3: Tag your COMMILS TOr FELEASE ....c.ueveeereteeeeeeeeeeete et st esae s e s e s saennens 65
Step 4: Release change and VIEW LOGS ..ottt ste ettt aenas 67
Tutorial: Filter on branch names for pull requests to start your pipeline .......ccccoeveeeeeveeeeeennnen. 67
PrErEQUISITES .eeeeeiieeieeteece ettt ettt s sttt s e e st e s sae s sae e s b e s sse e s saesssaesssesssaesssasssaesssessssenssessseesssesnses 67
Step 1: Create a pipeline to start on pull request for specified branches ................c.c.cu...... 68
Step 2: Create and merge a pull request in GitHub.com to start your pipeline executions .... 70
Tutorial: Use pipeling-level Variables ..........o ettt ettt aesaesaesaens 71
PrErEQUISITES oottt ettt s sttt s st e st e s sae s s st e s b e s seessaesssaesssesssaesssassaesssasssaenssessseasseensses 71
Step 1: Create your pipeline and build Project ... 72
Step 2: Release change and VIEW LOGS ..ottt ste e sa st et resnas 75
Tutorial: Create a simple pipeling (S3 BUCKEL) ..o 75
Create AN S3 DUCKET ..ottt sttt sttt e st e s et sa s e b e s saessanasnees 76
Create Windows Server Amazon EC2 instances and install the CodeDeploy agent ................. 78
Create an application in COAEDEPLOY .....coueeeeieieieeetetecee ettt ae e e e e saesenaans 80
Create your firSt PIPELINE ...ttt sa e st et sae s b e s se e e e e e e neaa s 82

PV [ =T To ] o a T=T g = o [OOSR 85
Disable and enable transitions between Stages ... ieceeececiecececeree e 92

API Version 2015-07-09 iv



AWS CodePipeline User Guide

CLEAN UP FBSOUICES ...evevereeeeeieeiretetestestessesseseesaesesesaessessassassassasssassessessansassassassessessssssessessessessensansans 93
Tutorial: Create a simple pipeline (CodeCommit repoSItOry) .....coceeveeveeeeeceecececeeeeeereeceeee e 93
Create @ CodeComMMIL rEPOSILONY ....ceeiiciecieeieceeeeeetete ettt et e s aestestesse e e e e e aeaesaennan 94
Download, commit, and puUSh YOUF COAE ...ttt aeaens 95
Create an Amazon EC2 Linux instance and install the CodeDeploy agent ............ccecvevenneneene. 98
Create an application in COAEDEPLOY ...ttt sttt as 100
Create your firSt PIPELINE ...ttt e et e s ae st seesesre s e e anenannans 101
Update code in your CodeCommit rePOSITOrY ......ccecvecieeereriereeeceeeete et 104
CLEAN UP FESOUICES ...evevereeeeerieieeeitetestestessessesseesseaesaessessessassassesssssssssassassessansassessessassesssessassensensanes 106
FUMREE FEAMING ettt re st e et s e st et et e s b e sessaesa e e e e entanes 106
Tutorial: Create a four-stage PIPELINE ... ettt s e a s saenaens 107
COMPLELE PrErEQUISITES ...veveeeeeieietetetecteeee ettt ste et e stestesse e e e e s e et e tesaessessessessaessessensansansansanes 108
Create @ PIPELINE ..ttt et e st s e e et e st et et e be e e e e e e e e e e aentenaanean 112
A MOIE STAGES ...ttt te e s e e et et e st e st e st e s e e e e se e e e s et entensassessaeseeseensensanes 113
CLEAN UP FBSOUICES ...eveveveeeeeeieeeteiteitestestessessesseessesaesaessessessassassesssssssssessassassansassassassassssssessasensansanes 117
Tutorial: Set up a CloudWatch Events rule to receive email notifications for pipeline state
CRANGES ..ttt ettt et s e e e et e et et et e st e st e st e e b e e aeeseesa et et et e tenteeaeeseese e e et ententensanes 118
Set up an email notification using AmMAazon SNS ... 119
Create a CloudWatch Events notification rule for CodePipeling ........cccooeeeeeeveneeveeceeciecrenene 120
CLEAN UP FESOUICES ...evevereeeeerieeeteitestestestessessesseeseeaessessessessassassessasssessessassassansassessassessesssessansensensanes 121
Tutorial: Build and test an Android app with AWS Device Farm ........ccoveveciecececececeeeeeeeenene 122
Configure CodePipeline to use your Device Farm tests ........cccceeeeeeeeeecieceeceecececeeeeeeee e 123
Tutorial: Test an iOS app With AWS DeViCe FArm ........coiiieieceeeeeeeceeteeete e ste e e neaenens 127
Configure CodePipeline to use your Device Farm tests (Amazon S3 example) .........ccu........ 128
Tutorial: Create a pipeline that deploys to Service Catalog .......cccccveceeeiececeneneceeeeecerece e 133
Option 1: Deploy to Service Catalog without a configuration file .......ccccoeeeeereeirreicnennee. 133
Option 2: Deploy to Service Catalog using a configuration file .......c.ccceceeeeeeenenecceccieieee. 138
Tutorial: Create a pipeline with AWS CloudFormation .........c.cccceeeeeneeeeeeceeceeceececese e 143
Example 1: Create an AWS CodeCommit pipeline with AWS CloudFormation ....................... 143
Example 2: Create an Amazon S3 pipeline with AWS CloudFormation ........cccccceeveeveveeennenee. 145
Tutorial: Create a pipeline that uses variables from AWS CloudFormation deployment
QCEIONS ettt ettt et s e bt et et s b et e e a e b et e st s b e et e Rt e b e et e st st e st e s e et e s st e eaeebesnterens 149
Prerequisites: Create an AWS CloudFormation service role and a CodeCommit
FEPOSITONY ittt ettt et e et e st e s sae e st e s s e e s aesssa e st e s st esssasssaesssesssaasssesssaesssessstesssesssaessseesseens 149
Step 1: Download, edit, and upload the sample AWS CloudFormation template ................. 150
Step 2: Create YOUr PIPELINE .o ettt re s e a et e s e s aesae s e e e ens 151

API Version 2015-07-09 v



AWS CodePipeline User Guide

Step 3: Add an AWS CloudFormation deployment action to create the change set ............. 153
Step 4: Add @ manual approval @CtioN ...ttt 154
Step 5: Add a CloudFormation deployment action to execute the change set ...................... 155
Step 6: Add a CloudFormation deployment action to delete the stack ........cccceevvvevennenneee. 156
Tutorial: Amazon ECS Standard Deployment with CodePipeling ........cccocveeeeeceneneeeeeceeeeee 156
PrErQQUISITES .ottt ettt st s st e s sae s s e e s sa e s st e s s b e s saessae e s st essseesssesssaesssessseesssesssesnnnes 157
Step 1: Add a Build Specification File to Your Source Repository ........cccccccveeeeereeveeveeceeceenns 160
Step 2: Creating Your Continuous Deployment Pipeling ........coceeeeeeeneeceeceeceeceseeeeeeeeeenne 162
Step 3: Add Amazon ECR Permissions to the CodeBuild ROLE .......c.cceeveceeciecececececeeeeeee 163
Step 4: TSt YOUI PIPELINE ..ottt b et ae e s s e a e a e e b b s 164
Tutorial: Create a pipeline with an Amazon ECR source and ECS-to-CodeDeploy
AEPLOYIMENT ...ttt et et e e s e e et et et e st e s b e s s assessaeseessestassantessassasssessensassansans 164
PrErEQUISITES .ottt ettt sre et e s s ae s st e s e e e s e e s b e s saessae e s st esssesssaesssaesstassseesssessssennaes 166
Step 1: Create image and push to an Amazon ECR repoSitory .......ceceeeeeeeeveeeecenceeceecnennens 166
Step 2: Create task definition and AppSpec source files and push to a CodeCommit
FEPOSITOTNY ittt ettt ettt et e e st e st e s ste e st e s s aa e s aesssa e st e s st esssasssaesssesssaesssesssaesssessssesssesssaesseessaens 168
Step 3: Create your Application Load Balancer and target groups .....c.cccceceeeeeeveeceeceecveseenene 172
Step 4: Create your Amazon ECS cluster and SErvice .......ceeeeeveeceeeeeecececee e 174
Step 5: Create your CodeDeploy application and deployment group (ECS compute
PLALTOITI) oottt e et et esa e st e st e s e e s e s ae e e et et et et e beeseeseeseena et ententanes 177
Step 6: Create YOUr PIPELINE .ottt s b e st esae b e e e e seans 178
Step 7: Make a change to your pipeline and verify deployment .........coooeoereeeeeiiececiecenen, 182
Tutorial: Create a pipeline that deploys an Amazon Alexa sKill .......ccceevveeveeiecieneneeeneeeeeeeeee 182
PrErEQUISITES .eeeeiieeecttceteccterte ettt ettt re s st e s ae s s e e s e e e st e s saesssaeeaa e s st essseessaesssaesssassseesssessssennaes 182
Step 1: Create an Alexa developer services LWA security profile ......cccoeeeveeeveeveeiecceeceecnenns 183
Step 2: Create Alexa skill source files and push to your CodeCommit repository ................. 183
Step 3: Use ASK CLI commands to create a refresh token ..., 185
Step 4: Create YOUr PIPELINE .o ettt a et e b e ae s ae b e e sn e ns 185
Step 5: Make a change to any source file and verify deployment .........cccceeveeeeenenenieceennen. 187
Tutorial: Create a pipeline that uses Amazon S3 as a deployment provider ...........ccccveveunenneee. 188
Option 1: Deploy static website files to AMazon S3 ... 189
Option 2: Deploy built archive files to Amazon S3 from an S3 source bucket ....................... 193
Tutorial: Publish applications to the AWS Serverless Application Repository ........cccccecveeuennnneee. 198
BEFOIE YOU DEGIN ettt ettt et s s s s e a e e et et e saa b e seennennanes 199
Step 1: Create @ buildSPec.yML file ..ttt 199
Step 2: Create and configure your PIPELINE ...t eaeas 200

API Version 2015-07-09 vi



AWS CodePipeline User Guide

Step 3: Deploy the publish @application ... 202
Step 4: Create the publish @Ction ... 202
Tutorial: Using variables with Lambda invoke actions ..., 203
PrErQQUISITES .ottt ettt st s st e s sae s s e e s sa e s st e s s b e s saessae e s st essseesssesssaesssessseesssesssesnnnes 203
Step 1: Create @ Lambda fUNCLION ...ttt 204
Step 2: Add a Lambda invoke action and manual approval action to your pipeline ............. 207
Tutorial: Use an AWS Step Functions inVoke action ..........ccoeceeeeeneceeceeicteecesececee e 208
Prerequisite: Create or choose a simple PIPeline ... 209
Step 1: Create the sample state MAChINe ...t 210
Step 2: Add a Step Functions invoke action to your pipeling ........ccoveeeeceeceeceecececeeeceeenen, 210
Tutorial: Create a pipeline that uses AppConfig as a deployment provider .........coeveverennnenee. 211
PrErEQUISITES .ottt ettt sre et e s s ae s st e s e e e s e e s b e s saessae e s st esssesssaesssaesstassseesssessssennaes 212
Step 1: Create your AWS APPCONTig rESOUICES .....cceeeeieciecteiecieneeeeeeeereseeae e ssessesses e eeessennas 212
Step 2: Upload files to your S3 source BUCKet ...t 213
Step 3: Create YOUr PIPELINE .ottt et s b et e s ae b e e e ns 213
Step 4: Make a change to any source file and verify deployment .........ccccoeveeeeeeeneneeceennen. 215
Tutorial: Use full clone with a GitHub pipeling SOUICE ......ccoveveeeeeeeceeeeeeee e 215
PrErEQUISITES .ottt ettt sre s st e s s ae s s e e s st e e st e s sae s saessaeessaessaessaesssaesssesssessssessssennees 216
Step 1: Create @ README FIlE ..ttt ettt steste e s se e e saesa et aasaaseans 216
Step 2: Create your pipeline and build Project ...t 216
Step 3: Update the CodeBuild service role policy to use connections .........ccccceeeeevereeennne 219
Step 4: View repository commands in build output ... 220
Tutorial: Use full clone with a CodeCommit pipeling SOUICE ......coeeeeeeeeieceeceececececee e 220
PrErEQUISITES .eeeeiieeecttceteccterte ettt ettt re s st e s ae s s e e s e e e st e s saesssaeeaa e s st essseessaesssaesssassseesssessssennaes 221
Step 1: Create @ README FIlE ..ttt ettt sttt te e s a e s st saesbanaens 221
Step 2: Create your pipeline and build Project ... 221
Step 3: Update the CodeBuild service role policy to clone the repository .......ccccceeveeveeennne 224
Step 4: View repository commands in build output ..., 224
Tutorial: Create a pipeline with AWS CloudFormation StackSets deployment actions .............. 224
PrErEQUISITES .ottt ettt sre s st e s sae s s st e st e e st e s sae s ssaeesae e s st assseesssesasaesstasssessssessseennees 225
Step 1: Upload the sample AWS CloudFormation template and parameter file ................... 226
Step 2: Create YOUr PIPELINE .o ettt a et e b e st e s ae b e e e nnans 151
Step 3: View initial deployMENt ...ttt sttt 230
Step 4: Add a CloudFormationStackinstances action ..........cceeeeeieviececeececececee e 230
Step 5: View stack set resources for your deployment .........cocoeeeeeeceevieceeceecececeeeeeeeeeenens 231
Step 6: Make an update to your Stack St ... 232

API Version 2015-07-09 vii



AWS CodePipeline User Guide

Best Practices and USE CASES ...ccciiieeeeeeeneecsisieneeninieeeesssssssssssssseesssssssssssssssssssssssssssssssssssssssssssssssssss 233
Examples of how to use COAEPIPELINE ...ttt saesaeaas 233
Use CodePipeline with Amazon S3, AWS CodeCommit, and AWS CodeDeploy ..................... 233
Use CodePipeline with third-party action providers (GitHub and Jenkins) ...........c.c.c............ 234
Use CodePipeline with AWS CodeStar to build a pipeline in a code project ..........ccueueeuneeee 234
Use CodePipeline to compile, build, and test code with CodeBuild ...........cccuveveeveeenenecnennnne 235
Use CodePipeline with Amazon ECS for continuous delivery of container-based
APPLICAtIONS 10 the CLOUA ...ttt a e st 235
Use CodePipeline with Elastic Beanstalk for continuous delivery of web applications to the
CLOUM ettt ettt st ettt e s bt e st s ae s b et e s e s se b et esesbentenessantentenasansenaes 235
Use CodePipeline with AWS Lambda for continuous delivery of Lambda-based and
SErverless aPPLICAtIONS ...ttt e s s e e e et st aenas 236
Use CodePipeline with AWS CloudFormation templates for continuous delivery to the
CLOUM ettt ettt st ettt e s bt e st s ae s b et e s e s se b et esesbentenessantentenasansenaes 236
TAGGING FESOUICES ...ciieeeeeennnenrissoeeeteresassssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssass 237
Use CodePipeline with AMazon VPC .........iiiiiiiiiiiinnneneniiiiiiiiiiiiiiessssssssisisssssssssssssssssssssssssssss 238
AVQILADILITY vttt e e st e et et e st e e e re e e e e b et et e aeeaeeaeenaenseneetentanes 238
Create a VPC endpoint for COdEPIPELINE ...ttt st e e nnens 239
Troubleshooting YOUIr VPC SELUP «.ccueiieieeeeetetetectec ettt et stestesseste s e s e e s e sae st e b e saessassassassnennans 239
Working With Pipelines ...cccciiieeeeeeeiiiiiiiiiiiiiinnnennniiiiiiiieeiiiiesssssssssssssssessssssssssssssssssssssssssssssssssses 241
Start @ pipeling iN COAEPIPELINE ...ttt sa et et esae s b s e s e e e nnans 242
Source actions and change detection Methods ... 243
Start @ PIPEling MANUALLY ....oueeeeeeeee ettt aesae s b e se s e e e annens 245
Start a pipeling 0N @ SCREAULE ...ttt ae s aa e 246
Start a pipeline with a source revision OVErride ........cccceceeeeieeeeeeceecececee e e 249
StOP @ PIPELINE EXECULION ..ottt e te s teste st e e e e s e e e sae st e bessessesseennennanes 251
Stop a pipeline execution (CONSOLE) .....ucicecereeeeeceeeeeee ettt e re e aennan 252
Stop an Inbound EXecution (CONSOLE) .....cccueeeeieieieteieecteceee ettt st sre e e e e saesa et ae s nns 256
Stop a pipeling eXeCUtioN (CLI) ...ceciiieceeeeeeeeeee ettt et e ste e s s e e e e e e aesaesaanas 256
Stop an Inbound EXECULION (CLI) cueeiieieeeeeee ettt e et stesae e re e e e e s e saesaeaans 258
Create @ PUIPELINE ..ottt ettt e s e e e e e ettt e b et e aeeaeene e e e e et eeanaanes 259
Create a PIPELliNg (CONSOLE) ..ottt a et e aesae s re e e e e e e e aenaanaans 260
Create @ PIPELINE (CLI) coueereeeeeeeeeeee ettt e et et e st e s ae e s e s e e e e e e e et e stessassassesananaannans 271
Amazon ECR source actions and EVENtBridge .........ccucveeeeneneneeeeeeeeee et ae s 277
Amazon S3 source actions and EVENtBridge ... 286
Bitbucket Cloud CONNECLIONS ...cvoiieieieteeeceeeetr ettt sttt s sae e st nas 307

API Version 2015-07-09 viii



AWS CodePipeline User Guide

CodeCommit source actions and EVENtBridge ...t 313
GItHUD CONNECLIONS ..ottt et ettt b et sae st e s s b e e s ba e e e s saean 327
GitHub Enterprise Server CONNECLIONS .......cccciecieiiereeeeeeeeeetecte st se e saestesaestessesseeseennens 333
GitLab.COM CONNECLIONS ..ottt ettt et st e s s st saaen 341
Connections for GitLab self-managed ... 349
o [ = T o 11 0 11 11 [T OO TR 356
Edit @ PIPELINE (CONSOLE) ..ttt et st st e b e s s e e e e e aena e e s 357
Edit @ PIPELINE (AWS CLI) ettt ste e testeste s e e se s e e e e s e aestesaesaa s e s e e s esaeneaansansans 361
View pipelings and detAilS ........cueiiieoieeececeeeeeete ettt st a e s a e b et 365
VieW PIPElINES (CONSOLE) ..uviiiiiieeeeeeetetetetecese ettt te et s e e e e e e s e e et e st e sesaassassassessnanean 365
View action details in a pipeling (CONSOLE) ....coueeuieieieieteeeereceeee et 369
View the pipeline ARN and service role ARN (CONSOLE) ......ccveeeeueerenereeeeeeeeeectece e 373
View pipeline details and hiStory (CLI) ..ottt sae e sae e sae e e ennens 374
DELELE @ PUPELINE ..ttt a e e et e st e st s b e e e e e e e e et et et e b e teereereereenaanes 375
Delete a Pipeling (CONSOLE) ...ttt st re et e e e s et saesbesbassesaeesnsnnens 375
Delete @ PIPELINE (CLI) cveueeeeeeeeeeeee ettt ettt te e s e s e e e e e s e s e aesbessasseeseesaesaennenaanes 375
Create a pipeline that uses resources from another account .........ccooveeeievecececececececeeee e, 376
Prerequisite: Create an AWS KMS encryption KY .......ceceeeceneeececeeteeecteceseeee e 379
Step 1: Set up account Policies AN FOLES ......ecvevecieceeeeceeeceee e saesreaens 379
Step 2: Edit the PIPELINE ettt sa e sttt 387
Migrate polling pipelines to use event-based change detection .......c.cccceeeeeeeeeniecicciececcienee. 390
How to migrate polling PIPELINES ...ttt st nan 390
Viewing polling pipelings in YyoUr @aCCOUNT .........coeiieieciececececeeee ettt re e e e s e saeeens 392
Migrate polling pipelines with a CodeCommit SOUICE .....c.coeeeeeeieiecieceeececee e 397
Migrate polling pipelines with an S3 source enabled for events ........cccoeveeeeeeveecinceeceecienenne. 417
Migrate polling pipelines with an S3 source and CloudTrail trail .......ccceveeeeeeveecieceecrieenee 444
Migrate polling pipelines for a GitHub version 1 source action to connections...................... 478
Migrate polling pipelines for a GitHub version 1 source action to webhooks ........................ 482
Create the COdePipeling SEIVICE FOLE ......cuiieieeeeeceeeeteete ettt s aesae e s e aennens 498
Create the CodePipeline service role (CONSOLE) ......ccveeeeieeeeereeeeeeeeeeee e 499
Create the CodePipeline service role (CLI) ...t sre e 499
TAG @ PUPELINE ettt ettt e st e s e st e e e e et e st e st e st e ae s s e e s e e ssesa e st e ae s e tentesseeseennenaantans 503
Tag PIPELINES (CONSOLE) weuvieeeieeeeeeeeeteee ettt te s te s e et e s e e et e aesbesbesaessessessnenaanes 504
TAg PIPELINES (CLI) cevereeeeeeeeeteteteeeeee et rte e te e te s e e e e e e e e sae st e ste st e s s e s sa e e e e e s eaesbansessassessnessensanes 505
Create @ NOLITICATION TULE ..ottt sttt et s sa e b s sa e e nas 508
WOrking With triggers ..eiiiiiiiiiiiiiieiennciiiiiiiiniinnseesssssssisssssssssssssssssssssssssssssssssssssssssssssssssssssss 511

API Version 2015-07-09 ix



AWS CodePipeline User Guide

Filter triggers on code push or PULl FEQUESLS ......ccueeueeeeieieteteeeesee ettt e e e nns 511
Considerations for trigger fILLErS ...t 514
EXamples for trigger fILLEIS ... ettt ettt s e e naens 514
Filtering on push events (CONSOLE) ..ottt aan 515
Filtering on pull reqUEStS (CONSOLE) ....eueiuieieieeee ettt ae e a s 517
Trigger filtering in the pipeling JSON (CLI) cueoeeieieiereteeecee ettt sre e sa e e nan 518
Trigger filtering in AWS CloudFormation templates ........coeeeveeeeceececesececee e 522

ManNQAge EXECULIONS ...cceeeeeiiiiiiieiiiieeneessssssssssssecessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssns 524

VIBW @XECULIONS ...ttt ettt ettt s et e b st e st s b e st et e sbe s b e s st sse st esntessesnsasneans 524
View pipeline execution history (CONSOLE) .......cviieeiiecieeececeeeeeeee et 524
View eXecution STAtUS (CONSOLE) ...uuveeiieeeeieeieeeeeeteeeree e reteceaeeeeaeeseaeeesssesessseessssesssssessssessssssesns 525
View an inbound eXecution (CONSOLE) ...cuuiiieiiieeiiiiiieeeeeeeeeereeeeteeeesareeeseeesseeesssessssseessseessnees 527
View pipeline execution source revisions (CONSOLE) ......cccecerererereereeceertececeee e 528
View action eXeCULIONS (CONSOLE) weuvuuiiiieiiiiiiieeeeteeesteeerteeeteeeesaeeeeseeesssesessseessssesssssessssessssseesns 530
View action artifacts and artifact store information (CONSOLE) ...cccuueeveveeveeveieceiiieeeceeeeeeeene 530
View pipeline details and hiStory (CLI) .....ooeeoeoeeeeeeeeeeeeecteseese e stesresae e eae e e snnens 531

Set the pipeline eXecUtion MOAE ...ttt te e s e e e a e aan 542
Set the pipeline execution MOdE (CONSOLE) ..cuevirreeuerieieeeeeeecer ettt anens 543
Set the pipeline execution MOAE (CLI) .c.cueueeeeeeeeeeeeeeeteeere et sae e aenens 543

Retry a failed stage or failed actions iN @ StAgE ...c.cceeeeieceeceececeeeee e 546
Retry a failed Stage (CONSOLE) ...ttt sttt e a e e bt s eaas 548
Retry @ failed Stage (CLI) coueoeoeeeeeeeeeeeeeee ettt teeae e te e sa et e st e sae st e s s e e e e e e e e s e aensenean 549

WOrking With @Ctions ......eeeciiiiiiiiiiiiiiiennnniniiiiiiiiiiiiiseeesssssiiiiiieeessssssssssssssssssssssssssssssssssssssssssssssss 553

WOrking With @Ction tYPES ...ttt e e sa e st et e sa e s ae s s e s se e e s snennans 553
REQUEST QN QCHION TYPE ettt ettt e st et e s sae et e s sae s s e e s saaesnessseessnesssaannans 555
Add an available action type to a pipeline (CONSOLE) ....c.coeveeeeieeeieeeeeec e 561
VIEW QN QCHION TYPE ettt ettt s e e st s sae e s e e s ae et e s saesssaessaessnasnasnses 563
UPdate @n QCLION tYPE ..oceeeeieeeeeeeeete ettt et et e s tesae s e s sesse s s e e e s et e sassassasseesassnensansansans 564

Create a custom action fOr @ PIPELINE ...ttt s ae e 566
Create @ CUSTOM QCHION ..ottt s sae et et sae st sae s 568
Create a job worker for your custom action ... 572
Add a custom action t0 @ PIPELINE ..ottt st naens 579

Tag a custom action iN COAEPIPELINE ...ttt a et es 582
Add tags t0 @ CUSEOM QCHION ..ottt re s a e a et nes 582
View tags for @ CUSTOM QCION ..ottt st e e e aeaeaan 583
Edit tags for @ CUSTOM QCLION .....oeveeeeeeee ettt s ae st 583

API Version 2015-07-09 x



AWS CodePipeline User Guide

Remove tags from @ cUSTOM QCLION ...cveoueeieeeeeeeeeeeeete et aesae e seens 583
Invoke a Lambda function in @ PIipeLline ...ttt 584
Step 1: Create @ PIPELINE ottt teste e e sa et et e sbesaesaesaneanennens 586
Step 2: Create the Lambda fUNCLiON ... 587
Step 3: Add the Lambda function to a pipeline in the CodePipeline console ........................ 592
Step 4: Test the pipeline with the Lambda function ..., 593
STEP 5: NEXL STEPS weeiieiiiieteecteeteect ettt s e e st e s ste s st e s sae s st e st e s saessae e s st esssasssaessseesssessseesssenases 593
EXQMPLE JSON @VENT ...ttt te et e e et et e st e st e s s e e e e s et e testasaassassnesnesnans 594
Additional SAMPLE TUNCLIONS ...ttt st e s a e saesaeaens 596
Retry a failed action iN @ STAGE ...ttt aan 609
Retry failed actions (CONSOLE) ...ttt et ra et be s nnan 610
Retry failed @Ctions (CLI) cuooe ettt ettt ae e e e e e sa et e st e s besae s e e e s e e a e naneans 611
Manage approval actions iN PIPELINES ........cueieieeeeeeeceeeteeeee ettt aenan 614
Configuration options for manual approval actions ........c.cceceeeeeeeccececcecccecececee e 614
Setup and workflow overview for approval actions .........cccceoeeeeeeeecececcceeeeceeeeee e 615
Grant approval permissions to an IAM user in CodePipeling .........ccoveeeveceeenecieeceecreceecreen, 616
Grant Amazon SNS permissions t0 @ SErViCe rOLe ........cccciceeeeeeeceeeeeetece e 619
Add @ manual apPProval QCLION ...t steste e e e e e e e e e e saesaatans 621
Approve or reject an approval aCtiON ... 625
JSON data format for manual approval notifications ........ccceeeeeeeciecieceececeeee e 629
Add a cross-Region action t0 @ PIPELINE ...ttt aeeaeas 630
Manage cross-Region actions in a pipeline (CONSOLE) ......ccueveeieeererececeeeeecee e 632
Add a cross-Region action to @ Pipeling (CLI) ..coeeeeieiecieeeeeeeeeeeeteeeete e 634
Add a cross-Region action to a pipeline (AWS CloudFormation) .......cccceceeeeeneneeveeeeceecnenens 640
WOrKing With VAriables ...ttt ettt e s e e a e st e b et s b e s s e e neaennans 642
Configure actions fOr Variables ...t 643
VIEW OULPUL VAFIADLES ..ottt e ettt e b et e st e e e e e s et e naenean 648
Example: Use variables in manual approvals ... eae s 650
Example: Use a BranchName variable with CodeBuild environment variables ...................... 651
Working with stage tranSitions .......cciiiiiiiiiiiiieeeeniniiiiiiieiiiiieteeesssssiiiiseettstsssssssssssssssssssssssssssses 654
Disable or enable tranSitioNs (CONSOLE) .....uuiviuiiiieiiiiiiieeeeeeeeerte ettt e eeaeeesreesssseessssesssssesssseessnne 654
Disable or enable tranSitioNSs (CLI) ...euuieveiiiceeiiieeieseeeeeeeenieeeeseeeeeseeseseeessresssssesssssesssseessssessssseessnne 656
MONItOriNg PIPELINES ....ueeeiiiiiiiiiiiiiiietttiiiiiiieettttteeeassssssssssssesssssssssssssssssssssssssssssssssssssssssssssssssss 658
Monitoring COdEPIPEliNG EVENTES ...ttt ettt ae s e e sa s s aeaans 659
DELAIL LYPES ettt ettt et st e sttt e e e e e e e a et et e bentensaebeereeneenaentenean 660
PIPELINE-LEVEL BVENTS ...ttt sttt sae st aesae e e e e e e e a et e aansantans 663

API Version 2015-07-09 xi



AWS CodePipeline User Guide

SEAGE-LEVEL BVENTES ...ttt s te st e sa ettt e st s b e e e e e e e e e e aebantans 671
ACLION-LEVEL BVENTS ...ttt ettt ettt et s s e st e e e e s et e e saasesasnenns 675
Create a Rule That Sends a Notification on a Pipeline Event ............ocoveeeeceneeeeiececeeeenne 683
Events placeholder bUCKet refEreNCe ... nens 688
Events placeholder bucket Nnames by REGION ..o 688
Logging API calls with AWS CloudTrail ......cceeieieeeeeeeceeeeeeteere et 692
CodePipeline information in ClLoUdTrail .....c.coeeieieieieeeeeee e 692
Understanding CodePipeline log file @ntri@s ... 693
TrouDBLESHOOTING ..cciiiiiiieeiiciiiiiiiiiiiiitnneeeniiiiieeietttesasesssssssssssseesesssssssssssssssssssssssssssssssssssssssssssssanas 696

Pipeline error: A pipeline configured with AWS Elastic Beanstalk returns an error
message: "Deployment failed. The provided role does not have sufficient permissions:

Service:AmazonElasticLoadBalanCing" ...ttt sae e naens 697
Deployment error: A pipeline configured with an AWS Elastic Beanstalk deploy action hangs
instead of failing if the "DescribeEvents" permission is MiSSIiNG .......cccceceevevevereniecceeceereeceeceennns 698

Pipeline error: A source action returns the insufficient permissions message: "Could not access
the CodeCommit repository repository-name. Make sure that the pipeline IAM role has

sufficient permissions to access the repoSItOry." ... 698
Pipeline error: A Jenkins build or test action runs for a long time and then fails due to lack of
credentials Or PEIMISSIONS ......c.ccicieeieeereeeeteeetete e s e e e e e e e saesaestesse s e s e e sa e e eaessessessassessassnasaansans 698
Pipeline error: A pipeline created in one AWS Region using a bucket created in another AWS
Region returns an "InternalError" with the code "JobFailed" ..., 699
Deployment error: A ZIP file that contains a WAR file is deployed successfully to AWS Elastic
Beanstalk, but the application URL reports a 404 not found error ........ccccceeeeeeeeceeceeieeseeseeseennns 698
Pipeline artifact folder names appear to be truncated ... 700
Add CodeBuild GitClone permissions for connections to Bitbucket, GitHub, GitHub Enterprise

Y= Y/=] o ] L CT1 o =] o Xl ] o o HP USRS 700
Add CodeBuild GitClone permissions for CodeCommit source actions .........cceceeueveeeverceeennnne 702

Pipeline error: A deployment with the CodeDeployToECS action returns an error message:
"Exception while trying to read the task definition artifact file from: <source artifact

NAIMIE>" Lottt ettt ettt s e st s be st e et e s b e e b e st s s e et e st e sb e et e st s be st e eateeseesbe st ssessbeentesseenbenneans 703
GitHub version 1 source action: Repository list shows different repositories .........cccccevevennneeee 703
GitHub version 2 source action: Unable to complete the connection for a repository .............. 704
Amazon S3 error: CodePipeline service role <ARN> is getting S3 access denied for the S3

bucket <BUCKEINGMES ...ttt ettt st et sb et e sa et ssesa e ne 704
Pipelines with an Amazon S3, Amazon ECR, or CodeCommit source no longer start
QUEOMATICALLY ettt e st e st e st e st e e e e e et et et e besaessessesseennanns 707

API Version 2015-07-09 xii



AWS CodePipeline User Guide

Connections error when connecting to GitHub: "A problem occurred, make sure cookies are

enabled in your browser" or "An organization owner must install the GitHub app" .................. 708
Error when the CloudFormationStackSet or CloudFormationStackInstances actions
are NOt available iN @ REGION ...ttt ettt e st e s ae st e sre e e s e s s e s et esaesaaneans 709
Pipelines with execution mode changed to QUEUED or PARALLEL mode fails when run limit
FEACKIEA ..ttt ettt st s et et s s b et et s se st et e s e be st e e e s et et s aa s et esaesatenaesans 709
Pipelines in PARALLEL mode have an outdated pipeline definition if edited when changing to
QUEUED Or SUPERSEDED MOME ....ouiieieieeetetetecteeeeeete e aetestestessessessessse s e s essessessessassessassassasssenean 710
Pipelines changed from PARALLEL mode will display a previous execution mode .................... 710
Pipelines with connections that use trigger filtering by file paths might not start at branch
(o L= | 4] o] o [OOSR TSROSO SRR R SRR RRPPOPR SRR 710
Pipelines with connections that use trigger filtering by file paths might not start when file
LM IS FEACKEM .ttt sttt et st et e st et e st e st e s s e b et s e saessenasnans 711
Need help With @ diffEr@nt ISSUE? ...ttt aan 711
SECUNITY ceiiiiiiiieennnniiiieieieitinnnsessssssssssssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 712
DAta PrOTOCLION ...ttt et s e st e e s a e s st e s sae e s e e s sesssaessaesssasssassssessseesssesssannn 713
INternetwork traffic Privacy ettt st 714
ENCIYPLION @ FEST ..ttt et s et s e e s sae e s e e s ae s sa e s aeesanesnassnnasanas 714
ENCryption IN tranSit ..ottt ssre s sre st e s sae s se e s sre s ae e s aesssaessne s nnassnesanas 714
Encryption KeY ManagemMIENTt ........ceeieieeiiniecieeeeeee sttt steste s e e e s s e s e stesaesae s e sse s e e s saesaessansans 714
Configure server-side encryption for artifacts stored in Amazon S3 for CodePipeline ........ 715
Use AWS Secrets Manager to track database passwords or third-party API keys ................. 718
Identity and access MANAGEMENT ..ottt te e s e s e s e e s e s e saesaaaans 719
AUAIENCE ..ttt ettt sttt et s s st t s s s et e e s s et et s sa b et esassasbestesesestesassansensenanes 719
Authenticating With identities ......c.coeioeeeeeee et nns 720
Managing access USING POLICIES ..c..ccueeuieieieietecieeer ettt a et et e s aesaesre s e s e e n e aa s 723
How AWS CodePipeline works With [AM ... 725
Identity-based POLliCYy EXAMPLES ..ottt e e et aesaantens 730
Resource-based policy @XAMPLES ......cuicieiiieeeececteeee ettt st st e e e e a e s a e e b ae s 766
TrOUBLESNOOTING ..ttt st e e et st e e st e st e b e s e s sa e e s e e ae s etanean 767
CodePipeline permissions refEreNCE ...ttt st ean 769
Manage the CodePipeling SErviCe rOLE ...ttt sa e sa et aan 779
INCIAENT FESPONSE ...ttt et ste e st este s e e e e e st e s e st et et asbesbesseesasseesaestansesasensessessasssansanes 791
ComPLiANCe VAlIAAtioN ..ottt sttt e st e s aesbe s e s e e e e e aeaantans 792
RESILIEICE .ttt sttt ettt st s bt et s et et s b et et s s et et ssasse st enessasseneenn 793
INFraStrUCTUIE SECUNILY cuviieieteeeee ettt ettt te e st e e e e e e e s et e saesaesae s s e ssessne e e s enaansansans 793

API Version 2015-07-09 xiii



AWS CodePipeline User Guide

SECUNITY DEST PraCliCOS ..ottt ettt e s ae st e e te e s e e e e e s et e testassessesnnenaannans 794
Command line refereNCe .....cciiiiiiiiiiiiinnenneiiiiiiiiieiiensasssssssssssssssssssssssssssssssssssssssssssssssssssssssss 79D
Pipeline structure reference .....ciiiiieiiiiiiiieeennnciiiiicciiiineeeesssssssssssssesssssssssssssssssssssssssssssssssssses 7 90

Valid action types and providers in COdePipeling ........c.ouecueeeeeeeeeeeeeeeeece e 796
Pipeline and stage structure requirements in CodePipeling ..........ccoveveeveciecenenenieeeeeeeeeerenne 800
Action structure requirements in COdEPIPELINEG ....c.ooeeieieieeeeee e 803
Number of input and output artifacts for each action type ..., 809
Default settings for the PollForSourceChanges parameter .........ooeveeeeceececeneeveseereeceeeennes 811
Configuration details by provider TYPe ...ttt 813
Action Structure referenCe ......cccccciiiiiiiiiiiiisssssssssssssssssssssnssssssssssssssssssssssssssssssssssssssssssssssssssssssaces &1
AMAZON ECR .ottt ettt et sb e st s a s a e et a e st st s b et e et e be st e e a e e se et e neenens 816
ACTION LY PO ettt ettt ettt e e st e st e s sae s s ae s s st e s b e s s sa e s b e e saaesssessaesssessstesssesssaesssaesseasssenne 816
ConfigUration PAramMELELS ...ttt te et sa et ae s ae s e s aa s e e s sneaenes 817
INPUL @rEITACES .ottt ettt st e et e s e e e et et e b e stasbesaa e e snnennennanes 817
OULPUL @rtifACES coueeeeeceeee ettt e ae st s e e et e st e st e s b e seesa e e e e enaansanes 817
OULPUL VAITADLES ...ttt ettt s e s e e e e e et sa et e b e be s e e e e se e e enaantesansanes 817
Action declaration (Amazon ECR @XamMPLE) ..cc.ccueeiiieiecieieeeceeeeeeeete ettt sesaesaeneens 818
SEE QLSO vttt sttt b et ettt et e b et et e R et et e aeeae b e e esentenaens 819
Amazon ECS and CodeDeploy BlUE-grEeN ...ttt sa e st sesaa s 820
ACTION LY PO ettt ettt e e st e st e s s se s s e e s s s e e st e s sa e s b e e saaesssessaessseessaesssesssaessseesseessenne 820
ConfigUration PAramMELELS ...ttt st sa et st s b e b e s ba s e s e e saenaenes 821
INPUL @IEITACES .ottt et e st e e e e et b et et e stasbesaa e e sneennenaanes 822
OULPUL @rtifACES coueeeeeceeee ettt e ae st s e e et e st e st e s b e seesa e e e e enaansanes 823
ACLION dECLATATION ettt sttt sttt et e e s b et e e ssesse s s e ssassennen 824
SEE QLSO ittt sttt b et et s et et s b et et e R et et e aeese b e e ese st eneenas 825
AmMAzon ELlastic CONTAINET SEIVICE ...ttt sttt ettt e e saeste s s e ssesa e e ssasaenees 826
ACTION LY PO ettt ettt et e e st e st e s s ae e s b e s sae e s b e s sa e s b e e satassse s seessseesstesssessaessseesseesssenne 827
ConfigUration PAramMELELS ...ttt e et et stesbe s aa s seesnenaanes 827
INPUL @IEITACES .ottt ettt s e e e e et et e tesbasbessa e e ennennenaanes 828
OULPUL @rtifACES coueeeeeeeeee et ettt e s ae et a e e et e st et e s b e seesaesa s e enaenaanes 828
ACLION dECLAATION vttt ettt sttt st e e s b e st e e saa b e s ssassasseneen 829
SEE QLSO vttt st sttt et et h e b e e be st et e R et et e aeeae st e e esensentens 830
AMAzon S3 dePLloy ACION ...ttt ettt e ae e et e e e et e st et beebe e e enneaennens 830
ACTION LY PO ettt ettt ettt e e st e e e s s ae s s b e s sae e s b e s sa e s b e e satasssesasaessseesstesssesssaessseesseesssenne 831
ConfigUration PAramMELELS ...ttt e e et saesae st e s aa e sessneaenes 831
INPUL @rEITACES .ottt sttt e e e e e e e b et e st e stasbessa e e eseennenaanes 832

API Version 2015-07-09 xiv



AWS CodePipeline User Guide

OULPUL @rtifACES ettt e e s et s e e et et et e s b e seesaesa e e enaensanes 833
Example action cONfIQUIAtion ...ttt saeste e re e e e nenennens 833
SEE QLSO ittt ettt st b et et b et et e be st e st e R et et e aeese st e e esensentenas 836
AMAZON S3 SOUINCE QCTION ..ouuiiiieieiieieetecee ettt et s st st et e st s s s be st essessbessessnessbesneesnenns 836
ACTION LY PO ettt sttt e s st st e s s ae s s b e s sae e s b e s s sa e s b e e saaassse s saessseesstesssesssaessseesseesssenne 837
ConfigUration PAramMELELS ...ttt e e et ae s aesbesaa e e e saeaanes 837
INPUL @rEITACES .ottt ettt st e et e s e e e et et e b e stasbesaa e e snnennennanes 838
OULPUL @rtifACES coueeeeeeeeeee ettt e ae s et s e s et e st et e s b e s e s saese e e enaentanes 838
OULPUL VAITADLES ..ttt st s e e s e e e e e s st et e b e s be b e e e e se e e esaansensansanes 839
ACLION dECLAATION vttt ettt st ettt e b e st e e s s esbe s s e ssassennen 839
SEE QLSO ettt sttt et ettt e be st e st e R et et e st e ae st e e esententens 840
AWS APPCONTIG cnritiieeteteteteeseres ettt te s e s e e e e et et et estesse e s e s e e e et et e st e tassasseeseesaensensansansansanes 841
ACTION LY PO ettt ettt ettt e e st e st e s sae s s ae s s st e s b e s s sa e s b e e saaesssessaesssessstesssesssaesssaesseasssenne 841
ConfigUration PAramMELELS ...ttt e e et saesae st e s aa e sessneaenes 841
INPUL @IEITACES .ottt ettt s e e s a e e b et e st e stasbessa e e esnennennanes 842
OULPUL @rtifACES coueeeeeceeee ettt e ae st s e e et e st e st e s b e seesa e e e e enaansanes 842
Example action cONfIQUIAtion ...ttt saeste e e e a e e a e s ennens 842
SEE QLSO vttt sttt b et ettt et e b et et e R et et e aeeae b e e esentenaens 843
AWS CLOUAFOIMALION ..eviiiiiieiieieieteestesteeseste sttt st et esse st e sae st et s e ssaste e s e saestesassassenssssssassenens 844
ACTION LY PO ettt ettt e e st e st e s s se s s e e s s s e e st e s sa e s b e e saaesssessaessseessaesssesssaessseesseessenne 845
ConfigUration PAramMELELS ...ttt st sa et st s b e b e s ba s e s e e saenaenes 845
INPUL @IEITACES .ottt et e st e e e e et b et et e stasbesaa e e sneennenaanes 849
OULPUL @rtifACES coueeeeeceeee ettt e ae st s e e et e st e st e s b e seesa e e e e enaansanes 850
OULPUL VAITADLES ...ttt ettt st s e e e e e e e b e st e b e b e be s e e e eseenaenaantensansanes 850
ACLION dECLATATION ettt sttt sttt et e e s b et e e ssesse s s e ssassennen 851
SEE QLSO vttt ettt b ettt e st be st et e R et et e aeese st e e esenseneenas 852
AWS CloudFormation STACKSELS ...ttt sttt ss et e sse s se s e sae e sas 852
How AWS CloudFormation StackSets actions WOrK ........ccccveverirvineneninienenteieneneneeeseneeeeaens 854
How to structure StackSets actions in @ PIPELiNe ... 855
The CloudFormationStackSet aCtion ..ttt aene 857
The CloudFormationStackinStances aCtion ..........ccocvvirenierinienenteenenreeresee et 870
Permissions models for stack set OpPerations ...........ccoeceeenenececceccecceee e 879
Template parameter data TYPES ..ottt aan 880
SEE QLSO ettt ettt b et ettt e b et et e R e s et e aeeae st e e esantenaens 852
AWS COAEBUILA ...ttt ettt sttt sttt s e sb e st s s s et et ssasbe s enaene 882
ACTION LY PO ettt ettt ettt e e st s s te s s re s s b e s sse e s b e s sa e s b essseasssesseesssassstesssesssaesssessssesssenne 882

API Version 2015-07-09 xv



AWS CodePipeline User Guide

ConfigUration PAramMELELS ...ttt e e et ae s aesbesaa e e e saeaanes 882
INPUL @rEITACES .ottt ettt st e et e s e e e et et e b e stasbesaa e e snnennennanes 884
OULPUL @rtifACES ettt e s et s e e et et et e s b e s s e s sa e e e e enaensanes 885
OULPUL VAITADLES .ttt ettt et e e e e e e et e st et e b e s e s e e e eseenaesaantensansanes 885
Action declaration (CodeBuild eXamPle) .....c.coeoeriiiiceieceeceeeeeete ettt aeaas 886
SEE QLSO ittt ettt st b et et b et et e be st e st e R et et e aeese st e e esensentenas 887

AWS COAECOMIMIL ..viiiiiieierieeeeneteesestet e stest et e st et s e st et sse st e st e e sseste e ssessestesassassesassessensenessessessesens 888
ACTION LY PO ettt ettt st e e st e st e s s st s s e e s saa e s b e s sa e s beesaaesssessaessseessaesssesssaessseenseesssenne 889
ConfigUration PAramMELELS ...ttt te et sa et ae s ae s e s aa s e e s sneaenes 889
INPUL @rEITACES .ottt ettt st e et e s e e e et et e b e stasbesaa e e snnennennanes 890
OULPUL @rtifACES coueeeeeeceeee ettt et e st s e e et e st et e s b e seesa e e s e enaenaanes 890
OULPUL VATTADLES .ttt ettt s e e e e e s e st et e b e s be s e e e e se e e e aebasansanes 891
Example action cONfIQUIAtion ..ottt aesaeste e re e e aenennens 892
SEE QLSO ettt sttt et ettt e be st e st e R et et e st e ae st e e esententens 894

AWS COAEDEPLOY ...ttt et e et et este s testesse e e s e e s et e st e ssassasseesaesaassessantassassansassessneseanaans 894
ACTION LY PO ettt ettt e e st e st e s s se s s e e s s s e e st e s sa e s b e e saaesssessaessseessaesssesssaessseesseessenne 895
ConfigUration PAramMELELS ...ttt st sa et st s b e b e s ba s e s e e saenaenes 895
INPUL @IEITACES .ottt ettt e e e s e e e e b et et e stasbesaaeseeseennenaanes 895
OULPUL @rtifACES coueeeeeceeee ettt e ae st s e e et e st e st e s b e seesa e e e e enaansanes 896
ACLION dECLATATION ettt ettt sttt et e s be st e e ssa b e s s e ssassenaen 896
SEE QLSO vttt sttt b et ettt et e b et et e R et et e aeeae b e e esentenaens 897

CodeStarSourceConnection for Bitbucket Cloud, GitHub, GitHub Enterprise Server,

GitLab.com, and GitLab self-managed actions ... 898
ACTION LY PO ettt ettt et e e st e st e s s ae e s b e s sae e s b e s sa e s b e e satassse s seessseesstesssessaessseesseesssenne 901
ConfigUration PAramMELELS ...ttt re e e et ae s ae b e st e e sessneaenes 901
INPUL @IEITACES .ottt ettt s ae e te s e e e e e e st et et e s basbessa e e eseennenaanes 903
OULPUL @rtifACES coueeeeeceeee ettt e ae st s e e et e st e st e s b e seesa e e e e enaansanes 903
OULPUL VAITADLES ...ttt ettt st s e e e e e e e b e st e b e b e be s e e e eseenaenaantensansanes 903
ACLION dECLAATION vttt ettt et et et e s e st e e sae b e s s e ssassenaen 904
Installing the installation app and creating a connection ..., 906
SEE QLSO vttt st sttt et et h e b e e be st et e R et et e aeeae st e e esensentens 906

AWS DEVICE FANM ettt st s et et e st e ss e s s e st s ssesste st e ese st e s st ssse st esntesesasesstsnsesnsasseensens 907
ACTION LY PO ettt ettt e e st e e e e s s re s s b e s sae e s b e s sa e s b e e satesssessaesssesssaesssesssaessseesseesssenne 907
ConfigUration PAramMELELS ...ttt e e et saesae st e s aa e sessneaenes 908
INPUL @rEITACES .ottt sttt e e e e e e e b et e st e stasbessa e e eseennenaanes 912
OULPUL @rtifACES ettt s et s e e et et et e s b e s e e sa e e e e enaensanes 912

API Version 2015-07-09 xvi



AWS CodePipeline User Guide

ACLION dECLAATION vttt ettt st et b e st e e s b et e e s s esbe s ssassasaeneen 912
SEE QLSO ittt ettt st b et et b et et e be st e st e R et et e aeese st e e esensentenas 913
AWS LamMDAQ ..ottt sttt ee st sttt st e st s b st e e s s et e st s sae st e e s s e b et e e sse s e e enensenaesastans 914
ACTION LY PO ettt sttt e s st st e s s ae s s b e s sae e s b e s s sa e s b e e saaassse s saessseesstesssesssaessseesseesssenne 914
ConfigUration PAramMELELS ...ttt e e et ae s aesbesaa e e e saeaanes 915
INPUL @rEITACES .ottt ettt st e et e s e e e et et e b e stasbesaa e e snnennennanes 915
OULPUL @rtifACES coueeeeeeeeeee ettt e ae s et s e s et e st et e s b e s e s saese e e enaentanes 915
OULPUL VAITADLES ..ttt st s e e s e e e e e s st et e b e s be b e e e e se e e esaansensansanes 915
Example action coNfiQUIation ...ttt te e aeaenens 915
EXQMPLE JSON @VENT ...ttt te et e et et et e st e st e s e e e s e ens et e saestesaassassnssnsnnans 917
SEE QLSO ettt sttt et ettt e be st e st e R et et e st e ae st e e esententens 919
SNIYK ettt ettt sttt et st e st et s st et s e st se e ettt e et et e ae e b et et e s et et e Rt e R et et e R et et e R e s et et e s et et eseesenteneens 920
ACTION TYPE ID ettt ettt ree st e st e e st e st e s se e s b e s s st e s aesssaessaessaaessaesssaesssessseessaasans 920
INPUL @rEITACES .ottt ettt st e et e s e e e et et e b e stasbesaa e e snnennennanes 921
OULPUL @rtifACES coueeeeeceeee ettt e ae st s e e et e st e st e s b e seesa e e e e enaansanes 921
SEE QLSO vttt st st st b et et b et et e b et e st e R et et e aeete st e e esenteneens 921
AWS SEEP FUNCLIONS ..ttt ettt e s sre s st e s ae s s e e s sa e s sa e s saessaa e saesssaesssesssaasssasssaenssassneens 921
ACTION LY PO ettt ettt e e st e st e s s se s s e e s s s e e st e s sa e s b e e saaesssessaessseessaesssesssaessseesseessenne 922
ConfigUration PAramMELELS ...ttt st sa et st s b e b e s ba s e s e e saenaenes 922
INPUL @IEITACES .ottt ettt e e e e e e e et e b e st e sbasbesaa e e eseennenaanes 923
OULPUL @rtifACES coueeeeeceeee ettt e ae st s e e et e st e st e s b e seesa e e e e enaansanes 923
OULPUL VAITADLES ...ttt ettt st s e e e e e e e b e st e b e b e be s e e e eseenaenaantensansanes 924
Example action coNfiQUIation ...ttt st neaens 924
BERAVIOK .ttt ettt st ettt ettt et e e st et et et e e e sente e esaaan 927
SEE QLSO ittt sttt b et et s et et s b et et e R et et e aeese b e e ese st eneenas 843
Integration Model referenCe .......cciiiiiiiiiiiiiieeennniiiiieieiiininneessssssssssssssssssssssssssssssssssssssssssssss 330
How third-party action types work with the integrator ... 930
CONCEPLS ettt ettt et s e st e e st e s ae s sae e s b e e sa e s s e s s sa e s b e e ssaessse s saesssee st essaa s st e saeessa e aesaeessaaesaennaanns 931
Supported iNtegration MOELS ...ttt te e s e e s e e e e saenans 932
Lambda integration MOAEL ...ttt ettt e saesae st e s e s e ssenenaatans 934
Update your Lambda function to handle the input from CodePipeline ..........ccceveveeennenee. 934
Return the results from your Lambda function to CodePipelinge ........coeeeeveeeeveeceecvecrenenne. 939
Use continuation tokens to wait for results from an asynchronous process ..........cccueuue...... 940
Provide CodePipeline the permissions to invoke the integrator Lambda function at
FUNTIMIE ottt ettt st a st e e a s b e st e st s b e et e e st s ae st e st e sbesabesseesasasesesnsannes 941
Job worker integration MOAEL ...ttt s ae st esae s e seennens 941

API Version 2015-07-09 xvii



AWS CodePipeline User Guide

Choose and configure a permissions management strategy for your job worker ................. 942
Image definitions file refErenCe ... iciiiiiiiiiieecciicnccntinneeeeeseesssseeeeetttssssssssssssssssssssssssssssssns 944
imagedefinitions.json file for Amazon ECS standard deployment actions .......cccccceeveeeevecvenennene 944
imageDetail.json file for Amazon ECS blue/green deployment actions .........ccccceeeeeveeeeeennnen. 947
VAKADLES ceeeeveeerreeennennnneenennnnnminniiiiiiiiiiiiiiieiieieeesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssses 951
@] g [al=] 0] £ TPT P T O T OR T U RSP P RSP OUPRRPTRUPPRRRPPRPPRTRR 952
VAKADLES ..ottt st sttt et et e b et et e s et et e se et et e e esentan 952
NQMIESPACES ...eveereeieetercteete et eerte e st ee e e st esstessseesaessseesstessseessaessseesssessseasssesssaesssessseesssessseesssesssenses 953

USE CASES FOI VArIADLES .....ouiieieieete ettt sttt ae sttt s b et e sba s e e s e nans 954
CoNFIGUIING VATADLES ...ttt ettt e st e st e e e e e s e s et e b e stesaessassesnsennansantans 954
Configuring variables at the pipeling LeVeLl ... 954
Configuring variables at the action LeVEL ... 955
Variable rESOLULION ...c.ciuiieieereteeree ettt et sttt sttt e st e e s et et ssesse s e e ssassesnesans 958
RULES TOI VAFIADLES ...ttt ettt sa e st sa e st sa et st et e e s saneen 958
Variables available for pipeling QCtions ...ttt aeaens 959
Actions with defined variable KEYS ...ttt 959
Actions with user-configured variable KeYSs ...t 963
Working with glob patterns in SYNtaX ....ccceeeeeeecciiiiiiiiiiiiinneeennesiiiiiiciiniiessssssssssssssssssssssssssses 966
Update polling pipelines to the recommended change detection method .................ccccuuuuue.. 968
Update a GitHub version 1 source action to a GitHub version 2 source action ........cccceeeeeeeennns 969
Step 1: Replace your version T GitHUD @Ction ... 970
Step 2: Create a connection to GItHUD ..o e 971
Step 3: Save your GitHUD SOUICE @CtioN ...ttt nnns 972

[ 1110 ) - 13PN 973
Appendix A: GitHub version 1 SoUrce actions ......ccccciieieiiiineeeeeenciiiiieccennessessssssssssssssssssssssssssses 988
Adding a GitHub version 1 SOUrCe aCtion ..ottt sre e e aesaeaens 989
GitHub version 1 source action Structure referenCe ........cvverecireneneieneneeeseeeese e 989
ACTION LY PO ettt ettt et e e st e st e s s ae e s b e s sae e s b e s sa e s b e e satassse s seessseesstesssessaessseesseesssenne 990
ConfigUration PAramMELELS ...ttt e e et saesae st e s aa e sessneaenes 990
INPUL @IEITACES .ottt ettt e e e e e e b e st e aesta s bessa e e ennennenaanes 992
OULPUL @rtifACES coueeeeeeeeee et ettt e s ae et a e e et e st et e s b e seesaesa s e enaenaanes 992
OULPUL VAITADLES ..ttt ettt s e te e e e e s e st et e b e s be s e e e e se e e e saantensansanes 993
Action declaration (GitHUD @XamPLe) ....cc.eou oottt st 994
Connecting to GItHUD (OQAULN) ..ottt st a e et 995

SEE QLSO vttt st sttt et et h e b e e be st et e R et et e aeeae st e e esensentens 995
DOCUMENT NISTOIY auuueiiiiiiiiiiiiiieeeennniiiiiiiieeiiieensssssssssssssssssessssssssssssssssssssssssssssssssssssssssssssssssssssssssnne 996

API Version 2015-07-09 xviii



AWS CodePipeline User Guide

EQrlIEr UPAALES ..ottt st e e e e st e e st et e st e st e s s e e seesaesa e s et e tenbansassassassessnanean 1016
AWS GLOSSANY .cceeeeennnnissieeeenneeessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssses 1027

API Version 2015-07-09 xix



AWS CodePipeline User Guide

What is AWS CodePipeline?

AWS CodePipeline is a continuous delivery service you can use to model, visualize, and automate
the steps required to release your software. You can quickly model and configure the different
stages of a software release process. CodePipeline automates the steps required to release your
software changes continuously. For information about pricing for CodePipeline, see Pricing.

Topics

« Continuous delivery and continuous integration

« What can | do with CodePipeline?

« A quick look at CodePipeline

« How do | get started with CodePipeline?

» CodePipeline concepts

» DevOps pipeline example

« How pipeline executions work

 Input and output artifacts

» Pipeline types

« What type of pipeline is right for me?

Continuous delivery and continuous integration

CodePipeline is a continuous delivery service that automates the building, testing, and deployment
of your software into production.

Continuous delivery is a software development methodology where the release process is

automated. Every software change is automatically built, tested, and deployed to production.
Before the final push to production, a person, an automated test, or a business rule decides when
the final push should occur. Although every successful software change can be immediately
released to production with continuous delivery, not all changes need to be released right away.

Continuous integration is a software development practice where members of a team use a version

control system and frequently integrate their work to the same location, such as a main branch.
Each change is built and verified to detect integration errors as quickly as possible. Continuous
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integration is focused on automatically building and testing code, as compared to continuous
delivery, which automates the entire software release process up to production.

For more information, see Practicing Continuous Integration and Continuous Delivery on AWS:

Accelerating Software Delivery with DevOps.

You can use the CodePipeline console, the AWS Command Line Interface (AWS CLI), the AWS SDKs,
or any combination of these to create and manage your pipelines.

What can | do with CodePipeline?

You can use CodePipeline to help you automatically build, test, and deploy your applications in the
cloud. Specifically, you can:

« Automate your release processes: CodePipeline fully automates your release process from
end to end, starting from your source repository through build, test, and deployment. You can
prevent changes from moving through a pipeline by including a manual approval action in
any stage except a Source stage. You can release when you want, in the way you want, on the
systems of your choice, across one instance or multiple instances.

« Establish a consistent release process: Define a consistent set of steps for every code change.
CodePipeline runs each stage of your release according to your criteria.

« Speed up delivery while improving quality: You can automate your release process to allow
your developers to test and release code incrementally and speed up the release of new features
to your customers.

» Use your favorite tools: You can incorporate your existing source, build, and deployment tools
into your pipeline. For a full list of AWS services and third-party tools currently supported by
CodePipeline, see Product and service integrations with CodePipeline.

« View progress at a glance: You can review real-time status of your pipelines, check the details of
any alerts, retry failed stages or actions, view details about the source revisions used in the latest
pipeline execution in each stage, and manually rerun any pipeline.

» View pipeline history details: You can view details about executions of a pipeline, including start
and end times, run duration, and execution IDs.

A quick look at CodePipeline

The following diagram shows an example release process using CodePipeline.

What can | do with CodePipeline? API Version 2015-07-09 2
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In this example, when developers commit changes to a source repository, CodePipeline
automatically detects the changes. Those changes are built, and if any tests are configured, those
tests are run. After the tests are complete, the built code is deployed to staging servers for testing.
From the staging server, CodePipeline runs more tests, such as integration or load tests. Upon the
successful completion of those tests, and after a manual approval action that was added to the
pipeline is approved, CodePipeline deploys the tested and approved code to production instances.

CodePipeline can deploy applications to EC2 instances by using CodeDeploy, AWS Elastic Beanstalk,
or AWS OpsWorks Stacks. CodePipeline can also deploy container-based applications to services by
using Amazon ECS. Developers can also use the integration points provided with CodePipeline to
plug in other tools or services, including build services, test providers, or other deployment targets
or systems.

A pipeline can be as simple or as complex as your release process requires.

How do | get started with CodePipeline?

To get started with CodePipeline:

1. Learn how CodePipeline works by reading the CodePipeline concepts section.

2. Prepare to use CodePipeline by following the steps in Getting started with CodePipeline.

3. Experiment with CodePipeline by following the steps in the CodePipeline tutorials tutorials.

4. Use CodePipeline for your new or existing projects by following the steps in Create a pipeline in
CodePipeline.

How do | get started with CodePipeline? API Version 2015-07-09 3
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CodePipeline concepts

Modeling and configuring your automated release process is easier if you understand the
concepts and terms used in AWS CodePipeline. Here are some concepts to know about as you use
CodePipeline.

For an example of a DevOps pipeline, see DevOps pipeline example.

The following terms are used in CodePipeline:

Topics

« Pipelines
+ Stages

- Actions

« Pipeline executions

« Stage executions

e Action executions

 Action types

« Transitions

o Artifacts

e Source revisions

e Triggers

« Variables

Pipelines

A pipeline is a workflow construct that describes how software changes go through a release
process. Each pipeline is made up of a series of stages.

Stages

A stage is a logical unit you can use to isolate an environment and to limit the number of
concurrent changes in that environment. Each stage contains actions that are performed on the
application artifacts. Your source code is an example of an artifact. A stage might be a build stage,
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where the source code is built and tests are run. It can also be a deployment stage, where code is
deployed to runtime environments. Each stage is made up of a series of serial or parallel actions.

Actions

An action is a set of operations performed on application code and configured so that the actions
run in the pipeline at a specified point. This can include things like a source action from a code
change, an action for deploying the application to instances, and so on. For example, a deployment
stage might contain a deployment action that deploys code to a compute service like Amazon EC2
or AWS Lambda.

Valid CodePipeline action types are source, build, test, deploy, approval, and invoke. For a
list of action providers, see Valid action types and providers in CodePipeline .

Actions can run in series or in parallel. For information about serial and parallel actions in a stage,
see the runOrder information in action structure requirements.

Pipeline executions

An execution is a set of changes released by a pipeline. Each pipeline execution is unique and has
its own ID. An execution corresponds to a set of changes, such as a merged commit or a manual
release of the latest commit. Two executions can release the same set of changes at different
times.

While a pipeline can process multiple executions at the same time, a pipeline stage processes
only one execution at a time. To do this, a stage is locked while it processes an execution. Two
pipeline executions can't occupy the same stage at the same time. The execution waiting to enter
the occupied stage is referred to an inbound execution. An inbound execution can still fail, be
superseded, or be manually stopped. For more information about how inbound executions work,
see How Inbound Executions Work.

Pipeline executions traverse pipeline stages in order. Valid statuses for pipelines are InProgress,
Stopping, Stopped, Succeeded, Superseded, and Failed.

For more information, see PipelineExecution.

Stopped executions

The pipeline execution can be stopped manually so that the in-progress pipeline execution does
not continue through the pipeline. If stopped manually, a pipeline execution shows a Stopping
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status until it is completely stopped. Then it shows a Stopped status. A Stopped pipeline
execution can be retried.

There are two ways to stop a pipeline execution:

« Stop and wait

« Stop and abandon

For information about use cases for stopping an execution and sequence details for these options,
see How pipeline executions are stopped.

Failed executions

If an execution fails, it stops and does not completely traverse the pipeline. Its status is FAILED
status and the stage is unlocked. A more recent execution can catch up and enter the unlocked
stage and lock it. You can retry a failed execution unless the failed execution has been superseded
or is not retryable.

Execution modes

To deliver the latest set of changes through a pipeline, newer executions pass and replace less
recent executions already running through the pipeline. When this occurs, the older execution is
superseded by the newer execution. An execution can be superseded by a more recent execution at
a certain point, which is the point between stages. SUPERSEDED is the default execution mode.

In SUPERSEDED mode, if an execution is waiting to enter a locked stage, a more recent execution
might catch up and supersede it. The newer execution now waits for the stage to unlock, and the
superseded execution stops with a SUPERSEDED status. When a pipeline execution is superseded,
the execution is stopped and does not completely traverse the pipeline. You can no longer retry the
superseded execution after it has been replaced at this stage. Other available execution modes are
PARALLEL or QUEUED mode.

For more information about execution modes and locked stages, see How executions are processed
in SUPERSEDED mode.

Stage executions

A stage execution is the process of completing all of the actions within a stage. For information
about how a stage execution works and information about locked stages, see How executions are
processed in SUPERSEDED mode.
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Valid statuses for stages are InProgress, Stopping, Stopped, Succeeded, and Failed.
You can retry a failed stage unless the failed stage is not retryable. For more information, see
StageExecution.

Action executions

An action execution is the process of completing a configured action that operates on designated
artifacts. These can be input artifacts, output artifacts, or both. For example, a build action might
run build commands on an input artifact, such as compiling application source code. Action
execution details include an action execution ID, the related pipeline execution source trigger, and
the input and output artifacts for the action.

Valid statuses for actions are InProgress, Abandoned, Succeeded, or Failed. For more
information, see ActionExecution.

Action types

Action types are preconfigured actions that are available for selection in CodePipeline. The action
type is defined by its owner, provider, version, and category. The action type provides customized
parameters that are used to complete the action tasks in a pipeline.

For information about the AWS services and third-party products and services you can integrate
into your pipeline based on action type, see Integrations with CodePipeline action types.

For information about the integration models supported for action types in CodePipeline, see
Integration model reference.

For information about how third-party providers can set up and manage action types in
CodePipeline, see Working with action types.

Transitions

A transition is the point where a pipeline execution moves to the next stage in the pipeline. You can
disable a stage's inbound transition to prevent executions from entering that stage, and then you
can enable the transition to allow executions to continue. When more than one execution arrives
at a disabled transition, only the latest execution continues to the next stage when the transition

is enabled. This means that newer executions continue to supersede waiting executions while the
transition is disabled, and then after the transition is enabled, the execution that continues is the
superseding execution.
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Pipeline
Stage

Action Action

Transition

Stage

Action Action

Action

Artifacts

Artifacts refers to the collection of data, such as application source code, built applications,
dependencies, definitions files, templates, and so on, that is worked on by pipeline actions.
Artifacts are produced by some actions and consumed by others. In a pipeline, artifacts can be the
set of files worked on by an action (input artifacts) or the updated output of a completed action
(output artifacts).

Actions pass output to another action for further processing using the pipeline artifact bucket.
CodePipeline copies artifacts to the artifact store, where the action picks them up. For more
information about artifacts, see Input and output artifacts.

Source revisions

When you make a source code change, a new version is created. A source revision is the version of
a source change that triggers a pipeline execution. An execution processes source revisions. For
GitHub and CodeCommit repositories, this is the commit. For S3 buckets or actions, this is the
object version.
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You can start a pipeline execution with a source revision, such as a commit, that you specify. The
execution will process the specified revision and override what would have been the revision used
for the execution. For more information, see Start a pipeline with a source revision override.

Triggers

Triggers are events that start your pipeline. Some triggers, such as starting a pipeline manually,
are available for all source action providers in a pipeline. Certain triggers depend on the source
provider for a pipeline. For example, CloudWatch events must be configured with event resources
from Amazon CloudWatch that have the pipeline ARN added as a target in the event rule. Amazon
CloudWatch Events is the recommended triggers for automatic change detection for pipelines
with a CodeCommit or S3 source action. Webhooks are a type of trigger configured for third-
party repository events. For example, WebhookV?2 is a trigger type that allows Git tags to be

used to start pipelines with third-party source providers such as GitHub.com, GitHub Enterprise
Server, GitLab.com, GitLab self-managed, or Bitbucket Cloud. In the pipeline configuration, you
can specify a filter for triggers, such as push or pull request. You can filter code push events on Git
tags, branches, or file paths. You can filter pull request events on event (opened, updated, closed),
branches, or file paths.

For more information about triggers, see Start a pipeline in CodePipeline. For a tutorial that walks

you through using Git tags as triggers for your pipeline, see Tutorial: Use Git tags to start your

pipeline.
Variables

A variable is a value that can be used to dynamically configure actions in your pipeline. Variables
can be either declared on the pipeline level, or emitted by actions in the pipeline. Variable values
are resolved at the time of pipeline execution and can be viewed in the execution history. For
variables declared at the pipeline level, you can either define default values in the pipeline
configuration, or override them for a given execution. For variables emitted by an action, the value
is available after an action succesfully completes. For more information, see Variables.

DevOps pipeline example

As an example of a DevOps pipeline, a two-stage pipeline might have a source stage called Source
and a second stage called Prod. In this example, the pipeline is updating the application with the
latest changes and continuously deploying the latest result. Before it deploys the latest application,
the pipeline builds and tests the web application. In this example, a group of developers have set
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For example, a developer pushes a fix to the web application's index page, and the following
occurs:

1. The application source code is maintained in a repository configured as a GitHub source action in
the pipeline. When developers push commits to the repository, CodePipeline detects the pushed
change, and a pipeline execution starts from the Source Stage.

2. The GitHub source action completes successfully (that is, the latest changes have been
downloaded and stored to the artifact bucket unique to that execution). The output artifacts
produced by the GitHub source action, which are the application files from the repository, are
then used as the input artifacts to be worked on by the actions in the next stage.

3. The pipeline execution transitions from the Source Stage to the Prod Stage. The first action
in the Prod Stage runs a build project created in CodeBuild and configured as a build action in
the pipeline. The build task pulls a build environment image and builds the web application in a
virtual container.

4. The next action in the Prod Stage is a unit test project created in CodeBuild and configured as a
test action in the pipeline.

5. The unit tested code is next worked on by a deploy action in the Prod Stage that deploys the
application to a production environment. After the deploy action completes successfully, the
final action in the stage is an integration testing project created in CodeBuild and configured as
a test action in the pipeline. The test action calls to shell scripts that install and run a test tool,
such as a link checker, on the web application. After successful completion, the output is a built
web application and a set of test results.

Developers can add actions to the pipeline that deploy or further test the application after it is
built and tested for each change.

For more information, see How pipeline executions work.

How pipeline executions work

This section provides an overview of the way CodePipeline processes a set of changes.
CodePipeline tracks each pipeline execution that starts when a pipeline is started manually or a
change is made to the source code. CodePipeline uses the following execution modes to handle the
way each execution progresses through the pipeline.

« SUPERSEDED mode: A more recent execution can overtake an older one. This is the default.
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» QUEUED mode: Executions are processed one by one in the order that they are queued. This
requires pipeline type V2.

o PARALLEL mode: In PARALLEL mode, executions run simultaneously and independently of
one another. Executions don't wait for other runs to complete before starting or finishing. This
requires pipeline type V2.

How pipeline executions are started

You can start an execution when you change your source code or manually start the pipeline. You
can also trigger an execution through an Amazon CloudWatch Events rule that you schedule. For
example, when a source code change is pushed to a repository configured as the pipeline's source
action, the pipeline detects the change and starts an execution.

® Note

If a pipeline contains multiple source actions, all of them run again, even if a change is
detected for one source action only.

How pipeline executions are stopped

To use the console to stop a pipeline execution, you can choose Stop execution on the pipeline
visualization page, on the execution history page, or on the detailed history page. To use the
CLI to stop a pipeline execution, you use the stop-pipeline-execution command. For more
information, see Stop a pipeline execution in CodePipeline.

There are two ways to stop a pipeline execution:

« Stop and wait: All in-progress action executions are allowed to complete, and subsequent
actions are not started. The pipeline execution does not continue to subsequent stages. You
cannot use this option on an execution that is already in a Stopping state.

« Stop and abandon: All in-progress action executions are abandoned and do not complete, and
subsequent actions are not started. The pipeline execution does not continue to subsequent
stages. You can use this option on an execution that is already in a Stopping state.
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® Note

This option can lead to failed tasks or out of sequence tasks.

Each option results in a different sequence of pipeline and action execution phases, as follows.
Option 1: Stop and wait

When you choose to stop and wait, the selected execution continues until in-progress actions are
completed. For example, the following pipeline execution was stopped while the build action was
in progress.

1. In the pipeline view, the success message banner is displayed, and the build action continues
until it is completed. The pipeline execution status is Stopping.

In the history view, the status for in-progress actions, such as the build action, is In progress
until the build action is completed. While actions are in progress, the pipeline execution status is
Stopping.

2. The execution stops when the stopping process is complete. If the build action is completed
successfully, its status is Succeeded, and the pipeline execution shows a status of Stopped.
Subsequent actions do not start. The Retry button is enabled.

In the history view, the execution status is Stopped after the in-progress action is completed.
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Option 2: Stop and abandon

When you choose to stop and abandon, the selected execution does not wait for in-progress
actions to complete. The actions are abandoned. For example, the following pipeline execution was
stopped and abandoned while the build action was in progress.

1. In the pipeline view, the success banner message is displayed, the build action shows a status of
In progress, and the pipeline execution shows a status of Stopping.

2. After the pipeline execution stops, the build action shows a status of Abandoned, and the
pipeline execution shows a status of Stopped. Subsequent actions do not start. The Retry
button is enabled.

3. In the history view, the execution status is Stopped.
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Use cases for stopping a pipeline execution

We recommend that you use the stop and wait option to stop a pipeline execution. This option is
safer because it avoids possible failed or out-of-sequence tasks in your pipeline. When an action
is abandoned in CodePipeline, the action provider continues any tasks related to the action. In the
case of an AWS CloudFormation action, the deployment action in the pipeline is abandoned, but
the stack update might continue and result in a failed update.

As an example of abandoned actions that can result in out-of-sequence tasks, if you are deploying
a large file (1GB) through an S3 deployment action, and you choose to stop and abandon the
action while the deployment is already in progress, the action is abandoned in CodePipeline, but
continues in Amazon S3. Amazon S3 does not encounter any instruction to cancel the upload.
Next, if you start a new pipeline execution with a very small file, there are now two deployments
in progress. Because the file size of the new execution is small, the new deployment completes
while the old deployment is still uploading. When the old deployment completes, the new file is
overwritten by the old file.

You might want to use the stop and abandon option in the case where you have a custom action.
For example, you can abandon a custom action with work that does not need to finish before
starting a new execution for a bug fix.
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How executions are processed in SUPERSEDED mode

The default mode for processing executions is SUPERSEDED mode. An execution consists of a set
of changes picked up and processed by the execution. Pipelines can process multiple executions at
the same time. Each execution is run through the pipeline separately. The pipeline processes each
execution in order and might supersede an earlier execution with a later one. The following rules
are used to process executions in a pipeline for SUPERSEDED mode.

Rule 1: Stages are locked when an execution is being processed

Because each stage can process only one execution at a time, the stage is locked while in progress.
When the execution completes a stage, it transitions to the next stage in the pipeline.

Stage 1 Stage 1

Stage 2 Stage 2

Before: Stage 1 is locked as Execution 1 enters. After: Stage 2 is locked as Execution 1 enters.
Rule 2: Subsequent executions wait for the stage to be unlocked

While a stage is locked, waiting executions are held in front of the locked stage. All actions
configured for a stage must be completed successfully before the stage is considered complete.
A failure releases the lock on the stage. When an execution is stopped, the execution does not
continue in a stage and the stage is unlocked.

(@ Note

Before you stop an execution, we recommend that you disable the transition in front of the
stage. This way, when the stage is unlocked due to the stopped execution, the stage does
not accept a subsequent pipeline execution.
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Stage 1 Stage 1
Stage 2 Stage 2

Before: Stage 2 is locked as Execution 1 enters. After:
Execution 2 exits Stage 1 and waits between stages.

Rule 3: Waiting executions are superseded by more recent executions

Executions are only superseded in between stages. A locked stage holds one execution at the front
of the stage awaiting the stage to complete. A more recent execution overtakes a waiting execution
and continues to the next stage as soon as the stage is unlocked. The superseded execution does
not continue. In this example, Execution 2 has been superseded by Execution 3 while awaiting the
locked stage. Execution 3 enters the stage next.

Stage 1 Stage 1
Stage 2 Stage 2

Before: execution 2 waits between stages while execution 3 enters stage 1.
after: execution 3 exits stage 1. execution 2 is superseded by execution 3.

How executions are processed in QUEUED mode

For pipelines in QUEUED mode, stages are locked when an execution is being processed; however,
waiting executions do not overtake executions that have already started.

Waiting executions gather at the entry points to locked stages in the order that they reach the
stage, forming a queue of waiting executions. With QUEUED mode, you can have multiple queues
in the same pipeline. When a queued execution enters a stage, the stage is locked and no other
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executions can enter. This behavior remains the same as SUPERSEDED mode. When the execution
finishes the stage, the stage becomes unlocked and ready for the next execution.

The following diagram shows how stages in a QUEUED mode pipeline process executions. For
example, while the Source stage processes execution 5, the executions for 6 and 7 form Queue #1
and wait at the stage entry point. The next execution in the queue will be processed after the stage
unlocks.

MyPipeline

has 2 Pipeli_ne Source () nprogress Pipeline Execution - 5
executions in

queue waiting
for pipeline
execution -5 to
complete

Source Action2

‘ Source Action1

Pipeline Execution - 4

Pipeline Execution - 3 Queue #2
Pipeline Execution - 2

Fipeline Execution - 7
Pipeline Execution - &6 Queue #1
Source stage

Dev stage has 3
pipeline Dev & inprogress Pipeline Execution - 1
executions in
queue waiting
for pipeline Build Action
execution - 2 to

complete

Test Action ‘

e

Deploy stage
doesn't have

DEpI_ﬂy Mot started

queue, because
no pipeline
execution has
reached this
stage

‘Pmd Deploy1 ‘

Prod Deploy2 ‘

Integ Tests ‘

Note: maximum of 50 concurrent executions per pipeline

For more information about quotas with execution modes, see Quotas in AWS CodePipeline.
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How executions are processed in PARALLEL mode

For pipelines in PARALLEL mode, executions are independent of one another and don't wait for
other executions to complete before starting. There are no queues. To view parallel executions in
the pipeline, use the execution history view.

Use PARALLEL mode in development environments where each feature has its own feature branch
and deploys to targets that are not shared by other users.

For more information about quotas with execution modes, see Quotas in AWS CodePipeline.

Managing Pipeline Flow

The flow of pipeline executions can be controlled by:

« A transition, which controls the flow of executions into the stage. Transitions can be enabled
or disabled. When a transition is disabled, pipeline executions cannot enter the stage. The
pipeline execution waiting to enter a stage where the transition is disabled is called the inbound
execution. After you enable the transition, an inbound execution moves into the stage and locks
it.

Similar to executions awaiting a locked stage, when a transition is disabled, the execution waiting
to enter the stage can still be superseded by a new execution. When a disabled transition is re-
enabled, the latest execution, including any that superseded older executions while the transition
was disabled, enters the stage.

« An approval action, which prevents a pipeline from transitioning to the next action until
permission is granted (for example, through manual approval from an authorized identity). You
might use an approval action when you want to control the time at which a pipeline transitions
to a final Production stage, for example.

(® Note

A stage with an approval action is locked until the approval action is approved or rejected
or has timed out. A timed-out approval action is processed in the same way as a failed
action.

« A failure, when an action in a stage does not complete successfully. The revision does not
transition to the next action in the stage or the next stage in the pipeline. The following can
occur:
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« You manually retry the stage that contains the failed actions. This resumes the execution (it
retries failed actions and, if they succeed, continues in the stage/pipeline).

« Another execution enters the failed stage and supersedes the failed execution. At this point,
the failed execution cannot be retried.

Recommended pipeline structure

When deciding how a code change should flow through your pipeline, it is best to group related
actions within a stage so that, when the stage locks, the actions all process the same execution.
You might create a stage for each application environment, AWS Region, or Availability Zone,
and so on. A pipeline with too many stages (that is, too granular) can allow too many concurrent
changes, while a pipeline with many actions in a large stage (too coarse) can take too long to
release a change.

As an example, a test action after a deployment action in the same stage is guaranteed to test the
same change that was deployed. In this example, a change is deployed to a Test environment and
then tested, and then the latest change from the test environment is deployed to a Production
environment. In the recommended example, the Test environment and the Prod environment are
separate stages.
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Left: related test, deploy, and approval actions grouped together
(recommended). Right: related actions in separate stages (not recommended).

How Inbound Executions Work

An inbound execution is an execution that is waiting for an unavailable stage, transition, or action
to become available before it moves forward. The next stage, transition, or action might be
unavailable because:

« Another execution has already entered the next stage and locked it.

« The transition to enter the next stage is disabled.

You might disable a transition to hold an inbound execution if you want to control whether a
current execution has time to complete in subsequent stages, or if you want to stop all actions at
a certain point. To determine if you have an inbound execution, you can view the pipeline in the
console or view the output from the get-pipeline-state command.

Inbound executions operate with the following considerations:

« As soon as the action, transition, or locked stage becomes available, the in-progress inbound
execution enters the stage and continues through the pipeline.

« While the inbound execution is waiting, it can be manually stopped. An inbound execution can
have an InProgress, Stopped, or Failed state.

« When an inbound execution has been stopped or has failed, it cannot be retried because there
are no failed actions to retry. When an inbound execution has been stopped, and the transition is
enabled, the stopped inbound execution does not continue into the stage.

You can view or stop an inbound execution.

Input and output artifacts

CodePipeline integrates with development tools to check for code changes and then build and
deploy through all of the stages of the continuous delivery process. Artifacts are the files that
are worked on by actions in the pipeline, such as files or folders with application code, index
page files, scripts, and so on. For example, the Amazon S3 source action artifact is a file name
(or file path) where the application source code files are provided for the pipeline source action,
and the files are generally provided as a ZIP file, such as the following example artifact name:
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SampleApp_Windows.zip. The output artifact for the source action, the application source code
files, are the output artifact from the source action and also are the input artifact for the next
action, such as a build action. As another example, a build action might run build commands that
compile application source code for an input artifact, which is the application source code files
from the source action. See the action configuration reference page for a specific action for details
about artifact parameters, such as AWS CodeBuild for the CodeBuild action.

Actions use input and output artifacts that are stored in the Amazon S3 artifact bucket you
chose when you created the pipeline. CodePipeline zips and transfers the files for input or output
artifacts as appropriate for the action type in the stage.

® Note

The artifact bucket is not the same bucket as the bucket used as the source file location for
a pipeline where the chosen source action is S3.

For example:

1. CodePipeline triggers your pipeline to run when there is a commit to the source repository,
providing the output artifact (any files to be built) from the Source stage.

2. The output artifact (any files to be built) from the previous step is ingested as an input artifact
to the Build stage. An output artifact (the built application) from the Build stage can be an
updated application or an updated Docker image built to a container.

3. The output artifact from the previous step (the built application) is ingested as an input artifact
to the Deploy stage, such as staging or production environments in the AWS Cloud. You can
deploy applications to a deployment fleet, or you can deploy container-based applications to
tasks running in ECS clusters.

When you create or edit an action, you designate the input and output artifact or artifacts for the
action. For example, for a two-stage pipeline with a Source and Deploy stage, in Edit Action, you
choose the artifact name of the source action for the input artifact for the deploy action.

« When you use the console to create your first pipeline, CodePipeline creates an Amazon S3
bucket in the same AWS account and AWS Region to store items for all pipelines. Every time you
use the console to create another pipeline in that Region, CodePipeline creates a folder for that
pipeline in the bucket. It uses that folder to store artifacts for your pipeline as the automated
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release process runs. This bucket is named codepipeline-region-12345EXAMPLE, where region
is the AWS Region in which you created the pipeline, and 12345EXAMPLE is a 12-digit random
number that ensures the bucket name is unique.

(@ Note

If you already have a bucket starting with codepipeline-region- in the Region where you
are creating the pipeline, CodePipeline uses that as the default bucket. It also follows
lexicographical order; for example, codepipeline-region-abcexample is chosen before
codepipeline-region-defexample.

CodePipeline truncates artifact names, which can cause some bucket names to appear similar.
Even though the artifact name appears to be truncated, CodePipeline maps to the artifact
bucket in a way that is not affected by artifacts with truncated names. The pipeline can function
normally. This is not an issue with the folder or artifacts. There is a 100-character limit to
pipeline names. Although the artifact folder name might appear to be shortened, it is still unique
for your pipeline.

When you create or edit a pipeline, you must have an artifact bucket in the pipeline AWS account
and AWS Region, and you must have one artifact bucket per Region where you plan to execute
an action. If you use the console to create a pipeline or cross-Region actions, default artifact
buckets are configured by CodePipeline in the Regions where you have actions.

If you use the AWS CLI to create a pipeline, you can store the artifacts for that pipeline in any
Amazon S3 bucket as long as that bucket is in the same AWS account and AWS Region as the
pipeline. You might do this if you are concerned about exceeding the limits of Amazon S3
buckets allowed for your account. If you use the AWS CLI to create or edit a pipeline, and you add
a cross-Region action (an action with an AWS provider in a Region different from your pipeline),
you must provide an artifact bucket for each additional Region where you plan to execute an
action.

« Every action has a type. Depending on the type, the action might have one or both of the
following:

« An input artifact, which is the artifact it consumes or works on over the course of the action
run.

« An output artifact, which is the output of the action.
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Every output artifact in the pipeline must have a unique name. Every input artifact for an
action must match the output artifact of an action earlier in the pipeline, whether that action is
immediately before the action in a stage or runs in a stage several stages earlier.

An artifact can be worked on by more than one action.

Pipeline types

CodePipeline provides the following pipeline types, which differ in characteristics and price, so that
you can tailor your pipeline features and cost to the needs of your applications.

« V1 type pipelines have a JSON structure that contains standard pipeline, stage, and action-level
parameters.

« V2 type pipelines have the same structure as a V1 type, along with additional parameters for
release safety and trigger configuration.

For information about pricing for CodePipeline, see Pricing.

See the CodePipeline pipeline structure reference page for details about parameters in each

pipeline type. For information about which type of pipeline to choose, see What type of pipeline is
right for me?.

What type of pipeline is right for me?

The pipeline type is determined by the set of characteristics and features supported by each
pipeline version.

The following is a summary of the use cases and characteristics available for each type of pipeline.

V1 type V2 type
Characteristics

Use cases « Standard deployments « Deployments with
configuration from passing
pipeline-level variables at
runtime
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Characteristics

Action-level variables
Pipeline-level variables
Source revision overrides

Triggers and filtering Git tags,
pull requests, branches, or file
paths

PARALLEL and QUEUED
execution modes

For information about pricing for CodePipeline, see Pricing.

V1 type

Supported
Not supported
Not supported

Not supported

Not supported

V2 type

« Deployments where
pipelines are configured to
start on Git tags

Supported
Supported
Supported

Supported

Supported

What type of pipeline is right for me?
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Getting started with CodePipeline

If you are new to CodePipeline, you can follow the tutorials in this guide after following the steps
in this chapter to get set up.

The CodePipeline console includes helpful information in a collapsible panel
that you can open from the information icon or any Info link on the page.

®
(
You can close this panel at any time.

The CodePipeline console also provides a way to quickly search for your resources, such as
repositories, build projects, deployment applications, and pipelines. Choose Go to resource or press
the / key, and then type the name of the resource. Any matches appear in the list. Searches are
case insensitive. You only see resources that you have permissions to view. For more information,
see Viewing resources in the console.

Before you can use AWS CodePipeline for the first time, you must create your AWS account and
create your first administrative user.

Topics

« Step 1: Create an AWS account and administrative user

Step 2: Apply a managed policy for administrative access to CodePipeline

Step 3: Install the AWS CLI

Step 4: Open the console for CodePipeline
Next steps

Step 1: Create an AWS account and administrative user

Sign up for an AWS account

If you do not have an AWS account, complete the following steps to create one.
To sign up for an AWS account

1. Open https://portal.aws.amazon.com/billing/signup.
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2. Follow the online instructions.

Part of the sign-up procedure involves receiving a phone call and entering a verification code
on the phone keypad.

When you sign up for an AWS account, an AWS account root user is created. The root user
has access to all AWS services and resources in the account. As a security best practice, assign
administrative access to an administrative user, and use only the root user to perform tasks

that require root user access.

AWS sends you a confirmation email after the sign-up process is complete. At any time, you can
view your current account activity and manage your account by going to https://aws.amazon.com/
and choosing My Account.

Create an administrative user

After you sign up for an AWS account, secure your AWS account root user, enable AWS IAM Identity
Center, and create an administrative user so that you don't use the root user for everyday tasks.

Secure your AWS account root user

1. Signin to the AWS Management Console as the account owner by choosing Root user and
entering your AWS account email address. On the next page, enter your password.

For help signing in by using root user, see Signing in as the root user in the AWS Sign-In User
Guide.

2. Turn on multi-factor authentication (MFA) for your root user.

For instructions, see Enable a virtual MFA device for your AWS account root user (console) in
the IAM User Guide.

Create an administrative user

1. Enable IAM Identity Center.

For instructions, see Enabling AWS IAM Identity Center in the AWS IAM Identity Center User
Guide.

2. InIAM Identity Center, grant administrative access to an administrative user.

Create an administrative user API Version 2015-07-09 28


https://docs.aws.amazon.com/singlesignon/latest/userguide/getting-started.html
https://docs.aws.amazon.com/singlesignon/latest/userguide/getting-started.html
https://docs.aws.amazon.com/accounts/latest/reference/root-user-tasks.html
https://docs.aws.amazon.com/accounts/latest/reference/root-user-tasks.html
https://aws.amazon.com/
https://console.aws.amazon.com/
https://docs.aws.amazon.com/signin/latest/userguide/console-sign-in-tutorials.html#introduction-to-root-user-sign-in-tutorial
https://docs.aws.amazon.com/IAM/latest/UserGuide/enable-virt-mfa-for-root.html
https://docs.aws.amazon.com/singlesignon/latest/userguide/get-set-up-for-idc.html

AWS CodePipeline User Guide

For a tutorial about using the IAM Identity Center directory as your identity source, see
Configure user access with the default IAM Identity Center directory in the AWS IAM Identity
Center User Guide.

Sign in as the administrative user

o Tosign in with your IAM Identity Center user, use the sign-in URL that was sent to your email
address when you created the IAM Identity Center user.

For help signing in using an IAM Identity Center user, see Signing in to the AWS access portal in
the AWS Sign-In User Guide.

Step 2: Apply a managed policy for administrative access to
CodePipeline

You must grant permissions to interact with CodePipeline. The quickest way to do this is to apply
the AWSCodePipeline_FullAccess managed policy to the administrative user.

(@ Note

The AWSCodePipeline_FullAccess policy includes permissions that allow the console
user to pass an IAM role to CodePipeline or other AWS services. This allows the service to
assume the role and perform actions on your behalf. When you attach the policy to a user,
role, or group, the iam:PassRole permissions are applied. Make sure the policy is only
applied to trusted users. When users with these permissions use the console to create or
edit a pipeline, the following choices are available:

» Create a CodePipeline service role or choose an existing one and pass the role to
CodePipeline

« Might choose to create a CloudWatch Events rule for change detection and pass the
CloudWatch Events service role to CloudWatch Events

For more information, see Granting a user permissions to pass a role to an AWS service.
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® Note

The AWSCodePipeline_FullAccess policy provides access to all CodePipeline actions
and resources that the IAM user has access to, as well as all possible actions when creating
stages in a pipeline, such as creating stages that include CodeDeploy, Elastic Beanstalk, or
Amazon S3. As a best practice, you should grant individuals only the permissions they need
to perform their duties. For more information about how to restrict IAM users to a limited
set of CodePipeline actions and resources, see Remove permissions from the CodePipeline
service role.

To provide access, add permissions to your users, groups, or roles:

« Users and groups in AWS IAM ldentity Center:

Create a permission set. Follow the instructions in Create a permission set in the AWS IAM
Identity Center User Guide.

« Users managed in IAM through an identity provider:

Create a role for identity federation. Follow the instructions in Creating a role for a third-party
identity provider (federation) in the IAM User Guide.

e |AM users:

« Create a role that your user can assume. Follow the instructions in Creating a role for an IAM
user in the IAM User Guide.

o (Not recommended) Attach a policy directly to a user or add a user to a user group. Follow the
instructions in Adding permissions to a user (console) in the JAM User Guide.

Step 3: Install the AWS CLI

To call CodePipeline commands from the AWS CLI on a local development machine, you must
install the AWS CLI. This step is optional if you intend to get started using only the steps in this
guide for the CodePipeline console.
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To install and configure the AWS CLI

1. Onyour local machine, download and install the AWS CLI. This will enable you to interact with
CodePipeline from the command line. For more information, see Getting Set Up with the AWS

Command Line Interface.

® Note

CodePipeline works only with AWS CLI versions 1.7.38 and later. To determine

which version of the AWS CLI that you may have installed, run the command aws --
version. To upgrade an older version of the AWS CLI to the latest version, follow the
instructions in Uninstalling the AWS CLI, and then follow the instructions in Installing
the AWS Command Line Interface.

2. Configure the AWS CLI with the configure command, as follows:

aws configure

When prompted, specify the AWS access key and AWS secret access key of the IAM user that
you will use with CodePipeline. When prompted for the default region name, specify the
region where you will create the pipeline, such as us-east-2. When prompted for the default
output format, specify json. For example:

AWS Access Key ID [None]: Type your target AWS access key ID here, and then press
Enter

AWS Secret Access Key [None]: Type your target AWS secret access key here, and then
press Enter

Default region name [None]: Type us-east-2 here, and then press Enter

Default output format [None]: Type json here, and then press Enter

(@ Note

For more information about IAM, access keys, and secret keys, see Managing Access
Keys for IAM Users and How Do | Get Credentials?.

For more information about the Regions and endpoints available for CodePipeline, see
AWS CodePipeline endpoints and quotas.
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Step 4: Open the console for CodePipeline

« Sign in to the AWS Management Console and open the CodePipeline console at http://
console.aws.amazon.com/codesuite/codepipeline/home.

Next steps

You have completed the prerequisites. You can begin using CodePipeline. To start working with
CodePipeline, see the CodePipeline tutorials.
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Product and service integrations with CodePipeline

By default, AWS CodePipeline is integrated with a number of AWS services and partner products
and services. Use the information in the following sections to help you configure CodePipeline to
integrate with the products and services you use.

The following related resources can help you as you work with this service.

Topics

 Integrations with CodePipeline action types

» General integrations with CodePipeline

» Examples from the community

Integrations with CodePipeline action types

The integrations information in this topic is organized by CodePipeline action type.

Topics

» Source action integrations

 Build action integrations

» Test action integrations

» Deploy action integrations

« Approval action integration with Amazon Simple Notification Service

 Invoke action integrations

Source action integrations

The following information is organized by CodePipeline action type and can help you configure
CodePipeline to integrate with the following source action providers.

Topics

« Amazon ECR source actions

« Amazon S3 source actions

Integrations with CodePipeline action types API Version 2015-07-09 33



AWS CodePipeline User Guide

« Connections to Bitbucket Cloud, GitHub (version 2), GitHub Enterprise Server, GitLab.com, and

GitLab self-managed

o CodeCommit source actions

o GitHub (version 1) source actions

Amazon ECR source actions

Amazon ECR is an AWS Docker image repository service. You use Docker push and pull commands
to upload Docker images to your repository. An Amazon ECR repository URI and image are used in
Amazon ECS task definitions to reference source image information.

Learn more:

» To view configuration parameters and an example JSON/YAML snippet, see Amazon ECR

» Create a pipeline in CodePipeline

» Tutorial: Create a pipeline with an Amazon ECR source and ECS-to-CodeDeploy deployment

Amazon S3 source actions

Amazon S3 is storage for the internet. You can use Amazon S3 to store and retrieve any amount of
data at any time, from anywhere on the web. You can configure CodePipeline to use a versioned
Amazon S3 bucket as the source action for your code.

(® Note

Amazon S3 can also be included in a pipeline as a deploy action.

Learn more:

» To view configuration parameters and an example JSON/YAML snippet, see Amazon S3 source
action

o Step 1: Create an S3 bucket for your application

» Create a pipeline (CLI)

» CodePipeline uses Amazon EventBridge (previously Amazon CloudWatch Events) to detect
changes in your Amazon S3 source bucket. See General integrations with CodePipeline.
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Connections to Bitbucket Cloud, GitHub (version 2), GitHub Enterprise Server,
GitLab.com, and GitLab self-managed

Connections (CodeStarSourceConnection actions) are used to access your third-party Bitbucket
Cloud, GitHub, GitHub Enterprise Server, GitLab.com, or GitLab self-managed repository.

(@ Note

This feature is not available in the Asia Pacific (Hong Kong), Asia Pacific (Hyderabad), Asia
Pacific (Jakarta), Asia Pacific (Melbourne), Asia Pacific (Osaka), Africa (Cape Town), Middle
East (Bahrain), Middle East (UAE), Europe (Spain), Europe (Zurich), Israel (Tel Aviv), or AWS
GovCloud (US-West) Regions. To reference other available actions, see Product and service
integrations with CodePipeline. For considerations with this action in the Europe (Milan)
Region, see the note in CodeStarSourceConnection for Bitbucket Cloud, GitHub, GitHub
Enterprise Server, GitLab.com, and GitLab self-managed actions.

Bitbucket Cloud You can configure CodePipeline to use a Bitbucket Cloud repository as the
source for your code. You must have previously created a Bitbucket account
and at least one Bitbucket Cloud repository. You can add a source action for
your Bitbucket Cloud repository by either creating a pipeline or editing an
existing one.

(@ Note

You can create connections to a Bitbucket Cloud repository. Installed
Bitbucket provider types, such as Bitbucket Server, are not supported

You can set up resources called connections to allow your pipelines to access
third-party code repositories. When you create a connection, you install the

AWS CodeStar app with your third-party code repository, and then associate
it with your connection.
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GitHub
or GitHub
Enterprise
Cloud

For Bitbucket Cloud, use the Bitbucket option in the console or the
CodestarSourceConnection action in the CLI. See Bitbucket Cloud

connections.

You can use the Full clone option for this action to reference the repositor
y Git metadata so that downstream actions can perform Git commands
directly. This option can only be used by CodeBuild downstream actions.

Learn more:

« To view configuration parameters and an example JSON/YAML snippet,
see CodeStarSourceConnection for Bitbucket Cloud, GitHub, GitHub
Enterprise Server, GitLab.com, and GitLab self-managed actions.

« To view a Getting Started tutorial that creates a pipeline with a Bitbucket
Cloud source, see Getting started with connections.

You can configure CodePipeline to use a GitHub repository as the source
for your code. You must have previously created a GitHub account and at
least one GitHub repository. You can add a source action for your GitHub
repository by either creating a pipeline or editing an existing one.

You can set up resources called connections to allow your pipelines to access
third-party code repositories. When you create a connection, you install the
AWS CodeStar app with your third-party code repository, and then associate
it with your connection.

Use the GitHub (Version 2) provider option in the console or the
CodestarSourceConnection action in the CLI. See GitHub connectio

ns.

You can use the Full clone option for this action to reference the repositor
y Git metadata so that downstream actions can perform Git commands
directly. This option can only be used by CodeBuild downstream actions.

Learn more:

Source action integrations
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GitHub
Enterprise
Server

» To view configuration parameters and an example JSON/YAML snippet,
see CodeStarSourceConnection for Bitbucket Cloud, GitHub, GitHub
Enterprise Server, GitLab.com, and GitLab self-managed actions

 For a tutorial that shows you how to connect to a GitHub repository
and use the Full clone option, see Tutorial: Use full clone with a GitHub
pipeline source.

« The current GitHub action is the version 2 source action for GitHub. The
version 1 GitHub action is managed with OAuth token authentication.
While we don’t recommend using the GitHub version 1 action, existing
pipelines with the GitHub version 1 action will continue to work without
any impact. You can now use a CodeStarSourceConnection for Bitbucket
Cloud, GitHub, GitHub Enterprise Server, GitLab.com, and GitLab self-
managed actions source action in your pipeline that manages your GitHub
source action with GitHub apps. If you have a pipeline that uses the
version 1 GitHub action, see the steps to update it to use a version 2
GitHub action in Update a GitHub version 1 source action to a GitHub
version 2 source action.

You can configure CodePipeline to use a GitHub Enterprise Server repositor
y as the source for your code. You must have previously created a GitHub
account and at least one GitHub repository. You can add a source action for
your GitHub Enterprise Server repository by either creating a pipeline or
editing an existing one.

You can set up resources called connections to allow your pipelines to access
third-party code repositories. When you create a connection, you install the

AWS CodeStar app with your third-party code repository, and then associate
it with your connection.

Use the GitHub Enterprise Server provider option in the console or the
CodestarSourceConnection actionin the CLI. See GitHub Enterprise
Server connections.

Source action integrations
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GitLab.com

/A Important

AWS CodeStar Connections does not support GitHub Enterpris
e Server version 2.22.0 due to a known issue in the release. To
connect, upgrade to version 2.22.1 or the latest available version.

You can use the Full clone option for this action to reference the repositor
y Git metadata so that downstream actions can perform Git commands
directly. This option can only be used by CodeBuild downstream actions.

Learn more:

« To view configuration parameters and an example JSON/YAML snippet,
see CodeStarSourceConnection for Bitbucket Cloud, GitHub, GitHub
Enterprise Server, GitLab.com, and GitLab self-managed actions

 For a tutorial that shows you how to connect to a GitHub repository
and use the Full clone option, see Tutorial: Use full clone with a GitHub
pipeline source.

You can configure CodePipeline to use a GitLab.com repository as the source
for your code. You must have previously created a GitLab.com account and
at least one GitLab.com repository. You can add a source action for your
GitLab.com repository by either creating a pipeline or editing an existing
one.

Use the GitLab provider option in the console or the CodestarS
ourceConnection action with the GitLab provider in the CLI. See
GitLab.com connections.

Learn more:

« To view configuration parameters and an example JSON/YAML snippet,
see CodeStarSourceConnection for Bitbucket Cloud, GitHub, GitHub
Enterprise Server, GitLab.com, and GitLab self-managed actions

Source action integrations
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GitLab self- You can configure CodePipeline to use a GitLab self-managed installation as

managed the source for your code. You must have previously created a GitLab account
and have a subscription for self-managed GitLab (Enterprise Edition or
Community Edition). You can add a source action for your GitLab self-mana
ged repository by either creating a pipeline or editing an existing one.

You can set up resources called connections to allow your pipelines to access
third-party code repositories. When you create a connection, you install the

AWS CodeStar app with your third-party code repository, and then associate
it with your connection.

Use the GitLab self-managed provider option in the console or the
CodestarSourceConnection action in the CLI. See Connections for
GitLab self-managed.

You can use the Full clone option for this action to reference the repositor
y Git metadata so that downstream actions can perform Git commands
directly. This option can only be used by CodeBuild downstream actions.

Learn more:

« To view configuration parameters and an example JSON/YAML snippet,
see CodeStarSourceConnection for Bitbucket Cloud, GitHub, GitHub
Enterprise Server, GitLab.com, and GitLab self-managed actions

« For the steps to create a connection with this provider type, see Connectio
ns for GitLab self-managed.

CodeCommit source actions

CodeCommit is a version control service that you can use to privately store and manage assets

(such as documents, source code, and binary files) in the cloud. You can configure CodePipeline
to use a branch in a CodeCommit repository as the source for your code. Create the repository

and associate it with a working directory on your local machine. Then you can create a pipeline
that uses the branch as part of a source action in a stage. You can connect to the CodeCommit

repository by either creating a pipeline or editing an existing one.
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You can use the Full clone option for this action to reference the repository Git metadata so
that downstream actions can perform Git commands directly. This option can only be used by
CodeBuild downstream actions.

Learn more:

» To view configuration parameters and an example JSON/YAML snippet, see CodeCommit.

» Tutorial: Create a simple pipeline (CodeCommit repository)

» CodePipeline uses Amazon CloudWatch Events to detect changes in CodeCommit repositories
used as a source for a pipeline. Each source action has a corresponding event rule. This event
rule starts your pipeline when a change occurs in the repository. See General integrations with

CodePipeline.

GitHub (version 1) source actions

The GitHub version 1 action is managed with OAuth Apps. In available Regions, you can also use a
CodeStarSourceConnection for Bitbucket Cloud, GitHub, GitHub Enterprise Server, GitLab.com, and
GitLab self-managed actions source action in your pipeline that manages your GitHub source action
with GitHub Apps. If you have a pipeline that uses the GitHub version 1 action, see the steps to
update it to use a GitHub version 2 action in Update a GitHub version 1 source action to a GitHub
version 2 source action.

(® Note

While we don't recommend using the GitHub version 1 action, existing pipelines with the
GitHub version 1 action will continue to work without any impact.

Learn more:

o For more information about OAuth-based GitHub access in contrast to app-based GitHub access,
see https://docs.github.com/en/developers/apps/differences-between-github-apps-and-oauth-

apps.

« To view an appendix that contains the version 1 GitHub action details, see Appendix A: GitHub
version 1 source actions.
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Build action integrations

The following information is organized by CodePipeline action type and can help you configure
CodePipeline to integrate with the following build action providers.

Topics

e CodeBuild build actions

« CloudBees build actions

« Jenkins build actions

o TeamCity build actions

CodeBuild build actions

CodeBuild is a fully managed build service that compiles your source code, runs unit tests, and
produces artifacts that are ready to deploy.

You can add CodeBuild as a build action to the build stage of a pipeline. For more information, see
the CodePipeline Action Configuration Reference for AWS CodeBuild.

(® Note

CodeBuild can also be included in a pipeline as a test action, with or without a build output.

Learn more:

« To view configuration parameters and an example JSON/YAML snippet, see AWS CodeBuild.
» What Is CodeBuild?
o CodeBuild - Fully Managed Build Service

CloudBees build actions

You can configure CodePipeline to use CloudBees to build or test your code in one or more actions
in a pipeline.

Learn more:

o re:INVENT 2017: Cloud First with AWS
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Jenkins build actions

You can configure CodePipeline to use Jenkins Cl to build or test your code in one or more actions
in a pipeline. You must have previously created a Jenkins project and installed and configured the
CodePipeline Plugin for Jenkins for that project. You can connect to the Jenkins project by either
creating a new pipeline or editing an existing one.

Access for Jenkins is configured on a per-project basis. You must install the CodePipeline Plugin
for Jenkins on every Jenkins instance you want to use with CodePipeline. You must also configure
CodePipeline access to the Jenkins project. Secure your Jenkins project by configuring it to accept
HTTPS/SSL connections only. If your Jenkins project is installed on an Amazon EC2 instance,
consider providing your AWS credentials by installing the AWS CLI on each instance. Then configure
an AWS profile on those instances with the credentials you want to use for connections. This is an
alternative to adding and storing them through the Jenkins web interface.

Learn more:

» Accessing Jenkins

» Tutorial: Create a four-stage pipeline

TeamCity build actions

You can configure CodePipeline to use TeamCity to build and test your code in one or more actions
in a pipeline.

Learn more:

» TeamCity Plugin for CodePipeline

Test action integrations

The following information is organized by CodePipeline action type and can help you configure
CodePipeline to integrate with the following test action providers.

Topics

+ CodeBuild test actions

« AWS Device Farm test actions

o Ghost Inspector test actions
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e Micro Focus StormRunner Load test actions

CodeBuild test actions

CodeBuild is a fully managed build service in the cloud. CodeBuild compiles your source code, runs
unit tests, and produces artifacts that are ready to deploy.

You can add CodeBuild to a pipeline as a test action. For more information, see the CodePipeline
Action Configuration Reference for AWS CodeBuild.

(® Note

CodeBuild can also be included in a pipeline as a build action, with a mandatory build
output artifact.

Learn more:

» To view configuration parameters and an example JSON/YAML snippet, see AWS CodeBuild.
o What Is CodeBuild?

AWS Device Farm test actions

AWS Device Farm is an app testing service that you can use to test and interact with your Android,

iOS, and web applications on real, physical phones and tablets. You can configure CodePipeline

to use AWS Device Farm to test your code in one or more actions in a pipeline. AWS Device Farm
allows you to upload your own tests or use built-in, script-free compatibility tests. Because testing
is performed in parallel, tests on multiple devices begin in minutes. A test report that contains
high-level results, low-level logs, pixel-to-pixel screenshots, and performance data is updated as
tests are completed. AWS Device Farm supports testing of native and hybrid Android, iOS, and Fire
OS apps, including those created with PhoneGap, Titanium, Xamarin, Unity, and other frameworks.
It supports remote access of Android apps, which allows you to interact directly with test devices.

Learn more:

» To view configuration parameters and an example JSON/YAML snippet, see AWS Device Farm.
o What Is AWS Device Farm?

« Using AWS Device Farm in a CodePipeline Test Stage
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Ghost Inspector test actions

You can configure CodePipeline to use Ghost Inspector to test your code in one or more actions in a
pipeline.

Learn more:

» Ghost Inspector documentation for service integration with CodePipeline

Micro Focus StormRunner Load test actions

You can configure CodePipeline to use Micro Focus StormRunner Load in one or more actions in a
pipeline.

Learn more:

» Micro Focus StormRunner Load documentation for integrating with CodePipeline

Deploy action integrations

The following information is organized by CodePipeline action type and can help you configure
CodePipeline to integrate with the following deploy action providers.

Topics

« Amazon S3 deploy actions

» AWS AppConfig deploy actions

« AWS CloudFormation deploy actions

« AWS CloudFormation StackSets deploy actions

« Amazon ECS deploy actions

 Elastic Beanstalk deploy actions

« AWS OpsWorks deploy actions

» Service Catalog deploy actions

« Amazon Alexa deploy actions

» CodeDeploy deploy actions

» XebialLabs deploy actions
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Amazon S3 deploy actions

Amazon S3 is storage for the internet. You can use Amazon S3 to store and retrieve any amount of
data at any time, from anywhere on the web. You can add an action to a pipeline that uses Amazon
S3 as a deployment provider.

(@ Note

Amazon S3 can also be included in a pipeline as a source action.

Learn more:

» Create a pipeline in CodePipeline

« Tutorial: Create a pipeline that uses Amazon S3 as a deployment provider

AWS AppConfig deploy actions

AWS AppConfig is a capability of AWS Systems Manager to create, manage, and quickly deploy
application configurations. You can use AppConfig with applications hosted on EC2 instances, AWS
Lambda, containers, mobile applications, or IoT devices.

Learn more:

» CodePipeline Action Configuration Reference for AWS AppConfig

» Tutorial: Create a pipeline that uses AWS AppConfig as a deployment provider

AWS CloudFormation deploy actions

AWS CloudFormation gives developers and systems administrators an easy way to create and
manage a collection of related AWS resources, using templates to provision and update those
resources. You can use the service's sample templates or create your own. Templates describe the

AWS resources and any dependencies or runtime parameters required to run your application.

The AWS Serverless Application Model (AWS SAM) extends AWS CloudFormation to provide a
simplified way to define and deploy serverless applications. AWS SAM supports Amazon API
Gateway APIs, AWS Lambda functions, and Amazon DynamoDB tables. You can use CodePipeline
with AWS CloudFormation and the AWS SAM to continuously deliver your serverless applications.
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You can add an action to a pipeline that uses AWS CloudFormation as a deployment provider.
When you use AWS CloudFormation as a deployment provider, you can take action on AWS
CloudFormation stacks and change sets as part of a pipeline execution. AWS CloudFormation
can create, update, replace, and delete stacks and change sets when a pipeline runs. As a result,
AWS and custom resources can be created, provisioned, updated, or terminated during a pipeline
execution according to the specifications you provide in AWS CloudFormation templates and
parameter definitions.

Learn more:

» CodePipeline Action Configuration Reference for AWS CloudFormation

» Continuous Delivery with CodePipeline — Learn how to use CodePipeline to build a continuous
delivery workflow for AWS CloudFormation.

« Automating Deployment of Lambda-based Applications — Learn how to use the AWS Serverless
Application Model and AWS CloudFormation to build a continuous delivery workflow for your
Lambda-based application.

AWS CloudFormation StackSets deploy actions

AWS CloudFormation gives you a way to deploy resources across multiple accounts and AWS
Regions.

(@ Note

The CloudFormationStackSet and CloudFormationStackInstances actions are
not available in the Asia Pacific (Hong Kong), Europe (Zurich), Europe (Milan), Africa (Cape
Town), and Middle East (Bahrain) Regions. To reference other available actions, see Product
and service integrations with CodePipeline.

You can use CodePipeline with AWS CloudFormation to update your stack set definition and deploy
updates to your instances.

You can add the following actions to a pipeline to use AWS CloudFormation StackSets as a
deployment provider.

+ CloudFormationStackSet

+ CloudFormationStacklnstances
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Learn more:

» CodePipeline Action Configuration Reference for AWS CloudFormation StackSets

» Tutorial: Create a pipeline with AWS CloudFormation StackSets deployment actions

Amazon ECS deploy actions

Amazon ECS is a highly scalable, high performance container management service that allows
you to run container-based applications in the AWS Cloud. When you create a pipeline, you can
select Amazon ECS as a deployment provider. A change to code in your source control repository
triggers your pipeline to build a new Docker image, push it to your container registry, and then
deploy the updated image to Amazon ECS. You can also use the ECS (Blue/Green) provider action
in CodePipeline to route and deploy traffic to Amazon ECS with CodeDeploy.

Learn more:

What Is Amazon ECS?

Tutorial: Continuous Deployment with CodePipeline

Create a pipeline in CodePipeline

Tutorial: Create a pipeline with an Amazon ECR source and ECS-to-CodeDeploy deployment

Elastic Beanstalk deploy actions

Elastic Beanstalk is a service for deploying and scaling web applications and services developed

with Java, .NET, PHP, Node.js, Python, Ruby, Go, and Docker on familiar servers such as Apache,
Nginx, Passenger, and IIS. You can configure CodePipeline to use Elastic Beanstalk to deploy your
code. You can create the Elastic Beanstalk application and environment to use in a deploy action in
a stage either before you create the pipeline or when you use the Create Pipeline wizard.

® Note

This feature is not available in the Asia Pacific (Hyderabad), Asia Pacific (Melbourne), Middle
East (UAE), Europe (Spain), or Europe (Zurich) Regions. To reference other available actions,
see Product and service integrations with CodePipeline.

Learn more:
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» Getting started using Elastic Beanstalk

» Create a pipeline in CodePipeline

AWS OpsWorks deploy actions

AWS OpsWorks is a configuration management service that helps you configure and operate
applications of all shapes and sizes using Chef. Using AWS OpsWorks Stacks, you can define the
application’s architecture and the specification of each component including package installation,
software configuration and resources such as storage. You can configure CodePipeline to use AWS
OpsWorks Stacks to deploy your code in conjunction with custom Chef cookbooks and applications
in AWS OpsWorks.

o Custom Chef Cookbooks — AWS OpsWorks uses Chef Cookbooks to handle tasks such as
installing and configuring packages and deploying applications.

» Applications — An AWS OpsWorks applications consists of code that you want to run on an
application server. The application code is stored in a repository, such as an Amazon S3 bucket.

Before you create the pipeline, you create the AWS OpsWorks stack and layer. You can create the
AWS OpsWorks application to use in a deploy action in a stage either before you create the pipeline
or when you use the Create Pipeline wizard.

CodePipeline support for AWS OpsWorks is currently available in the US East (N. Virginia) Region
(us-east-1) only.

Learn more:

» Using CodePipeline with AWS OpsWorks Stacks

» Cookbooks and Recipes

o AWS OpsWorks Apps

Service Catalog deploy actions

Service Catalog enables organizations to create and manage catalogs of products that are
approved for use on AWS.
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® Note

This feature is not available in the Asia Pacific (Hyderabad), Asia Pacific (Jakarta), Asia
Pacific (Melbourne), Asia Pacific (Osaka), Middle East (UAE), Europe (Spain), Europe (Zurich),
or Israel (Tel Aviv) Regions. To reference other available actions, see Product and service
integrations with CodePipeline.

You can configure CodePipeline to deploy updates and versions of your product templates to
Service Catalog. You can create the Service Catalog product to use in a deployment action and then
use the Create Pipeline wizard to create the pipeline.

Learn more:

« Tutorial: Create a pipeline that deploys to Service Catalog

» Create a pipeline in CodePipeline

Amazon Alexa deploy actions

Amazon Alexa Skills Kit lets you build and distribute cloud-based skills to users of Alexa-enabled
devices.

(® Note

This feature is not available in the Asia Pacific (Hong Kong) or Europe (Milan) Region. To use
other deploy actions available in that Region, see Deploy action integrations.

You can add an action to a pipeline that uses Alexa Skills Kit as a deployment provider. Source
changes are detected by your pipeline, and then your pipeline deploys updates to your Alexa skill in
the Alexa service.

Learn more:

« Tutorial: Create a pipeline that deploys an Amazon Alexa skill
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CodeDeploy deploy actions

CodeDeploy coordinates application deployments to Amazon EC2 instances, on-premises instances,
or both. You can configure CodePipeline to use CodeDeploy to deploy your code. You can create
the CodeDeploy application, deployment, and deployment group to use in a deploy action in a
stage either before you create the pipeline or when you use the Create Pipeline wizard.

Learn more:

« Step 3: Create an application in CodeDeploy

 Tutorial: Create a simple pipeline (CodeCommit repository)

XebialLabs deploy actions

You can configure CodePipeline to use XebialLabs to deploy your code in one or more actions in a
pipeline.

Learn more:

» Using XL Deploy with CodePipeline

Approval action integration with Amazon Simple Notification Service

Amazon SNS is a fast, flexible, fully managed push notification service that lets you send individual
messages or to fan out messages to large numbers of recipients. Amazon SNS makes it simple

and cost effective to send push notifications to mobile device users, email recipients or even send
messages to other distributed services.

When you create a manual approval request in CodePipeline, you can optionally publish to a topic
in Amazon SNS so that all IAM users subscribed to it are notified that the approval action is ready
to be reviewed.

Learn more:

+« What Is Amazon SNS?

« Grant Amazon SNS permissions to a CodePipeline service role
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Invoke action integrations

The following information is organized by CodePipeline action type and can help you configure
CodePipeline to integrate with the following invoke action providers.

Topics

+« Lambda invoke actions

« Snyk invoke actions

« Step Functions invoke actions

Lambda invoke actions

Lambda lets you run code without provisioning or managing servers. You can configure
CodePipeline to use Lambda functions to add flexibility and functionality to your pipelines. You can
create the Lambda function to add as an action in a stage either before you create the pipeline or
when you use the Create Pipeline wizard.

Learn more:

» CodePipeline Action Configuration Reference for AWS Lambda

» Invoke an AWS Lambda function in a pipeline in CodePipeline

Snyk invoke actions

You can configure CodePipeline to use Snyk to keep your open source environments secure by
detecting and fixing security vulnerabilities and updating dependencies in your application code
and container images. You can also use the Snyk action in CodePipeline to automate security
testing controls in your pipeline.

Learn more:

» CodePipeline Action Configuration Reference for Snyk action structure reference

« Automate vulnerability scanning in AWS CodePipeline with Snyk
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Step Functions invoke actions

Step Functions lets you create and configure state machines. You can configure CodePipeline to use
Step Functions invoke actions to trigger state machine executions.

(® Note

This feature is not available in the Asia Pacific (Hong Kong) and Europe (Milan) Regions. To
reference other available actions, see Product and service integrations with CodePipeline.

Learn more:

» CodePipeline Action Configuration Reference for AWS Step Functions

« Tutorial: Use an AWS Step Functions invoke action in a pipeline

General integrations with CodePipeline

The following AWS service integrations are not based on CodePipeline action types.

Amazon CloudWatch Amazon CloudWatch monitors your AWS resources.

Learn more:

+« What Is Amazon CloudWatch?

Amazon EventBridge Amazon EventBridge is a web service that detects changes in your
AWS services based on rules that you define and invokes an action in

one or more specified AWS services when a change occurs.

« Start a pipeline execution automatically when something
changes — You can configure CodePipeline as a target in rules set
up in Amazon EventBridge. This sets up pipelines to start automatic
ally when another service changes.

Learn more:

« What Is Amazon EventBridge?

« Start a pipeline in CodePipeline.

General integrations with CodePipeline API Version 2015-07-09 52


https://docs.aws.amazon.com/step-functions/latest/dg/
https://docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/
https://docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/
https://docs.aws.amazon.com/eventbridge/latest/userguide/
https://docs.aws.amazon.com/eventbridge/latest/userguide/

AWS CodePipeline

User Guide

AWS Cloud9

AWS CloudTrail

AWS CodeStar
Notifications

o CodeCommit source actions and EventBridge

» Receive notifications when a pipeline state changes — You can
set up EventBridge rules to detect and react to changes in execution
state for a pipeline, stage, or action.

Learn more:

» Monitoring CodePipeline events

o Tutorial: Set up a CloudWatch Events rule to receive email

notifications for pipeline state changes

AWS Cloud9 is an online IDE, which you access through your web
browser. The IDE offers a rich code editing experience with support for
several programming languages and runtime debuggers, as well as a
built-in terminal. In the background, an Amazon EC2 instance hosts an
AWS Cloud9 development environment. For more information, see the
AWS Cloud9 User Guide.

Learn more:

« Setting up AWS Cloud9

CloudTrail captures AWS API calls and related events made by or on
behalf of an AWS account and delivers log files to an Amazon S3
bucket that you specify. You can configure CloudTrail to capture API
calls from the CodePipeline console, CodePipeline commands from
the AWS CLI, and from the CodePipeline API.

Learn more:

« Logging CodePipeline API calls with AWS CloudTrail

You can set up notifications to make users aware of important
changes, such as when a pipeline starts execution. For more informati
on, see Create a notification rule.

General integrations with CodePipeline
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AWS Key Managemen
t Service

AWS KMS is a managed service that makes it easy for you to create
and control the encryption keys used to encrypt your data. By default,
CodePipeline uses AWS KMS to encrypt artifacts for pipelines stored
in Amazon S3 buckets.

Learn more:

« To create a pipeline that uses a source bucket, artifact bucket, and
service role from one AWS account and CodeDeploy resources from
a different AWS account, you must create a customer-managed
KMS key, add the key to the pipeline, and set up account policies
and roles to enable cross-account access. For more information, see
Create a pipeline in CodePipeline that uses resources from another
AWS account.

» To create a pipeline from one AWS account that deploys an AWS
CloudFormation stack to another AWS account, you must create a
customer-managed KMS key, add the key to the pipeline, and set
up account policies and roles to deploy the stack to another AWS
account. For more information, see How do | use CodePipeline to

deploy an AWS CloudFormation stack in a different account?

» To configure server-side encryption for your pipeline’s S3 artifact
bucket, you can use the default AWS managed KMS key or create
a customer-managed KMS key and set up the bucket policy to use
the encryption key. For more information, see Configure server-side

encryption for artifacts stored in Amazon S3 for CodePipeline.

For an AWS KMS key, you can use the key ID, the key ARN, or the alias
ARN.

(® Note

Aliases are recognized only in the account that created the
KMS key. For cross-account actions, you can only use the
key ID or key ARN to identify the key. Cross-account actions
involve using the role from the other account (AccountB), so

General integrations with CodePipeline
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specifying the key ID will use the key from the other account
(AccountB).

Examples from the community

The following sections provide links to blog posts, articles, and community-provided examples.

(® Note

These links are provided for informational purposes only, and should not be considered
either a comprehensive list or an endorsement of the content of the examples. AWS is not
responsible for the content or accuracy of external content.

Topics

« Integration examples: Blog posts

Integration examples: Blog posts

» Tracking the AWS CodePipeline build status from the third-party Git repository

Learn how to set up resources that will display your pipeline and build action status in your third-
party repository, making it easy for the developer to track status without switching context.
Published March 2021

o Complete CI/CD with AWS CodeCommit, AWS CodeBuild, AWS CodeDeploy, and AWS
CodePipeline

Learn how to set up a pipeline that uses the CodeCommit, CodePipeline, CodeBuild, and
CodeDeploy services to compile, build, and install a version-controlled Java application onto a
set of Amazon EC2 Linux instances.

Published September 2020

» How to deploy from GitHub to Amazon EC2 with CodePipeline
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Learn how to set up CodePipeline from scratch to deploy dey, test, and prod branches to
separate deployment groups. Learn how to use and configure IAM roles, the CodeDeploy agent,
and CodeDeploy, along with CodePipeline.

Published April 2020

» Testing and creating CI/CD pipelines for AWS Step Functions

Learn how to set up resources that will coordinate your Step Functions state machine and your
pipeline.

Published March 2020

« Implementing DevSecOps Using CodePipeline

Learn how to use a CI/CD pipeline in CodePipeline to automate preventive and detective security
controls. This post covers how to use a pipeline to create a simple security group and perform
security checks during the source, test, and production stages to improve the security posture of
your AWS accounts.

Published March 2017

» Continuous Deployment to Amazon ECS Using CodePipeline, CodeBuild, Amazon ECR, and AWS

CloudFormation

Learn how to create a continuous deployment pipeline to Amazon Elastic Container Service
(Amazon ECS). Applications are delivered as Docker containers using CodePipeline, CodeBuild,
Amazon ECR, and AWS CloudFormation.

« Download a sample AWS CloudFormation template and instructions for using it to create
your own continuous deployment pipeline from the ECS Reference Architecture: Continuous

Deployment repo on GitHub.

Published January 2017

» Continuous Deployment for Serverless Applications

Learn how to use a collection of AWS services to create a continuous deployment pipeline for
your serverless applications. You'll use the Serverless Application Model (SAM) to define the
application and its resources and CodePipeline to orchestrate your application deployment.

» View a sample application written in Go with the Gin framework and an APl Gateway proxy

shim.
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Published December 2016

» Scaling DevOps Deployments with CodePipeline and Dynatrace

Learn how use Dynatrace monitoring solutions to scale pipelines in CodePipeline, automatically
analyze test executions before code is committed, and maintain optimal lead times.

Published November 2016

» Create a Pipeline for AWS Elastic Beanstalk in CodePipeline Using AWS CloudFormation and

CodeCommit

Learn how to implement continuous delivery in a CodePipeline pipeline for an application in
AWS Elastic Beanstalk. All AWS resources are provisioned automatically through the use of an
AWS CloudFormation template. This walkthrough also incorporates CodeCommit and AWS
Identity and Access Management (IAM).

Published May 2016

o Automate CodeCommit and CodePipeline in AWS CloudFormation

Use AWS CloudFormation to automate the provisioning of AWS resources for a continuous
delivery pipeline that uses CodeCommit, CodePipeline, CodeDeploy, and AWS Identity and Access
Management.

Published April 2016

» Create a Cross-Account Pipeline in AWS CodePipeline

Learn how to automate the provisioning of cross-account access to pipelines in AWS
CodePipeline by using AWS Identity and Access Management. Includes examples in an AWS
CloudFormation template.

Published March 2016

» Exploring ASP.NET Core Part 2: Continuous Delivery

Learn how to create a full continuous delivery system for an ASP.NET Core application using
CodeDeploy and AWS CodePipeline.

Published March 2016

o Create a Pipeline Using the AWS CodePipeline Console
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Learn how to use the AWS CodePipeline console to create a two-stage pipeline in a walkthrough
based on the AWS CodePipeline Tutorial: Create a four-stage pipeline.

Published March 2016
» Mocking AWS CodePipeline Pipelines with AWS Lambda

Learn how to invoke a Lambda function that lets you visualize the actions and stages in a
CodePipeline software delivery process as you design it, before the pipeline is operational.
As you design your pipeline structure, you can use the Lambda function to test whether your
pipeline will complete successfully.

Published February 2016
e Running AWS Lambda Functions in CodePipeline Using AWS CloudFormation

Learn how to create an AWS CloudFormation stack that provisions all the AWS resources used in
the user guide task Invoke an AWS Lambda function in a pipeline in CodePipeline.

Published February 2016

« Provisioning Custom CodePipeline Actions in AWS CloudFormation

Learn how to use AWS CloudFormation to provision custom actions in CodePipeline.

Published January 2016

« Provisioning CodePipeline with AWS CloudFormation

Learn how to provision a basic continuous delivery pipeline in CodePipeline using AWS
CloudFormation.

Published December 2015
» Deploying from CodePipeline to AWS OpsWorks Using a Custom Action and AWS Lambda

Learn how to configure your pipeline and the AWS Lambda function to deploy to AWS OpsWorks
using CodePipeline.

Published July 2015
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CodePipeline tutorials

After you complete the steps in Getting started with CodePipeline, you can try one of the AWS

CodePipeline tutorials in this user guide:

| want to use the wizard to create a pipeline
that uses CodeDeploy to deploy a sample
application from an Amazon S3 bucket to
Amazon EC2 instances running Amazon Linux.
After using the wizard to create my two-stage
pipeline, | want to add a third stage.

| want to create a two-stage pipeline that uses
CodeDeploy to deploy a sample application
from a CodeCommit repository to an Amazon
EC2 instance running Amazon Linux.

| want to add a build stage to the three-stage
pipeline | created in the first tutorial. The new
stage uses Jenkins to build my application.

| want to set up a CloudWatch Events rule
that sends notifications whenever there are
changes to the execution state of my pipeline,
stage, or action.

| want to create a pipeline with a GitHub
source that builds and tests an Android app
with CodeBuild and AWS Device Farm.

| want to create a pipeline with an Amazon S3
source that tests an iOS app with AWS Device
Farm.

| want to create a pipeline that deploys my
product template to Service Catalog.

See Tutorial: Create a simple pipeline (S3
bucket).

See Tutorial: Create a simple pipeline

(CodeCommit repository).

See Tutorial: Create a four-stage pipeline.

See Tutorial: Set up a CloudWatch Events rule

to receive email notifications for pipeline state
changes.

See Tutorial: Create a pipeline that builds and

tests your Android app with AWS Device Farm.

See Tutorial: Create a pipeline that tests your
iOS app with AWS Device Farm.

See Tutorial: Create a pipeline that deploys to

Service Catalog.
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| want to use sample templates to create See Tutorial: Create a pipeline with AWS

a simple pipeline (with an Amazon S3, CloudFormation.
CodeCommit, or GitHub source) using the AWS
CloudFormation console.

| want to create a two-stage pipeline that uses  See Tutorial: Create a pipeline with an

CodeDeploy and Amazon ECS for blue/gree Amazon ECR source and ECS-to-CodeDeploy
n deployment of an image from an Amazon deployment.

ECR repository to an Amazon ECS cluster and

service.

| want to create a pipeline that continuously See Tutorial: Create a pipeline that publishes
publishes my serverless application to the your serverless application to the AWS

AWS Serverless Application Repository. Serverless Application Repository.

The following tutorials in other user guides provide guidance for integrating other AWS services
into your pipelines:

Create a pipeline that uses CodeBuild in AWS CodeBuild User Guide

Using CodePipeline with AWS OpsWorks Stacks in AWS OpsWorks User Guide

Continuous Delivery with CodePipeline in AWS CloudFormation User Guide

Getting started using Elastic Beanstalk in AWS Elastic Beanstalk Developer Guide

Set Up a Continuous Deployment Pipeline Using CodePipeline

Tutorial: Use Git tags to start your pipeline

In this tutorial, you will create a pipeline that connects to your GitHub repository where the source
action is configured for the Git tags trigger type. When a Git tag is created on a commit, your
pipeline starts. This example shows you how to create a pipeline that allows filtering for tags
based on the syntax of the tag name. For more information about filtering with glob patterns, see
Working with glob patterns in syntax.

This tutorial connects to GitHub through the CodeStarSourceConnection action type.
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® Note

This feature is not available in the Asia Pacific (Hong Kong), Africa (Cape Town), Middle East
(Bahrain), or Europe (Zurich) Regions. To reference other available actions, see Product and
service integrations with CodePipeline. For considerations with this action in the Europe
(Milan) Region, see the note in CodeStarSourceConnection for Bitbucket Cloud, GitHub,
GitHub Enterprise Server, GitLab.com, and GitLab self-managed actions.

Topics

 Prerequisites
Step 1: Open CloudShell and clone your repository

Step 2: Create a pipeline to trigger on Git tags

Step 3: Tag your commits for release

Step 4: Release change and view logs

Prerequisites

Before you begin, you must do the following:

« Create a GitHub repository with your GitHub account.

« Have your GitHub credentials ready. When you use the AWS Management Console to set up a
connection, you are asked to sign in with your GitHub credentials.

Step 1: Open CloudShell and clone your repository

You can use a command line interface to clone your repository, make commits, and add tags. This
tutorial launches a CloudShell instance for the command line interface.
1. Signin to the AWS Management Console.

2. In the top navigation bar, choose the AWS icon. The main page of the AWS Management
Console displays.

3. Inthe top navigation bar, choose the AWS CloudShell icon. CloudShell opens. Wait while the
CloudShell environment is created.
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® Note

If you don't see the CloudShell icon, make sure that you're in a Region supported by
CloudShell. This tutorial assumes you are in the US West (Oregon) Region.

In GitHub, navigate to your repository. Choose Code, and then choose HTTPS. Copy the path.
The address to clone your Git repository is copied to your clipboard.

Run the following command to clone the repository.

git clone https://github.com/<account>/MyGitHubRepo.git

Enter your GitHub account Username and Password when prompted. For the Password
entry, you must use a user-created token rather than your account password.

Step 2: Create a pipeline to trigger on Git tags

In this section, you create a pipeline with the following actions:

» A source stage with a connection to your GitHub repository and action.

« A build stage with an AWS CodeBuild build action.

To create a pipeline with the wizard

1.

2
3.
4

Sign in to the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

On the Welcome page, Getting started page, or Pipelines page, choose Create pipeline.
In Step 1: Choose pipeline settings, in Pipeline name, enter M\yGitHubTagsPipeline.

In Pipeline type, keep the default selection at V2. Pipeline types differ in characteristics and
price. For more information, see Pipeline types.

In Service role, choose New service role.

® Note

If you choose instead to use your existing CodePipeline service role, make sure that
you have added the codestar-connections:UseConnection IAM permission to
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your service role policy. For instructions for the CodePipeline service role, see Add
permissions to the the CodePipeline service role.

6. Under Advanced settings, leave the defaults. In Artifact store, choose Default location to use
the default artifact store, such as the Amazon S3 artifact bucket designated as the default, for
your pipeline in the Region you selected for your pipeline.

® Note

This is not the source bucket for your source code. This is the artifact store for your
pipeline. A separate artifact store, such as an S3 bucket, is required for each pipeline.

Choose Next.

7. On the Step 2: Add source stage page, add a source stage:

a. InSource provider, choose GitHub (Version 2).

b. Under Connection, choose an existing connection or create a new one. To create or
manage a connection for your GitHub source action, see GitHub connections.

c. InRepository name, choose the name of your GitHub repository.

d. Under Pipeline trigger, choose Git tags.
In the Include field, enter release*.

In Default branch, choose the branch that you want to specify when the pipeline is
started manually or with a source event that is not a Git tag. If the source of the change is
not the trigger or if a pipeline execution was started manually, then the change used will
be the HEAD commit from the default branch.

/A Important

Pipelines that start with a trigger type of Git tags will be configured for
WebhookV2 events and will not use the Webhook event (change detection on all
push events) to start the pipeline.

Choose Next.
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8. In Add build stage, add a build stage:

o

In Build provider, choose AWS CodeBuild. Allow Region to default to the pipeline Region.
b. Choose Create project.

c. InProject name, enter a name for this build project.

d. In Environment image, choose Managed image. For Operating system, choose Ubuntu.
e. For Runtime, choose Standard. For Image, choose aws/codebuild/standard:5.0.

f.  For Service role, choose New service role.

® Note

Note the name of your CodeBuild service role. You will need the role name for the
final step in this tutorial.

g. Under Buildspec, for Build specifications, choose Insert build commands. Choose Switch
to editor, and paste the following under Build commands.

version: 0.2
#env:
#variables:
# key: "value"
# key: "value"
#parameter-store:
# key: "value"
# key: "value"
#git-credential-helper: yes
phases:
install:
#If you use the Ubuntu standard image 2.0 or later, you must specify
runtime-versions.
#If you specify runtime-versions and use an image other than Ubuntu
standard image 2.0, the build fails.
runtime-versions:
nodejs: 12
#commands:
# - command
# - command
#pre_build:
#commands:
# - command
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10.

Step 3: Tag your commits for release

On the Step 4: Add deploy stage page, choose Skip deploy stage, and then accept the
warning message by choosing Skip again. Choose Next.

On Step 5: Review, choose Create pipeline.

# - command
build:
commands:
#post_build:
#commands:
# - command
# - command
artifacts:
files:

[N

# - location

name: $(date +%Y-%m-%d)
#discard-paths: yes
#base-directory: location

#cache:
#paths:
# - paths

Choose Continue to CodePipeline. This returns to the CodePipeline console and creates

a CodeBuild project that uses your build commands for configuration. The build project

uses a service role to manage AWS service permissions. This step might take a couple of

minutes.

Choose Next.

After you create your pipeline and specify Git tags, you can tag commits in your GitHub repository.

In these steps, you will tag a commit with the release-1 tag. Each commit in a Git repository

must have a unique Git tag. When you choose the commit and tag it, this allows you to incorporate

changes from different branches into your pipeline deployment. Note that the tag name release

does not apply to the concept of a release in GitHub.

1.

Reference the copied commit IDs you want to tag. To view commits in each branch, in the

CloudShell terminal, enter the following command to capture the commit IDs you want to tag:

Step 3: Tag your commits for release
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git log

2. Inthe CloudShell terminal, enter the command to tag your commit and push it to origin. After

you tag your commit, you use the git push command to push the tag to origin. In the following

example, enter the following command to use the release-1 tag for the second commit with
ID 49366bd. This tag will be filtered by the pipeline release* tag filter and will start the

pipeline.

git tag release-1 49366bd

git push origin release-1

Devtloptr Toals X Developer Tools » CodePipeline > Pipelines > connpipeline
CodePipeline
Iconnpipeline
» Source « CodeC t
» Artifacts » Codeartifact £ Notify v Edit Stop execution
Release change

» Build » CodeBuild

» Deploy = CodeDeploy

® Source -

¥ Pipeline » CodePipeline
Getting started
Pipelines Source ©
Pipeline
History

Settings

» Settings

Q1 Go to resource Gbda 5 Source: New change on feature branch

B Feedback
l Disable transition

@ Build ¢
Pipeline execution

& AWS CloudShell

Actions ¥

2

@

x
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Step 4: Release change and view logs
1. After the pipeline runs successfully, on your successful build stage, choose View log.

Under Logs, view the CodeBuild build output. The commands output the value of the entered
variable.

2. In the History page, view the Triggers column. View the trigger type GitTag : release-1.

Tutorial: Filter on branch names for pull requests to start your
pipeline

In this tutorial, you will create a pipeline that connects to your GitHub.com repository where the
source action is configured to start your pipeline with a trigger configuration that filters on pull
requests. When a specified pull request event occurs for a specified branch, your pipeline starts.
This example shows you how to create a pipeline that allows filtering for branch names. For more
information about working with triggers, see Trigger filtering in the pipeline JSON (CLI). For more

information about filtering with regex patterns in glob format, see Working with glob patterns in
syntax.

This tutorial connects to GitHub.com through the CodeStarSourceConnection action type.

Topics

« Prerequisites

» Step 1: Create a pipeline to start on pull request for specified branches

» Step 2: Create and merge a pull request in GitHub.com to start your pipeline executions

Prerequisites

Before you begin, you must do the following:

o Create a GitHub.com repository with your GitHub.com account.

« Have your GitHub credentials ready. When you use the AWS Management Console to set up a
connection, you are asked to sign in with your GitHub credentials.
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Step 1: Create a pipeline to start on pull request for specified branches

In this section, you create a pipeline with the following actions:

» A source stage with a connection to your GitHub.com repository and action.

« A build stage with an AWS CodeBuild build action.

To create a pipeline with the wizard

Sign in to the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

1
2. Onthe Welcome page, Getting started page, or Pipelines page, choose Create pipeline.

3. In Step 1: Choose pipeline settings, in Pipeline name, enter MyFiltexBranchesPipeline.
4

In Pipeline type, keep the default selection at V2. Pipeline types differ in characteristics and
price. For more information, see Pipeline types.

5. In Service role, choose New service role.

(® Note

If you choose instead to use your existing CodePipeline service role, make sure that
you have added the codestar-connections:UseConnection IAM permission to
your service role policy. For instructions for the CodePipeline service role, see Add
permissions to the the CodePipeline service role.

6. Under Advanced settings, leave the defaults. In Artifact store, choose Default location to use
the default artifact store, such as the Amazon S3 artifact bucket designated as the default, for
your pipeline in the Region you selected for your pipeline.

(® Note

This is not the source bucket for your source code. This is the artifact store for your
pipeline. A separate artifact store, such as an S3 bucket, is required for each pipeline.

Choose Next.

7. On the Step 2: Add source stage page, add a source stage:

a. InSource provider, choose GitHub (Version 2).
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b. Under Connection, choose an existing connection or create a new one. To create or
manage a connection for your GitHub source action, see GitHub connections.

c. In Repository name, choose the name of your GitHub.com repository.

d. Under Trigger type, choose Specify filter.

Under Event type, choose Pull request. Select all of the events under pull request so that
the event occurs for created, updated, or closed pull requests.

Under Branches, in the Include field, enter main*.

Edit: Triggers Cancel ‘ Done ‘
For source action: Source Remove
Filters

Pull request ®

Events: Created Closed Revised

Add filt
Include branches: main* + feer

™,
X

+ Add trigger

/A Important

Pipelines that start with this trigger type will be configured for WebhookV2 events
and will not use the Webhook event (change detection on all push events) to start
the pipeline.

Choose Next.

8. In Add build stage, in Build provider, choose AWS CodeBuild. Allow Region to default to the
pipeline Region. Choose or create the build project as instructed in Tutorial: Use Git tags to
start your pipeline. This action will only be used in this tutorial as the second stage needed to

create your pipeline.

9. On the Step 4: Add deploy stage page, choose Skip deploy stage, and then accept the
warning message by choosing Skip again. Choose Next.
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10. On Step 5: Review, choose Create pipeline.

Step 2: Create and merge a pull request in GitHub.com to start your
pipeline executions

In this section, you create and merge a pull request. This starts your pipeline, with one execution
for the opened pull request and one execution for the closed pull request.

To create a pull request and start your pipeline

1. In GitHub.com, create a pull request by making a change to the README.md on a feature
branch and raising a pull request to the main branch. Commit the change with a message like
Update README.md for PR.

2. The pipeline starts with the source revision showing the Source message for the pull request
as Update README.md for PR.

® Source Succeeded

Pipeline execution 1D: 7elbecf6-fc7d-44b5-9157-56e9d7982a93

Source

GitHub (Version 2) 2

@ Succeeded - Just now
030c6b39 [2

238c5b39 [4 Source: Update README.md for PR

l ‘ Disable transition

@ Build in progress

Pipeline execution 1D: 7elbecf6-fc7d-44b5-9157-56e9d7982a93

3. Choose History. In the pipeline execution history, view the CREATED and MERGED pull request
status events that started the pipeline executions.
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Developer Tools » CodePipeline » Pipelines » new-github » Execution history

Execution history info

Q

Execution ID Status

O 61986255 © Succeeded

O b9614702 ® Succeeded

O 09c14335 © Succeeded

Trigger

PullRequest 5 MERGED

From
repository/branch:

/MyGitHubRepo

/feature-branch [A

To repository/branch:

/MyGitHubRepo

/main [A

PullRequest 5 CREATED

From
repository/branch:

/MyGitHubRepo

[feature-branch [A

To repository/branch:

/MyGitHubRepo

/main [

Webhook

connection/40d122c4-23fb-

48bf-

a08f-1cd9 £

Started

Feb 7, 2024 6:26 PM
(UTC-8:00)

Feb 7, 2024 6:26 PM
(UTC-8:00)

Feb 5, 2024 1:19 AM
(UTC-8:00)

Tutorial: Use pipeline-level variables

Duration

5 minutes 31 seconds

4 minutes 7 seconds

2 days 16 hours

Release change
1 ®

Completed

Feb 7, 2024 6:32 PM
(UTC-8:00)

Feb 7, 2024 6:30 PM
(UTC-8:00)

Feb 7, 2024 538 PM
(UTC-8:00)

In this tutorial, you will create a pipeline where you add a variable at the pipeline level and run a
CodeBuild build action that outputs your variable value.

Topics

« Prerequisites

« Step 1: Create your pipeline and build project

» Step 2: Release change and view logs

Prerequisites

Before you begin, you must do the following:

o Create a CodeCommit repository.

« Add a .txt file to the repository.

Tutorial: Use pipeline-level variables
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Step 1: Create your pipeline and build project

In this section, you create a pipeline with the following actions:

» A source stage with a connection to your GitHub repository and action.

A build stage with an AWS CodeBuild build action.

To create a pipeline with the wizard

1. Signin to the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

2. Onthe Welcome page, Getting started page, or Pipelines page, choose Create pipeline.
3. In Step 1: Choose pipeline settings, in Pipeline name, enter MyVariablesPipeline.
4

In Pipeline type, keep the default selection at V2. Pipeline types differ in characteristics and
price. For more information, see Pipeline types.

5. In Service role, choose New service role.

® Note

If you choose instead to use your existing CodePipeline service role, make sure that
you have added the codestar-connections:UseConnection IAM permission to
your service role policy. For instructions for the CodePipeline service role, see Add
permissions to the the CodePipeline service role.

6. Under Variables, choose Add variable. In Name, enter timeout. In Default, enter 1000. In
description, enter the following description: Timeout.

This will create a variable where you can declare the value when the pipeline execution starts.
Variable names must match [A-Za-z0-9@\-_]+ and can be anything except an empty string.

7. Under Advanced settings, leave the defaults. In Artifact store, choose Default location to use
the default artifact store, such as the Amazon S3 artifact bucket designated as the default, for
your pipeline in the Region you selected for your pipeline.

(® Note

This is not the source bucket for your source code. This is the artifact store for your
pipeline. A separate artifact store, such as an S3 bucket, is required for each pipeline.
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Choose Next.

8. On the Step 2: Add source stage page, add a source stage:

a. InSource provider, choose AWS CodeCommit.

b. In Repository name and Branch name, choose the your repository and branch.

Choose Next.

9. In Add build stage, add a build stage:

a. In Build provider, choose AWS CodeBuild. Allow Region to default to the pipeline Region.
b. Choose Create project.

c. InProject name, enter a name for this build project.

d. In Environment image, choose Managed image. For Operating system, choose Ubuntu.
e. For Runtime, choose Standard. For Image, choose aws/codebuild/standard:5.0.

f.  For Service role, choose New service role.

® Note

Note the name of your CodeBuild service role. You will need the role name for the
final step in this tutorial.

g. Under Buildspec, for Build specifications, choose Insert build commands. Choose Switch
to editor, and paste the following under Build commands. In the buildspec, the customer
variable $CUSTOM_VAR1 will be used to output the pipeline variable in the build log.

You will create the $CUSTOM_VAR1 output variable as an environment variable in the
following step.

version: 0.2
#env:
#variables:
# key: "value"
# key: "value"
#parameter-store:
# key: "value"
# key: "value"
#git-credential-helper: yes
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phases:
install:
#If you use the Ubuntu standard image 2.0 or later, you must specify
runtime-versions.
#If you specify runtime-versions and use an image other than Ubuntu
standard image 2.0, the build fails.
runtime-versions:
nodejs: 12
#commands:
# - command
# - command
#pre_build:
#commands:
# - command
# - command
build:
commands:
- echo $CUSTOM_VAR1
#post_build:
#commands:
# - command
# - command
artifacts:
files:

1t

# - location
name: $(date +%Y-%m-%d)
#discard-paths: yes
#base-directory: location
#cache:
#paths:
# - paths

h. Choose Continue to CodePipeline. This returns to the CodePipeline console and creates
a CodeBuild project that uses your build commands for configuration. The build project
uses a service role to manage AWS service permissions. This step might take a couple of
minutes.

i. Under Environment variables - optional, to create an environment variable as
an input variable for the build action that will be resolved by the pipeline-level
variable, choose Add environment variable. This will create the variable specified
in the buildspec as $CUSTOM_VARL1. In Name, enter CUSTOM_VARL. In Value, enter
#{variables.timeout}. In Type, choose Plaintext.

Step 1: Create your pipeline and build project API Version 2015-07-09 74



AWS CodePipeline User Guide

The #{variables.timeout} value for the environment variable is based on the
pipeline-level variable namespace variables and the pipeline-level variable timeout
created for the pipeline in step 5.

j- Choose Next.

10. On the Step 4: Add deploy stage page, choose Skip deploy stage, and then accept the
warning message by choosing Skip again. Choose Next.

11. On Step 5: Review, choose Create pipeline.

Step 2: Release change and view logs

1. After the pipeline runs successfully, on your successful build stage, choose View details.

On the details page, choose the Logs tab. View the CodeBuild build output. The commands
output the value of the entered variable.

2. Inthe left-hand nav, choose History.

Choose the recent execution, and then choose the Variables tab. View the resolved value for
the pipeline variable.

Tutorial: Create a simple pipeline (S3 bucket)

The easiest way to create a pipeline is to use the Create pipeline wizard in the AWS CodePipeline
console.

In this tutorial, you create a two-stage pipeline that uses a versioned S3 bucket and CodeDeploy to
release a sample application.

® Note

When Amazon S3 is the source provider for your pipeline, you may zip your source file or
files into a single .zip and upload the .zip to your source bucket. You may also upload a
single unzipped file; however, downstream actions that expect a .zip file will fail.

After you create this simple pipeline, you add another stage and then disable and enable the
transition between stages.
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/A Important

Many of the actions you add to your pipeline in this procedure involve AWS resources
that you need to create before you create the pipeline. AWS resources for your source
actions must always be created in the same AWS Region where you create your pipeline.
For example, if you create your pipeline in the US East (Ohio) Region, your CodeCommit
repository must be in the US East (Ohio) Region.

You can add cross-region actions when you create your pipeline. AWS resources for cross-
region actions must be in the same AWS Region where you plan to execute the action. For
more information, see Add a cross-Region action in CodePipeline.

Before you begin, you should complete the prerequisites in Getting started with CodePipeline.

Topics

Step 1: Create an S3 bucket for your application

Step 2: Create Amazon EC2 Windows instances and install the CodeDeploy agent

Step 3: Create an application in CodeDeploy

Step 4: Create your first pipeline in CodePipeline

(Optional) Step 5: Add another stage to your pipeline

(Optional) Step 6: Disable and enable transitions between stages in CodePipeline

Step 7: Clean up resources

Step 1: Create an S3 bucket for your application

You can store your source files or applications in any versioned location. In this tutorial, you create
an S3 bucket for the sample application files and enable versioning on that bucket. After you have
enabled versioning, you copy the sample applications to that bucket.

To create an S3 bucket

Sign in to the console at AWS Management Console. Open the S3 console.
Choose Create bucket.

In Bucket name, enter a name for your bucket (for example, awscodepipeline-
demobucket-example-date).
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® Note

Because all bucket names in Amazon S3 must be unique, use one of your own, not the
name shown in the example. You can change the example name just by adding the
date to it. Make a note of this name because you need it for the rest of this tutorial.

In Region, choose the Region where you intend to create your pipeline, such as US West
(Oregon), and then choose Create bucket.

4. After the bucket is created, a success banner displays. Choose Go to bucket details.

5. On the Properties tab, choose Versioning. Choose Enable versioning, and then choose Save.

When versioning is enabled, Amazon S3 saves every version of every object in the bucket.

6. On the Permissions tab, leave the defaults. For more information about S3 bucket and object
permissions, see Specifying Permissions in a Policy.

7. Next, download a sample and save it into a folder or directory on your local computer.

a. Choose one of the following. Choose SampleApp_Windows. zip if you want to follow the
steps in this tutorial for Windows Server instances.

« If you want to deploy to Amazon Linux instances using CodeDeploy, download the
sample application here: SampleApp_Linux.zip.

« If you want to deploy to Windows Server instances using CodeDeploy, download the
sample application here: SampleApp_Windows.zip.

The sample application contains the following files for deploying with CodeDeploy:

« appspec.yml — The application specification file (AppSpec file) is a YAML-formatted
file used by CodeDeploy to manage a deployment. For more information about the
AppSpec file, see CodeDeploy AppSpec File reference in the AWS CodeDeploy User Guide.

« index.html - The index file contains the home page for the deployed sample
application.

o LICENSE.txt - The license file contains license information for the sample application.
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o Files for scripts — The sample application uses scripts to write text files to a location on
your instance. One file is written for each of several CodeDeploy deployment lifecycle
events as follows:

e (Linux sample only) scripts folder — The folder contains the following shell scripts
to install dependencies and start and stop the sample application for the automated
deployment: install_dependencies, start_server, and stop_server.

« (Windows sample only) before-install.bat - This is a batch script for the
BeforeInstall deployment lifecycle event, which will run to remove old files
written during previous deployments of this sample and create a location on your
instance to which to write the new files.

b. Download the compressed (zipped) file. Do not unzip the file.

8. Inthe Amazon S3 console, for your bucket, upload the file:

a. Choose Upload.
b. Drag and drop the file or choose Add files and browse for the file.
c. Choose Upload.

Step 2: Create Amazon EC2 Windows instances and install the
CodeDeploy agent

(® Note

This tutorial provides sample steps for creating Amazon EC2 Windows instances. For
sample steps to create Amazon EC2 Linux instances, see Step 3: Create an Amazon EC2

Linux instance and install the CodeDeploy agent. When prompted for the number of

instances to create, specify 2 instances.

In this step, you create the Windows Server Amazon EC2 instances to which you will deploy a
sample application. As part of this process, you create an instance role with policies that allow
install and management of the CodeDeploy agent on the instances. The CodeDeploy agent is

a software package that enables an instance to be used in CodeDeploy deployments. You also
attach policies that allow the instance to fetch files that the CodeDeploy agent uses to deploy your
application and to allow the instance to be managed by SSM.
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To create an instance role

Open the IAM console at https://console.aws.amazon.com/iam/).

1
2. From the console dashboard, choose Roles.
3. Choose Create role.
4

Under Select type of trusted entity, select AWS service. Under Choose a use case, select EC2,
and then choose Next: Permissions.

b

Search for and select the policy named AmazonEC2RolefoxrAWSCodeDeploy.

6. Search for and select the policy named AmazonSSMManagedInstanceCore. Choose Next:
Tags.

7. Choose Next: Review. Enter a name for the role (for example, EC2InstanceRole).

(@ Note

Make a note of your role name for the next step. You choose this role when you are
creating your instance.

Choose Create role.

To launch instances

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. From the side navigation, choose Instances, and select Launch instances from the top of the
page.

3. Under Name and tags, in Name, enter MyCodePipelineDemo. This assigns the instances a
tag Key of Name and a tag Value of MyCodePipelineDemo. Later, you create a CodeDeploy

application that deploys the sample application to the instances. CodeDeploy selects instances
to deploy based on the tags.

4. Under Application and OS Images (Amazon Machine Image), choose the Windows option.
(This AMI is described as the Microsoft Windows Server 2019 Base and is labeled "Free tier
eligible" and can be found under Quick Start..)

5. Under Instance type, choose the free tier eligible t2.micro type as the hardware
configuration for your instance.

6. Under Key pair (login), choose a key pair or create one.
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You can also choose Proceed without a key pair.

® Note

For the purposes of this tutorial, you can proceed without a key pair. To use SSH to
connect to your instances, create or use a key pair.

7. Under Network settings, do the following.

In Auto-assign Public IP, make sure the status is Enable.

» Next to Assign a security group, choose Create a new security group.
« In the row for SSH, under Source type, choose My IP.
o Choose Add security group, choose HTTP, and then under Source type, choose My IP.

8. Expand Advanced details. In IAM instance profile, choose the IAM role you created in the
previous procedure (for example, EC2InstanceRole).

9. Under Summary, under Number of instances, enter 2..
10. Choose Launch instance.
11. Choose View all instances to close the confirmation page and return to the console.

12. You can view the status of the launch on the Instances page. When you launch an instance, its
initial state is pending. After the instance starts, its state changes to running, and it receives
a public DNS name. (If the Public DNS column is not displayed, choose the Show/Hide icon,
and then select Public DNS.)

13. It can take a few minutes for the instance to be ready for you to connect to it. Check that
your instance has passed its status checks. You can view this information in the Status Checks
column.

Step 3: Create an application in CodeDeploy

In CodeDeploy, an application is an identifier, in the form of a name, for the code you want to
deploy. CodeDeploy uses this name to ensure the correct combination of revision, deployment
configuration, and deployment group are referenced during a deployment. You select the name
of the CodeDeploy application you create in this step when you create your pipeline later in this
tutorial.
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You first create a service role for CodeDeploy to use. If you have already created a service role, you
do not need to create another one.

To create a CodeDeploy service role

1.

2
3.
4

Open the IAM console at https://console.aws.amazon.com/iam/).

From the console dashboard, choose Roles.
Choose Create role.

Under Select trusted entity, choose AWS service. Under Use case, choose CodeDeploy.
Choose CodeDeploy from the options listed. Choose Next. The AWSCodeDeployRole
managed policy is already attached to the role.

Choose Next.

Enter a name for the role (for example, CodeDeployRole), and then choose Create role.

To create an application in CodeDeploy

o v ok~ W

Open the CodeDeploy console at https://console.aws.amazon.com/codedeploy.

If the Applications page does not appear, on the AWS CodeDeploy menu, choose
Applications.

Choose Create application.
In Application name, enter MyDemoApplication.
In Compute Platform, choose EC2/On-premises.

Choose Create application.

To create a deployment group in CodeDeploy

—

On the page that displays your application, choose Create deployment group.
In Deployment group name, enter M\yDemoDeploymentGxoup.

In Service role, choose the service role you created earlier. You must use a service role that
trusts AWS CodeDeploy with, at minimum, the trust and permissions described in Create

a Service Role for CodeDeploy. To get the service role ARN, see Get the Service Role ARN
(Console).

Under Deployment type, choose In-place.
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5. Under Environment configuration, choose Amazon EC2 Instances. Choose Name in the Key
field, and in the Value field, enter MyCodePipelineDemo.

/A Important

You must choose the same value for the Name key here that you assigned to your EC2
instances when you created them. If you tagged your instances with something other
than MyCodePipelineDemo, be sure to use it here.

6. Under Agent configuration with AWS Systems Manager, choose Now and schedule updates.
This installs the agent on the instance. The Windows instance is already configured with the
SSM agent and will now be updated with the CodeDeploy agent.

7. Under Deployment settings, choose CodeDeployDefault.OneAtaTime.

8. Under Load Balancer, make sure the Enable load balancing box is not selected. You do not
need to set up a load balancer or choose a target group for this example. After you de-select
the checkbox, the load balancer options do not display.

9. Inthe Advanced section, leave the defaults.

10. Choose Create deployment group.

Step 4: Create your first pipeline in CodePipeline

In this part of the tutorial, you create the pipeline. The sample runs automatically through the
pipeline.

To create a CodePipeline automated release process

1. Sign in to the AWS Management Console and open the CodePipeline console at http://
console.aws.amazon.com/codesuite/codepipeline/home.

2. Onthe Welcome page, Getting started page, or the Pipelines page, choose Create pipeline.

3. In Step 1: Choose pipeline settings, in Pipeline name, enter M\yFirstPipeline.

(® Note

If you choose another name for your pipeline, be sure to use that name instead of
MyFirstPipeline for the rest of this tutorial. After you create a pipeline, you cannot
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change its name. Pipeline names are subject to some limitations. For more information,
see Quotas in AWS CodePipeline.

4. In Pipeline type, choose V1 for the purposes of this tutorial. You can also choose V2; however,
note that pipeline types differ in characteristics and price. For more information, see Pipeline

types.

5. In Service role, do one of the following:

» Choose New service role to allow CodePipeline to create a new service role in IAM.

« Choose Existing service role to use a service role already created in IAM. In Role name,
choose your service role from the list.

6. Leave the settings under Advanced settings at their defaults, and then choose Next.

7. In Step 2: Add source stage, in Source provider, choose Amazon S3. In Bucket, enter the
name of the S3 bucket you created in Step 1: Create an S3 bucket for your application. In S3

object key, enter the object key with or without a file path, and remember to include the file
extension. For example, for SampleApp_Windows. zip, enter the sample file name as shown
in this example:

SampleApp_Windows.zip

Choose Next step.

Under Change detection options, leave the defaults. This allows CodePipeline to use Amazon
CloudWatch Events to detect changes in your source bucket.

Choose Next.

8. In Step 3: Add build stage, choose Skip build stage, and then accept the warning message by
choosing Skip again. Choose Next.

9. In Step 4: Add deploy stage, in Deploy provider, choose CodeDeploy . The Region
field defaults to the same AWS Region as your pipeline. In Application name, enter
MyDemoApplication, or choose the Refresh button, and then choose the application name
from the list. In Deployment group, enter MyDemoDeploymentGroup, or choose it from the
list, and then choose Next.
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® Note

The name Deploy is the name given by default to the stage created in the Step 4: Add
deploy stage step, just as Source is the name given to the first stage of the pipeline.

10. In Step 5: Review, review the information, and then choose Create pipeline.

11. The pipeline starts to run. You can view progress and success and failure messages as
the CodePipeline sample deploys a webpage to each of the Amazon EC2 instances in the
CodeDeploy deployment.

Congratulations! You just created a simple pipeline in CodePipeline. The pipeline has two stages:
» A source stage named Source, which detects changes in the versioned sample application stored
in the S3 bucket and pulls those changes into the pipeline.

» A Deploy stage that deploys those changes to EC2 instances with CodeDeploy.

Now, verify the results.
To verify your pipeline ran successfully

1. View the initial progress of the pipeline. The status of each stage changes from No executions
yet to In Progress, and then to either Succeeded or Failed. The pipeline should complete the
first run within a few minutes.

2. After Succeeded is displayed for the action status, in the status area for the Deploy stage,
choose Details. This opens the CodeDeploy console.

3. Inthe Deployment group tab, under Deployment lifecycle events, choose an instance ID. This
opens the EC2 console.

4. On the Description tab, in Public DNS, copy the address, and then paste it into the address bar
of your web browser. View the index page for the sample application you uploaded to your S3
bucket.

The web page displays for the sample application you uploaded to your S3 bucket.

For more information about stages, actions, and how pipelines work, see CodePipeline concepts.
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(Optional) Step 5: Add another stage to your pipeline

Now add another stage in the pipeline to deploy from staging servers to production servers using
CodeDeploy. First, you create another deployment group in the CodePipelineDemoApplication in
CodeDeploy. Then you add a stage that includes an action that uses this deployment group. To add
another stage, you use the CodePipeline console or the AWS CLI to retrieve and manually edit the
structure of the pipeline in a JSON file, and then run the update-pipeline command to update the
pipeline with your changes.

Topics

» Create a second deployment group in CodeDeploy

« Add the deployment group as another stage in your pipeline

Create a second deployment group in CodeDeploy

® Note

In this part of the tutorial, you create a second deployment group, but deploy to the same
Amazon EC2 instances as before. This is for demonstration purposes only. It is purposely
designed to fail to show you how errors are displayed in CodePipeline.

To create a second deployment group in CodeDeploy

1. Open the CodeDeploy console at https://console.aws.amazon.com/codedeploy.

Choose Applications, and in the list of applications, choose MyDemoApplication.

Choose the Deployment groups tab, and then choose Create deployment group.

P WD

On the Create deployment group page, in Deployment group name, enter a name for the
second deployment group (for example, CodePipelineProductionFleet).

5. In Service Role, choose the same CodeDeploy service role you used for the initial deployment
(not the CodePipeline service role).

6. Under Deployment type, choose In-place.

7. Under Environment configuration, choose Amazon EC2 Instances. Choose Name in the Key
box, and in the Value box, choose MyCodePipelineDemo from the list. Leave the default
configuration for Deployment settings.
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8. Under Deployment configuration, choose CodeDeployDefault.OneAtaTime.
9. Under Load Balancer, clear Enable load balancing.

10. Choose Create deployment group.

Add the deployment group as another stage in your pipeline

Now that you have another deployment group, you can add a stage that uses this deployment
group to deploy to the same EC2 instances you used earlier. You can use the CodePipeline console
or the AWS CLI to add this stage.

Topics

» Create a third stage (console)

» Create a third stage (CLI)

Create a third stage (console)

You can use the CodePipeline console to add a new stage that uses the new deployment group.
Because this deployment group is deploying to the EC2 instances you've already used, the deploy
action in this stage fails.

1. Sign in to the AWS Management Console and open the CodePipeline console at http://
console.aws.amazon.com/codesuite/codepipeline/home.

2. In Name, choose the name of the pipeline you created, MyFirstPipeline.
3. On the pipeline details page, choose Edit.
4. On the Edit page, choose + Add stage to add a stage immediately after the Deploy stage.
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In Add stage, in Stage name, enter Production. Choose Add stage.
In the new stage, choose + Add action group.

In Edit action, in Action name, enter Deploy-Second-Deployment. In Action provider,
under Deploy, choose CodeDeploy.

In the CodeDeploy section, in Application name, choose MyDemoApplication from the
drop-down list, as you did when you created the pipeline. In Deployment group, choose the
deployment group you just created, CodePipelineProductionFleet. In Input artifacts,
choose the input artifact from the source action. Choose Save.

On the Edit page, choose Save. In Save pipeline changes, choose Save.

Although the new stage has been added to your pipeline, a status of No executions yet is
displayed because no changes have triggered another run of the pipeline. You must manually
rerun the last revision to see how the edited pipeline runs. On the pipeline details page, choose
Release change, and then choose Release when prompted. This runs the most recent revision
available in each source location specified in a source action through the pipeline.

Alternatively, to use the AWS CLI to rerun the pipeline, from a terminal on your local Linux,
macOS, or Unix machine, or a command prompt on your local Windows machine, run the
start-pipeline-execution command, specifying the name of the pipeline. This runs the
application in your source bucket through the pipeline for a second time.
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11.

12.

aws codepipeline start-pipeline-execution --name MyFirstPipeline

This command returns a pipelineExecutionId object.

Return to the CodePipeline console and in the list of pipelines, choose MyFirstPipeline to open
the view page.

The pipeline shows three stages and the state of the artifact running through those three
stages. It might take up to five minutes for the pipeline to run through all stages. You see the
deployment succeeds on the first two stages, just as before, but the Production stage shows
the Deploy-Second-Deployment action failed.

In the Deploy-Second-Deployment action, choose Details. You are redirected to the page for
the CodeDeploy deployment. In this case, the failure is the result of the first instance group
deploying to all of the EC2 instances, leaving no instances for the second deployment group.

® Note

This failure is by design, to demonstrate what happens when there is a failure in a
pipeline stage.

Create a third stage (CLI)

Although using the AWS CLI to add a stage to your pipeline is more complex than using the

console, it provides more visibility into the structure of the pipeline.

To create a third stage for your pipeline

1.

Open a terminal session on your local Linux, macOS, or Unix machine, or a command prompt
on your local Windows machine, and run the get-pipeline command to display the structure of
the pipeline you just created. For MyFixrstPipeline, you would type the following command:

aws codepipeline get-pipeline --name "MyFirstPipeline"

This command returns the structure of MyFirstPipeline. The first part of the output should look
similar to the following:

{
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"pipeline": {
"roleArn": "arn:aws:iam::80398EXAMPLE:role/AWS-CodePipeline-Service",
"stages": [

The final part of the output includes the pipeline metadata and should look similar to the

following:
1)
"artifactStore": {
"type": "S3"
"location": "codepipeline-us-east-2-250656481468",
b
"name": "MyFirstPipeline",
"version": 4
},
"metadata": {

"pipelineArn": "arn:aws:codepipeline:us-
east-2:80398EXAMPLE :MyFirstPipeline",

"updated": 1501626591.112,

"created": 1501626591.112

2. Copy and paste this structure into a plain-text editor, and save the file as pipeline. json.
For convenience, save this file in the same directory where you run the aws codepipeline
commands.

® Note

You can pipe the JSON directly into a file with the get-pipeline command as follows:

aws codepipeline get-pipeline --name MyFirstPipeline >pipeline.json

3. Copy the Deploy stage section and paste it after the first two stages. Because it is a deploy
stage, just like the Deploy stage, you use it as a template for the third stage.

4. Change the name of the stage and the deployment group details.
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The following example shows the JSON you add to the pipeline.json file after the Deploy
stage. Edit the emphasized elements with new values. Remember to include a comma to
separate the Deploy and Production stage definitions.

~

"name": "Production",
"actions": [
{
"inputArtifacts": [
{
"name": "MyApp"
}
1,

"name": "Deploy-Second-Deployment",
"actionTypeId": {
"category": "Deploy",
"owner": "AWS",
"version": "1",
"provider": "CodeDeploy"
I
"outputArtifacts": [],
"configuration": {
"ApplicationName": "CodePipelineDemoApplication",
"DeploymentGroupName": "CodePipelineProductionFleet"
1,
"runOrder": 1

}

5. If you are working with the pipeline structure retrieved using the get-pipeline command,
you must remove the metadata lines from the JSON file. Otherwise, the update-pipeline
command cannot use it. Remove the "metadata": { } lines and the "created",
"pipelineARN", and "updated" fields.

For example, remove the following lines from the structure:

"metadata": {
"pipelineArn": "arn:aws:codepipeline:region:account-ID:pipeline-name",
"created": "date",
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"updated": "date"
}

Save the file.

6. Run the update-pipeline command, specifying the pipeline JSON file, similar to the following:

aws codepipeline update-pipeline --cli-input-json file://pipeline.json

This command returns the entire structure of the updated pipeline.

/A Important

Be sure to include file:// before the file name. It is required in this command.

7. Run the start-pipeline-execution command, specifying the name of the pipeline. This runs the
application in your source bucket through the pipeline for a second time.

aws codepipeline start-pipeline-execution --name MyFirstPipeline

This command returns a pipelineExecutionId object.

8. Open the CodePipeline console and choose MyFirstPipeline from the list of pipelines.

The pipeline shows three stages and the state of the artifact running through those three
stages. It might take up to five minutes for the pipeline to run through all stages. Although the
deployment succeeds on the first two stages, just as before, the Production stage shows that
the Deploy-Second-Deployment action failed.

9. Inthe Deploy-Second-Deployment action, choose Details to see details of the failure. You are
redirected to the details page for the CodeDeploy deployment. In this case, the failure is the
result of the first instance group deploying to all of the EC2 instances, leaving no instances for
the second deployment group.

(® Note

This failure is by design, to demonstrate what happens when there is a failure in a
pipeline stage.
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(Optional) Step 6: Disable and enable transitions between stages in
CodePipeline

You can enable or disable the transition between stages in a pipeline. Disabling the transition
between stages allows you to manually control transitions between one stage and another. For
example, you might want to run the first two stages of a pipeline, but disable transitions to the
third stage until you are ready to deploy to production, or while you troubleshoot a problem or
failure with that stage.

To disable and enable transitions between stages in a CodePipeline pipeline

1. Open the CodePipeline console and choose MyFirstPipeline from the list of pipelines.

2. On the details page for the pipeline, choose the Disable transition button between the second
stage (Deploy) and the third stage that you added in the previous section (Production).

3. In Disable transition, enter a reason for disabling the transition between the stages, and then
choose Disable.

The arrow between stages displays an icon and color change, and the Enable transition
button.

Disable transition X

You are about to disable the transition between "Source” and "Production”.

Disabling reason

Disabling transition while | troubleshoot the failure

Cancel

4. Upload your sample again to the S3 bucket. Because the bucket is versioned, this change starts
the pipeline.

5. Return to the details page for your pipeline and watch the status of the stages. The pipeline
view changes to show progress and success on the first two stages, but no changes occur on
the third stage. This process might take a few minutes.

6. Enable the transition by choosing the Enable transition button between the two stages. In the
Enable transition dialog box, choose Enable. The stage starts running in a few minutes and
attempts to process the artifact that has already been run through the first two stages of the
pipeline.
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® Note

If you want this third stage to succeed, edit the CodePipelineProductionFleet
deployment group before you enable the transition, and specify a different set of EC2
instances where the application is deployed. For more information about how to do
this, see Change deployment group settings. If you create more EC2 instances, you

might incur additional costs.

Step 7: Clean up resources

You can use some of the resources you created in this tutorial for the Tutorial: Create a four-

stage pipeline. For example, you can reuse the CodeDeploy application and deployment. You can
configure a build action with a provider such as CodeBuild, which is a fully managed build service in
the cloud. You can also configure a build action that uses a provider with a build server or system,
such as Jenkins.

However, after you complete this and any other tutorials, you should delete the pipeline and the
resources it uses, so that you are not charged for the continued use of those resources. First, delete
the pipeline, then the CodeDeploy application and its associated Amazon EC2 instances, and finally,
the S3 bucket.

To clean up the resources used in this tutorial

1. To clean up your CodePipeline resources, follow the instructions in Delete a pipeline in AWS

CodePipeline.
2. To clean up your CodeDeploy resources, follow the instructions in To clean up resources

(console).

3. To delete the S3 bucket, follow the instructions in Deleting or emptying a bucket. If you do
not intend to create more pipelines, delete the S3 bucket created for storing your pipeline
artifacts. For more information about this bucket, see CodePipeline concepts.

Tutorial: Create a simple pipeline (CodeCommit repository)

In this tutorial, you use CodePipeline to deploy code maintained in a CodeCommit repository
to a single Amazon EC2 instance. Your pipeline is triggered when you push a change to the
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CodeCommit repository. The pipeline deploys your changes to an Amazon EC2 instance using
CodeDeploy as the deployment service.

The pipeline has two stages:

» A source stage (Source) for your CodeCommit source action.

« A deployment stage (Deploy) for your CodeDeploy deployment action.

The easiest way to get started with AWS CodePipeline is to use the Create Pipeline wizard in the
CodePipeline console.

® Note

Before you begin, make sure you've set up your Git client to work with CodeCommit. For
instructions, see Setting up for CodeCommit.

Step 1: Create a CodeCommit repository

First, you create a repository in CodeCommit. Your pipeline gets source code from this repository
when it runs. You also create a local repository where you maintain and update code before you
push it to the CodeCommit repository.

To create a CodeCommit repository

1. Open the CodeCommit console at https://console.aws.amazon.com/codecommit/.

2. Inthe Region selector, choose the AWS Region where you want to create the repository and
pipeline. For more information, see AWS Regions and Endpoints.

3. On the Repositories page, choose Create repository.

4. On the Create repository page, in Repository name, enter a name for your repository (for
example, MyDemoRepo).

5. Choose Create.

Create a CodeCommit repository API Version 2015-07-09 94


https://docs.aws.amazon.com/codecommit/latest/userguide/setting-up.html
https://console.aws.amazon.com/codecommit/
https://docs.aws.amazon.com/general/latest/gr/rande.html

AWS CodePipeline User Guide

® Note

The remaining steps in this tutorial use MyDemoRepo for the name of your CodeCommit
repository. If you choose a different name, be sure to use it throughout this tutorial.

To set up a local repository

In this step, you set up a local repository to connect to your remote CodeCommit repository.

(® Note

You are not required to set up a local repository. You can also use the console to upload
files as described in Step 2: Add sample code to your CodeCommit repository.

1. With your new repository open in the console, choose Clone URL on the top right of the
page, and then choose Clone SSH. The address to clone your Git repository is copied to your
clipboard.

2. Inyour terminal or command line, navigate to a local directory where you'd like your local
repository to be stored. In this tutorial, we use /tmp.

3. Run the following command to clone the repository, replacing the SSH address with the one
you copied in the previous step. This command creates a directory called MyDemoRepo. You
copy a sample application to this directory.

git clone ssh://git-codecommit.us-west-2.amazonaws.com/v1l/repos/MyDemoRepo

Step 2: Add sample code to your CodeCommit repository

In this step, you download code for a sample application that was created for a CodeDeploy sample
walkthrough, and add it to your CodeCommit repository.
1. Next, download a sample and save it into a folder or directory on your local computer.

a. Choose one of the following. Choose SampleApp_Linux.zip if you want to follow the
steps in this tutorial for Linux instances.
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« If you want to deploy to Amazon Linux instances using CodeDeploy, download the
sample application here: SampleApp_Linux.zip.

« If you want to deploy to Windows Server instances using CodeDeploy, download the
sample application here: SampleApp_Windows.zip.

The sample application contains the following files for deploying with CodeDeploy:

« appspec.yml — The application specification file (AppSpec file) is a YAML-formatted
file used by CodeDeploy to manage a deployment. For more information about the
AppSpec file, see CodeDeploy AppSpec File reference in the AWS CodeDeploy User Guide.

e index.html - The index file contains the home page for the deployed sample
application.

o LICENSE. txt - The license file contains license information for the sample application.

« Files for scripts — The sample application uses scripts to write text files to a location on
your instance. One file is written for each of several CodeDeploy deployment lifecycle
events as follows:

 (Linux sample only) scripts folder — The folder contains the following shell scripts
to install dependencies and start and stop the sample application for the automated
deployment: install_dependencies, start_server, and stop_server.

« (Windows sample only) before-install.bat - This is a batch script for the
BeforeInstall deployment lifecycle event, which will run to remove old files
written during previous deployments of this sample and create a location on your
instance to which to write the new files.

b. Download the compressed (zipped) file.

2. Unzip the files from SampleApp_Linux.zip into the local directory you created earlier (for
example, /tmp/MyDemoRepo or c:\temp\MyDemoRepo).

Be sure to place the files directly into your local repository. Do not include a
SampleApp_Linux folder. On your local Linux, macOS, or Unix machine, for example, your
directory and file hierarchy should look like this:

/tmp
#-- MyDemoRepo
#-- appspec.yml
#-- index.html
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#-- LICENSE.txt

#-- scripts
#-- install_dependencies
#-- start_server
#-- stop_server

3. To upload files to your repository, use one of the following methods.
a. To use the CodeCommit console to upload your files:

i. Open the CodeCommit console, and choose your repository from the Repositories
list.
ii. Choose Add file, and then choose Upload file.

iii. Select Choose file, and then browse for your file. To add a file under a folder, choose
Create file and then enter the folder name with the file name, such as scripts/
install_dependencies. Paste the file contents into the new file.

Commit the change by entering your user name and email address.

Choose Commit changes.

iv. Repeat this step for each file.

Your repository contents should look like this:

#-- appspec.yml

#-- index.html

#-- LICENSE.txt

#-- scripts
#-- install_dependencies
#-- start_server
#-- stop_server

b. To use git commands to upload your files:

i. Change directories to your local repo:

(For Linux, mac0S, or Unix) cd /tmp/MyDemoRepo
(For Windows) cd c:\temp\MyDemoRepo

ii. Run the following command to stage all of your files at once:

Download, commit, and push your code API Version 2015-07-09 97



AWS CodePipeline User Guide

git add -A

iii. Run the following command to commit the files with a commit message:

git commit -m "Add sample application files"

iv. Run the following command to push the files from your local repo to your
CodeCommit repository:

git push

4. The files you downloaded and added to your local repo have now been added to the main
branch in your CodeCommit MyDemoRepo repository and are ready to be included in a
pipeline.

Step 3: Create an Amazon EC2 Linux instance and install the
CodeDeploy agent

In this step, you create the Amazon EC2 instance where you deploy a sample application. As part of
this process, create an instance role that allows install and management of the CodeDeploy agent
on the instance. The CodeDeploy agent is a software package that enables an instance to be used
in CodeDeploy deployments. You also attach policies that allow the instance to fetch files that the
CodeDeploy agent uses to deploy your application and to allow the instance to be managed by
SSM.

To create an instance role

Open the IAM console at https://console.aws.amazon.com/iam/).

1
2. From the console dashboard, choose Roles.
3. Choose Create role.
4

Under Select type of trusted entity, select AWS service. Under Choose a use case, select EC2.
Under Select your use case, choose EC2. Choose Next: Permissions.

o

Search for and select the policy named AmazonEC2RolefoxrAWSCodeDeploy.

6. Search for and select the policy named AmazonSSMManagedInstanceCore. Choose Next:
Tags.

7. Choose Next: Review. Enter a name for the role (for example, EC2InstanceRole).

Create an Amazon EC2 Linux instance and install the CodeDeploy agent API Version 2015-07-09 98


https://console.aws.amazon.com/iam/

AWS CodePipeline User Guide

® Note

Make a note of your role name for the next step. You choose this role when you are
creating your instance.

Choose Create role.

To launch an instance

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. From the side navigation, choose Instances, and select Launch instances from the top of the
page.
3. In Name, enter MyCodePipelineDemo. This assigns the instance a tag Key of Name and a tag

Value of MyCodePipelineDemo. Later, you create a CodeDeploy application that deploys the
sample application to this instance. CodeDeploy selects instances to deploy based on the tags.

4. Under Application and OS Images (Amazon Machine Image), locate the Amazon Linux AMI
option with the AWS logo, and make sure it is selected. (This AMI is described as the Amazon
Linux 2 AMI (HVM) and is labeled "Free tier eligible".)

5. Under Instance type, choose the free tier eligible t2.miczro type as the hardware
configuration for your instance.

6. Under Key pair (login), choose a key pair or create one.

You can also choose Proceed without a key pair.

(® Note

For the purposes of this tutorial, you can proceed without a key pair. To use SSH to
connect to your instances, create or use a key pair.

7. Under Network settings, do the following.

In Auto-assign Public IP, make sure the status is Enable.

» Next to Assign a security group, choose Create a new security group.

 In the row for SSH, under Source type, choose My IP.
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» Choose Add security group, choose HTTP, and then under Source type, choose My IP.

8. Expand Advanced details. In IAM instance profile, choose the IAM role you created in the
previous procedure (for example, EC2InstanceRole).

9. Under Summary, under Number of instances, enter 1..
10. Choose Launch instance.

11. You can view the status of the launch on the Instances page. When you launch an instance, its
initial state is pending. After the instance starts, its state changes to running, and it receives
a public DNS name. (If the Public DNS column is not displayed, choose the Show/Hide icon,
and then select Public DNS.)

Step 4: Create an application in CodeDeploy

In CodeDeploy, an application is a resource that contains the software application you want to
deploy. Later, you use this application with CodePipeline to automate deployments of the sample
application to your Amazon EC2 instance.

First, you create a role that allows CodeDeploy to perform deployments. Then, you create a
CodeDeploy application.

To create a CodeDeploy service role

1. Open the IAM console at https://console.aws.amazon.com/iam/).

2. From the console dashboard, choose Roles.
3. Choose Create role.
4

Under Select trusted entity, choose AWS service. Under Use case, choose CodeDeploy.
Choose CodeDeploy from the options listed. Choose Next. The AWSCodeDeployRole
managed policy is already attached to the role.

5. Choose Next.

6. Enter a name for the role (for example, CodeDeployRole), and then choose Create role.

To create an application in CodeDeploy

1. Open the CodeDeploy console at https://console.aws.amazon.com/codedeploy.

2. If the Applications page does not appear, on the menu, choose Applications.
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3. Choose Create application.
4. In Application name, enter MyDemoApplication.
5. In Compute Platform, choose EC2/On-premises.

6. Choose Create application.

To create a deployment group in CodeDeploy

A deployment group is a resource that defines deployment-related settings like which instances to

deploy to and how fast to deploy them.

1. On the page that displays your application, choose Create deployment group.
2. In Deployment group name, enter M\yDemoDeploymentGroup.

3. InService role, choose the ARN of the service role you created earlier (for example,
arn:aws:iam::account_ID:role/CodeDeployRole).

4. Under Deployment type, choose In-place.

Under Environment configuration, choose Amazon EC2 Instances. In the Key field,
enter Name. In the Value field, enter the name you used to tag the instance (for example,
MyCodePipelineDemo).

6. Under Agent configuration with AWS Systems Manager, choose Now and schedule updates.
This installs the agent on the instance. The Linux instance is already configured with the SSM
agent and will now be updated with the CodeDeploy agent.

7. Under Deployment configuration, choose CodeDeployDefault.OneAtaTime.

8. Under Load Balancer, make sure Enable load balancing is not selected. You do not need to
set up a load balancer or choose a target group for this example.

9. Choose Create deployment group.

Step 5: Create your first pipeline in CodePipeline

You're now ready to create and run your first pipeline. In this step, you create a pipeline that runs
automatically when code is pushed to your CodeCommit repository.

To create a CodePipeline pipeline

1. Sign in to the AWS Management Console and open the CodePipeline console at http://
console.aws.amazon.com/codesuite/codepipeline/home.
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10.
11.

Open the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

Choose Create pipeline.
In Step 1: Choose pipeline settings, in Pipeline name, enter MyFirstPipeline.

In Pipeline type, choose V1 for the purposes of this tutorial. You can also choose V2; however,
note that pipeline types differ in characteristics and price. For more information, see Pipeline
types.

In Service role, choose New service role to allow CodePipeline to create a service role in IAM.
Leave the settings under Advanced settings at their defaults, and then choose Next.

In Step 2: Add source stage, in Source provider, choose CodeCommit. In Repository name,
choose the name of the CodeCommit repository you created in Step 1: Create a CodeCommit
repository. In Branch name, choose main, and then choose Next step.

After you select the repository name and branch, a message displays the Amazon CloudWatch
Events rule to be created for this pipeline.

Under Change detection options, leave the defaults. This allows CodePipeline to use Amazon
CloudWatch Events to detect changes in your source repository.

Choose Next.

In Step 3: Add build stage, choose Skip build stage, and then accept the warning message by
choosing Skip again. Choose Next.

(@ Note

In this tutorial, you are deploying code that requires no build service, so you can
skip this step. However, if your source code needs to be built before it is deployed to
instances, you can configure CodeBuild in this step.

In Step 4: Add deploy stage, in Deploy provider, choose CodeDeploy. In Application name,
choose MyDemoApplication. In Deployment group, choose MyDemoDeploymentGroup, and
then choose Next step.

In Step 5: Review, review the information, and then choose Create pipeline.

The pipeline starts running after it is created. It downloads the code from your CodeCommit
repository and creates a CodeDeploy deployment to your EC2 instance. You can view progress
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and success and failure messages as the CodePipeline sample deploys the webpage to the
Amazon EC2 instance in the CodeDeploy deployment.

@ Success
Congratulations! The pipeline AnyCompanyPipeline has been created.

Developer Tools CodePipeline Pipelines

AnyCompanyPipeline eait | | viewnistory | [JEREERCT
< Source | View current revisions | (
Source (o)

CodeCormmit

C Inprogress - Just now

l Disable transition

© Deploy

Deploy ®

CodeDeploy

S

Congratulations! You just created a simple pipeline in CodePipeline.

Next, you verify the results.
To verify that your pipeline ran successfully

1. View the initial progress of the pipeline. The status of each stage changes from No executions
yet to In Progress, and then to either Succeeded or Failed. The pipeline should complete the
first run within a few minutes.

2. After Succeeded is displayed for the pipeline status, in the status area for the Deploy stage,
choose CodeDeploy. This opens the CodeDeploy console. If Succeeded is not displayed see
Troubleshooting CodePipeline.

3. On the Deployments tab, choose the deployment ID. On the page for the deployment, under
Deployment lifecycle events, choose the instance ID. This opens the EC2 console.
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4. On the Description tab, in Public DNS, copy the address (for example, ec2-192-0-2-1.us-
west-2.compute.amazonaws.com), and then paste it into the address bar of your web
browser.

The web page displays for the sample application you downloaded and pushed to your
CodeCommit repository.

For more information about stages, actions, and how pipelines work, see CodePipeline concepts.

Step 6: Modify code in your CodeCommit repository

Your pipeline is configured to run whenever code changes are made to your CodeCommit
repository. In this step, you make changes to the HTML file that is part of the sample CodeDeploy
application in the CodeCommit repository. When you push these changes, your pipeline runs again,
and the changes you make are visible at the web address you accessed earlier.

1. Change directories to your local repo:

(For Linux, mac0S, or Unix) cd /tmp/MyDemoRepo
(For Windows) cd c:\temp\MyDemoRepo

2. Use a text editor to modify the index.html file:

(For Linux or Unix)gedit index.html
(For 0S X)open -e index.html
(For Windows)notepad index.html

3. Revise the contents of the index.html file to change the background color and some of the
text on the webpage, and then save the file.

<IDOCTYPE html>
<html>
<head>
<title>Updated Sample Deployment</title>
<style>
body {
color: #000000;
background-color: #CCFFCC;
font-family: Arial, sans-serif;
font-size:14px;

}
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hl {
font-size: 250%;
font-weight: normal;
margin-bottom: 0;

}

h2 {
font-size: 175%;
font-weight: normal;
margin-bottom: 0;
}
</style>
</head>
<body>

<div align="center"><hl>Updated Sample Deployment</hl></div>
<div align="center"><h2>This application was updated using CodePipeline,
CodeCommit, and CodeDeploy.</h2></div>

<div align="center">
<p>Learn more:</p>

<p><a href="https://docs.aws.amazon.com/codepipeline/latest/
userguide/">CodePipeline User Guide</a></p>

<p><a href="https://docs.aws.amazon.com/codecommit/latest/
userguide/">CodeCommit User Guide</a></p>

<p><a href="https://docs.aws.amazon.com/codedeploy/latest/
userguide/">CodeDeploy User Guide</a></p>

</div>
</body>
</html>

4. Commit and push your changes to your CodeCommit repository by running the following

commands, one at a time:

git commit -am "Updated sample application files"

git push

Update code in your CodeCommit repository
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To verify your pipeline ran successfully

1. View the initial progress of the pipeline. The status of each stage changes from No executions
yet to In Progress, and then to either Succeeded or Failed. The running of the pipeline should
be complete within a few minutes.

2. After Succeeded is displayed for the action status, refresh the demo page you accessed earlier
in your browser.

The updated webpage is displayed.

Step 7: Clean up resources

You can use some of the resources you created in this tutorial for other tutorials in this guide.

For example, you can reuse the CodeDeploy application and deployment. However, after you
complete this and any other tutorials, you should delete the pipeline and the resources it uses so
that you are not charged for the continued use of those resources. First, delete the pipeline, then
the CodeDeploy application and its associated Amazon EC2 instance, and finally, the CodeCommit
repository.

To clean up the resources used in this tutorial

1. To clean up your CodePipeline resources, follow the instructions in Delete a pipeline in AWS

CodePipeline.

2. To clean up your CodeDeploy resources, follow the instructions in Clean Up Deployment
Walkthrough Resources.

3. To delete the CodeCommit repository, follow the instructions in Delete a CodeCommit
repository.

Step 8: Further reading

Learn more about how CodePipeline works:

» For more information about stages, actions, and how pipelines work, see CodePipeline concepts.

» For information about the actions you can perform using CodePipeline, see Integrations with

CodePipeline action types.

 Try this more advanced tutorial, Tutorial: Create a four-stage pipeline. It creates a multi-stage

pipeline that includes a step that builds code before it's deployed.
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Tutorial: Create a four-stage pipeline

Now that you've created your first pipeline in Tutorial: Create a simple pipeline (S3 bucket) or

Tutorial: Create a simple pipeline (CodeCommit repository), you can start creating more complex

pipelines. This tutorial will walk you through the creation of a four-stage pipeline that uses a
GitHub repository for your source, a Jenkins build server to build the project, and a CodeDeploy
application to deploy the built code to a staging server. The following diagram shows the initial
three-stage pipeline.

CodePipeline

Source stage Build stage Deploy stage
________ e e e —— " Deployment
1 I - -, - - i ~.
lsqurce reno files 8 GitHub -~ lenkins custom ) CadeDeploy L roup (EC2
(g pofisa—t /\ .> 1L*~~,____I:puil|::| action _deploy actiur'l__.> 1 group {
Lol s B = Lzl i

-------- _source action__ kT /
| _Source action_ - instances) -
— iy

" 53 bucketto ™
— Permissions - hold action
S artifacts

. _

L

After the pipeline is created, you will edit it to add a stage with a test action to test the code, also
using Jenkins.

Before you can create this pipeline, you must configure the required resources. For example, if you
want to use a GitHub repository for your source code, you must create the repository before you
can add it to a pipeline. As part of setting up, this tutorial walks you through setting up Jenkins on
an EC2 instance for demonstration purposes.

/A Important

Many of the actions you add to your pipeline in this procedure involve AWS resources
that you need to create before you create the pipeline. AWS resources for your source
actions must always be created in the same AWS Region where you create your pipeline.
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For example, if you create your pipeline in the US East (Ohio) Region, your CodeCommit
repository must be in the US East (Ohio) Region.

You can add cross-region actions when you create your pipeline. AWS resources for cross-
region actions must be in the same AWS Region where you plan to execute the action. For
more information, see Add a cross-Region action in CodePipeline.

Before you begin this tutorial, you should have already completed the general prerequisites in
Getting started with CodePipeline.

Topics

Step 1: Complete prerequisites

Step 2: Create a pipeline in CodePipeline

Step 3: Add another stage to your pipeline

Step 4: Clean up resources

Step 1: Complete prerequisites

To integrate with Jenkins, AWS CodePipeline requires you to install the CodePipeline Plugin for
Jenkins on any instance of Jenkins you want to use with CodePipeline. You should also configure a
dedicated IAM user or role to use for permissions between your Jenkins project and CodePipeline.
The easiest way to integrate Jenkins and CodePipeline is to install Jenkins on an EC2 instance that
uses an IAM instance role that you create for Jenkins integration. In order for links in the pipeline
for Jenkins actions to successfully connect, you must configure proxy and firewall settings on the
server or EC2 instance to allow inbound connections to the port used by your Jenkins project. Make
sure you have configured Jenkins to authenticate users and enforce access control before you allow
connections on those ports (for example, 443 and 8443 if you have secured Jenkins to only use
HTTPS connections, or 80 and 8080 if you allow HTTP connections). For more information, see
Securing Jenkins.

(® Note

This tutorial uses a code sample and configures build steps that convert the sample
from Haml to HTML. You can download the open-source sample code from the GitHub
repository by following the steps in Copy or clone the sample into a GitHub repository. You

will need the entire sample in your GitHub repository, not just the .zip file.
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This tutorial also assumes that:

« You are familiar with installing and administering Jenkins and creating Jenkins projects.

« You have installed Rake and the Haml gem for Ruby on the same computer or instance
that hosts your Jenkins project.

» You have set the required system environment variables so that Rake commands can be
run from the terminal or command line (for example, on Windows systems, modifying
the PATH variable to include the directory where you installed Rake).

Topics

» Copy or clone the sample into a GitHub repository

» Create an IAM role to use for Jenkins integration

« Install and configure Jenkins and the CodePipeline Plugin for Jenkins

Copy or clone the sample into a GitHub repository
To clone the sample and push to a GitHub repository

1. Download the sample code from the GitHub repository, or clone the repositories to your local
computer. There are two sample packages:

o If you will be deploying your sample to Amazon Linux, RHEL, or Ubuntu Server instances,
choose codepipeline-jenkins-aws-codedeploy_linux.zip.

« If you will be deploying your sample to Windows Server instances, choose CodePipeline-

Jenkins-AWSCodeDeploy_Windows.zip.

2. From the repository, choose Fork to clone the sample repo into a repo in your Github account.
For more information, see the GitHub documentation.

Create an IAM role to use for Jenkins integration

As a best practice, consider launching an EC2 instance to host your Jenkins server and using an IAM
role to grant the instance the required permissions for interacting with CodePipeline.

1. Signin to the AWS Management Console and open the IAM console at https://
console.aws.amazon.com/iam/.
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2.
3.

In the IAM console, in the navigation pane, choose Roles, and then choose Create role.

Under Select type of trusted entity, choose AWS service. Under Choose the service that will
use this role, choose EC2. Under Select your use case, choose EC2.

Choose Next: Permissions. On the Attach permissions policies page, select the
AWSCodePipelineCustomActionAccess managed policy, and then choose Next: Tags.
Choose Next: Review.

On the Review page, in Role name, enter the name of the role to create specifically for Jenkins
integration (for example, JenkinsAccess), and then choose Create role.

When you create the EC2 instance where you will install Jenkins, in Step 3: Configure Instance

Details, make sure you choose the instance role (for example, JenkinsAccess).

For more information about instance roles and Amazon EC2, see IAM roles for Amazon EC2, Using

|IAM Roles to Grant Permissions to Applications Running on Amazon EC2 Instances, and Creating a

role to delegate permissions to an AWS service.

Install and configure Jenkins and the CodePipeline Plugin for Jenkins

To install Jenkins and the CodePipeline Plugin for Jenkins

1.

2.

Create an EC2 instance where you will install Jenkins, and in Step 3: Configure Instance
Details, make sure you choose the instance role you created (for example, JenkinsAccess).
For more information about creating EC2 instances, see Launch an Amazon EC2 instance in the
Amazon EC2 User Guide.

(@ Note

If you already have Jenkins resources you want to use, you can do so, but you must
create a special IAM user, apply the AWSCodePipelineCustomActionAccess
managed policy to that user, and then configure and use the access credentials

for that user on your Jenkins resource. If you want to use the Jenkins Ul to supply
the credentials, configure Jenkins to only allow HTTPS. For more information, see
Troubleshooting CodePipeline.

Install Jenkins on the EC2 instance. For more information, see the Jenkins documentation for
installing Jenkins and starting and accessing Jenkins, as well as details of integration with

Jenkins in Product and service integrations with CodePipeline.
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3. Launch Jenkins, and on the home page, choose Manage Jenkins.
4. On the Manage Jenkins page, choose Manage Plugins.

5. Choose the Available tab, and in the Filter search box, enter AWS CodePipeline. Choose
CodePipeline Plugin for Jenkins from the list and choose Download now and install after
restart.

6. On the Installing Plugins/Upgrades page, select Restart Jenkins when installation is
complete and no jobs are running.

7. Choose Back to Dashboard.
8. On the main page, choose New Item.

9. InItem Name, enter a name for the Jenkins project (for example, MyDemoProject). Choose
Freestyle project, and then choose OK.

(® Note

Make sure that the name for your project meets the requirements for CodePipeline. For
more information, see Quotas in AWS CodePipeline.

10. On the configuration page for the project, select the Execute concurrent builds if necessary
check box. In Source Code Management, choose AWS CodePipeline. If you have installed
Jenkins on an EC2 instance and configured the AWS CLI with the profile for the IAM user you
created for integration between CodePipeline and Jenkins, leave all of the other fields empty.

11. Choose Advanced, and in Provider, enter a name for the provider of the action as it will
appear in CodePipeline (for example, MyJenkinsProviderName). Make sure that this name
is unique and easy to remember. You will use it when you add a build action to your pipeline
later in this tutorial, and again when you add a test action.

® Note

This action name must meet the naming requirements for actions in CodePipeline. For
more information, see Quotas in AWS CodePipeline.

12. In Build Triggers, clear any check boxes, and then select Poll SCM. In Schedule, enter five
asterisks separated by spaces, as follows:

* % * % %
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This polls CodePipeline every minute.

13. In Build, choose Add build step. Choose Execute shell (Amazon Linux, RHEL, or Ubuntu

Server) Execute batch command (Windows Server), and then enter the following:

rake

(® Note

Make sure that your environment is configured with the variables and settings required
to run rake; otherwise, the build will fail.

14. Choose Add post-build action, and then choose AWS CodePipeline Publisher. Choose Add,

and in Build Output Locations, leave the location blank. This configuration is the default. It
will create a compressed file at the end of the build process.

15. Choose Save to save your Jenkins project.

Step 2: Create a pipeline in CodePipeline

In this part of the tutorial, you create the pipeline using the Create Pipeline wizard.

To create a CodePipeline automated release process

1.

Sign in to the AWS Management Console and open the CodePipeline console at http://
console.aws.amazon.com/codesuite/codepipeline/home.

If necessary, use the Region selector to change the Region to the one where your pipeline
resources are located. For example, if you created resources for the previous tutorial in us -
east-2, make sure that the Region selector is set to US East (Ohio).

For more information about the Regions and endpoints available for CodePipeline, see AWS
CodePipeline endpoints and quotas.

On the Welcome page, Getting started page, or the Pipelines page, choose Create pipeline.
On the Step 1: Choose pipeline settings page, in Pipeline name, enter the name for your
pipeline.

In Pipeline type, choose V1 for the purposes of this tutorial. You can also choose V2; however,
note that pipeline types differ in characteristics and price. For more information, see Pipeline

types.
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6. In Service role, choose New service role to allow CodePipeline to create a service role in IAM.
7. Leave the settings under Advanced settings at their defaults, and choose Next.

8. On the Step 2: Add source stage page, in Source provider, choose GitHub.
9

Under Connection, choose an existing connection or create a new one. To create or manage a
connection for your GitHub source action, see GitHub connections.

10. In Step 3: Add build stage, choose Add Jenkins. In Provider name, enter the name
of the action you provided in the CodePipeline Plugin for Jenkins (for example
MyJenkinsProviderName). This name must exactly match the name in the CodePipeline
Plugin for Jenkins. In Server URL, enter the URL of the EC2 instance where Jenkins is
installed. In Project name, enter the name of the project you created in Jenkins, such as
MyDemoProject, and then choose Next.

11. In Step 4: Add deploy stage, reuse the CodeDeploy application and deployment group
you created in Tutorial: Create a simple pipeline (53 bucket). In Deploy provider, choose
CodeDeploy. In Application name, enter CodePipelineDemoApplication, or choose the
refresh button, and then choose the application name from the list. In Deployment group,
enter CodePipelineDemoFleet, or choose it from the list, and then choose Next.

(@ Note

You can use your own CodeDeploy resources or create new ones, but you might incur
additional costs.

12. In Step 5: Review, review the information, and then choose Create pipeline.

13. The pipeline automatically starts and runs the sample through the pipeline. You can view
progress and success and failure messages as the pipeline builds the Haml sample to
HTML and deploys it a webpage to each of the Amazon EC2 instances in the CodeDeploy
deployment.

Step 3: Add another stage to your pipeline

Now you will add a test stage and then a test action to that stage that uses the Jenkins test
included in the sample to determine whether the webpage has any content. This test is for
demonstration purposes only.
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® Note

If you did not want to add another stage to your pipeline, you could add a test action to the
Staging stage of the pipeline, before or after the deployment action.

Add a test stage to your pipeline

Topics

o Look up the IP address of an instance

» Create a Jenkins project for testing the deployment

« Create a fourth stage

Look up the IP address of an instance
To verify the IP address of an instance where you deployed your code

1. After Succeeded is displayed for the pipeline status, in the status area for the Staging stage,
choose Details.

2. Inthe Deployment Details section, in Instance ID, choose the instance ID of one of the
successfully deployed instances.

3. Copy the IP address of the instance (for example, 192.168. 0. 4). You will use this IP address
in your Jenkins test.

Create a Jenkins project for testing the deployment

To create the Jenkins project

1. On the instance where you installed Jenkins, open Jenkins and from the main page, choose
New Item.

2. In Item Name, enter a name for the Jenkins project (for example, MyTestProject). Choose
Freestyle project, and then choose OK.
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® Note

Make sure that the name for your project meets the CodePipeline requirements. For
more information, see Quotas in AWS CodePipeline.

3. On the configuration page for the project, select the Execute concurrent builds if necessary
check box. In Source Code Management, choose AWS CodePipeline. If you have installed
Jenkins on an EC2 instance and configured the AWS CLI with the profile for the IAM user you
created for integration between CodePipeline and Jenkins, leave all the other fields empty.

/A Important
If you are configuring a Jenkins project and it is not installed on an Amazon EC2
instance, or it is installed on an EC2 instance that is running a Windows operating
system, complete the fields as required by your proxy host and port settings, and
provide the credentials of the IAM user or role you configured for integration between
Jenkins and CodePipeline.

4. Choose Advanced, and in Category, choose Test.

5. In Provider, enter the same name you used for the build project (for example,
MyJenkinsProviderName). You will use this name when you add the test action to your
pipeline later in this tutorial.

(@ Note

This name must meet the CodePipeline naming requirements for actions. For more
information, see Quotas in AWS CodePipeline.

6. In Build Triggers, clear any check boxes, and then select Poll SCM. In Schedule, enter five
asterisks separated by spaces, as follows:

* % k% * *

This polls CodePipeline every minute.
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7.

In Build, choose Add build step. If you are deploying to Amazon Linux, RHEL, or Ubuntu
Server instances, choose Execute shell . Then enter the following, where the IP address is the
address of the EC2 instance you copied earlier:

TEST_IP_ADDRESS=192.168.0.4 rake test

If you are deploying to Windows Server instances, choose Execute batch command, and then
enter the following, where the IP address is the address of the EC2 instance you copied earlier:

set TEST_IP_ADDRESS=192.168.0.4 rake test

(® Note

The test assumes a default port of 80. If you want to specify a different port, add a test
port statement, as follows:

TEST_IP_ADDRESS=192.168.0.4 TEST_PORT=8000 rake test

Choose Add post-build action, and then choose AWS CodePipeline Publisher. Do not choose
Add.

Choose Save to save your Jenkins project.

Create a fourth stage

To add a stage to your pipeline that includes the Jenkins test action

1.

i A W

Sign in to the AWS Management Console and open the CodePipeline console at http://
console.aws.amazon.com/codesuite/codepipeline/home.

In Name, choose the name of the pipeline you created, MySecondPipeline.
On the pipeline details page, choose Edit.
On the Edit page, choose + Stage to add a stage immediately after the Build stage.

In the name field for the new stage, enter a name (for example, Testing), and then choose +
Add action group.

In Action name, enter MyJenkinsTest-Action. In Test provider, choose the provider name
you specified in Jenkins (for example, MyJenkinsProviderName). In Project name, enter the
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name of the project you created in Jenkins (for example, MyTestProject). In Input artifacts,
choose the artifact from the Jenkins build whose default name is BuildArtifact, and then
choose Done.

(@ Note

Because the Jenkins test action operates on the application built in the Jenkins build
step, use the build artifact for the input artifact to the test action.

For more information about input and output artifacts and the structure of pipelines, see
CodePipeline pipeline structure reference.

7. On the Edit page, choose Save pipeline changes. In the Save pipeline changes dialog box,
choose Save and continue.

8. Although the new stage has been added to your pipeline, a status of No executions yet is
displayed for that stage because no changes have triggered another run of the pipeline. To run
the sample through the revised pipeline, on the pipeline details page, choose Release change.

The pipeline view shows the stages and actions in your pipeline and the state of the revision
running through those four stages. The time it takes for the pipeline to run through all stages
will depend on the size of the artifacts, the complexity of your build and test actions, and
other factors.

Step 4: Clean up resources

After you complete this tutorial, you should delete the pipeline and the resources it uses so you
will not be charged for continued use of those resources. If you do not intend to keep using
CodePipeline, delete the pipeline, then the CodeDeploy application and its associated Amazon
EC2 instances, and finally, the Amazon S3 bucket used to store artifacts. You should also consider
whether to delete other resources, such as the GitHub repository, if you do not intend to keep
using them.

To clean up the resources used in this tutorial

1.  Open a terminal session on your local Linux, macOS, or Unix machine, or a command prompt
on your local Windows machine, and run the delete-pipeline command to delete the pipeline
you created. For MySecondPipeline, you would enter the following command:
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aws codepipeline delete-pipeline --name "MySecondPipeline"

This command returns nothing.
2. To clean up your CodeDeploy resources, follow the instructions in Cleaning Up.

3. To clean up your instance resources, delete the EC2 instance where you installed Jenkins. For
more information, see Clean up your instance.

4. If you do not intend to create more pipelines or use CodePipeline again, delete the Amazon S3
bucket used to store artifacts for your pipeline. To delete the bucket, follow the instructions in
Deleting a bucket.

5. If you do not intend to use the other resources for this pipeline again, consider deleting them
by following the guidance for that particular resource. For example, if you want to delete the
GitHub repository, follow the instructions in Deleting a repository on the GitHub website.

Tutorial: Set up a CloudWatch Events rule to receive email
notifications for pipeline state changes

After you set up a pipeline in AWS CodePipeline, you can set up a CloudWatch Events rule to
send notifications whenever there are changes to the execution state of your pipelines, or in the
stages or actions in your pipelines. For more information on using CloudWatch Events to set up
notifications for pipeline state changes, see Monitoring CodePipeline events.

In this tutorial, you configure a notification to send an email when a pipeline's state changes to
FAILED. This tutorial uses an input transformer method when creating the CloudWatch Events rule.
It transforms the message schema details to deliver the message in human-readable text.

(® Note

As you create the resources for this tutorial, such as the Amazon SNS notification and the
CloudWatch Events rule, make sure the resources are created in the same AWS Region as
your pipeline.

Topics

» Step 1: Set up an email notification using Amazon SNS
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o Step 2: Create a rule and add the SNS topic as the target

» Step 3: Clean up resources

Step 1: Set up an email notification using Amazon SNS

Amazon SNS coordinates use of topics to deliver messages to subscribing endpoints or clients.

Use Amazon SNS to create a notification topic and then subscribe to the topic using your email
address. The Amazon SNS topic will be added as a target to your CloudWatch Events rule. For more
information, see the Amazon Simple Notification Service Developer Guide .

Create or identify a topic in Amazon SNS. CodePipeline will use CloudWatch Events to send
notifications to this topic through Amazon SNS. To create a topic:

1. Open the Amazon SNS console at https://console.aws.amazon.com/sns.

2. Choose Create topic.

3. Inthe Create new topic dialog box, for Topic name, type a name for the topic (for example,
PipelineNotificationTopic).

Create new topic

A topic name will be used to create a permanent unique identifier called an Amazon Resource Name (ARN)
Topic name PipelineNotificationTopic| o
Display name i}

Cancel Create topic

4. Choose Create topic.

For more information, see Create a Topic in the Amazon SNS Developer Guide.

Subscribe one or more recipients to the topic to receive email notifications. To subscribe a recipient
to a topic:

1. Inthe Amazon SNS console, from the Topics list, select the check box next to your new topic.
Choose Actions, Subscribe to topic.

2. In the Create subscription dialog box, verify that an ARN appears in Topic ARN.

3. For Protocol, choose Email.
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4. For Endpoint, type the recipient's full email address.
5. Choose Create Subscription.

6. Amazon SNS sends a subscription confirmation email to the recipient. To receive email
notifications, the recipient must choose the Confirm subscription link in this email. After
the recipient clicks the link, if successfully subscribed, Amazon SNS displays a confirmation
message in the recipient's web browser.

For more information, see Subscribe to a Topic in the Amazon SNS Developer Guide.

Step 2: Create a rule and add the SNS topic as the target

Create a CloudWatch Events notification rule with CodePipeline as the event source.

1. Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.

2. In the navigation pane, choose Events.

3. Choose Create rule. Under Event source, choose AWS CodePipeline. For Event Type, choose
Pipeline Execution State Change.

4. Choose Specific state(s), and choose FAILED.

5. Choose Edit to open the JSON editor for the Event Pattern Preview pane. Add the pipeline
parameter with the name of your pipeline as shown in the following example for a pipeline
named "myPipeline."

You can copy the event pattern here and paste it into the console:

"source": [
"aws.codepipeline"
1,
"detail-type": [
"CodePipeline Pipeline Execution State Change"
1,
"detail": {
"state": [
"FAILED"
1,
"pipeline": [
"myPipeline"

]
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}
}

For Targets, choose Add target.
In the list of targets, choose SNS topic. For Topic, enter the topic you created.

Expand Configure input, and then choose Input Transformer.

o © N o

In the Input Path box, type the following key-value pairs.
{ "pipeline" : "$.detail.pipeline" }
In the Input Template box, type the following:

"The Pipeline <pipeline> has failed."

10. Choose Configure details.

11. On the Configure rule details page, type a name and an optional description. For State, leave
the Enabled box selected.

12. Choose Create rule.

13. Confirm that CodePipeline is now sending build notifications. For example, check to see if the
build notification emails are now in your inbox.

14. To change a rule's behavior, in the CloudWatch console, choose the rule, and then choose
Actions, Edit. Edit the rule, choose Configure details, and then choose Update rule.

To stop using a rule to send build notifications, in the CloudWatch console, choose the rule,
and then choose Actions, Disable.

To delete a rule, in the CloudWatch console, choose the rule, and then choose Actions, Delete.

Step 3: Clean up resources

After you complete this tutorial, you should delete the pipeline and the resources it uses so you will
not be charged for continued use of those resources.

For information about how to clean up the SNS notification and delete the Amazon CloudWatch
Events rule, see Clean Up (Unsubscribe from an Amazon SNS Topic) and reference DeleteRule in
the Amazon CloudWatch Events API Reference.
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Tutorial: Create a pipeline that builds and tests your Android
app with AWS Device Farm

You can use AWS CodePipeline to configure a continuous integration flow in which your app is
built and tested each time a commit is pushed. This tutorial shows how to create and configure a
pipeline to build and test your Android app with source code in a GitHub repository. The pipeline
detects the arrival of a new GitHub commit and then uses CodeBuild to build the app and Device
Farm to test it.

/A Important

Many of the actions you add to your pipeline in this procedure involve AWS resources
that you need to create before you create the pipeline. AWS resources for your source
actions must always be created in the same AWS Region where you create your pipeline.
For example, if you create your pipeline in the US East (Ohio) Region, your CodeCommit
repository must be in the US East (Ohio) Region.

You can add cross-region actions when you create your pipeline. AWS resources for cross-
region actions must be in the same AWS Region where you plan to execute the action. For
more information, see Add a cross-Region action in CodePipeline.

You can try this out using your existing Android app and test definitions, or you can use the sample
app and test definitions provided by Device Farm.

(@ Note

Before you begin

1. Sign in to the AWS Device Farm console and choose Create a new project.

2. Choose your project. In the browser, copy the URL of your new project. The URL contains the
project ID.

3. Copy and retain this project ID. You use it when you create your pipeline in CodePipeline.

Here is an example URL for a project. To extract the project ID, copy the value after projects/.
In this example, the project ID is eec4905f-98f8-40aa-9afc-4clcfexample.
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https://<region-URL>/devicefarm/home?region=us-west-2#/projects/
eec4905f-98f8-40aa-9afc-4clcfexample/runs

Configure CodePipeline to use your Device Farm tests

1.
Add and commit a file called buildspec.yml in the root of your app code, and push it to your

repository. CodeBuild uses this file to perform commands and access artifacts required to build
your app.

version: 0.2

phases:
build:
commands:
- chmod +x ./gradlew
- ./gradlew assembleDebug
artifacts:
files:

- './android/app/build/outputs/**/*.apk'
discard-paths: yes

2. (Optional) If you use Calabash or Appium to test your app, add the test definition file to your
repository. In a later step, you can configure Device Farm to use the definitions to carry out
your test suite.

If you use Device Farm built-in tests, you can skip this step.

3. To create your pipeline and add a source stage, do the following:

a. Sign in to the AWS Management Console and open the CodePipeline console at https://
console.aws.amazon.com/codepipeline/.

b. Choose Create pipeline. On the Step 1: Choose pipeline settings page, in Pipeline name,
enter the name for your pipeline.

¢. InPipeline type, choose V1 for the purposes of this tutorial. You can also choose V2;
however, note that pipeline types differ in characteristics and price. For more information,
see Pipeline types.

Configure CodePipeline to use your Device Farm tests API Version 2015-07-09 123


https://docs.aws.amazon.com/codebuild/latest/userguide/build-spec-ref.html
https://docs.aws.amazon.com/devicefarm/latest/developerguide/test-types-intro.html
https://console.aws.amazon.com/codepipeline/
https://console.aws.amazon.com/codepipeline/

AWS CodePipeline User Guide

d. In Service role, leave New service role selected, and leave Role name unchanged. You can
also choose to use an existing service role, if you have one.

(® Note

If you use a CodePipeline service role that was created before July 2018, you
need to add permissions for Device Farm. To do this, open the IAM console, find
the role, and then add the following permissions to the role's policy. For more
information, see Add permissions to the CodePipeline service role.

"Effect": "Allow",

"Action": [
"devicefarm:ListProjects",
"devicefarm:ListDevicePools",
"devicefarm:GetRun",
"devicefarm:GetUpload",
"devicefarm:CreateUpload",
"devicefarm:ScheduleRun"

1,

"Resource": "*"

e. Leave the settings under Advanced settings at their defaults, and then choose Next.
f.  On the Step 2: Add source stage page, in Source provider, choose GitHub.

g. Under Connection, choose an existing connection or create a new one. To create or
manage a connection for your GitHub source action, see GitHub connections.

h. In Repository, choose the source repository.
i. In Branch, choose the branch that you want to use.
j- Leave the remaining defaults for the source action. Choose Next.

4. In Add build stage, add a build stage:

a. In Build provider, choose AWS CodeBuild. Allow Region to default to the pipeline Region.
b. Choose Create project.

c. InProject name, enter a name for this build project.

d. In Environment image, choose Managed image. For Operating system, choose Ubuntu.

e. For Runtime, choose Standard. For Image, choose aws/codebuild/standard:5.0.
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CodeBuild uses this OS image, which has Android Studio installed, to build your app.
For Service role, choose your existing CodeBuild service role or create a new one.
For Build specifications, choose Use a buildspec file.

Choose Continue to CodePipeline. This returns to the CodePipeline console and creates a
CodeBuild project that uses the buildspec.yml in your repository for configuration. The
build project uses a service role to manage AWS service permissions. This step might take
a couple of minutes.

Choose Next.

5. On the Step 4: Add deploy stage page, choose Skip deploy stage, and then accept the
warning message by choosing Skip again. Choose Next.

6. On Step 5: Review, choose Create pipeline. You should see a diagram that shows the source
and build stages.

7. Add a Device Farm test action to your pipeline:

In the upper right, choose Edit.

At the bottom of the diagram, choose + Add stage. In Stage name, enter a name, such as
Test.

Choose + Add action group.

In Action name, enter a name.

In Action provider, choose AWS Device Farm. Allow Region to default to the pipeline
Region.

In Input artifacts, choose the input artifact that matches the output artifact of the stage
that comes before the test stage, such as BuildArtifact.

In the AWS CodePipeline console, you can find the name of the output artifact for each
stage by hovering over the information icon in the pipeline diagram. If your pipeline tests
your app directly from the Source stage, choose SourceArtifact. If the pipeline includes a
Build stage, choose BuildArtifact.

In Projectld, enter your Device Farm project ID. Use the steps at the start of this tutorial to
retrieve your project ID.

In DevicePoolArn, enter the ARN for the device pool. To get the available device pool
ARNs for the project, including the ARN for Top Devices, use the AWS CLI to enter the
following command:
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aws devicefarm list-device-pools --arn arn:aws:devicefarm:us-
west-2:account_ID:project:project_ID

i. InAppType, enter Android.

The following is a list of valid values for AppType:

« i0S
« Android
« Web

j- In App, enter the path of the compiled app package. The path is relative to the root of the
input artifact for the test stage. Typically, this path is similar to app-release. apk.

k. In TestType, enter your type of test, and then in Test, enter the path of the test definition
file. The path is relative to the root of the input artifact for your test.

The following is a list of valid values for TestType:

« APPIUM_JAVA_JUNIT

APPIUM_JAVA_TESTNG
. APPIUM_NODE

« APPIUM_RUBY

« APPIUM_PYTHON

« APPIUM_WEB_JAVA_JUNIT
« APPIUM_WEB_JAVA_TESTNG
. APPIUM_WEB_NODE

« APPIUM_WEB_RUBY

« APPIUM_WEB_PYTHON

« BUILTIN_FUZZ

« INSTRUMENTATION

« XCTEST

« XCTEST_UI

Configure CodePipeline to use your Device Farm tests API Version 2015-07-09 126



AWS CodePipeline User Guide

® Note

Custom environment nodes are not supported.

. Inthe remaining fields, provide the configuration that is appropriate for your test and
application type.

m. (Optional) In Advanced, provide configuration information for your test run.
n. Choose Save.

0. On the stage you are editing, choose Done. In the AWS CodePipeline pane, choose Save,
and then choose Save on the warning message.

p. To submit your changes and start a pipeline build, choose Release change, and then
choose Release.

Tutorial: Create a pipeline that tests your iOS app with AWS
Device Farm

You can use AWS CodePipeline to easily configure a continuous integration flow in which your

app is tested each time the source bucket changes. This tutorial shows you how to create and
configure a pipeline to test your built iOS app from an S3 bucket. The pipeline detects the arrival
of a saved change through Amazon CloudWatch Events, and then uses Device Farm to test the built
application.

/A Important

Many of the actions you add to your pipeline in this procedure involve AWS resources
that you need to create before you create the pipeline. AWS resources for your source
actions must always be created in the same AWS Region where you create your pipeline.
For example, if you create your pipeline in the US East (Ohio) Region, your CodeCommit
repository must be in the US East (Ohio) Region.

You can add cross-region actions when you create your pipeline. AWS resources for cross-
region actions must be in the same AWS Region where you plan to execute the action. For
more information, see Add a cross-Region action in CodePipeline.
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You can try this out using your existing iOS app, or you can use the sample iOS app.

® Note

Before you begin

1. Sign in to the AWS Device Farm console and choose Create a new project.

2. Choose your project. In the browser, copy the URL of your new project. The URL contains the
project ID.

3. Copy and retain this project ID. You use it when you create your pipeline in CodePipeline.

Here is an example URL for a project. To extract the project ID, copy the value after projects/.
In this example, the project ID is eec4905f-98f8-40aa-9afc-4clcfexample.

https://<region-URL>/devicefarm/home?region=us-west-2#/projects/
eec4905f-98f8-40aa-9afc-4clcfexample/runs

Configure CodePipeline to use your Device Farm tests (Amazon S3
example)

1. Create or use an S3 bucket with versioning enabled. Follow the instructions in Step 1: Create

an S3 bucket for your application to create an S3 bucket.

2. Inthe Amazon S3 console for your bucket, choose Upload, and follow the instructions to
upload your .zip file.

Your sample application must be packaged in a .zip file.

3. To create your pipeline and add a source stage, do the following:

a. Sign in to the AWS Management Console and open the CodePipeline console at https://
console.aws.amazon.com/codepipeline/.

b. Choose Create pipeline. On the Step 1: Choose pipeline settings page, in Pipeline name,
enter the name for your pipeline.
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c. InPipeline type, choose V1 for the purposes of this tutorial. You can also choose V2;
however, note that pipeline types differ in characteristics and price. For more information,
see Pipeline types.

d. InService role, leave New service role selected, and leave Role name unchanged. You can
also choose to use an existing service role, if you have one.

® Note

If you use a CodePipeline service role that was created before July 2018, you must
add permissions for Device Farm. To do this, open the IAM console, find the role,
and then add the following permissions to the role's policy. For more information,
see Add permissions to the CodePipeline service role.

"Effect": "Allow",

"Action": [
"devicefarm:ListProjects",
"devicefarm:ListDevicePools",
"devicefarm:GetRun",
"devicefarm:GetUpload",
"devicefarm:CreateUpload",
"devicefarm:ScheduleRun"

1,

"Resource": "*"

e. Leave the settings under Advanced settings at their defaults, and then choose Next.
f.  On the Step 2: Add source stage page, in Source provider, choose Amazon S3.

g. In Amazon S3 location, enter the bucket, such as my-storage-bucket, and object key,
such as s3-ios-test-1.zip for your .zip file.

h. Choose Next.

4. In Build, create a placeholder build stage for your pipeline. This allows you to create the
pipeline in the wizard. After you use the wizard to create your two-stage pipeline, you no
longer need this placeholder build stage. After the pipeline is completed, this second stage is
deleted and the new test stage is added in step 5.

a. In Build provider, choose Add Jenkins. This build selection is a placeholder. It is not used.
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b. In Provider name, enter a name. The name is a placeholder. It is not used.
c. InServer URL, enter text. The text is a placeholder. It is not used.

d. In Project name, enter a name. The name is a placeholder. It is not used.
e. Choose Next.

f.  On the Step 4: Add deploy stage page, choose Skip deploy stage, and then accept the
warning message by choosing Skip again.

g. On Step 5: Review, choose Create pipeline. You should see a diagram that shows the
source and build stages.

my-ios-pipeline

“ Source

Source 6)
Amazon 53 [
“1 In progress - Just now

l | Disable transition

© Build

Build ®
Custom Jenkins1 (Version: 1) &
(© Didn't Run

5. Add a Device Farm test action to your pipeline as follows:

a. Inthe upper right, choose Edit.

b. Choose Edit stage. Choose Delete. This deletes the placeholder stage now that you no
longer need it for pipeline creation.

c. At the bottom of the diagram, choose + Add stage.
d. In Stage name, enter a name for the stage, such as Test, and then choose Add stage.
e. Choose + Add action group.

f. In Action name, enter a name, such as DeviceFarmTest.
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g.

In Action provider, choose AWS Device Farm. Allow Region to default to the pipeline
Region.

In Input artifacts, choose the input artifact that matches the output artifact of the stage
that comes before the test stage, such as SourceArtifact.

In the AWS CodePipeline console, you can find the name of the output artifact for each
stage by hovering over the information icon in the pipeline diagram. If your pipeline tests
your app directly from the Source stage, choose SourceArtifact. If the pipeline includes a
Build stage, choose BuildArtifact.

In Projectld, choose your Device Farm project ID. Use the steps at the start of this tutorial
to retrieve your project ID.

In DevicePoolArn, enter the ARN for the device pool. To get the available device pool
ARNs for the project, including the ARN for Top Devices, use the AWS CLI to enter the
following command:

aws devicefarm list-device-pools --arn arn:aws:devicefarm:us-
west-2:account_ID:project:project_ID

In AppType, enter iOS.

The following is a list of valid values for AppType:

« i0S
+ Android
« Web

In App, enter the path of the compiled app package. The path is relative to the root of the
input artifact for the test stage. Typically, this path is similar to ios-test.ipa.

In TestType, enter your type of test, and then in Test, enter the path of the test definition
file. The path is relative to the root of the input artifact for your test.

If you're using one of the built-in Device Farm tests, enter the type of test configured
in your Device Farm project, such as BUILTIN_FUZZ. In FuzzEventCount, enter a time in
milliseconds, such as 6000. In FuzzEventThrottle, enter a time in milliseconds, such as 50.

If you aren't using one of the built-in Device Farm tests, enter your type of test, and then
in Test, enter the path of the test definition file. The path is relative to the root of the
input artifact for your test.
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The following is a list of valid values for TestType:

APPIUM_JAVA_JUNIT
APPIUM_JAVA_TESTNG
APPIUM_NODE
APPIUM_RUBY
APPIUM_PYTHON
APPIUM_WEB_JAVA_JUNIT
APPIUM_WEB_JAVA_TESTNG
APPIUM_WEB_NODE
APPIUM_WEB_RUBY
APPIUM_WEB_PYTHON
BUILTIN_FUZZ
INSTRUMENTATION
XCTEST

XCTEST_UI

® Note

Custom environment nodes are not supported.

n. Inthe remaining fields, provide the configuration that is appropriate for your test and
application type.

0. (Optional) In Advanced, provide configuration information for your test run.

p. Choose Save.

g. On the stage you are editing, choose Done. In the AWS CodePipeline pane, choose Save,

and then choose Save on the warning message.

r.  To submit your changes and start a pipeline execution, choose Release change, and then
choose Release.
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Tutorial: Create a pipeline that deploys to Service Catalog

Service Catalog enables you to create and provision products based on AWS CloudFormation
templates. This tutorial shows you how to create and configure a pipeline to deploy your product
template to Service Catalog and deliver changes you have made in your source repository (already
created in GitHub, CodeCommit, or Amazon S3).

(® Note

When Amazon S3 is the source provider for your pipeline, you must upload to your bucket
all source files packaged as a single .zip file. Otherwise, the source action fails.

First, you create a product in Service Catalog, and then you create a pipeline in AWS CodePipeline.
This tutorial provides two options for setting up the deployment configuration:

« Create a product in Service Catalog and upload a template file to your source repository. Provide
product version and deployment configuration in the CodePipeline console (without a separate
configuration file). See Option 1: Deploy to Service Catalog without a configuration file.

(® Note
The template file can be created in YAML or JSON format.

» Create a product in Service Catalog and upload a template file to your source repository. Provide
product version and deployment configuration in a separate configuration file. See Option 2:
Deploy to Service Catalog using a configuration file.

Option 1: Deploy to Service Catalog without a configuration file

In this example, you upload the sample AWS CloudFormation template file for an S3 bucket, and
then create your product in Service Catalog. Next, you create your pipeline and specify deployment
configuration in the CodePipeline console.

Step 1: Upload sample template file to source repository

1. Open a text editor. Create a sample template by pasting the following into the file. Save the
file as S3_template. json.
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"AWSTemplateFormatVersion": "2010-09-09",

"Description": "CloudFormation Sample Template S3_Bucket: Sample template showing
how to create a privately accessible S3 bucket. **WARNING** This template creates
an S3 bucket. You will be billed for the resources used if you create a stack from
this template.",

"Resources": {

"S3Bucket": {
"Type": "AWS::S3::Bucket",
"Properties": {3}

}
1,
"Outputs": {
"BucketName": {
"Value": {
"Ref": "S3Bucket"
I
"Description": "Name of Amazon S3 bucket to hold website content"
}
}

This template allows AWS CloudFormation to create an S3 bucket that can be used by Service
Catalog.

2. Upload the S3_template. json file to your AWS CodeCommit repository.

Step 2: Create a product in Service Catalog
1. Asan IT administrator, sign in to the Service Catalog console, go to the Products page, and
then choose Upload new product.

2. Onthe Upload new product page, complete the following:

a. In Product name, enter the name you want to use for your new product.

b. In Description, enter the product catalog description. This description is shown in the
product listing to help the user choose the correct product.

¢. InProvided by, enter the name of your IT department or administrator.

d. Choose Next.
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3. (Optional) In Enter support details, enter contact information for product support, and choose
Next.

4. In Version details, complete the following:

a. Choose Upload a template file. Browse for your S3_template. json file and upload it.
b. In Version title, enter the name of the product version (for example, devops S3 v2).
¢. In Description, enter details that distinguish this version from other versions.
d. Choose Next.

5. On the Review page, verify that the information is correct, and then choose Create.

6. On the Products page, in the browser, copy the URL of your new product. This contains
the product ID. Copy and retain this product ID. You use it when you create your pipeline in
CodePipeline.

Here is the URL for a product named my-product. To extract the product ID, copy the value
between the equals sign (=) and the ampersand (&). In this example, the product ID is prod-
examplel23456.

https://<region-URL>/servicecatalog/home?region=<region>#/admin-products?
productCreated=prod-examplel23456&createdProductTitle=my-product

(® Note

Copy the URL for your product before you navigate away from the page. Once you
navigate away from this page, you must use the CLI to obtain your product ID.

After a few seconds, your product appears on the Products page. You might need to refresh
your browser to see the product in the list.

Step 3: Create your pipeline

1. To name your pipeline and select parameters for your pipeline, do the following:

a. Signin to the AWS Management Console and open the CodePipeline console at https://
console.aws.amazon.com/codepipeline/.

b. Choose Getting started. Choose Create pipeline, and then enter a name for your pipeline.
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c. InPipeline type, choose V1 for the purposes of this tutorial. You can also choose V2;
however, note that pipeline types differ in characteristics and price. For more information,
see Pipeline types.

d. In Service role, choose New service role to allow CodePipeline to create a service role in
I1AM.

e. Leave the settings under Advanced settings at their defaults, and then choose Next.

2. To add a source stage, do the following:

a. InSource provider, choose AWS CodeCommit.

b. In Repository name and Branch name, enter the repository and branch you want to use
for your source action.

c. Choose Next.

3. In Add build stage, choose Skip build stage, and then accept the warning message by
choosing Skip again.

4. In Add deploy stage, complete the following:

a. In Deploy provider, choose AWS Service Catalog.

b. For deployment configuration, choose Enter deployment configuration.

¢. InProduct ID, paste the product ID you copied from the Service Catalog console.
d. InTemplate file path, enter the relative path where the template file is stored.
e. InProduct type, choose AWS CloudFormation template.

f.  In Product version name, enter the name of the product version you specified in Service
Catalog. If you want to have the template change deployed to a new product version,
enter a product version name that has not been used for any previous product version in
the same product.

g. For Input artifact, choose the source input artifact.
h. Choose Next.
5. In Review, review your pipeline settings, and then choose Create.

6. After your pipeline runs successfully, on the deployment stage, choose Details. This opens your
product in Service Catalog.
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MyServiceCatalogPipeline

@ Source

Source ®

™y
3 |
CodeCommit %
@ Succeeded - 1 minute ago
99e3b988
Source: Added S3_template.json 99e3b388
5

l ‘ Disable transition

@© Deploy

Deploy ®
ServiceCatalog @

@ Succeeded - 1 minute ago
Details 2

Source: Added S3_template.json 99e3b988

7. Under your product information, choose your version name to open the product template.
View the template deployment.

Step 4: Push a change and verify your product in Service Catalog

1. View your pipeline in the CodePipeline console, and on your source stage, choose Details. Your
source AWS CodeCommit repository opens in the console. Choose Edit, and make a change in
the file (for example, to the description).

"Description'": "Name of Amazon S3 bucket to hold and version website content"

2. Commit and push your change. Your pipeline starts after you push the change. When the run
of the pipeline is complete, on the deployment stage, choose Details to open your product in
Service Catalog.

3. Under your product information, choose the new version name to open the product template.
View the deployed template change.
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Option 2: Deploy to Service Catalog using a configuration file

In this example, you upload the sample AWS CloudFormation template file for an S3 bucket, and
then create your product in Service Catalog. You also upload a separate configuration file that
specifies your deployment configuration. Next, you create your pipeline and specify the location of
your configuration file.

Step 1: Upload sample template file to source repository

1. Open a text editor. Create a sample template by pasting the following into the file. Save the
file as S3_template. json.

"AWSTemplateFormatVersion": "2010-09-09",

"Description": "CloudFormation Sample Template S3_Bucket: Sample template showing
how to create a privately accessible S3 bucket. **WARNING** This template creates
an S3 bucket. You will be billed for the resources used if you create a stack from
this template.",

"Resources": {

"S3Bucket": {
"Type": "AWS::S3::Bucket",
"Properties": {}

}
.
"Outputs": {
"BucketName": {
"Value": {
"Ref": "S3Bucket"
},
"Description": "Name of Amazon S3 bucket to hold website content"
}

}

This template allows AWS CloudFormation to create an S3 bucket that can be used by Service
Catalog.

2. Upload the S3_template. json file to your AWS CodeCommit repository.
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Step 2: Create your product deployment configuration file

1.

2.

Open a text editor. Create the configuration file for your product. The configuration file is used
to define your Service Catalog deployment parameters/preferences. You use this file when you
create your pipeline.

This sample provides a ProductVersionName of "devops S3 v2" and a
ProductVersionDescription of MyProductVersionDescription. If you want to have
the template change deployed to a new product version, just enter a product version name
that has not been used for any previous product version in the same product.

Save the file as sample_config. json.

"SchemaVersion": "1.0",
"ProductVersionName": "devops S3 v2",
"ProductVersionDescription": "MyProductVersionDescription",
"ProductType": "CLOUD_FORMATION_TEMPLATE",
"Properties": {

"TemplateFilePath": "/S3_template.json"

This file creates the product version information for you each time your pipeline runs.

Upload the sample_config. json file to your AWS CodeCommit repository. Make sure you
upload this file to your source repository.

Step 3: Create a product in Service Catalog

1.

As an IT administrator, sign in to the Service Catalog console, go to the Products page, and
then choose Upload new product.

On the Upload new product page, complete the following:

a. InProduct name, enter the name you want to use for your new product.

b. In Description, enter the product catalog description. This description appears in the
product listing to help the user choose the correct product.

c. InProvided by, enter the name of your IT department or administrator.

d. Choose Next.
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3. (Optional) In Enter support details, enter product support contact information, and then
choose Next.

4. In Version details, complete the following:

a. Choose Upload a template file. Browse for your S3_template. json file and upload it.
b. In Version title, enter the name of the product version (for example, "devops S3 v2").

c. In Description, enter details that distinguish this version from other versions.

d. Choose Next.

5. On the Review page, verify that the information is correct, and then choose Confirm and
upload.

6. On the Products page, in the browser, copy the URL of your new product. This contains
the product ID. Copy and retain this product ID. You use when you create your pipeline in
CodePipeline.

Here is the URL for a product named my-product. To extract the product ID, copy the value
between the equals sign (=) and the ampersand (&). In this example, the product ID is prod-
examplel23456.

https://<region-URL>/servicecatalog/home?region=<region>#/admin-products?
productCreated=prod-examplel23456&createdProductTitle=my-product

(® Note

Copy the URL for your product before you navigate away from the page. Once you
navigate away from this page, you must use the CLI to obtain your product ID.

After a few seconds, your product appears on the Products page. You might need to refresh
your browser to see the product in the list.

Step 4: Create your pipeline

1. To name your pipeline and select parameters for your pipeline, do the following:

a. Signin to the AWS Management Console and open the CodePipeline console at https://
console.aws.amazon.com/codepipeline/.
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b. Choose Getting started. Choose Create pipeline, and then enter a name for your pipeline.

c. InService role, choose New service role to allow CodePipeline to create a service role in
I1AM.

d. Leave the settings under Advanced settings at their defaults, and then choose Next.

2. To add a source stage, do the following:

a. InSource provider, choose AWS CodeCommit.

b. In Repository name and Branch name, enter the repository and branch you want to use
for your source action.

c. Choose Next.

3. In Add build stage, choose Skip build stage, and then accept the warning message by
choosing Skip again.

4. In Add deploy stage, complete the following:

o

In Deploy provider, choose AWS Service Catalog.
b. Choose Use configuration file.
¢. InProduct ID, paste the product ID you copied from the Service Catalog console.
d. In Configuration file path, enter the file path of the configuration file in your repository.
e. Choose Next.
5. In Review, review your pipeline settings, and then choose Create.

6. After your pipeline runs successfully, on your deployment stage, choose Details to open your
product in Service Catalog.
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MyServiceCatalogPipeline

@ Source

Source ®

™y
3 |
CodeCommit %
@ Succeeded - 1 minute ago
99e3b988
Source: Added S3_template.json 99e3b388
5

l ‘ Disable transition

@© Deploy

Deploy ®
ServiceCatalog @

@ Succeeded - 1 minute ago
Details 2

Source: Added S3_template.json 99e3b988

7. Under your product information, choose your version name to open the product template.
View the template deployment.

Step 5: Push a change and verify your product in Service Catalog

1. View your pipeline in the CodePipeline console, and on the source stage, choose Details. Your
source AWS CodeCommit repository opens in the console. Choose Edit, and then make a
change in the file (for example, to the description).

"Description'": "Name of Amazon S3 bucket to hold and version website content"

2. Commit and push your change. Your pipeline starts after you push the change. When the run
of the pipeline is complete, on the deployment stage, choose Details to open your product in
Service Catalog.

3. Under your product information, choose the new version name to open the product template.
View the deployed template change.
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Tutorial: Create a pipeline with AWS CloudFormation

The examples provide sample templates that allow you to use AWS CloudFormation to create a
pipeline that deploys your application to your instances each time the source code changes. The
sample template creates a pipeline that you can view in AWS CodePipeline. The pipeline detects
the arrival of a saved change through Amazon CloudWatch Events.

Topics

« Example 1: Create an AWS CodeCommit pipeline with AWS CloudFormation

o Example 2: Create an Amazon S3 pipeline with AWS CloudFormation

Example 1: Create an AWS CodeCommit pipeline with AWS
CloudFormation

This walkthrough shows you how to use the AWS CloudFormation console to create infrastructure
that includes a pipeline connected to a CodeCommit source repository. In this tutorial, you use the
provided sample template file to create your resource stack, which includes your artifact store,
pipeline, and change-detection resources, such as your Amazon CloudWatch Events rule. After
you create your resource stack in AWS CloudFormation, you can view your pipeline in the AWS
CodePipeline console. The pipeline is a two-stage pipeline with a CodeCommit source stage and a
CodeDeploy deployment stage.

Prerequisites:

You must have created the following resources to use with the AWS CloudFormation sample
template:

« You must have created a source repository. You can use the AWS CodeCommit repository you
created in Tutorial: Create a simple pipeline (CodeCommit repository).

« You must have created a CodeDeploy application and deployment group. You can use the
CodeDeploy resources you created in Tutorial: Create a simple pipeline (CodeCommit repository).

» Choose one of these links to download the sample AWS CloudFormation template file for
creating a pipeline: YAML | JSON

Unzip the file and place it on your local computer.

« Download the SampleApp_Linux.zip sample application file.
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Create your pipeline in AWS CloudFormation

1.

Unzip the files from SampleApp_Linux.zip and upload the files to your AWS CodeCommit
repository. You must upload the unzipped files to the root directory of your repository. You

can follow the instructions in Step 2: Add sample code to your CodeCommit repository to push

the files to your repository.

Open the AWS CloudFormation console and choose Create Stack. Choose With new resources
(standard).

Under Specify template, choose Upload a template. Select Choose file and then choose the
template file from your local computer. Choose Next.

In Stack name, enter a name for your pipeline. Parameters specified by the sample template
are displayed. Enter the following parameters:

a. In ApplicationName, enter the name of your CodeDeploy application.

b. In BetaFleet, enter the name of your CodeDeploy deployment group.

c¢. InBranchName, enter the repository branch you want to use.

d. In RepositoryName, enter the name of your CodeCommit source repository.
Choose Next. Accept the defaults on the following page, and then choose Next.

In Capabilities, select | acknowledge that AWS CloudFormation might create IAM resources,
and then choose Create stack.

After your stack creation is complete, view the event list to check for any errors.
Troubleshooting

The IAM user who is creating the pipeline in AWS CloudFormation might require additional
permissions to create resources for the pipeline. The following permissions are required in
the policy to allow AWS CloudFormation to create the required Amazon CloudWatch Events
resources for the CodeCommit pipeline:

"Effect": "Allow",

"Action": [
"events:PutRule",
"events:PutEvents",
"events:PutTargets",
"events:DeleteRule",
"events:RemoveTargets",
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"events:DescribeRule"

1,

"Resource": "resource_ARN"

}

8. Signin to the AWS Management Console and open the CodePipeline console at https://
console.aws.amazon.com/codepipeline/.

Under Pipelines, choose your pipeline and choose View. The diagram shows your pipeline
source and deployment stages.

(® Note

To view the pipeline that was created, find the Logical ID column under the Resources
tab for your stack in AWS CloudFormation. Note the name in the Physical ID column
for the pipeline. In CodePipeline, you can view the pipeline with the same Physical ID
(pipeline name) in the Region where you created your stack.

9. In your source repository, commit and push a change. Your change-detection resources pick up
the change, and your pipeline starts.

Example 2: Create an Amazon S3 pipeline with AWS CloudFormation

This walkthrough shows you how to use the AWS CloudFormation console to create infrastructure
that includes a pipeline connected to an Amazon S3 source bucket. In this tutorial, you use the
provided sample template file to create your resource stack, which includes your source bucket,
artifact store, pipeline, and change-detection resources, such as your Amazon CloudWatch Events
rule and CloudTrail trail. After you create your resource stack in AWS CloudFormation, you can
view your pipeline in the AWS CodePipeline console. The pipeline is a two-stage pipeline with an
Amazon S3 source stage and a CodeDeploy deployment stage.

Prerequisites:
You must have the following resources to use with the AWS CloudFormation sample template:

« You must have created the Amazon EC2 instances, where you installed the CodeDeploy agent
on the instances. You must have created a CodeDeploy application and deployment group. Use
the Amazon EC2 and CodeDeploy resources you created in Tutorial: Create a simple pipeline
(CodeCommit repository).
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» Choose the following links to download the sample AWS CloudFormation template files for

creating a pipeline with an Amazon S3 source:
» Download the sample template for your pipeline: YAML | JSON
« Download the sample template for your CloudTrail bucket and trail: YAML | JSON

« Unzip the files and place them on your local computer.

» Download the sample application from SampleApp_Linux.zip.

Save the .zip file on your local computer. You upload the .zip file after the stack is created.

Create your pipeline in AWS CloudFormation

1.

Open the AWS CloudFormation console, and choose Create Stack. Choose With new resources
(standard).

In Choose a template, choose Upload a template. Select Choose file, and then choose the
template file from your local computer. Choose Next.

In Stack name, enter a name for your pipeline. Parameters specified by the sample template
are displayed. Enter the following parameters:
a. In ApplicationName, enter the name of your CodeDeploy application. You can replace the

DemoApplication default name.

b. In BetaFleet, enter the name of your CodeDeploy deployment group. You can replace the
DemoFleet default name.

¢. InSourceObjectKey, enter SampleApp_Linux.zip. You upload this file to your bucket
after the template creates the bucket and pipeline.

Choose Next. Accept the defaults on the following page, and then choose Next.

In Capabilities, select | acknowledge that AWS CloudFormation might create IAM resources,
and then choose Create stack.

After your stack creation is complete, view the event list to check for any errors.
Troubleshooting

The IAM userwho is creating the pipeline in AWS CloudFormation might require additional
permissions to create resources for the pipeline. The following permissions are required in
the policy to allow AWS CloudFormation to create the required Amazon CloudWatch Events
resources for the Amazon S3 pipeline:
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"Effect": "Allow",

"Action": [
"events:PutRule",
"events:PutEvents",
"events:PutTargets",
"events:DeleteRule",
"events:RemoveTargets",
"events:DescribeRule"

1,

"Resource": "resource_ARN"

7. In AWS CloudFormation, in the Resources tab for your stack, view the resources that were
created for your stack.

(® Note

To view the pipeline that was created, find the Logical ID column under the Resources
tab for your stack in AWS CloudFormation. Note the name in the Physical ID column
for the pipeline. In CodePipeline, you can view the pipeline with the same Physical ID
(pipeline name) in the Region where you created your stack.

Choose the S3 bucket with a sourcebucket label in the name, such as s3-cfn-
codepipeline-sourcebucket-y@4EXAMPLE. Do not choose the pipeline artifact bucket.

The source bucket is empty because the resource is newly created by AWS CloudFormation.
Open the Amazon S3 console and locate your sourcebucket bucket. Choose Upload, and
follow the instructions to upload your SampleApp_Linux.zip .zip file.

(® Note

When Amazon S3 is the source provider for your pipeline, you must upload to your
bucket all source files packaged as a single .zip file. Otherwise, the source action fails.

8. Sign in to the AWS Management Console and open the CodePipeline console at https://
console.aws.amazon.com/codepipeline/.
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Under Pipelines, choose your pipeline, and then choose View. The diagram shows your
pipeline source and deployment stages.

9. Complete the steps in the following procedure to create your AWS CloudTrail resources.

Create your AWS CloudTrail resources in AWS CloudFormation

1. Open the AWS CloudFormation console, and choose Create Stack.

2. In Choose a template, choose Upload a template to Amazon S3. Choose Browse, and then
select the template file for the AWS CloudTrail resources from your local computer. Choose
Next.

3. In Stack name, enter a name for your resource stack. Parameters specified by the sample
template are displayed. Enter the following parameters:

« In SourceObjectKey, accept the default for the sample application's zip file.
4. Choose Next. Accept the defaults on the following page, and then choose Next.

5. In Capabilities, select | acknowledge that AWS CloudFormation might create IAM resources,
and then choose Create.

6. After your stack creation is complete, view the event list to check for any errors.

The following permissions are required in the policy to allow AWS CloudFormation to create
the required CloudTrail resources for the Amazon S3 pipeline:

"Effect": "Allow",

"Action": [
"cloudtrail:CreateTrail",
"cloudtrail:DeleteTrail",
"cloudtrail:StartLogging",
"cloudtrail:StopLogging",
"cloudtrail:PutEventSelectors"

1,

"Resource": "resource_ARN"

7. Signin to the AWS Management Console and open the CodePipeline console at https://
console.aws.amazon.com/codepipeline/.
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Under Pipelines, choose your pipeline, and then choose View. The diagram shows your
pipeline source and deployment stages.

8. Inyour source bucket, commit and push a change. Your change-detection resources pick up the
change and your pipeline starts.

Tutorial: Create a pipeline that uses variables from AWS
CloudFormation deployment actions

In this tutorial, you use the AWS CodePipeline console to create a pipeline with a deployment
action. When the pipeline runs, the template creates a stack and also creates an outputs file.
Outputs generated by the stack template are the variables generated by the AWS CloudFormation
action in CodePipeline.

In the action where you create the stack from the template, you designate a variable namespace.
The variables produced by the outputs file can then be consumed by subsequent actions. In
this example, you create a change set based on the StackName variable produced by the AWS
CloudFormation action. After a manual approval, you execute the change set and then create a
delete stack action that deletes the stack based on the StackName variable.

Topics

» Prerequisites: Create an AWS CloudFormation service role and a CodeCommit repository

« Step 1: Download, edit, and upload the sample AWS CloudFormation template

« Step 2: Create your pipeline

» Step 3: Add an AWS CloudFormation deployment action to create the change set

» Step 4: Add a manual approval action

« Step 5: Add a CloudFormation deployment action to execute the change set

« Step 6: Add a CloudFormation deployment action to delete the stack

Prerequisites: Create an AWS CloudFormation service role and a
CodeCommit repository

You must already have the following:
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» A CodeCommit repository. You can use the AWS CodeCommit repository you created in Tutorial:
Create a simple pipeline (CodeCommit repository).

» This example creates an Amazon DocumentDB stack from a template. You must use AWS Identity
and Access Management (IAM) to create an AWS CloudFormation service role with the following
permissions for Amazon DocumentDB.

"rds:DescribeDBClusters",
"rds:CreateDBCluster",
"rds:DeleteDBCluster",
"rds:CreateDBInstance"

Step 1: Download, edit, and upload the sample AWS CloudFormation
template

Download the sample AWS CloudFormation template file and upload it to your CodeCommit
repository.

1. Navigate to the sample template page for your Region. For example, the page for us-west-2 is
at https://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/sample-templates-
services-us-west-2.html. Under Amazon DocumentDB, download the template for an Amazon
DocumentDB Cluster. The file name is documentdb_full_stack.yaml.

2. Unzip the documentdb_full_stack.yaml file, and open it in a text editor. Make the
following changes.

a. For this example, add the following Purpose: parameter to your Parameters section in
the template.

Purpose:
Type: String
Default: testing
AllowedValues:
- testing
- production
Description: The purpose of this instance.

b. For this example, add the following StackName output to your Qutputs: section in the
template.
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StackName:
Value: !Ref AWS::StackName

3. Upload the template file to your AWS CodeCommit repository. You must upload the unzipped
and edited template file to the root directory of your repository.

To use the CodeCommit console to upload your files:

a. Open the CodeCommit console, and choose your repository from the Repositories list.
b. Choose Add file, and then choose Upload file.

c. Select Choose file, and then browse for your file. Commit the change by entering your
user name and email address. Choose Commit changes.

Your file should look like this at the root level in your repository:

documentdb_full_stack.yaml

Step 2: Create your pipeline

In this section, you create a pipeline with the following actions:

» A source stage with a CodeCommit action where the source artifact is your template file.

« A deployment stage with an AWS CloudFormation deployment action.

Each action in the source and deployment stages created by the wizard is assigned a variable
namespace, SourceVariables and DeployVariables, respectively. Because the actions have a
namespace assigned, the variables configured in this example are available to downstream actions.
For more information, see Variables.

To create a pipeline with the wizard

1. Signin to the AWS Management Console and open the CodePipeline console at http://
console.aws.amazon.com/codesuite/codepipeline/home.

2. Onthe Welcome page, Getting started page, or Pipelines page, choose Create pipeline.

3. In Step 1: Choose pipeline settings, in Pipeline name, enter M\yCFNDeployPipeline.
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4.

In Pipeline type, choose V1 for the purposes of this tutorial. You can also choose V2; however,
note that pipeline types differ in characteristics and price. For more information, see Pipeline

types.

In Service role, do one of the following:

» Choose New service role to allow CodePipeline to create a service role in IAM.
» Choose Existing service role. In Role name, choose your service role from the list.

In Artifact store:

a. Choose Default location to use the default artifact store, such as the Amazon S3 artifact
bucket designated as the default, for your pipeline in the Region you selected for your
pipeline.

b. Choose Custom location if you already have an artifact store, such as an Amazon S3
artifact bucket, in the same Region as your pipeline.

® Note

This is not the source bucket for your source code. This is the artifact store for your
pipeline. A separate artifact store, such as an S3 bucket, is required for each pipeline.
When you create or edit a pipeline, you must have an artifact bucket in the pipeline
Region and one artifact bucket per AWS Region where you are running an action.
For more information, see Input and output artifacts and CodePipeline pipeline

structure reference.

Choose Next.

In Step 2: Add source stage:

a. InSource provider, choose AWS CodeCommit.

b. In Repository name, choose the name of the CodeCommit repository that you created in
Step 1: Create a CodeCommit repository.

c. In Branch name, choose the name of the branch that contains your latest code update.

After you select the repository name and branch, the Amazon CloudWatch Events rule to be
created for this pipeline is displayed.
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Choose Next.

8. In Step 3: Add build stage, choose Skip build stage, and then accept the warning message by
choosing Skip again.

Choose Next.

9. In Step 4: Add deploy stage:

a.

b.

In Action name, choose Deploy. In Deploy provider, choose CloudFormation.
In Action mode, choose Create or update a stack.

In Stack name, enter a name for the stack. This is the name of the stack that the template
will create.

In Output file name, enter a name for the outputs file, such as outputs. This is the name
of the file that will be created by the action after the stack is created.

Expand Advanced. Under Parameter overrides, enter your template overrides as key-
value pairs. For example, this template requires the following overrides.

{

"DBClusterName": "MyDBCluster",
"DBInstanceName": "MyDBInstance",
"MasterUser": "UserName",
"MasterPassword": "Password",
"DBInstanceClass": "db.r4.large",
"Purpose": "testing"}

If you don't enter overrides, the template creates a stack with default values.
Choose Next.

Choose Create pipeline. Allow your pipeline to run. Your two-stage pipeline is complete
and ready for the additional stages to be added.

Step 3: Add an AWS CloudFormation deployment action to create the
change set

Create a next action in your pipeline that will allow AWS CloudFormation to create the change set

before the manual approval action.
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1. Open the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

Under Pipelines, choose your pipeline and choose View. The diagram shows your pipeline
source and deployment stages.

2. Choose to edit the pipeline, or continue to display the pipeline in Edit mode.

3. Choose to edit the Deploy stage.

4. Add a deployment action that will create a change set for the stack that was created in the
previous action. You add this action after the existing action in the stage.
a. In Action name, enter Change_Set. In Action provider, choose AWS CloudFormation .
b. In Input artifact, choose SourceArtifact.
c. In Action mode, choose Create or replace a change set.

d. In Stack name, enter the variable syntax as shown. This is the name of the stack that the
change set is created for, where the default namespace DeployVariables is assigned to
the action.

#{DeployVariables.StackName}

e. In Change set name, enter the name of the change set.

my-changeset

f.  In Parameter Overrides, change the Purpose parameter from testing to production.

{
"DBClusterName": "MyDBCluster",

"DBInstanceName": "MyDBInstance",
"MasterUser": "UserName",
"MasterPassword": "Password",
"DBInstanceClass": "db.r4.large",
"Purpose": "production"}

g. Choose Done to save the action.

Step 4: Add a manual approval action

Create a manual approval action in your pipeline.
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1. Choose to edit the pipeline, or continue to display the pipeline in Edit mode.
2. Choose to edit the Deploy stage.

3. Add a manual approval action after the deploy action that creates the change set. This action
allows you to verify the created resource change set in AWS CloudFormation before the
pipeline executes the change set.

Step 5: Add a CloudFormation deployment action to execute the
change set

Create a next action in your pipeline that allows AWS CloudFormation to execute the change set
after the manual approval action.

1. Open the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

Under Pipelines, choose your pipeline and choose View. The diagram shows your pipeline
source and deployment stages.

2. Choose to edit the pipeline, or continue to display the pipeline in Edit mode.
Choose to edit the Deploy stage.

4. Add a deployment action that will execute the change set that was approved in the previous
manual action:

a. In Action name, enter Execute_Change_Set. In Action provider, choose AWS
CloudFormation.

b. In Input artifact, choose SourceArtifact.
In Action mode, choose Execute a change set.

d. In Stack name, enter the variable syntax as shown. This is the name of the stack that the
change set is created for.

#{DeployVariables.StackName}

e. In Change set name, enter the name of the change set you created in the previous action.

my-changeset

f. Choose Done to save the action.

Continue the pipeline run.

Q
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Step 6: Add a CloudFormation deployment action to delete the stack

Create a final action in your pipeline that allows AWS CloudFormation to get the stack name from
the variable in the outputs file and delete the stack.

1. Open the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

Under Pipelines, choose your pipeline and choose View. The diagram shows your pipeline
source and deployment stages.

2. Choose to edit the pipeline.
3. Choose to edit the Deploy stage.

4. Add a deployment action that will delete the stack:

a. In Action name, choose DeleteStack. In Deploy provider, choose CloudFormation.
b. In Action mode, choose Delete a stack.

c. InStack name, enter the variable syntax as shown. This is the name of the stack that the
action will delete.

d. Choose Done to save the action.

e. Choose Save to save the pipeline.

The pipeline runs when it is saved.

Tutorial: Amazon ECS Standard Deployment with CodePipeline

This tutorial helps you to create a complete, end-to-end continuous deployment (CD) pipeline with
Amazon ECS with CodePipeline.

(® Note

This tutorial is for the Amazon ECS standard deployment action for CodePipeline. For
a tutorial that uses the Amazon ECS to CodeDeploy blue/green deployment action in
CodePipeline, see Tutorial: Create a pipeline with an Amazon ECR source and ECS-to-

CodeDeploy deployment.
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Prerequisites

There are a few resources that you must have in place before you can use this tutorial to create
your CD pipeline. Here are the things you need to get started:

(® Note

All of these resources should be created within the same AWS Region.

» A source control repository (this tutorial uses CodeCommit) with your Dockerfile and application
source. For more information, see Create a CodeCommit Repository in the AWS CodeCommit User
Guide.

« A Docker image repository (this tutorial uses Amazon ECR) that contains an image you have built
from your Dockerfile and application source. For more information, see Creating a Repository

and Pushing an Image in the Amazon Elastic Container Registry User Guide.

« An Amazon ECS task definition that references the Docker image hosted in your image
repository. For more information, see Creating a Task Definition in the Amazon Elastic Container

Service Developer Guide.

/A Important

The Amazon ECS standard deployment action for CodePipeline creates its own revision
of the task definition based on the the revision used by the Amazon ECS service. If you
create new revisions for the task definition without updating the Amazon ECS service,
the deployment action will ignore those revisions.

Below is a sample task definition used for this tutorial. The value you use for name and family
will be used in the next step for your build specification file.

{
"ipcMode": null,
"executionRoleArn": "role_ARN",
"containerDefinitions": [
{

"dnsSearchDomains": null,
"environmentFiles": null,
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"logConfiguration": {
"logDriver": "awslogs",
"secretOptions": null,
"options": {

"awslogs-group": "/ecs/hello-world",
"awslogs-region": "us-west-2",
"awslogs-stream-prefix":

}

ecs

},
"entryPoint": null,
"portMappings": [

{
"hostPort": 80,
"protocol": "tcp",
"containerPort": 80
}

1,

"command": null,
"linuxParameters": null,
"cpu": 0Q,

"environment": [],
"resourceRequirements": null,
"ulimits": null,

"dnsServers": null,
"mountPoints": [],
"workingDirectory": null,
"secrets": null,
"dockerSecurityOptions": null,
"memory": null,
"memoryReservation": 128,
"volumesFrom": [],
"stopTimeout": null,

"image": "image_name",
"startTimeout": null,
"firelensConfiguration": null,
"dependsOn": null,
"disableNetworking": null,
"interactive": null,
"healthCheck": null,
"essential": true,

"links": null,

"hostname": null,
"extraHosts": null,
"pseudoTerminal": null,

Prerequisites
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"user": null,
"readonlyRootFilesystem": null,
"dockerLabels": null,
"systemControls": null,
"privileged": null,
"name": "hello-world"
}
1,
"placementConstraints": [],
"memory": "2048",
"taskRoleArn": null,
"compatibilities": [
"EC2",
"FARGATE"
1,
"taskDefinitionArn": "ARN",
"family": "hello-world",
"requiresAttributes": [],
"pidMode": null,
"requiresCompatibilities": [
"FARGATE"
1,
"networkMode": "awsvpc",
"cpu": "1024",
"revision": 1,
"status": "ACTIVE",
"inferenceAccelerators": null,
"proxyConfiguration": null,
"volumes": []

« An Amazon ECS cluster that is running a service that uses your previously mentioned task
definition. For more information, see Creating a Cluster and Creating a Service in the Amazon
Elastic Container Service Developer Guide.

After you have satisfied these prerequisites, you can proceed with the tutorial and create your CD
pipeline.
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Step 1: Add a Build Specification File to Your Source Repository

This tutorial uses CodeBuild to build your Docker image and push the image to Amazon ECR. Add a
buildspec.yml file to your source code repository to tell CodeBuild how to do that. The example
build specification below does the following:

o Pre-build stage:
» Login to Amazon ECR.

» Set the repository URI to your ECR image and add an image tag with the first seven characters
of the Git commit ID of the source.

 Build stage:

 Build the Docker image and tag the image both as 1atest and with the Git commit ID.
o Post-build stage:

« Push the image to your ECR repository with both tags.

« Write a file called imagedefinitions. json in the build root that has your Amazon ECS
service's container name and the image and tag. The deployment stage of your CD pipeline
uses this information to create a new revision of your service's task definition, and then it
updates the service to use the new task definition. The imagedefinitions. json fileis
required for the ECS job worker.

Paste this sample text to create your buildspec.yml file, and replace the values for your image
and task definition. This text uses the example account ID 111122223333,

version: 0.2

phases:
pre_build:
commands:
- echo Logging in to Amazon ECR...
- aws --version
- aws ecr get-login-password --region $AWS_DEFAULT_REGION | docker login --
username AWS --password-stdin 111122223333.dkr.ecr.us-west-2.amazonaws.com
- REPOSITORY_URI=012345678910.dkr.ecr.us-west-2.amazonaws.com/hello-world
- COMMIT_HASH=%$(echo $CODEBUILD_RESOLVED_SOURCE_VERSION | cut -c 1-7)
- IMAGE_TAG=${COMMIT_HASH:=latest}
build:
commands:
- echo Build started on “date’
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- echo Building the Docker image...
- docker build -t $REPOSITORY_URI:latest .
- docker tag $REPOSITORY_URI:latest $REPOSITORY_URI:$IMAGE_TAG
post_build:
commands:
- echo Build completed on “date’
- echo Pushing the Docker images...
- docker push $REPOSITORY_URI:latest
- docker push $REPOSITORY_URI:$IMAGE_TAG
- echo Writing image definitions file...
- printf '[{"name":"hello-world","imageUri":"%s"}]' $REPOSITORY_URI:$IMAGE_TAG >
imagedefinitions.json
artifacts:
files: imagedefinitions.json

The build specification was written for the sample task definition that was provided in
Prerequisites, used by the Amazon ECS service for this tutorial. The REPOSITORY_URI value
corresponds to the image repository (without any image tag), and the hello-world value near
the end of the file corresponds to the container name in the service's task definition.

To add a buildspec.yml file to your source repository

1. Open a text editor and then copy and paste the build specification above into a new file.

2. Replace the REPOSITORY_URI value (012345678910.dkr.ecr.us-
west-2.amazonaws.com/hello-world) with your Amazon ECR repository URI (without
any image tag) for your Docker image. Replace hello-world with the container name in your
service's task definition that references your Docker image.

3. Commit and push your buildspec.yml file to your source repository.

a. Add the file.

git add .

b. Commit the change.

git commit -m "Adding build specification."

c. Push the commit.

git push
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Step 2: Creating Your Continuous Deployment Pipeline

Use the CodePipeline wizard to create your pipeline stages and connect your source repository to
your ECS service.

To create your pipeline

1.
2.

Open the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

On the Welcome page, choose Create pipeline.

If this is your first time using CodePipeline, an introductory page appears instead of Welcome.
Choose Get Started Now.

On the Step 1: Name page, for Pipeline name, type the name for your pipeline. For this
tutorial, the pipeline name is hello-world.

In Pipeline type, choose V1 for the purposes of this tutorial. You can also choose V2; however,
note that pipeline types differ in characteristics and price. For more information, see Pipeline
types. Choose Next.

On the Step 2: Add source stage page, for Source provider, choose AWS CodeCommit.

a. For Repository name, choose the name of the CodeCommit repository to use as the
source location for your pipeline.

b. For Branch name, choose the branch to use and choose Next.

On the Step 3: Add build stage page, for Build provider choose AWS CodeBuild, and then

choose Create project.

a. For Project name, choose a unique name for your build project. For this tutorial, the
project name is hello-world.

b. For Environment image, choose Managed image.

c. For Operating system, choose Amazon Linux 2.

d. For Runtime(s), choose Standard.

e. ForImage, choose aws/codebuild/amazonlinux2-x86_64-standard:3.0.

f.  For Image version and Environment type, use the default values.

g. Select Enable this flag if you want to build Docker images or want your builds to get
elevated privileges.

h. Deselect CloudWatch logs. You might need to expand Advanced.
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i. Choose Continue to CodePipeline.

j- Choose Next.

® Note

The wizard creates a CodeBuild service role for your build project, called
codebuild-build-project-name-service-role. Note this role name, as you add
Amazon ECR permissions to it later.

7. On the Step 4: Add deploy stage page, for Deployment provider, choose Amazon ECS.

a. For Cluster name, choose the Amazon ECS cluster in which your service is running. For this
tutorial, the cluster is default.

b. For Service name, choose the service to update and choose Next. For this tutorial, the
service name is hello-world.

8. On the Step 5: Review page, review your pipeline configuration and choose Create pipeline to
create the pipeline.

(@ Note

Now that the pipeline has been created, it attempts to run through the different
pipeline stages. However, the default CodeBuild role created by the wizard does not
have permissions to execute all of the commands contained in the buildspec.yml
file, so the build stage fails. The next section adds the permissions for the build stage.

Step 3: Add Amazon ECR Permissions to the CodeBuild Role

The CodePipeline wizard created an IAM role for the CodeBuild build project, called
codebuild-build-project-name-service-role. For this tutorial, the name is codebuild-hello-
world-service-role. Because the buildspec.yml file makes calls to Amazon ECR API operations,
the role must have a policy that allows permissions to make these Amazon ECR calls. The following
procedure helps you attach the proper permissions to the role.

To add Amazon ECR permissions to the CodeBuild role

1. Open the IAM console at https://console.aws.amazon.com/iam/.
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2. Inthe left navigation pane, choose Roles.

3. In the search box, type codebuild- and choose the role that was created by the CodePipeline
wizard. For this tutorial, the role name is codebuild-hello-world-service-role.

4. On the Summary page, choose Attach policies.

5. Select the box to the left of the AmazonEC2ContainerRegistryPowerUser policy, and choose
Attach policy.

Step 4: Test Your Pipeline

Your pipeline should have everything for running an end-to-end native AWS continuous
deployment. Now, test its functionality by pushing a code change to your source repository.

To test your pipeline

1. Make a code change to your configured source repository, commit, and push the change.

Open the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

2
3. Choose your pipeline from the list.
4

Watch the pipeline progress through its stages. Your pipeline should complete and your
Amazon ECS service runs the Docker image that was created from your code change.

Tutorial: Create a pipeline with an Amazon ECR source and ECS-
to-CodeDeploy deployment

In this tutorial, you configure a pipeline in AWS CodePipeline that deploys container applications
using a blue/green deployment that supports Docker images. In a blue/green deployment, you
can launch the new version of your application alongside the old version and test the new version
before you reroute traffic. You can also monitor the deployment process and rapidly roll back if
there is an issue.

(® Note

This tutorial is for the Amazon ECS to CodeDeploy blue/green deployment action for
CodePipeline. For a tutorial that uses the Amazon ECS standard deployment action in
CodePipeline, see Tutorial: Amazon ECS Standard Deployment with CodePipeline.

Step 4: Test Your Pipeline API Version 2015-07-09 164


https://console.aws.amazon.com/codepipeline/

AWS CodePipeline User Guide

The completed pipeline detects changes to your image, which is stored in an image repository such
as Amazon ECR, and uses CodeDeploy to route and deploy traffic to an Amazon ECS cluster and
load balancer. CodeDeploy uses a listener to reroute traffic to the port of the updated container
specified in the AppSpec file. For information about how the load balancer, production listener,
target groups, and your Amazon ECS application are used in a blue/green deployment, see Tutorial:
Deploy an Amazon ECS Service.

The pipeline is also configured to use a source location, such as CodeCommit, where your Amazon
ECS task definition is stored. In this tutorial, you configure each of these AWS resources and then
create your pipeline with stages that contain actions for each resource.

Your continuous delivery pipeline will automatically build and deploy container images whenever
source code is changed or a new base image is uploaded to Amazon ECR.

This flow uses the following artifacts:

« A Docker image file that specifies the container name and repository URI of your Amazon ECR
image repository.

« An Amazon ECS task definition that lists your Docker image name, container name, Amazon ECS
service name, and load balancer configuration.

» A CodeDeploy AppSpec file that specifies the name of the Amazon ECS task definition file, the
name of the updated application's container, and the container port where CodeDeploy reroutes
production traffic. It can also specify optional network configuration and Lambda functions you
can run during deployment lifecycle event hooks.

(® Note

When you commit a change to your Amazon ECR image repository, the pipeline source
action creates an imageDetail. json file for that commit. For information about the
imageDetail. json file, see imageDetail.json file for Amazon ECS blue/green deployment
actions.

When you create or edit your pipeline and update or specify source artifacts for your deployment
stage, make sure to point to the source artifacts with the latest name and version you want to use.
After you set up your pipeline, as you make changes to your image or task definition, you might
need to update your source artifact files in your repositories and then edit the deployment stage in
your pipeline.
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Topics

« Prerequisites
» Step 1: Create image and push to an Amazon ECR repository

» Step 2: Create task definition and AppSpec source files and push to a CodeCommit repository

» Step 3: Create your Application Load Balancer and target groups

o Step 4: Create your Amazon ECS cluster and service

» Step 5: Create your CodeDeploy application and deployment group (ECS compute platform)

» Step 6: Create your pipeline

» Step 7: Make a change to your pipeline and verify deployment

Prerequisites
You must have already created the following resources:

« A CodeCommit repository. You can use the AWS CodeCommit repository you created in Tutorial:
Create a simple pipeline (CodeCommit repository).

e Launch an Amazon EC2 Linux instance and install Docker to create an image as shown in this
tutorial. If you already have an image you want to use, you can skip this prerequisite.

Step 1: Create image and push to an Amazon ECR repository

In this section, you use Docker to create an image and then use the AWS CLI to create an Amazon
ECR repository and push the image to the repository.

(@ Note

If you already have an image you want to use, you can skip this step.

To create an image

1. Sign in to your Linux instance where you have Docker installed.

Pull down an image for nginx. This command provides the nginx:latest image:

docker pull nginx
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2.  Run docker images. You should see the image in the list.

docker images

To create an Amazon ECR repository and push your image

1. Create an Amazon ECR repository to store your image. Make a note of the repositoryUri in
the output.

aws ecr create-repository --repository-name nginx

Output:
{
"repository": {
"registryId": "aws_account_id",
"repositoryName": "nginx",
"repositoryArn": "arn:aws:ecr:us-east-1:aws_account_id:repository/nginx",
"createdAt": 1505337806.0,
"repositoryUri": "aws_account_id.dkr.ecr.us-east-1.amazonaws.com/nginx"

2. Tagthe image with the repositoryUri value from the previous step.

docker tag nginx:latest aws_account_id.dkr.ecr.us-east-1.amazonaws.com/nginx:latest

3.  Run the aws ecr get-login-password command, as shown in this example for the us-west-2
Region and the 111122223333 account ID.

aws ecr get-login-password --region us-west-2 | docker login --username AWS --
password-stdin 111122223333 .dkr.ecr.us-west-2.amazonaws.com/nginx

4. Push the image to Amazon ECR using the repositoryUri from the earlier step.

docker push 111122223333.dkr.ecr.us-east-1.amazonaws.com/nginx:latest
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Step 2: Create task definition and AppSpec source files and push to a
CodeCommit repository

In this section, you create a task definition JSON file and register it with Amazon ECS. You
then create an AppSpec file for CodeDeploy and use your Git client to push the files to your
CodeCommit repository.

To create a task definition for your image

1. Create a file named taskdef. json with the following contents. For image, enter your image
name, such as nginx. This value is updated when your pipeline runs.

(@ Note

Make sure that the execution role specified in the task definition contains the
AmazonECSTaskExecutionRolePolicy. For more information, see Amazon ECS
Task Execution IAM Role in the Amazon ECS Developer Guide.

"executionRoleArn": "arn:aws:iam::account_ID:role/ecsTaskExecutionRole",
"containerDefinitions": [
{
"name": "sample-website",
"image": "nginx",
"essential": true,
"portMappings": [

{
"hostPort": 80,
"protocol": "tcp",
"containerPort": 80
}
]
}
1,
"requiresCompatibilities": [
"FARGATE"
1,
"networkMode": "awsvpc",
"cpu": "256",
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"memory": "512",
"family": "ecs-demo"

2. Register your task definition with the taskdef. json file.

aws ecs register-task-definition --cli-input-json file://taskdef.json

3. After the task definition is registered, edit your file to remove the image name and include the
<IMAGE1_NAME> placeholder text in the image field.

{
"executionRoleArn": "arn:aws:iam::account_ID:role/ecsTaskExecutionRole",
"containerDefinitions": [
{
"name": "sample-website",
"image": "<IMAGE1_NAME>",
"essential": true,
"portMappings": [
{
"hostPort": 80,
"protocol": "tcp",
"containerPort": 80
}
]
}
1,
"requiresCompatibilities": [
"FARGATE"
1)
"networkMode": "awsvpc",
"cpu": "256",
"memory": "512",
"family": "ecs-demo"
}

To create an AppSpec file

o The AppSpec file is used for CodeDeploy deployments. The file, which includes optional fields,
uses this format:
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version: 0.0
Resources:
- TargetService:
Type: AWS::ECS::Service
Properties:
TaskDefinition: "task-definition-ARN"
LoadBalancerInfo:
ContainerName: '"container-name"
ContainerPort: container-port-number
# Optional properties
PlatformVersion: "LATEST"
NetworkConfiguration:
AwsvpcConfiguration:
Subnets: ["subnet-name-1", "subnet-name-2"]
SecurityGroups: ["security-group"]
AssignPublicIp: "ENABLED"
Hooks:
- BeforeInstall: "BeforeInstallHookFunctionName"
- AfterInstall: "AfterInstallHookFunctionName"
- AfterAllowTestTraffic: "AfterAllowTestTrafficHookFunctionName"
- BeforeAllowTraffic: "BeforeAllowTrafficHookFunctionName"
- AfterAllowTraffic: "AfterAllowTrafficHookFunctionName"

For more information about the AppSpec file, including examples, see CodeDeploy AppSpec
File Reference.

Create a file named appspec.yaml with the following contents. For TaskDefinition, do
not change the <TASK_DEFINITION> placeholder text. This value is updated when your
pipeline runs.

version: 0.0
Resources:
- TargetService:
Type: AWS::ECS::Service
Properties:
TaskDefinition: <TASK_DEFINITION>
LoadBalancerInfo:
ContainerName: "sample-website"
ContainerPort: 80
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To push files to your CodeCommit repository

1. Push or upload the files to your CodeCommit repository. These files are the source artifact
created by the Create pipeline wizard for your deployment action in CodePipeline. Your files
should look like this in your local directory:

/tmp
|[my-demo-repo
| -- appspec.yaml
| -- taskdef.json
2. Choose the method you want to use to upload your files:

a. To use your git command line from a cloned repository on your local computer:

i. Change directories to your local repository:

(For Linux, mac0S, or Unix) cd /tmp/my-demo-repo
(For Windows) cd c:\temp\my-demo-repo

ii. Run the following command to stage all of your files at once:

git add -A

iii. Run the following command to commit the files with a commit message:

git commit -m "Added task definition files"

iv. Run the following command to push the files from your local repo to your
CodeCommit repository:

git push
b. To use the CodeCommit console to upload your files:

i. Open the CodeCommit console, and choose your repository from the Repositories
list.
ii. Choose Add file, and then choose Upload file.

iii. Choose Choose file, and then browse for your file. Commit the change by entering
your user name and email address. Choose Commit changes.
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iv. Repeat this step for each file you want to upload.

Step 3: Create your Application Load Balancer and target groups

In this section, you create an Amazon EC2 Application Load Balancer. You use the subnet names
and target group values you create with your load balancer later, when you create your Amazon
ECS service. You can create an Application Load Balancer or a Network Load Balancer. The load
balancer must use a VPC with two public subnets in different Availability Zones. In these steps, you
confirm your default VPC, create a load balancer, and then create two target groups for your load
balancer. For more information, see Target Groups for Your Network Load Balancers.

To verify your default VPC and public subnets

1. Sign in to the AWS Management Console and open the Amazon VPC console at https://
console.aws.amazon.com/vpc/.

2. Verify the default VPC to use. In the navigation pane, choose Your VPCs. Note which VPC
shows Yes in the Default VPC column. This is the default VPC. It contains default subnets for
you to select.

3. Choose Subnets. Choose two subnets that show Yes in the Default subnet column.

(® Note

Make a note of your subnet IDs. You need them later in this tutorial.

4. Choose the subnets, and then choose the Description tab. Verify that the subnets you want to
use are in different Availability Zones.

5. Choose the subnets, and then choose the Route Table tab. To verify that each subnet you
want to use is a public subnet, confirm that a gateway row is included in the route table.
To create an Amazon EC2 Application Load Balancer

1. Sign in to the AWS Management Console and open the Amazon EC2 console at https://
console.aws.amazon.com/ec2/.

2. In the navigation pane, choose Load Balancers.
3. Choose Create Load Balancer.

4. Choose Application Load Balancer, and then choose Create.
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5.

6
7.
8

10.
11.
12.
13.
14.

15.

In Name, enter the name of your load balancer.
In Scheme, choose internet-facing.
In IP address type, choose ipv4.

Configure two listener ports for your load balancer:

a. Under Load Balancer Protocol, choose HTTP. Under Load Balancer Port, enter 80.
b. Choose Add listener.

c. Under Load Balancer Protocol for the second listener, choose HTTP. Under Load Balancer
Port, enter 8080.

Under Availability Zones, in VPC, choose the default VPC. Next, choose the two default
subnets you want to use.

Choose Next: Configure Security Settings.

Choose Next: Configure Security Groups.

Choose Select an existing security group, and make a note of the security group ID.
Choose Next: Configure Routing.

In Target group, choose New target group and configure your first target group:

a. In Name, enter a target group name (for example, target-group-1).
b. In Target type, choose IP.

c. In Protocol choose HTTP. In Port, enter 80.

d. Choose Next: Register Targets.

Choose Next: Review, and then choose Create.

To create a second target group for your load balancer

1.

o v A W N

After your load balancer is provisioned, open the Amazon EC2 console. In the navigation pane,
choose Target Groups.

Choose Create target group.

In Name, enter a target group name (for example, target-group-2).
In Target type, choose IP.

In Protocol choose HTTP. In Port, enter 8080.

In VPC, choose the default VPC.
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7. Choose Create.

(® Note

You must have two target groups created for your load balancer in order for your
deployment to run. You only need to make a note of the ARN of your first target
group. This ARN is used in the create-service JSON file in the next step.

To update your load balancer to include your second target group

1. Open the Amazon EC2 console. In the navigation pane, choose Load Balancers.

2. Choose your load balancer, and then choose the Listeners tab. Choose the listener with port
8080, and then choose Edit.

3. Choose the pencil icon next to Forward to. Choose your second target group, and then choose
the check mark. Choose Update to save the updates.

Step 4: Create your Amazon ECS cluster and service

In this section, you create an Amazon ECS cluster and service where CodeDeploy routes traffic
during deployment (to an Amazon ECS cluster rather than EC2 instances). To create your Amazon
ECS service, you must use the subnet names, security group, and target group value you created
with your load balancer to create your service.

® Note

When you use these steps to create your Amazon ECS cluster, you use the Networking only
cluster template, which provisions AWS Fargate containers. AWS Fargate is a technology
that manages your container instance infrastructure for you. You do not need to choose or
manually create Amazon EC2 instances for your Amazon ECS cluster.

To create an Amazon ECS cluster

1. Open the Amazon ECS classic console at https://console.aws.amazon.com/ecs/.

2. In the navigation pane, choose Clusters.

3. Choose Create cluster.
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4. Choose the Networking only cluster template that uses AWS Fargate, and then choose Next
step.

5. Enter a cluster name on the Configure cluster page. You can add an optional tag for your
resource. Choose Create.

To create an Amazon ECS service

Use the AWS CLI to create your service in Amazon ECS.

1. Create a JSON file and name it create-service. json. Paste the following into the JSON
file.

For the taskDefinition field, when you register a task definition in Amazon ECS, you give
it a family. This is similar to a name for multiple versions of the task definition, specified with
a revision number. In this example, use "ecs-demo: 1" for the family and revision number in
your file. Use the subnet names, security group, and target group value you created with your
load balancer in Step 3: Create your Application Load Balancer and target groups .

(® Note

You need to include your target group ARN in this file. Open the Amazon EC2 console
and from the navigation pane, under LOAD BALANCING, choose Target Groups.
Choose your first target group. Copy your ARN from the Description tab.

{
"taskDefinition": "family:revision-number",
"cluster": "my-cluster",
"loadBalancers": [
{
"targetGroupArn": "target-group-arn",
"containerName": "sample-website",

"containerPort": 80

1,

"desiredCount": 1,

"launchType": "FARGATE",
"schedulingStrategy": "REPLICA",
"deploymentController": {
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"type": "CODE_DEPLOY"
iy

"networkConfiguration": {
"awsvpcConfiguration": {
"subnets": [
"subnet-1",
"subnet-2"

1,
"securityGroups": [
"security-group"

1,
"assignPublicIp": "ENABLED"

2. Run the create-service command, specifying the JSON file:

/A Important

Be sure to include file:// before the file name. It is required in this command.

This example creates a service named my-service.

(® Note

This example command creates a service named my-service. If you already have a
service with this name, the command returns an error.

aws ecs create-service --service-name my-service --cli-input-json file://create-
service.json

The output returns the description fields for your service.

3. Run the describe-services command to verify that your service was created.

aws ecs describe-services --cluster cluster-name --services service-name
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Step 5: Create your CodeDeploy application and deployment group
(ECS compute platform)

When you create a CodeDeploy application and deployment group for the Amazon ECS compute
platform, the application is used during a deployment to reference the correct deployment group,
target groups, listeners, and traffic rerouting behavior.

To create a CodeDeploy application

1. Open the CodeDeploy console and choose Create application.
2. In Application name, enter the name you want to use.
3. In Compute platform, choose Amazon ECS.

4. Choose Create application.

To create a CodeDeploy deployment group

1.  Onyour application page's Deployment groups tab, choose Create deployment group.
2. In Deployment group name, enter a name that describes the deployment group.
3. In Service role, choose a service role that grants CodeDeploy access to Amazon ECS. To create

a new service role, follow these steps:

a. Open the IAM console at https://console.aws.amazon.com/iam/).

b. From the console dashboard, choose Roles.
c. Choose Create role.

d. Under Select type of trusted entity, select AWS service. Under Choose a use case,
select CodeDeploy. Under Select your use case, select CodeDeploy - ECS. Choose Next:
Permissions. The AWSCodeDeployRoleForECS managed policy is already attached to
the role.

e. Choose Next: Tags, and Next: Review.

f.  Enter a name for the role (for example, CodeDeployECSRole), and then choose Create
role.

4. In Environment configuration, choose your Amazon ECS cluster name and service name.

5. From Load balancers, choose the name of the load balancer that serves traffic to your Amazon
ECS service.
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6. From Production listener port, choose the port and protocol for the listener that serves
production traffic to your Amazon ECS service. From Test listener port, choose the port and
protocol for the test listener.

7. From Target group 1 name and Target group 2 name, choose the target groups used to route
traffic during your deployment. Make sure that these are the target groups you created for
your load balancer.

8. Choose Reroute traffic immediately to determine how long after a successful deployment to
reroute traffic to your updated Amazon ECS task.

9. Choose Create deployment group.

Step 6: Create your pipeline

In this section, you create a pipeline with the following actions:

« A CodeCommit action where the source artifacts are the task definition and the AppSpec file.
» A source stage with an Amazon ECR source action where the source artifact is the image file.

« A deployment stage with an Amazon ECS deploy action where the deployment runs with a
CodeDeploy application and deployment group.
To create a two-stage pipeline with the wizard

1. Sign in to the AWS Management Console and open the CodePipeline console at http://
console.aws.amazon.com/codesuite/codepipeline/home.

2. Onthe Welcome page, Getting started page, or the Pipelines page, choose Create pipeline.
3. In Step 1: Choose pipeline settings, in Pipeline name, enter MyImagePipeline.

4. In Pipeline type, choose V1 for the purposes of this tutorial. You can also choose V2; however,
note that pipeline types differ in characteristics and price. For more information, see Pipeline

types.
5. In Service role, choose New service role to allow CodePipeline to create a service role in IAM.

6. Leave the settings under Advanced settings at their defaults, and then choose Next.

7. In Step 2: Add source stage, in Source provider, choose AWS CodeCommit. In Repository
name, choose the name of the CodeCommit repository you created in Step 1: Create a

CodeCommit repository. In Branch name, choose the name of the branch that contains your

latest code update.
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Choose Next.

8. In Step 3: Add build stage, choose Skip build stage, and then accept the warning message by
choosing Skip again. Choose Next.

9. In Step 4: Add deploy stage:
a. In Deploy provider, choose Amazon ECS (Blue/Green). In Application name,
enter or choose the application name from the list, such as codedeployapp. In

Deployment group, enter or choose the deployment group name from the list, such as
codedeploydeplgroup.

(® Note

The name "Deploy" is the name given by default to the stage created in the Step
4: Deploy step, just as "Source" is the name given to the first stage of the pipeline.

b. Under Amazon ECS task definition, choose SourceArtifact. In the field, enter
taskdef. json.

¢. Under AWS CodeDeploy AppSpec file, choose SourceArtifact. In the field, enter
appspec.yaml.

(® Note

At this point, do not fill in any information under Dynamically update task
definition image.

d. Choose Next.

10. In Step 5: Review, review the information, and then choose Create pipeline.

To add an Amazon ECR source action to your pipeline

View your pipeline and add an Amazon ECR source action to your pipeline.

1. Choose your pipeline. In the upper left, choose Edit.
2. Inthe source stage, choose Edit stage.

3. Add a parallel action by choosing + Add action next to your CodeCommit source action.
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4. In Action name, enter a name (for example, Image).

5. In Action provider, choose Amazon ECR.

Edit action
Action name
Image

Action provider

Amazon ECR v

Amazon ECR

Repository name

nginx v Create repository [4

Image tag - optional

Q

Output artifacts

Mylmage Remove

AL A PN A A AN A An AA

% Cancel

6. In Repository name, choose the name of your Amazon ECR repository.
7. InImage tag, specify the image name and version, if different from latest.

8. In Output artifacts, choose the output artifact default (for example, MyImage) that contains
the image name and repository URI information you want the next stage to use.

9. Choose Save on the action screen. Choose Done on the stage screen. Choose Save on the
pipeline. A message shows the Amazon CloudWatch Events rule to be created for the Amazon
ECR source action.

To wire your source artifacts to the deploy action

1. Choose Edit on your Deploy stage and choose the icon to edit the Amazon ECS (Blue/Green)
action.
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2.

Scroll to the bottom of the pane. In Input artifacts, choose Add. Add the source artifact from
your new Amazon ECR repository (for example, MyImage).

In Task Definition, choose SourceArtifact, and then verify taskdef. json is entered.

In AWS CodeDeploy AppSpec File, choose SourceArtifact, and then verify appspec.yaml is
entered.

In Dynamically update task definition image, in Input Artifact with Image URI, choose
Mylmage, and then enter the placeholder text that is used in the taskdef. json file:
IMAGE1_NAME. Choose Save.

In the AWS CodePipeline pane, choose Save pipeline change, and then choose Save change.
View your updated pipeline.

After this example pipeline is created, the action configuration for the console entries appears
in the pipeline structure as follows:

"configuration": {
"AppSpecTemplateArtifact": "SourceArtifact",
"AppSpecTemplatePath": "appspec.yaml",
"TaskDefinitionTemplateArtifact": "SourceArtifact",
"TaskDefinitionTemplatePath": "taskdef.json",
"ApplicationName": "codedeployapp",
"DeploymentGroupName": "codedeploydeplgroup",
"ImagelArtifactName": "MyImage",
"ImagelContainerName": "IMAGE1_NAME"

I

To submit your changes and start a pipeline build, choose Release change, and then choose
Release.

Choose the deployment action to view it in CodeDeploy and see the progress of the traffic
shifting.

(® Note

You might see a deployment step that shows an optional wait time. By default,
CodeDeploy waits one hour after a successful deployment before it terminates the
original task set. You can use this time to roll back or terminate the task, but your
deployment otherwise completes when the task set is terminated.
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Step 7: Make a change to your pipeline and verify deployment

Make a change to your image and then push the change to your Amazon ECR repository. This
triggers your pipeline to run. Verify that your image source change is deployed.

Tutorial: Create a pipeline that deploys an Amazon Alexa skill

In this tutorial, you configure a pipeline that continuously delivers your Alexa skill using the Alexa
Skills Kit as the deployment provider in your deployment stage. The completed pipeline detects
changes to your skill when you make a change to the source files in your source repository. The
pipeline then uses the Alexa Skills Kit to deploy to the Alexa skill development stage.

(® Note

This feature is not available in the Asia Pacific (Hong Kong) or Europe (Milan) Region. To use
other deploy actions available in that Region, see Deploy action integrations.

To create your custom skill as a Lambda function, see Host a Custom Skill as an AWS Lambda
Function. You can also create a pipeline that uses Lambda source files and a CodeBuild project to
deploy changes to Lambda for your skill. For example, to create a new skill and related Lambda
function, you can create an AWS CodeStar project. See Create an Alexa Skill Project in AWS
CodeStar. For that option, the pipeline includes a third build stage with an CodeBuild action and an
action in the Deploy stage for AWS CloudFormation.

Prerequisites

You must already have the following:

A CodeCommit repository. You can use the AWS CodeCommit repository you created in Tutorial:
Create a simple pipeline (CodeCommit repository).

« An Amazon developer account. This is the account that owns your Alexa skills. You can create an
account for free at Alexa Skills Kit.

« An Alexa skill. You can create a sample skill using the Get Custom Skill Sample Code tutorial.

« Install the ASK CLI and configure it using ask init with your AWS credentials. See Install and
initialize ASK CLI.
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Step 1: Create an Alexa developer services LWA security profile

In this section, you create a security profile to use with Login with Amazon (LWA). If you already
have a profile, you can skip this step.

» Use the steps in generate-lwa-tokens to create a Security Profile.

» After you create the profile, make a note of the Client ID and Client Secret.

« Make sure you enter the Allowed Return URLs as provided in the instructions. The URLs allow
the ASK CLI command to redirect refresh token requests.

Step 2: Create Alexa skill source files and push to your CodeCommit
repository

In this section, you create and push your Alexa skill source files to the repository that the pipeline
uses for your source stage. For the skill you have created in the Amazon developer console, you
produce and push the following:

e« Askill.json file.

« AninteractionModel/custom folder.

(@ Note

This directory structure complies with Alexa Skills Kit skill package format requirements,
as outlined in Skill package format. If your directory structure does not use the correct
skill package format, changes do not successfully deploy to the Alexa Skills Kit console.

To create source files for your skill

1. Retrieve your skill ID from the Alexa Skills Kit developer console. Use this command:

ask api list-skills

Locate your skill by name and then copy the associated ID in the skillId field.

2. Generate a skill. json file that contains your skill details. Use this command:
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ask api get-skill -s skill-ID > skill.json
3. (Optional) Create an interactionModel/custom folder.

Use this command to generate the interaction model file within the folder. For locale, this
tutorial uses en-US as the locale in the file name.

ask api get-model --skill-id skill-ID --locale locale >
./interactionModel/custom/locale. json

To push files to your CodeCommit repository

1. Push or upload the files to your CodeCommit repository. These files are the source artifact
created by the Create Pipeline wizard for your deployment action in AWS CodePipeline. Your
files should look like this in your local directory:

skill.json
/interactionModel
/custom
|en-US.json
2. Choose the method you want to use to upload your files:

a. To use the Git command line from a cloned repository on your local computer:

i.  Run the following command to stage all of your files at once:
git add -A
ii. Run the following command to commit the files with a commit message:

git commit -m "Added Alexa skill files"

iii. Run the following command to push the files from your local repo to your
CodeCommit repository:

git push

b. To use the CodeCommit console to upload your files:
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i. Open the CodeCommit console, and choose your repository from the Repositories
list.

ii. Choose Add file, and then choose Upload file.

iii. Choose Choose file, and then browse for your file. Commit the change by entering
your user name and email address. Choose Commit changes.

iv. Repeat this step for each file you want to upload.

Step 3: Use ASK CLI commands to create a refresh token

CodePipeline uses a refresh token based on the client ID and secret in your Amazon developer
account to authorize actions it performs on your behalf. In this section, you use the ASK CLI to
create the token. You use these credentials when you use the Create Pipeline wizard.

To create a refresh token with your Amazon developer account credentials

1. Use the following command:

ask util generate-lwa-tokens

2. When prompted, enter your client ID and secret as shown in this example:

? Please type in the client ID:
amznl.application-client.examplel12233445566
? Please type in the client secret:
examplell12233445566
The sign-in browser page displays. Sign in with your Amazon developer account credentials.

4. Return to the command line screen. The access token and refresh token are generated in the
output. Copy the refresh token returned in the output.

Step 4: Create your pipeline
In this section, you create a pipeline with the following actions:

» A source stage with a CodeCommit action where the source artifacts are the Alexa skill files that
support your skill.

« A deployment stage with an Alexa Skills Kit deploy action.
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To create a pipeline with the wizard

1.

Sign in to the AWS Management Console and open the CodePipeline console at http://
console.aws.amazon.com/codesuite/codepipeline/home.

Choose the AWS Region where you want to create the project and its resources. The Alexa skill
runtime is available only in the following Regions:

Asia Pacific (Tokyo)

Europe (Ireland)
US East (N. Virginia)
US West (Oregon)

On the Welcome page, Getting started page, or the Pipelines page, choose Create pipeline.
In Step 1: Choose pipeline settings, in Pipeline name, enter MyAlexaPipeline.

In Pipeline type, choose V1 for the purposes of this tutorial. You can also choose V2; however,
note that pipeline types differ in characteristics and price. For more information, see Pipeline

types.
In Service role, choose New service role to allow CodePipeline to create a service role in IAM.

Leave the settings under Advanced settings at their defaults, and then choose Next.

In Step 2: Add source stage, in Source provider, choose AWS CodeCommit. In Repository
name, choose the name of the CodeCommit repository you created in Step 1: Create a

CodeCommit repository. In Branch name, choose the name of the branch that contains your
latest code update.

After you select the repository name and branch, a message shows the Amazon CloudWatch
Events rule to be created for this pipeline.

Choose Next.

In Step 3: Add build stage, choose Skip build stage, and then accept the warning message by
choosing Skip again.

Choose Next.

10. In Step 4: Add deploy stage:

a. In Deploy provider, choose Alexa Skills Kit.

b. In Alexa skill ID, enter the skill ID assigned to your skill in the Alexa Skills Kit developer
console.
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c. In Client ID, enter the ID of the application you registered.
d. In Client secret, enter the secret you chose when you registered.

e. In Refresh token, enter the token you generated in step 3.

Add deploy stage

Pipelines must have at least two stages. Your second stage must be either a build or deployment stage.

You cannot skip this stage
Choose a provider for either the build stage or deployment stage.

Deploy
Deploy provider

Alexa Skills Kit v

At A AN Ny

Alexa Skills Kit
Alexa skill ID
amzn.ask.skill.da55cd70-9eaf-4cf1-b326-:

Client ID

amznl.application-oaZ-client.e:

Client secret

Refresh token

Cancel Previous m

\.

f. Choose Next.
11. In Step 5: Review, review the information, and then choose Create pipeline.
Step 5: Make a change to any source file and verify deployment

Make a change to your skill and then push the change to your repository. This triggers your
pipeline to run. Verify that your skill is updated in the Alexa Skills Kit developer console.
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Tutorial: Create a pipeline that uses Amazon S3 as a
deployment provider

In this tutorial, you configure a pipeline that continuously delivers files using Amazon S3 as the
deployment action provider in your deployment stage. The completed pipeline detects changes
when you make a change to the source files in your source repository. The pipeline then uses
Amazon S3 to deploy the files to your bucket. Each time you modify or add your website files in
your source location, the deployment creates the website with your latest files.

® Note

Even if you delete files from the source repository, the S3 deploy action does not delete S3
objects corresponding to deleted files.

This tutorial provides two options:

» Create a pipeline that deploys a static website to your S3 public bucket. This example creates
a pipeline with an AWS CodeCommit source action and an Amazon S3 deployment action. See
Option 1: Deploy static website files to Amazon S3.

» Create a pipeline that compiles sample TypeScript code into JavaScript and deploys the
CodeBuild output artifact to your S3 bucket for archive. This example creates a pipeline with an
Amazon S3 source action, a CodeBuild build action, and an Amazon S3 deployment action. See
Option 2: Deploy built archive files to Amazon S3 from an S3 source bucket.

/A Important

Many of the actions you add to your pipeline in this procedure involve AWS resources
that you need to create before you create the pipeline. AWS resources for your source
actions must always be created in the same AWS Region where you create your pipeline.
For example, if you create your pipeline in the US East (Ohio) Region, your CodeCommit
repository must be in the US East (Ohio) Region.

You can add cross-region actions when you create your pipeline. AWS resources for cross-
region actions must be in the same AWS Region where you plan to execute the action. For
more information, see Add a cross-Region action in CodePipeline.
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Option 1: Deploy static website files to Amazon S3

In this example, you download the sample static website template file, upload the files to your
AWS CodeCommit repository, create your bucket, and configure it for hosting. Next, you use
the AWS CodePipeline console to create your pipeline and specify an Amazon S3 deployment
configuration.

Prerequisites
You must already have the following:

« A CodeCommit repository. You can use the AWS CodeCommit repository you created in Tutorial:
Create a simple pipeline (CodeCommit repository).

« Source files for your static website. Use this link to download a sample static website. The
sample-website.zip download produces the following files:

e An index.html file

« Amain.css file
« Agraphic.jpgfile

« An S3 bucket configured for website hosting. See Hosting a static website on Amazon S3. Make
sure you create your bucket in the same Region as the pipeline.

® Note

To host a website, your bucket must have public read access, which gives everyone
read access. With the exception of website hosting, you should keep the default access
settings that block public access to S3 buckets.

Step 1: Push source files to your CodeCommit repository
In this section, push your source files to the repository that the pipeline uses for your source stage.
To push files to your CodeCommit repository

1. Extract the downloaded sample files. Do not upload the ZIP file to your repository.

2. Push or upload the files to your CodeCommit repository. These files are the source artifact
created by the Create Pipeline wizard for your deployment action in CodePipeline. Your files
should look like this in your local directory:
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index.html
main.css

graphic.jpg
3. You can use Git or the CodeCommit console to upload your files:
a. To use the Git command line from a cloned repository on your local computer:

i.  Run the following command to stage all of your files at once:

git add -A

ii. Run the following command to commit the files with a commit message:

git commit -m "Added static website files"

iii. Run the following command to push the files from your local repo to your
CodeCommit repository:

git push
b. To use the CodeCommit console to upload your files:

i. Open the CodeCommit console, and choose your repository from the Repositories
list.
ii. Choose Add file, and then choose Upload file.

iii. Select Choose file, and then browse for your file. Commit the change by entering
your user name and email address. Choose Commit changes.

iv. Repeat this step for each file you want to upload.

Step 2: Create your pipeline

In this section, you create a pipeline with the following actions:

« A source stage with a CodeCommit action where the source artifacts are the files for your
website.

« A deployment stage with an Amazon S3 deployment action.
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To create a pipeline with the wizard

1.

Sign in to the AWS Management Console and open the CodePipeline console at http://
console.aws.amazon.com/codesuite/codepipeline/home.

On the Welcome page, Getting started page, or Pipelines page, choose Create pipeline.
In Step 1: Choose pipeline settings, in Pipeline name, enter MyS3DeployPipeline.

In Pipeline type, choose V1 for the purposes of this tutorial. You can also choose V2; however,
note that pipeline types differ in characteristics and price. For more information, see Pipeline

types.

In Service role, choose New service role to allow CodePipeline to create a service role in IAM.
Leave the settings under Advanced settings at their defaults, and then choose Next.

In Step 2: Add source stage, in Source provider, choose AWS CodeCommit. In Repository
name, choose the name of the CodeCommit repository you created in Step 1: Create a

CodeCommit repository. In Branch name, choose the name of the branch that contains your

latest code update. Unless you created a different branch on your own, only main is available.

After you select the repository name and branch, the Amazon CloudWatch Events rule to be
created for this pipeline is displayed.

Choose Next.

In Step 3: Add build stage, choose Skip build stage, and then accept the warning message by
choosing Skip again.

Choose Next.

In Step 4: Add deploy stage:

a. In Deploy provider, choose Amazon S3.
b. In Bucket, enter the name of your public bucket.

c. Select Extract file before deploy.

(@ Note

The deployment fails if you do not select Extract file before deploy. This is
because the AWS CodeCommit action in your pipeline zips source artifacts and
your file is a ZIP file.
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When Extract file before deploy is selected, Deployment path is displayed. Enter the
name of the path you want to use. This creates a folder structure in Amazon S3 to which
the files are extracted. For this tutorial, leave this field blank.

Deploy - optional {
Deploy provider
Amazon S[?S v
Amazon S3
Bucket
my-codepipeline-website-bucket v

Deployment path - optional

Extract file before deploy

» Additional configuration

\M P Cangel Previous depl e

d. (Optional) In Canned ACL, you can apply a set of predefined grants, known as a canned
ACL, to the uploaded artifacts.

e. (Optional) In Cache control, enter the caching parameters. You can set this to control
caching behavior for requests/responses. For valid values, see the Cache-Control
header field for HTTP operations.

f. Choose Next.
10. In Step 5: Review, review the information, and then choose Create pipeline.

11. After your pipeline runs successfully, open the Amazon S3 console and verify that your files
appear in your public bucket as shown:

index.html
main.css

graphic.jpg

12. Access your endpoint to test the website. Your endpoint follows this format:
http://bucket-name.s3-website-region.amazonaws.com/.
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Example endpoint: http://my-bucket.s3-website-us-west-2.amazonaws.com/.

The sample web page appears.

Step 3: Make a change to any source file and verify deployment

Make a change to your source files and then push the change to your repository. This triggers your
pipeline to run. Verify that your website is updated.

Option 2: Deploy built archive files to Amazon S3 from an S3 source
bucket

In this option, the build commands in your build stage compile TypeScript code into JavaScript
code and deploy the output to your S3 target bucket under a separate timestamped folder. First,
you create TypeScript code and a buildspec.yml file. After you combine the source files in a ZIP file,
you upload the source ZIP file to your S3 source bucket, and use a CodeBuild stage to deploy a built
application ZIP file to your S3 target bucket. The compiled code is retained as an archive in your
target bucket.

Prerequisites
You must already have the following:

« An S3 source bucket. You can use the bucket you created in Tutorial: Create a simple pipeline (53
bucket).

« An S3 target bucket. See Hosting a static website on Amazon S3. Make sure you create your

bucket in the same AWS Region as the pipeline you want to create.

(@ Note

This example demonstrates deploying files to a private bucket. Do not enable your target
bucket for website hosting or attach any policies that make the bucket public.

Step 1: Create and upload source files to your S3 source bucket

In this section, you create and upload your source files to the bucket that the pipeline uses for your
source stage. This section provides instructions for creating the following source files:
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« Abuildspec.yml file, which is used for CodeBuild build projects.

« An index. ts file.

To create a buildspec.yml file

« Create afile named buildspec.yml with the following contents. These build commands
install TypeScript and use the TypeScript compiler to rewrite the code in index.ts to
JavaScript code.

version: 0.2

phases:
install:
commands:
- npm install -g typescript
build:
commands:
- tsc index.ts
artifacts:
files:
- index.js

To create an index.ts file

« Create a file named index. ts with the following contents.

interface Greeting {
message: string;

class HelloGreeting implements Greeting {
message = "Hello!";

function greet(greeting: Greeting) {
console.log(greeting.message);

let greeting = new HelloGreeting();
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greet(greeting);

To upload files to your S3 source bucket

1. Your files should look like this in your local directory:

buildspec.yml
index.ts

Zip the files and name the file source.zip.

2. Inthe Amazon S3 console, for your source bucket, choose Upload. Choose Add files, and then
browse for the ZIP file you created.

3. Choose Upload. These files are the source artifact created by the Create Pipeline wizard for
your deployment action in CodePipeline. Your file should look like this in your bucket:

source.zip

Step 2: Create your pipeline

In this section, you create a pipeline with the following actions:

« A source stage with an Amazon S3 action where the source artifacts are the files for your
downloadable application.

« A deployment stage with an Amazon S3 deployment action.

To create a pipeline with the wizard

1. Sign in to the AWS Management Console and open the CodePipeline console at http://
console.aws.amazon.com/codesuite/codepipeline/home.

On the Welcome page, Getting started page, or Pipelines page, choose Create pipeline.
In Step 1: Choose pipeline settings, in Pipeline name, enter M\yS3DeployPipeline.

In Service role, choose New service role to allow CodePipeline to create a service role in IAM.

v o WN

Leave the settings under Advanced settings at their defaults, and then choose Next.
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6. In Step 2: Add source stage, in Source provider, choose Amazon S3. In Bucket, choose the
name of your source bucket. In S3 object key, enter the name of your source ZIP file. Make
sure you include the .zip file extension.

Choose Next.

7. In Step 3: Add build stage:

a. In Build provider, choose CodeBuild.

b. Choose Create build project. On the Create project page:

c. InProject name, enter a name for this build project.

d. In Environment, choose Managed image. For Operating system, choose Ubuntu.

e. For Runtime, choose Standard. For Runtime version, choose aws/codebuild/
standard:1.0.

f.  In Image version, choose Always use the latest image for this runtime version.
g. For Service role, choose your CodeBuild service role, or create one.
h. For Build specifications, choose Use a buildspec file.

i. Choose Continue to CodePipeline. A message is displayed if the project was created
successfully.

j- Choose Next.
8. In Step 4: Add deploy stage:

a. In Deploy provider, choose Amazon S3.
b. In Bucket, enter the name of your S3 target bucket.

c. Make sure that Extract file before deploy is cleared.

When Extract file before deploy is cleared, S3 object key is displayed. Enter the name of
the path you want to use: js-application/{datetime}.zip.

This creates a js-application folder in Amazon S3 to which the files are extracted. In
this folder, the {datetime} variable creates a timestamp on each output file when your
pipeline runs.
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Add deploy stage

Deploy - optional

Deploy provider
Amazon 53

Amazon S3
Bucket
my-codepipeline-website-bucket

S3 object key

js-application/{datetime}.zip

Extract file before deploy

Additional configuration

>

d. (Optional) In Canned ACL, you can apply a set of predefined grants, known as a canned
ACL, to the uploaded artifacts.

e. (Optional) In Cache control, enter the caching parameters. You can set this to control
caching behavior for requests/responses. For valid values, see the Cache-Control
header field for HTTP operations.

f. Choose Next.
9. In Step 5: Review, review the information, and then choose Create pipeline.
10. After your pipeline runs successfully, view your bucket in the Amazon S3 console. Verify that

your deployed ZIP file is displayed in your target bucket under the js-application folder.
The JavaScript file contained in the ZIP file should be index. js. The index. js file contains

the following output:

var HelloGreeting = /** @class */ (function () {
function HelloGreeting() {

this.message = "Hello!";
}
return HelloGreeting;
Y0));

function greet(greeting) {
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console.log(greeting.message);

}
var greeting = new HelloGreeting();
greet(greeting);

Step 3: Make a change to any source file and verify deployment

Make a change to your source files and then upload them to your source bucket. This triggers your
pipeline to run. View your target bucket and verify that the deployed output files are available in
the js-application folder as shown:

Amazon S3 > my-codepipeline-website-bucket > js-application

Overview ‘

m
T
m

e a prefix and press

Q ypeap nter to searc ) clear
X Upload + Create folder Actions v

Name « Last mo
Jan 9,
2019-01-10 07-28-07.z
B - P GMT-0

2019-01.10_07-39-57 zi Jan9, 2

Tutorial: Create a pipeline that publishes your serverless
application to the AWS Serverless Application Repository

You can use AWS CodePipeline to continuously deliver your AWS SAM serverless application to the
AWS Serverless Application Repository.

This tutorial shows how to create and configure a pipeline to build your serverless application that
is hosted in GitHub and publish it to the AWS Serverless Application Repository automatically. The
pipeline uses GitHub as the source provider and CodeBuild as the build provider. To publish your
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serverless application to the AWS Serverless Application Repository, you deploy an application
(from the AWS Serverless Application Repository) and associate the Lambda function created by
that application as an Invoke action provider in your pipeline. Then you can continuously deliver
application updates to the AWS Serverless Application Repository, without writing any code.

/A Important

Many of the actions you add to your pipeline in this procedure involve AWS resources
that you need to create before you create the pipeline. AWS resources for your source
actions must always be created in the same AWS Region where you create your pipeline.
For example, if you create your pipeline in the US East (Ohio) Region, your CodeCommit
repository must be in the US East (Ohio) Region.

You can add cross-region actions when you create your pipeline. AWS resources for cross-
region actions must be in the same AWS Region where you plan to execute the action. For
more information, see Add a cross-Region action in CodePipeline.

Before you begin

In this tutorial, we assume the following.

» You are familiar with AWS Serverless Application Model (AWS SAM) and the AWS Serverless
Application Repository.

» You have a serverless application hosted in GitHub that you have published to the AWS
Serverless Application Repository using the AWS SAM CLI. To publish an example application to
the AWS Serverless Application Repository, see Quick Start: Publishing Applications in the AWS

Serverless Application Repository Developer Guide. To publish your own application to the AWS
Serverless Application Repository, see Publishing Applications Using the AWS SAM CLI in the

AWS Serverless Application Model Developer Guide.

Step 1: Create a buildspec.yml file

Create a buildspec.yml file with the following contents, and add it to your serverless
application's GitHub repository. Replace template. yml with your application's AWS SAM template
and bucketname with the S3 bucket where your packaged application is stored.

version: 0.2
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phases:

install:
runtime-versions:
python: 3.8
build:
commands:
- sam package --template-file template.yml --s3-bucket bucketname --output-

template-file packaged-template.yml
artifacts:

files:
- packaged-template.yml

Step 2: Create and configure your pipeline

Follow these steps to create your pipeline in the AWS Region where you want to publish your
serverless application.

1.

©© N o W

9.

10.
11.
12.

Sign in to the AWS Management Console and open the CodePipeline console at https://
console.aws.amazon.com/codepipeline/.

If necessary, switch to the AWS Region where you want to publish your serverless application.

Choose Create pipeline. On the Choose pipeline settings page, in Pipeline name, enter the
name for your pipeline.

In Pipeline type, choose V1 for the purposes of this tutorial. You can also choose V2; however,
note that pipeline types differ in characteristics and price. For more information, see Pipeline

types.
In Service role, choose New service role to allow CodePipeline to create a service role in IAM.

Leave the settings under Advanced settings at their defaults, and then choose Next.
On the Add source stage page, in Source provider, choose GitHub.

Under Connection, choose an existing connection or create a new one. To create or manage a
connection for your GitHub source action, see GitHub connections.

In Repository, choose your GitHub source repository.
In Branch, choose your GitHub branch.
Leave the remaining defaults for the source action. Choose Next.

On the Add build stage page, add a build stage:

a. In Build provider, choose AWS CodeBuild. For Region, use the pipeline Region.

b. Choose Create project.
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13.

14.
15.

n

In Project name, enter a name for this build project.
In Environment image, choose Managed image. For Operating system, choose Ubuntu.

For Runtime and Runtime version, choose the runtime and version required for your
serverless application.

For Service role, choose New service role.
For Build specifications, choose Use a buildspec file.

Choose Continue to CodePipeline. This opens the CodePipeline console and creates a
CodeBuild project that uses the buildspec.yml in your repository for configuration. The
build project uses a service role to manage AWS service permissions. This step might take
a couple of minutes.

Choose Next.

On the Add deploy stage page, choose Skip deploy stage, and then accept the warning
message by choosing Skip again. Choose Next.

Choose Create pipeline. You should see a diagram that shows the source and build stages.

Grant the CodeBuild service role permission to access the S3 bucket where your packaged

application is stored.

o

In the Build stage of your new pipeline, choose CodeBuild.

Choose the Build details tab.

In Environment, choose the CodeBuild service role to open the IAM console.
Expand the selection for CodeBuildBasePolicy, and choose Edit policy.
Choose JSON.

Add a new policy statement with the following contents. The statement allows CodeBuild
to put objects into the S3 bucket where your packaged application is stored. Replace
bucketname with the name of your S3 bucket.

{
"Effect": "Allow",
"Resource": [
"arn:aws:s3:::bucketname/*"
1,
"Action": [
"s3:PutObject"
]
}
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g. Choose Review policy.

h. Choose Save changes.

Step 3: Deploy the publish application

Follow these steps to deploy the application that contains the Lambda function that performs
the publish to the AWS Serverless Application Repository. This application is aws-serverless-
codepipeline-serverlessrepo-publish.

(@ Note

You must deploy the application to the same AWS Region as your pipeline.

1. Go to the application page, and choose Deploy.

2. Select | acknowledge that this app creates custom IAM roles.

3. Choose Deploy.

4. Choose View AWS CloudFormation Stack to open the AWS CloudFormation console.
5. Expand the Resources section. You see ServerlessRepoPublish, which is of the type

AWS::Lambda::Function. Make a note of the physical ID of this resource for the next step. You
use this physical ID when you create the new publish action in CodePipeline.

Step 4: Create the publish action

Follow these steps to create the publish action in your pipeline.

1. Open the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

2. Inthe left navigation section, choose the pipeline that you want to edit.
3. Choose Edit.
4

After the last stage of your current pipeline, choose + Add stage. In Stage name enter a name,
such as Publish, and choose Add stage.

s

In the new stage, choose + Add action group.
6. Enter an action name. From Action provider, in Invoke, choose AWS Lambda.

7. From Input artifacts, choose BuildArtifact.
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8. From Function name, choose the physical ID of the Lambda function that you noted in the
previous step.

9. Choose Save for the action.
10. Choose Done for the stage.
11. In the upper right, choose Save.

12. To verify your pipeline, make a change to your application in GitHub. For example, change the
application's description in the Metadata section of your AWS SAM template file. Commit
the change and push it to your GitHub branch. This triggers your pipeline to run. When the
pipeline is complete, check that your application has been updated with your change in the
AWS Serverless Application Repository.

Tutorial: Using variables with Lambda invoke actions

A Lambda invoke action can use variables from another action as part of its input and return new
variables along with its output. For information about variables for actions in CodePipeline, see
Variables.

At the end of this tutorial, you will have:

« A Lambda invoke action that:
e Consumes the CommitId variable from a CodeCommit source action
o Outputs three new variables: dateTime, testRunld, and region

« A manual approval action that consumes the new variables from your Lambda invoke action to
provide a test URL and a test run ID

« A pipeline updated with the new actions

Topics

« Prerequisites
« Step 1: Create a Lambda function

» Step 2: Add a Lambda invoke action and manual approval action to your pipeline

Prerequisites

Before you begin, you must have the following:
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» You can create or use the pipeline with the CodeCommit source in Tutorial: Create a simple

pipeline (CodeCommit repository).

« Edit your existing pipeline so that the CodeCommit source action has a namespace. Assign the
namespace SourceVariables to the action.

Step 1: Create a Lambda function

Use the following steps to create a Lambda function and a Lambda execution role. You add the
Lambda action to your pipeline after you create the Lambda function.

To create a Lambda function and execution role

1. Sign in to the AWS Management Console and open the AWS Lambda console at https://
console.aws.amazon.com/lambda/.

2. Choose Create function. Leave Author from scratch selected.

3. In Function name, enter the name of your function, such as myInvokeFunction. In Runtime,
leave the default option selected.

4. Expand Choose or create an execution role. Choose Create a new role with basic Lambda
permissions.

5. Choose Create function.

6. To use a variable from another action, it will have to be passed to the UserParameters in the
Lambda invoke action configuration. You will be configuring the action in our pipeline later in
the tutorial, but you will add the code assuming the variable will be passed.

const commitId =
event["CodePipeline.job"].data.actionConfiguration.configuration.UserParameters;

To produce new variables, set a property called outputVariables on the input
to putJobSuccessResult. Note that you cannot produce variables as part of a
putJobFailureResult.

const successInput = {
jobId: jobId,
outputVariables: {
testRunId: Math.floor(Math.random() * 1000).toString(),
dateTime: Date(Date.now()).toString(),
region: lambdaRegion
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}

};

In your new function, leave Edit code inline selected, and paste the following example code
under index. js.

var AWS = require('aws-sdk');

exports.handler = function(event, context) {
var codepipeline = new AWS.CodePipeline();

// Retrieve the Job ID from the Lambda action
var jobId = event["CodePipeline.job"].id;

// Retrieve the value of UserParameters from the Lambda action configuration in
CodePipeline,

// in this case it is the Commit ID of the latest change of the pipeline.

var params =
event["CodePipeline.job"].data.actionConfiguration.configuration.UserParameters;

// The region from where the lambda function is being executed.
var lambdaRegion = process.env.AWS_REGION;

// Notify CodePipeline of a successful job
var putJobSuccess = function(message) {
var params = {
jobId: jobId,
outputVariables: {
testRunId: Math.floor(Math.random() * 1000).toString(),
dateTime: Date(Date.now()).toString(),
region: lambdaRegion

¥
codepipeline.putJobSuccessResult(params, function(err, data) {
if(err) {
context.fail(err);
} else {
context.succeed(message);

1)
};

// Notify CodePipeline of a failed job
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var putJobFailure = function(message) {
var params = {
jobId: jobId,
failureDetails: {
message: JSON.stringify(message),
type: 'JobFailed',
externalExecutionId: context.invokeid

};
codepipeline.putJobFailureResult(params, function(err, data) {
context.fail(message);

1);
i
var sendResult = function() {
try {
console.log("Testing commit - " + params);

// Your tests here

// Succeed the job
putJobSuccess("Tests passed.");
} catch (ex) {
// If any of the assertions failed then fail the job
putJobFailure(ex);

i

sendResult();
13

7. Choose Save.

8. Copy the Amazon Resource Name (ARN) at the top of the screen.

9. As a last step, open the AWS Identity and Access Management (IAM) console at https://
console.aws.amazon.com/iam/. Modify the Lambda execution role to add the following policy:
AWSCodePipelineCustomActionAccess. For the steps to create a Lambda execution role or
modify the role policy, see Step 2: Create the Lambda function .
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Step 2: Add a Lambda invoke action and manual approval action to

your pipeline

In this step, you add a Lambda invoke action to your pipeline. You add the action as part of a stage

named Test. The action type is an invoke action. You then add a manual approval action after the

invoke action.

To add a Lambda action and a manual approval action to the pipeline

1.

Open the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

The names of all pipelines that are associated with your AWS account are displayed. Choose
the pipeline where you want to add the action.

Add the Lambda test action to your pipeline.

To edit your pipeline, choose Edit. Add a stage after the source action in the existing
pipeline. Enter a name for the stage, such as Test.

In the new stage, choose the icon to add an action. In Action name, enter the name of the
invoke action, such as Test_Commit.

In Action provider, choose AWS Lambda.

In Input artifacts, choose the name of your source action's output artifact, such as
SourceArtifact.

In Function name, choose the name of the Lambda function that you created.

In User parameters, enter the variable syntax for the CodeCommit commit ID. This creates
the output variable that resolves to the commit to be reviewed and approved each time
the pipeline is run.

#{SourceVariables.CommitId}

In Variable namespace, add the namespace name, such as TestVariables.

Choose Done.

Add the manual approval action to your pipeline.

With your pipeline still in editing mode, add a stage after the invoke action. Enter a name
for the stage, such as Approval.

In the new stage, choose the icon to add an action. In Action name, enter the name of the
approval action, such as Change_Approval.
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c. In Action provider, choose Manual approval.

d. In URL for review, construct the URL by adding the variable syntax for the region
variable and the CommitId variable. Make sure that you use the namespaces assigned to
the actions that provide the output variables.

For this example, the URL with the variable syntax for a CodeCommit action has the
default namespace SourceVariables. The Lambda region output variable has the
TestVariables namespace. The URL looks like the following.

https://#{TestVariables.region}.console.aws.amazon.com/codesuite/codecommit/
repositories/MyDemoRepo/commit/#{SourceVariables.CommitId}

In Comments, construct the approval message text by adding the variable syntax for the
testRunlId variable. For this example, the URL with the variable syntax for the Lambda
testRunld output variable has the TestVariables namespace. Enter the following
message.

Make sure to review the code before approving this action. Test Run ID:
#{TestVariables.testRunId}

4. Choose Done to close the edit screen for the action, and then choose Done to close the edit
screen for the stage. To save the pipeline, choose Done. The completed pipeline now contains
a structure with source, test, approval, and deploy stages.

Choose Release change to run the latest change through the pipeline structure.

5. When the pipeline reaches the manual approval stage, choose Review. The resolved variables
appear as the URL for the commit ID. Your approver can choose the URL to view the commit.

6. After the pipeline runs successfully, you can also view the variable values on the action
execution history page.

Tutorial: Use an AWS Step Functions invoke action in a pipeline

You can use AWS Step Functions to create and configure state machines. This tutorial shows
you how to add an invoke action to a pipeline that activates state machine executions from your
pipeline.

In this tutorial, you do the following tasks:
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» Create a standard state machine in AWS Step Functions.

» Enter the state machine input JSON directly. You can also upload the state machine input file to
an Amazon Simple Storage Service (Amazon S3) bucket.

« Update your pipeline by adding the state machine action.

® Note

This feature is not available in the Asia Pacific (Hong Kong) and Europe (Milan) Regions. To
reference other available actions, see Product and service integrations with CodePipeline.

Topics

» Prerequisite: Create or choose a simple pipeline

» Step 1: Create the sample state machine

» Step 2: Add a Step Functions invoke action to your pipeline

Prerequisite: Create or choose a simple pipeline

In this tutorial, you add an invoke action to an existing pipeline. You can use the pipeline you
created in Tutorial: Create a simple pipeline (S3 bucket) or Tutorial: Create a simple pipeline

(CodeCommit repository).

You use an existing pipeline with a source action and at least a two-stage structure, but you do not
use source artifacts for this example.

® Note

You might need to update the service role used by your pipeline with additional
permissions required to run this action. To do this, open the AWS Identity and Access
Management (IAM) console, find the role, and then add the permissions to the role's policy.
For more information, see Add permissions to the CodePipeline service role.
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Step 1: Create the sample state machine

In the Step Functions console, create a state machine using the HelloWorld sample template. For
instructions, see Create a State Machine in the AWS Step Functions Developer Guide.

Step 2: Add a Step Functions invoke action to your pipeline

Add a Step Functions invoke action to your pipeline as follows:

1. Signin to the AWS Management Console and open the CodePipeline console at http://
console.aws.amazon.com/codesuite/codepipeline/home.

The names of all pipelines associated with your AWS account are displayed.

2. In Name, choose the name of the pipeline you want to edit. This opens a detailed view of the
pipeline, including the state of each of the actions in each stage of the pipeline.

3. On the pipeline details page, choose Edit.

»

On the second stage of your simple pipeline, choose Edit stage. Choose Delete. This deletes
the second stage now that you no longer need it.

At the bottom of the diagram, choose + Add stage.
In Stage name, enter a name for the stage, such as Invoke, and then choose Add stage.
Choose + Add action group.

In Action name, enter a name, such as Invoke.

© o N o0 W

In Action provider, choose AWS Step Functions. Allow Region to default to the pipeline
Region.

10. In Input artifacts, choose SourceArtifact.

11. In State machine ARN, choose the Amazon Resource Name (ARN) for the state machine that
you created earlier.

12. (Optional) In Execution name prefix, enter a prefix to be added to the state machine execution
ID.

13. In Input type, choose Literal.

14. In Input, enter the input JSON that the HelloWorld sample state machine expects.
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15.
16.

17.

18.

® Note

The input to the state machine execution is different from the term used in
CodePipeline to describe input artifacts for actions.

For this example, enter the following JSON:

{"IsHelloWorldExample": true}

Choose Done.

On the stage that you're editing, choose Done. In the AWS CodePipeline pane, choose Save,
and then choose Save on the warning message.

To submit your changes and start a pipeline execution, choose Release change, and then
choose Release.

On your completed pipeline, choose AWS Step Functions in your invoke action. In the AWS
Step Functions console, view your state machine execution ID. The ID shows your state
machine name HelloWorld and the state machine execution ID with the prefix my-prefix.

arn:aws:states:us-west-2:account-ID:execution:HelloWorld:my-
prefix-0d9a0900-3609-4ebc-925e-83d9618fccal

Tutorial: Create a pipeline that uses AWS AppConfig as a
deployment provider

In this tutorial, you configure a pipeline that continuously delivers configuration files using AWS
AppConfig as the deployment action provider in your deployment stage.

Topics

Prerequisites
Step 1: Create your AWS AppConfig resources

Step 2: Upload files to your S3 source bucket

Step 3: Create your pipeline

Step 4: Make a change to any source file and verify deployment
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Prerequisites

Before you begin, you must complete the following:

» This example uses an S3 source for your pipeline. Create or use an Amazon S3 bucket with
versioning enabled. Follow the instructions in Step 1: Create an S3 bucket for your application to
create an S3 bucket.

Step 1: Create your AWS AppConfig resources

In this section, you create the following resources:
« An application in AWS AppConfig is a logical unit of code that provides capabilities for your
customers.

« An environment in AWS AppConfig is a logical deployment group of AppConfig targets, such as
applications in a beta or production environment.

» A configuration profile is a collection of settings that influence the behavior of your application.
The configuration profile enables AWS AppConfig to access your configuration in its stored
location.

» (Optional) A deployment strategy in AWS AppConfig defines the behavior of a configuration
deployment, such as what percentage of clients should receive the new deployed config at any
given time during a deployment.

To create an application, environment, configuration profile, and deployment strategy

1. Signin to the AWS Management Console.

2. Use the steps in the following topics to create your resources in AWS AppConfig.

Create an application.

Create an environment.

Create an AWS CodePipeline configuration profile.

(Optional) Choose a predefined deployment strategy or create your own.
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Step 2: Upload files to your S3 source bucket

In this section, create your configuration file or files. Then zip and push your source files to the
bucket that the pipeline uses for your source stage.

To create configuration files

1. Create a configuration. json file for each configuration in each Region. Include the
following contents:

Hello World!

2. Use the following steps to zip and upload your configuration files.

To zip and upload source files

1. Create a .zip file with your files and name the .zip file configuration-files.zip. Asan
example, your .zip file can use the following structure:

### appconfig-configurations
### MyConfigurations
### us-east-1
# ### configuration.json
### us-west-2
### configuration.json

2. Inthe Amazon S3 console for your bucket, choose Upload, and follow the instructions to
upload your .zip file.

Step 3: Create your pipeline

In this section, you create a pipeline with the following actions:

« A source stage with an Amazon S3 action where the source artifacts are the files for your
configuration.

« A deployment stage with an AppConfig deployment action.

Step 2: Upload files to your S3 source bucket API Version 2015-07-09 213



AWS CodePipeline User Guide

To create a pipeline with the wizard

1.

Sign in to the AWS Management Console and open the CodePipeline console at http://
console.aws.amazon.com/codesuite/codepipeline/home.

On the Welcome page, Getting started page, or Pipelines page, choose Create pipeline.
In Step 1: Choose pipeline settings, in Pipeline name, enter MyAppConfigPipeline.

In Pipeline type, choose V1 for the purposes of this tutorial. You can also choose V2; however,
note that pipeline types differ in characteristics and price. For more information, see Pipeline

tyges.

In Service role, choose New service role to allow CodePipeline to create a service role in IAM.
Leave the settings under Advanced settings at their defaults, and then choose Next.

In Step 2: Add source stage, in Source provider, choose Amazon S3. In Bucket, choose the
name of your S3 source bucket.

In S3 object key, enter the name of your .zip file: configuration-files.zip.

Choose Next.

In Step 3: Add build stage, choose Skip build stage, and then accept the warning message by
choosing Skip again.

Choose Next.

In Step 4: Add deploy stage:

a. In Deploy provider, choose AWS AppConfig.

b. In Application, choose the name of the application you created in AWS AppConfig. The
field shows the ID for your application.

¢. In Environment, choose the name of the environment you created in AWS AppConfig. The
field shows the ID for your environment.

d. In Configuration profile, choose the name of the configuration profile you created in AWS
AppConfig. The field shows the ID for your configuration profile.

e. In Deployment strategy, choose the name of your deployment strategy. This can be either
a deployment strategy you created in AppConfig or one you have chosen from predefined
deployment strategies in AppConfig. The field shows the ID for your deployment strategy.

f.  In Input artifact configuration path, enter the file path. Make sure that your input
artifact configuration path matches the directory structure in your S3 bucket .zip
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file. For this example, enter the following file path: appconfig-configurations/
MyConfigurations/us-west-2/configuration. json.

g. Choose Next.

10. In Step 5: Review, review the information, and then choose Create pipeline.

Step 4: Make a change to any source file and verify deployment

Make a change to your source files and upload the change to your bucket. This triggers your
pipeline to run. Verify that your configuration is available by viewing the version.

Tutorial: Use full clone with a GitHub pipeline source

You can choose the full clone option for your GitHub source action in CodePipeline. Use this option
to run CodeBuild commands for Git metadata in your pipeline build action.

In this tutorial, you will create a pipeline that connects to your GitHub repository, uses the full
clone option for source data, and run a CodeBuild build that clones your repository and performs
Git commands for the repository.

® Note

This feature is not available in the Asia Pacific (Hong Kong), Africa (Cape Town), Middle
East (Bahrain), Europe (Zurich), or AWS GovCloud (US-West) Regions. To reference
other available actions, see Product and service integrations with CodePipeline.

For considerations with this action in the Europe (Milan) Region, see the note in
CodeStarSourceConnection for Bitbucket Cloud, GitHub, GitHub Enterprise Server,
GitLab.com, and GitLab self-managed actions.

Topics

 Prerequisites
Step 1: Create a README file

Step 2: Create your pipeline and build project

Step 3: Update the CodeBuild service role policy to use connections

Step 4: View repository commands in build output

Step 4: Make a change to any source file and verify deployment API Version 2015-07-09 215



AWS CodePipeline User Guide

Prerequisites
Before you begin, you must do the following:

« Create a GitHub repository with your GitHub account.

« Have your GitHub credentials ready. When you use the AWS Management Console to set up a
connection, you are asked to sign in with your GitHub credentials.

Step 1: Create a README file

After you create your GitHub repository, use these steps to add a README file.

1. Login to your GitHub repository and choose your repository.

2. To create a new file, choose Add file > Create new file. Name the file README . md. file and add
the following text.

This is a GitHub repository!

3. Choose Commit changes.

Make sure the README . md file is at the root level of your repository.

Step 2: Create your pipeline and build project

In this section, you create a pipeline with the following actions:

» A source stage with a connection to your GitHub repository and action.
« A build stage with an AWS CodeBuild build action.

To create a pipeline with the wizard

Sign in to the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

1

2. Onthe Welcome page, Getting started page, or Pipelines page, choose Create pipeline.
3. In Step 1: Choose pipeline settings, in Pipeline name, enter M\yGitHubPipeline.
4

In Pipeline type, choose V1 for the purposes of this tutorial. You can also choose V2; however,
note that pipeline types differ in characteristics and price. For more information, see Pipeline

types.
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5. In Service role, choose New service role.

® Note

If you choose instead to use your existing CodePipeline service role, make sure that
you have added the codestar-connections:UseConnection IAM permission to
your service role policy. For instructions for the CodePipeline service role, see Add
permissions to the the CodePipeline service role.

6. Under Advanced settings, leave the defaults. In Artifact store, choose Default location to use
the default artifact store, such as the Amazon S3 artifact bucket designated as the default, for
your pipeline in the Region you selected for your pipeline.

(@ Note

This is not the source bucket for your source code. This is the artifact store for your
pipeline. A separate artifact store, such as an S3 bucket, is required for each pipeline.

Choose Next.

7. On the Step 2: Add source stage page, add a source stage:

a. InSource provider, choose GitHub (Version 2).

b. Under Connection, choose an existing connection or create a new one. To create or
manage a connection for your GitHub source action, see GitHub connections.

c. In Repository name, choose the name of your GitHub repository.
d. In Branch name, choose the repository branch you want to use.
e. Make sure the Start the pipeline on source code change option is selected.

f.  Under Output artifact format, choose Full clone to enable the Git clone option for the
source repository. Only actions provided by CodeBuild can use the Git clone option. You
will use Step 3: Update the CodeBuild service role policy to use connections in this tutorial
to update the permissions for your CodeBuild project service role to use this option.

Choose Next.

8. In Add build stage, add a build stage:
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a. In Build provider, choose AWS CodeBuild. Allow Region to default to the pipeline Region.
b. Choose Create project.

c. InProject name, enter a name for this build project.

d. In Environment image, choose Managed image. For Operating system, choose Ubuntu.
e. For Runtime, choose Standard. For Image, choose aws/codebuild/standard:5.0.

f.  For Service role, choose New service role.

® Note

Note the name of your CodeBuild service role. You will need the role name for the
final step in this tutorial.

g. Under Buildspec, for Build specifications, choose Insert build commands. Choose Switch
to editor, and paste the following under Build commands.

® Note

In the env section of the build spec, make sure the credential helper for git
commands is enabled as shown in this example.

version: 0.2

env:
git-credential-helper: yes
phases:
install:
#If you use the Ubuntu standard image 2.0 or later, you must specify
runtime-versions.
#If you specify runtime-versions and use an image other than Ubuntu
standard image 2.0, the build fails.
runtime-versions:
nodejs: 12
# name: version
#commands:
# - command
# - command
pre_build:
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commands:
- 1s -1t
- cat README.md
build:
commands:
- git log | head -100
- git status
- 1s
- git archive --format=zip HEAD > application.zip
#post_build:
#commands:
# - command
# - command
artifacts:
files:
- application.zip
# - location
#name: $(date +%Y-%m-%d)
#discard-paths: yes
#base-directory: location
#cache:
#paths:
# - paths

h. Choose Continue to CodePipeline. This returns to the CodePipeline console and creates
a CodeBuild project that uses your build commands for configuration. The build project
uses a service role to manage AWS service permissions. This step might take a couple of
minutes.

i. Choose Next.

9. On the Step 4: Add deploy stage page, choose Skip deploy stage, and then accept the
warning message by choosing Skip again. Choose Next.

10. On Step 5: Review, choose Create pipeline.

Step 3: Update the CodeBuild service role policy to use connections

The initial pipeline run will fail because the CodeBuild service role must be updated with
permissions to use connections. Add the codestar-connections:UseConnection IAM
permission to your service role policy. For instructions to update the policy in the IAM console,
see Add CodeBuild GitClone permissions for connections to Bitbucket, GitHub, GitHub Enterprise

Server, or GitLab.com.
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Step 4: View repository commands in build output

1.  When your service role is successfully updated, choose Retry on the failed CodeBuild stage.

2. After the pipeline runs successfully, on your successful build stage, choose View details.

On the details page, choose the Logs tab. View the CodeBuild build output. The commands
output the value of the entered variable.

The commands output the README . md file contents, list the files in the directory, clone the
repository, view the log, and archive the repository as a ZIP file.

Tutorial: Use full clone with a CodeCommit pipeline source

You can choose the full clone option for your CodeCommit source action in CodePipeline. Use this
option to allow CodeBuild to access Git metadata in your pipeline build action.

In this tutorial, you create a pipeline that accesses your CodeCommit repository, uses the full clone
option for source data, and runs a CodeBuild build that clones your repository and performs Git
commands for the repository.

(® Note

CodeBuild actions are the only downstream actions support use of Git metadata available
with the Git clone option. Also, while your pipeline can contain cross-account actions, the
CodeCommit action and the CodeBuild action must be in the same account for the full
clone option to succeed.

Topics

« Prerequisites
Step 1: Create a README file

Step 2: Create your pipeline and build project

Step 3: Update the CodeBuild service role policy to clone the repository

Step 4: View repository commands in build output
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Prerequisites

Before you begin, you must create a CodeCommit repository in the same AWS account and Region
as your pipeline.

Step 1: Create a README file

Use these steps to add a README file to your source repository. The README file provides an
example source file for the CodeBuild downstream action to read.

To add a README file

1. Log in to your repository and choose your repository.

2. To create a new file, choose Add file > Create file. Name the file README . md. file and add the
following text.

This is a CodeCommit repository!
3. Choose Commit changes.

Make sure the README . md file is at the root level of your repository.

Step 2: Create your pipeline and build project

In this section, you create a pipeline with the following actions:

« A source stage with a CodeCommit source action.

« A build stage with an AWS CodeBuild build action.

To create a pipeline with the wizard

1. Sign in to the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

2. Onthe Welcome page, Getting started page, or Pipelines page, choose Create pipeline.
3. In Step 1: Choose pipeline settings, in Pipeline name, enter M\yCodeCommitPipeline.
4

In Pipeline type, choose V1 for the purposes of this tutorial. You can also choose V2; however,
note that pipeline types differ in characteristics and price. For more information, see Pipeline

types.
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5. In Service role, do one of the following:

Choose Existing service role.

Choose your existing CodePipeline service role. This role must have the
codecommit:GetRepository IAM permission to your service role policy. See Add
permissions to the the CodePipeline service role.

6. Under Advanced settings, leave the defaults. Choose Next.

7. On the Step 2: Add source stage page, do the following:

a.

In Source provider, choose CodeCommit.

In Repository name, choose the name of your repository.

In Branch name, choose your branch name.

Make sure the Start the pipeline on source code change option is selected.

Under Output artifact format, choose Full clone to enable the Git clone option for the
source repository. Only actions provided by CodeBuild can use the Git clone option.

Choose Next.

8. In Add build stage, do the following:

o

In Build provider, choose AWS CodeBuild. Allow Region to default to the pipeline Region.
Choose Create project.

In Project name, enter a name for this build project.

In Environment image, choose Managed image. For Operating system, choose Ubuntu.
For Runtime, choose Standard. For Image, choose aws/codebuild/standard:5.0.

For Service role, choose New service role.

(® Note

Note the name of your CodeBuild service role. You will need the role name for the
final step in this tutorial.

Under Buildspec, for Build specifications, choose Insert build commands. Choose Switch
to editor, and then under Build commands paste the following code.

version: 0.2

Step 2: Create your pipeline and build project API Version 2015-07-09 222


https://docs.aws.amazon.com/codepipeline/latest/userguide/security-iam.html#how-to-update-role-new-services
https://docs.aws.amazon.com/codepipeline/latest/userguide/security-iam.html#how-to-update-role-new-services

AWS CodePipeline User Guide

env:
git-credential-helper: yes
phases:
install:
#If you use the Ubuntu standard image 2.0 or later, you must specify
runtime-versions.
#If you specify runtime-versions and use an image other than Ubuntu
standard image 2.0, the build fails.
runtime-versions:

nodejs: 12
# name: version
#commands:

# - command
# - command
pre_build:
commands:
- 1s -1t
- cat README.md
build:
commands:
- git log | head -100
- git status
- 1s
- git describe --all
#post_build:
#commands:
# - command
# - command
#artifacts:
#files:
# - location
#name: $(date +%Y-%m-%d)
#discard-paths: yes
#base-directory: location
#cache:
#paths:
# - paths

h. Choose Continue to CodePipeline. This returns you to the CodePipeline console and
creates a CodeBuild project that uses your build commands for configuration. The build
project uses a service role to manage AWS service permissions. This step might take a
couple of minutes.

i. Choose Next.
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9. On the Step 4: Add deploy stage page, choose Skip deploy stage, and then accept the
warning message by choosing Skip again. Choose Next.

10. On Step 5: Review, choose Create pipeline.

Step 3: Update the CodeBuild service role policy to clone the repository

The initial pipeline run will fail because you need to update the CodeBuild service role with
permissions to pull from your repository.

Add the codecommit : GitPull IAM permission to your service role policy. For instructions to
update the policy in the IAM console, see Add CodeBuild GitClone permissions for CodeCommit

source actions.

Step 4: View repository commands in build output

To view the build output

1.  When your service role is successfully updated, choose Retry on the failed CodeBuild stage.

2. After the pipeline runs successfully, on your successful build stage, choose View details.

On the details page, choose the Logs tab. View the CodeBuild build output. The commands
output the value of the entered variable.

The commands output the README . md file contents, list the files in the directory, clone the
repository, view the log, and run git describe --all.

Tutorial: Create a pipeline with AWS CloudFormation StackSets
deployment actions
In this tutorial, you use the AWS CodePipeline console to create a pipeline with deployment actions

for creating a stack set and creating stack instances. When the pipeline runs, the template creates a
stack set and also creates and updates the instances where the stack set is deployed.

There are two ways to manage permissions for a stack set: self-managed and AWS-managed IAM
roles. This tutorial provides examples with self-managed permissions.
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To most effectively use Stacksets in CodePipeline, you should have a clear understanding of the
concepts behind AWS CloudFormation StackSets and how they work. See StackSets concepts in the
AWS CloudFormation User Guide.

® Note

The CloudFormationStackSet and CloudFormationStackInstances actions are
not available in the Asia Pacific (Hong Kong), Europe (Zurich), Europe (Milan), Africa (Cape
Town), and Middle East (Bahrain) Regions. To reference other available actions, see Product
and service integrations with CodePipeline.

Topics

« Prerequisites
« Step 1: Upload the sample AWS CloudFormation template and parameter file

» Step 2: Create your pipeline

» Step 3: View initial deployment

» Step 4: Add a CloudFormationStackinstances action

» Step 5: View stack set resources for your deployment

» Step 6: Make an update to your stack set

Prerequisites

For stack set operations, you use two different accounts: an administration account and a target
account. You create stack sets in the administrator account. You create individual stacks that
belong to a stack set in the target account.

To create an administrator role with your administrator account

« Follow the instructions in Set up basic permissions for stack set operations. Your role must be

named AWSCloudFormationStackSetAdministrationRole.
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To create a service role in the target account

o Create a service role in the target account that trusts the administrator account. Follow the
instructions in Set up basic permissions for stack set operations. Your role must be named
AWSCloudFormationStackSetExecutionRole.

Step 1: Upload the sample AWS CloudFormation template and
parameter file
Create a source bucket for your stack set template and parameters files. Download the sample AWS

CloudFormation template file, set up a parameters file, and then zip the files before upload to your
S3 source bucket.

® Note

Make sure to ZIP the source files before you upload to your S3 source bucket, even if the
only source file is the template.

To create an S3 source bucket

1. Sign in to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

2. Choose Create bucket.

3. In Bucket name, enter a name for your bucket.

In Region, choose the Region where you want to create your pipeline. Choose Create bucket.
4. After the bucket is created, a success banner displays. Choose Go to bucket details.

On the Properties tab, choose Versioning. Choose Enable versioning, and then choose Save.

To create the AWS CloudFormation template file

1. Download the following sample template file for generating CloudTrail configuration for
stack sets: https://s3.amazonaws.com/cloudformation-stackset-sample-templates-us-east-1/
EnableAWSCloudtrail.yml.

2. Save the file as template.yml.
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To create the parameters.txt file

1. Create a file with the parameters for your deployment. Parameters are values that you want to
update in your stack at runtime. The following sample file updates the template parameters
for your stack set to enable logging validation and global events.

[
{
"ParameterKey": "EnablelLogFileValidation",
"ParameterValue": "true"
.
{
"ParameterKey": "IncludeGlobalEvents",
"ParameterValue": "true"
}
]

2. Save the file as parameters. txt.

To create the accounts.txt file

1. Create a file with the accounts where you want to create instances, as shown in the following
sample file.

"111111222222","333333444444"

2. Save the file as accounts.txt.

To create and upload source files

1. Combine the files into a single ZIP file. Your files should look like this in your ZIP file.

template.yml
parameters.txt
accounts.txt

2. Upload the ZIP file to your S3 bucket. This file is the source artifact created by the Create
Pipeline wizard for your deployment action in CodePipeline.
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Step 2: Create your pipeline

In this section, you create a pipeline with the following actions:
« A source stage with an S3 source action where the source artifact is your template file and any
supporting source files.

« A deployment stage with an AWS CloudFormation stack set deployment action that creates the
stack set.

» A deployment stage with an AWS CloudFormation stack instances deployment action that
creates the stacks and instances within the target accounts.
To create a pipeline with a CloudFormationStackSet action

1. Sign in to the AWS Management Console and open the CodePipeline console at http://
console.aws.amazon.com/codesuite/codepipeline/home.

2. Onthe Welcome page, Getting started page, or Pipelines page, choose Create pipeline.
3. In Step 1: Choose pipeline settings, in Pipeline name, enter MyStackSetsPipeline.

4. In Pipeline type, choose V1 for the purposes of this tutorial. You can also choose V2; however,
note that pipeline types differ in characteristics and price. For more information, see Pipeline

types.
5. In Service role, choose New service role to allow CodePipeline to create a service role in IAM.

6. In Artifact store, leave the defaults.

(® Note

This is not the source bucket for your source code. This is the artifact store for your
pipeline. A separate artifact store, such as an S3 bucket, is required for each pipeline.
When you create or edit a pipeline, you must have an artifact bucket in the pipeline
Region and one artifact bucket per AWS Region where you are running an action.
For more information, see Input and output artifacts and CodePipeline pipeline
structure reference.

Choose Next.

7. On the Step 2: Add source stage page, in Source provider, choose Amazon S3.
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8.

10.

11.

In Bucket, enter the S3 source bucket you created for this tutorial, such as BucketName. In S3
object key, enter the file path and file name for your ZIP file, such as MyFiles.zip.

Choose Next.
In Step 3: Add build stage, choose Skip build stage, and then accept the warning message by
choosing Skip again.
Choose Next.

In Step 4: Add deploy stage:

In Deploy provider, choose AWS CloudFormation Stack Set.

In Stack set name, enter a name for the stack set. This is the name of the stack set that
the template creates.

(@ Note

Make a note of your stack set name. You will use it when you add the second
StackSets deployment action to your pipeline.

In Template path, enter the artifact name and file path where you uploaded your
template file. For example, enter the following using the default source artifact name
SourceArtifact.

SourceArtifact::template.yml

In Deployment targets, enter the artifact name and file path where you uploaded your
accounts file. For example, enter the following using the default source artifact name
SourceArtifact.

SourceArtifact: :accounts.txt

In Deployment target AWS Regions, enter one Region for deployment of your initial stack

instance, such as us-east-1.

Expand Deployment options. In Parameters, enter the artifact name and file path where
you uploaded your parameters file. For example, enter the following using the default
source artifact name SourceArtifact.

SourceArtifact::parameters.txt

Step 2: Create your pipeline
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To enter the parameters as a literal input rather than a file path, enter the following:

ParameterKey=EnablelLogFileValidation,ParameterValue=true
ParameterKey=IncludeGlobalEvents, ParameterValue=true

g. In Capabilities, choose CAPABILITY_IAM and CAPABILITY_NAMED_IAM.
h. In Permission model, choose SELF_MANAGED.

i. In Failure tolerance percentage, enter 20.

j-  In Max concurrent percentage, enter 25.

k. Choose Next.

. Choose Create pipeline. Your pipeline displays.

m. Allow your pipeline to run.

Step 3: View initial deployment

View the resources and status for your initial deployment. After verifying the deployment
successfully created your stack set, you can add the second action to your Deploy stage.

To view the resources

1. Open the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

2. Under Pipelines, choose your pipeline and choose View. The diagram shows your pipeline
source and deployment stages.

3. Choose the AWS CloudFormation action on the CloudFormationStackSet action in your
pipeline. The template, resources, and events for your stack set are shown in the AWS
CloudFormation console.

4. Inthe left navigation panel, choose StackSets. In the list, choose the new stack set.

5. Choose the Stack instances tab. Verify that one stack instance for each account you provided
was created in the us-east-1 Region. Verify that the status for each stack instance is CURRENT.

Step 4: Add a CloudFormationStackinstances action

Create a next action in your pipeline that will allow AWS CloudFormation StackSets to create the
remainingstack instances.
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To create a next action in your pipeline

1.

ok W

Open the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

Under Pipelines, choose your pipeline and choose View. The diagram shows your pipeline
source and deployment stages.

Choose to edit the pipeline. The pipeline displays in Edit mode.

On the Deploy stage, choose Edit.

Under the AWS CloudFormation Stack Set deploy action, choose Add action group.
On the Edit action page, add the action details:

a. In Action name, enter a name for the action.
b. In Action provider, choose AWS CloudFormation Stack Instances.
c. Under Input artifacts, choose SourceArtifact.

d. In Stack set name, enter the name for the stack set. This is the name of the stack set that
you provided in the first action.

e. In Deployment targets, enter the artifact name and file path where you uploaded your
accounts file. For example, enter the following using the default source artifact name
SourceArtifact.

SourceArtifact: :accounts.txt

f.  In Deployment target AWS Regions, enter the Regions for deployment of your remaining
stack instances, such as us-east-2 and eu-central-1 as follows:

us-east2, eu-central-1

g. InFailure tolerance percentage, enter 20.
In Max concurrent percentage, enter 25.

i. Choose Save.

j-  .Manually release a change. Your updated pipeline displays with two actions in the Deploy

stage.

Step 5: View stack set resources for your deployment

You can view the resources and status for your stack set deployment.
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To view the resources

1. Open the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

2. Under Pipelines, choose your pipeline and then choose View. The diagram shows your pipeline
source and deployment stages.

3. Choose the AWS CloudFormation action on the AWS CloudFormation Stack Instances
action in your pipeline. The template, resources, and events for your stack set are shown in the
AWS CloudFormation console.

4. In the left navigation panel, choose StackSets. In the list, choose your stack set.

Choose the Stack instances tab. Verify that all remaining stack instances for each account
you provided were created or updated in the expected Regions. Verify that the status for each
stack instance is CURRENT.

Step 6: Make an update to your stack set

Make an update to your stack set and deploy the update to instances. In this example, you also
make a change to the deployment targets you want to designate for update. The instances that are
not part of the update move to an outdated status.

1. Open the CodePipeline console at https://console.aws.amazon.com/codepipeline/.

2. Under Pipelines, choose your pipeline and then choose Edit. On the Deploy stage, choose
Edit.

3. Choose to edit the AWS CloudFormation Stack Set action in your pipeline. In Description,
write over the existing description with a new description for the stack set.

4. Choose to edit the AWS CloudFormation Stack Instances action in your pipeline. In
Deployment target AWS Regions, delete the us-east-2 value that was entered when the
action was created.

5. Save the changes. Choose Release change to run your pipeline.

6. Open your action in AWS CloudFormation. Choose the StackSet info tab. In StackSet
description, verify that the new description is shown.

7. Choose the Stack instances tab. Under Status, verify that the status for the stack instances in
us-east-2 is OUTDATED.
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CodePipeline best practices and use cases

The following sections describe best practices for CodePipeline.

Topics

» Use cases for CodePipeline

Use cases for CodePipeline

You can create pipelines that integrate with other AWS services. These can be AWS services, such
as Amazon S3, or third-party products, such as GitHub. This section provides examples for using
CodePipeline to automate your code releases using different product integrations. For a full list
of integrations with CodePipeline organized by action type, see CodePipeline pipeline structure

reference.

Topics

o Use CodePipeline with Amazon S3, AWS CodeCommit, and AWS CodeDeploy

» Use CodePipeline with third-party action providers (GitHub and Jenkins)

» Use CodePipeline with AWS CodeStar to build a pipeline in a code project

» Use CodePipeline to compile, build, and test code with CodeBuild

» Use CodePipeline with Amazon ECS for continuous delivery of container-based applications to
the cloud

» Use CodePipeline with Elastic Beanstalk for continuous delivery of web applications to the cloud

» Use CodePipeline with AWS Lambda for continuous delivery of Lambda-based and serverless

applications
» Use CodePipeline with AWS CloudFormation templates for continuous delivery to the cloud

Use CodePipeline with Amazon S3, AWS CodeCommit, and AWS
CodeDeploy
When you create a pipeline, CodePipeline integrates with AWS products and services that act as

action providers in each stage of your pipeline. When you choose stages in the wizard, you must
choose a source stage and at least a build or deploy stage. The wizard creates the stages for you
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with default names that cannot be changed. These are the stage names created when you set up a
full three-stage pipeline in the wizard:

« A source action stage with a default name of “Source.”
« A build action stage with a default name of “Build.”

» A deploy action stage with a default name of “Staging.”

You can use the tutorials in this guide to create pipelines and specify stages:

» The steps in Tutorial: Create a simple pipeline (S3 bucket) help you use the wizard to create a

pipeline with two default stages: “Source” and “Staging”, where your Amazon S3 repository
is the source provider. This tutorial creates a pipeline that uses AWS CodeDeploy to deploy a
sample application from an Amazon S3 bucket to Amazon EC2 instances running Amazon Linux.

» The steps in Tutorial: Create a simple pipeline (CodeCommit repository) help you use the wizard

to create a pipeline with a “Source” stage that uses your AWS CodeCommit repository as the
source provider. This tutorial creates a pipeline that uses AWS CodeDeploy to deploy a sample
application from an AWS CodeCommit repository to an Amazon EC2 instance running Amazon
Linux.

Use CodePipeline with third-party action providers (GitHub and
Jenkins)

You can create pipelines that integrate with third-party products such as GitHub and Jenkins. The
steps in Tutorial: Create a four-stage pipeline show you how to create a pipeline that:

» Gets source code from a GitHub repository,
e Uses Jenkins to build and test the source code,

« Uses AWS CodeDeploy to deploy the built and tested source code to Amazon EC2 instances
running Amazon Linux or Microsoft Windows Server.

Use CodePipeline with AWS CodeStar to build a pipeline in a code
project

AWS CodeStar is a cloud-based service that provides a unified user interface for managing software
development projects on AWS. AWS CodeStar works with CodePipeline to combine AWS resources
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into a project development toolchain. You can use your AWS CodeStar dashboard to automatically
create the pipeline, repositories, source code, build spec files, deployment method, and hosting
instances or serverless instances required for a complete code project.

To create your AWS CodeStar project, you choose your coding language and the type of application
you want to deploy. You can create the following project types: a web application, a web service, or
an Alexa skill.

At any time, you can integrate your preferred IDE into your AWS CodeStar dashboard. You can also
add and remove team members and manage permissions for team members on your project. For
a tutorial that shows you how to use AWS CodeStar to create a sample pipeline for a serverless
application, see Tutorial: Creating and Managing a Serverless Project in AWS CodeStar.

Use CodePipeline to compile, build, and test code with CodeBuild

CodeBuild is a managed build service in the cloud that lets you build and test your code without
a server or system. Use CodePipeline with CodeBuild to automate running revisions through the
pipeline for continuous delivery of software builds whenever there is a change to the source
code. For more information, see Use CodePipeline with CodeBuild to test code and run builds.

Use CodePipeline with Amazon ECS for continuous delivery of
container-based applications to the cloud

Amazon ECS is a container management service that lets you deploy container-based applications
to Amazon ECS instances in the cloud. Use CodePipeline with Amazon ECS to automate running
revisions through the pipeline for continuous deployment of container-based applications
whenever there is a change to the source image repository. For more information, see Tutorial:
Continuous Deployment with CodePipeline.

Use CodePipeline with Elastic Beanstalk for continuous delivery of web
applications to the cloud

Elastic Beanstalk is a compute service that lets you deploy web applications and services to web
servers. Use CodePipeline with Elastic Beanstalk for continuous deployment of web applications to
your application environment. You can also use AWS CodeStar to create a pipeline with an Elastic
Beanstalk deploy action.
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Use CodePipeline with AWS Lambda for continuous delivery of
Lambda-based and serverless applications
You can use AWS Lambda with CodePipeline for invoking an AWS Lambda function, as described

in Deploying Serverless Applications. You can also use AWS Lambda and AWS CodeStar to create a
pipeline for deploying serverless applications.

Use CodePipeline with AWS CloudFormation templates for continuous
delivery to the cloud

You can use AWS CloudFormation with CodePipeline for continuous delivery and automation. For
more information, see Continuous Delivery with CodePipeline. AWS CloudFormation is also used to
create the templates for pipelines created in AWS CodeStar.
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Tagging resources

A tag is a custom attribute label that you or AWS assigns to an AWS resource. Each AWS tag has
two parts:

» A tag key (for example, CostCenter, Environment, Project, or Secret). Tag keys are case
sensitive.

« An optional field known as a tag value (for example, 111122223333, Production, or a team
name). Omitting the tag value is the same as using an empty string. Like tag keys, tag values are
case sensitive.

Together these are known as key-value pairs.

Tags help you identify and organize your AWS resources. Many AWS services support tagging, so
you can assign the same tag to resources from different services to indicate that the resources are
related. For example, you can assign the same tag to a pipeline that you assign to an Amazon S3
source bucket.

For tips on using tags, see the AWS Tagging Strategies post on the AWS Answers blog.

You can tag the following resource types in CodePipeline:

» Tag a pipeline in CodePipeline

» Tag a custom action in CodePipeline

You can use the AWS CLI, CodePipeline APIs, or AWS SDKs to:

« Add tags to a pipeline, custom action, or webhook when you create it.

» Add, manage, and remove tags for a pipeline, custom action, or webhook.

You can also use the console to add, manage, and remove tags for a pipeline.

In addition to identifying, organizing, and tracking your resource with tags, you can use tags in IAM
policies to help control who can view and interact with your resource. For examples of tag-based
access policies, see Using tags to control access to CodePipeline resources.
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Use CodePipeline with Amazon Virtual Private Cloud

AWS CodePipeline now supports Amazon Virtual Private Cloud (Amazon VPC) endpoints powered

by AWS PrivateLink. This means you can connect directly to CodePipeline through a private

endpoint in your VPC, keeping all traffic inside your VPC and the AWS network.

Amazon VPC is an AWS service that you can use to launch AWS resources in a virtual network that
you define. With a VPC, you have control over your network settings, such as:

 IP address range
e Subnets
e Route tables

» Network gateways

Interface VPC endpoints are powered by AWS PrivateLink, an AWS technology that facilitates
private communication between AWS services using an elastic network interface with private

IP addresses. To connect your VPC to CodePipeline, you define an interface VPC endpoint for
CodePipeline. This type of endpoint makes it possible for you to connect your VPC to AWS services.
The endpoint provides reliable, scalable connectivity to CodePipeline without requiring an internet
gateway, network address translation (NAT) instance, or VPN connection. For information about
setting up a VPC, see the VPC User Guide.

Availability
CodePipeline currently supports VPC endpoints in the following AWS Regions:

« US East (Ohio)

« US East (N. Virginia)

« US West (N. California)
» US West (Oregon)

« Canada (Central)

o Europe (Frankfurt)
 Europe (Ireland)

o Europe (London)

o Europe (Milan)*
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Europe (Paris)

Europe (Stockholm)

Asia Pacific (Hong Kong)*
Asia Pacific (Mumbai)

Asia Pacific (Tokyo)

Asia Pacific (Seoul)

Asia Pacific (Singapore)
Asia Pacific (Sydney)
South America (Sao Paulo)
AWS GovCloud (US-West)

* You must enable this Region before you can use it.

Create a VPC endpoint for CodePipeline

You can use the Amazon VPC console to create the com.amazonaws.region.codepipeline
VPC endpoint. In the console, region is the Region identifier for an AWS Region supported
by CodePipeline, such as us-east-2 for the US East (Ohio) Region. For more information, see
Creating an Interface Endpoint in the Amazon VPC User Guide.

The endpoint is prepopulated with the Region you specified when you signed in to AWS. If you sign
in to another Region, the VPC endpoint is updated with the new Region.

(® Note

Other AWS services that provide VPC support and integrate with CodePipeline, such as
CodeCommit, might not support using Amazon VPC endpoints for that integration. For
example, traffic between CodePipeline and CodeCommit cannot be restricted to the VPC
subnet range.

Troubleshooting your VPC setup

When troubleshooting VPC issues, use the information that appears in internet connectivity error
messages to help you identify, diagnose, and address issues.
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Make sure that your internet gateway is attached to your VPC.

Make sure that the route table for your public subnet points to the internet gateway.

Make sure that your network ACLs allow traffic to flow.

Make sure that your security groups allow traffic to flow.

Make sure that the route table for private subnets points to the virtual private gateway.

o v s~ W=

Make sure that the service role used by CodePipeline has the appropriate permissions.
For example, if CodePipeline does not have the Amazon EC2 permissions required to
work with an Amazon VPC, you might receive an error that says, "Unexpected EC2 error:
UnauthorizedOperation."
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Working with pipelines in CodePipeline

To define an automated release process in AWS CodePipeline, you create a pipeline, which is a
workflow construct that describes how software changes go through a release process. A pipeline is
composed of stages and actions that you configure.

(® Note

When you add Build, Deploy, Test, or Invoke stages, in addition to the default options
provided with CodePipeline, you can choose custom actions that you have already created
for use with your pipelines. Custom actions can be used for tasks such as running an
internally developed build process or a test suite. Version identifiers are included to help
you distinguish among different versions of a custom action in the provider lists. For more
information, see Create and add a custom action in CodePipeline.

Before you can create a pipeline, you must first complete the steps in Getting started with
CodePipeline.

For more information about pipelines, see CodePipeline concepts, CodePipeline tutorials, and, if

you want to use the AWS CLI to create a pipeline, CodePipeline pipeline structure reference. To

view a list of pipelines, see View pipelines and details in CodePipeline.

Topics

» Start a pipeline in CodePipeline

» Stop a pipeline execution in CodePipeline

» Create a pipeline in CodePipeline

« Edit a pipeline in CodePipeline

» View pipelines and details in CodePipeline

o Delete a pipeline in CodePipeline

« Create a pipeline in CodePipeline that uses resources from another AWS account

» Migrate polling pipelines to use event-based change detection

» Create the CodePipeline service role

» Tag a pipeline in CodePipeline

o Create a notification rule
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Start a pipeline in CodePipeline

Each pipeline execution can be started based on a different trigger. Each pipeline execution can
have a different type of trigger, depending on how the pipeline is started. The trigger type for each
execution is shown in the execution history for a pipeline. Trigger types can depend on the source
action provider as follows:

(® Note

You cannot specify more than one trigger per source action.

» Pipeline creation: When a pipeline is created, a pipeline execution starts automatically. This is
the CreatePipeline trigger type in the Execution history.

« Changes on revised objects: This category represents the PutActionRevision trigger type in
the Execution history.

« Change detection on branch and commit for a code push: This category represents the
CloudWatchEvent trigger type in the Execution history. When a change is detected to a
source commit and branch in the source repository, your pipeline starts. This trigger type uses
automated change detection. The source action providers that use this trigger type are S3 and
CodeCommit. This type is also used for a schedule that starts your pipeline. See Start a pipeline

on a schedule.

 Polling for source changes: This category represents the Pol1ForSourceChanges trigger
type in the Execution history. When a change is detected to a source commit and branch in the
source repository through polling, your pipeline starts. This trigger type is not recommended and
should be migrated to use automated change detection. The source action providers that use this
trigger type are S3 and CodeCommit.

« Webhook events for third-party sources: This category represents the Webhook trigger type in
the Execution history. When a change is detected by a webhook event, your pipeline starts. This
trigger type uses automated change detection. The source action providers that use this trigger
type are connections configured for code push (Bitbucket Cloud, GitHub, GitHub Enterprise
Server, GitLab.com, and GitLab self-managed).

« WebhookV2 events for third-party sources: This category represents the WebhookV?2 trigger
type in the Execution history. This type is for executions that are triggered based on triggers
defined in the pipeline definition. When a release with a specified Git tag is detected, your
pipeline starts. You can use Git tags to mark a commit with a name or other identifier that
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helps other repository users understand its importance. You can also use Git tags to identify a
particular commit in the history of a repository. This trigger type disables automated change
detection. The source action providers that use this trigger type are connections configured for
Git tags (Bitbucket Cloud, GitHub, GitHub Enterprise Server, and GitLab.com).

« Manually starting a pipeline: This category represents the StartPipelineExecution
trigger type in the Execution history. You can use the console or the AWS CLI to start a pipeline
manually. For information, see Start a pipeline manually.

When you add a source action to your pipeline that uses automated change detection trigger types,
the actions work with additional resources. Creating each source action is detailed in separate
sections due to these additional resources for change detection. For details about each source
provider and the change detection methods required for automated change detection, see Source
actions and change detection methods.

Topics

Source actions and change detection methods

Start a pipeline manually

Start a pipeline on a schedule

Start a pipeline with a source revision override

Source actions and change detection methods

When you add a source action to your pipeline, the actions work with additional resources
described in the table.

(@ Note

The CodeCommit and S3 source actions require either a configured change detection
res