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What Is AWS Control Tower?

AWS Control Tower offers a straightforward way to set up and govern an AWS multi-account environment, following prescriptive best practices. AWS Control Tower orchestrates the capabilities of several other AWS services, including AWS Organizations, AWS Service Catalog, and AWS IAM Identity Center, to build a landing zone in less than an hour. Resources are set up and managed on your behalf.

AWS Control Tower orchestration extends the capabilities of AWS Organizations. To help keep your organizations and accounts from drift, which is divergence from best practices, AWS Control Tower applies controls (sometimes called guardrails). For example, you can use controls to help ensure that security logs and necessary cross-account access permissions are created, and not altered.

If you are hosting more than a handful of accounts, it’s beneficial to have an orchestration layer that facilitates account deployment and account governance. You can adopt AWS Control Tower as your primary way to provision accounts and infrastructure. With AWS Control Tower, you can more easily adhere to corporate standards, meet regulatory requirements, and follow best practices.

AWS Control Tower enables end users on your distributed teams to provision new AWS accounts quickly, by means of configurable account templates in Account Factory. Meanwhile, your central cloud administrators can monitor that all accounts are aligned with established, company-wide compliance policies.

In short, AWS Control Tower offers the easiest way to set up and govern a secure, compliant, multi-account AWS environment based on best practices established by working with thousands of enterprises. For more information about the working with AWS Control Tower and the best practices outlined in the AWS multi-account strategy, see AWS multi-account strategy: Best practices guidance (p. 48).

Features

AWS Control Tower has the following features:

- **Landing zone** – A landing zone is a well-architected, multi-account environment that’s based on security and compliance best practices. It is the enterprise-wide container that holds all of your organizational units (OUs), accounts, users, and other resources that you want to be subject to compliance regulation. A landing zone can scale to fit the needs of an enterprise of any size.

- **Controls** – A control (sometimes called a guardrail) is a high-level rule that provides ongoing governance for your overall AWS environment. It's expressed in plain language. Three kinds of controls exist: preventive, detective, and proactive. Three categories of guidance apply to controls: mandatory, strongly recommended, or elective. For more information about controls, see How controls work (p. 9).

- **Account Factory** – An Account Factory is a configurable account template that helps to standardize the provisioning of new accounts with pre-approved account configurations. AWS Control Tower offers a built-in Account Factory that helps automate the account provisioning workflow in your organization. For more information, see Provision and manage accounts with Account Factory (p. 133).

- **Dashboard** – The dashboard offers continuous oversight of your landing zone to your team of central cloud administrators. Use the dashboard to see provisioned accounts across your enterprise, controls enabled for policy enforcement, controls enabled for continuous detection of policy non-conformance, and noncompliant resources organized by accounts and OUs.
How AWS Control Tower interacts with other AWS services

AWS Control Tower is built on top of trusted and reliable AWS services including AWS Service Catalog, AWS IAM Identity Center, and AWS Organizations. For more information, see Integrated services (p. 1577).

You can incorporate AWS Control Tower with other AWS services into a solution that helps you migrate your existing workloads to AWS. For more information, see How to take advantage of AWS Control Tower and CloudEndure to migrate workloads to AWS.

Configuration, Governance, and Extensibility

- **Automated account configuration**: AWS Control Tower automates account deployment and enrollment by means of an Account Factory (or “vending machine”), which is built as an abstraction on top of provisioned products in AWS Service Catalog. The Account Factory can create and enroll AWS accounts, and it automates the process of applying controls and policies to those accounts.

- **Centralized governance**: By employing the capabilities of AWS Organizations, AWS Control Tower sets up a framework that ensures consistent compliance and governance across your multi-account environment. The AWS Organizations service provides essential capabilities for managing a multi-account environment, including central governance and management of accounts, account creation from AWS Organizations APIs, and service control policies (SCPs).

- **Extensibility**: You can build or extend your own AWS Control Tower environment by working directly in AWS Organizations, as well as in the AWS Control Tower console. You can see your changes reflected in AWS Control Tower after you register your existing organizations and enroll your existing accounts into AWS Control Tower. You can update your AWS Control Tower landing zone to reflect your changes. If your workloads require further advanced capabilities, you can leverage other AWS partner solutions along with AWS Control Tower.

Are You a First-Time User of AWS Control Tower?

If you’re a first-time user of this service, we recommend that you read the following:

1. If you need more information about how to plan and organize your landing zone, see Plan your AWS Control Tower landing zone (p. 45) and AWS multi-account strategy for your AWS Control Tower landing zone (p. 47).
2. If you’re ready to create your first landing zone, see Getting started with AWS Control Tower (p. 16).
3. For information on drift detection and prevention, see Detect and resolve drift in AWS Control Tower (p. 181).
4. For security details, see Security in AWS Control Tower (p. 1586).
5. For information on updating your landing zone and member accounts, see Configuration update management in AWS Control Tower (p. 58).

How AWS Control Tower Works

This section describes at a high level how AWS Control Tower works. Your landing zone is a well-architected multi-account environment for all of your AWS resources. You can use this environment to enforce compliance regulations on all of your AWS accounts.
Structure of an AWS Control Tower Landing Zone

The structure of a landing zone in AWS Control Tower is as follows:

- **Root** – The parent that contains all other OUs in your landing zone.
- **Security OU** – This OU contains the Log Archive and Audit accounts. These accounts often are referred to as shared accounts. When you launch your landing zone, you can choose customized names for these shared accounts, and you have the option to bring existing AWS accounts into AWS Control Tower for security and logging. However, these cannot be renamed later, and existing accounts cannot be added for security and logging after initial launch.
- **Sandbox OU** – The Sandbox OU is created when you launch your landing zone, if you enable it. This and other registered OUs contain the enrolled accounts that your users work with to perform their AWS workloads.
- **IAM Identity Center directory** – This directory houses your IAM Identity Center users. It defines the scope of permissions for each IAM Identity Center user.
- **IAM Identity Center users** – These are the identities that your users can assume to perform their AWS workloads in your landing zone.

What happens when you set up a landing zone

When you set up a landing zone, AWS Control Tower performs the following actions in your management account on your behalf:

- Creates two AWS Organizations organizational units (OUs): Security, and Sandbox (optional), contained within the organizational root structure.
- Creates or adds two shared accounts in the Security OU: the Log Archive account and the Audit account.
- Creates a cloud-native directory in IAM Identity Center, with preconfigured groups and single sign-on access, if you choose the default AWS Control Tower configuration, or it allows you to self-manage your identity provider.
- Applies all mandatory, preventive controls to enforce policies.
- Applies all mandatory, detective controls to detect configuration violations.
- Preventive controls are not applied to the management account.
- Except for the management account, controls are applied to the organization as a whole.

Safely Managing Resources Within Your AWS Control Tower Landing Zone and Accounts

- When you create your landing zone, a number of AWS resources are created. To use AWS Control Tower, you must not modify or delete these AWS Control Tower managed resources outside of the supported methods described in this guide. Deleting or modifying these resources will cause your landing zone to enter an unknown state. For details, see Guidance for creating and modifying AWS Control Tower resources (p. 52).
- When you enable optional controls (those with strongly recommended or elective guidance), AWS Control Tower creates AWS resources that it manages in your accounts. Do not modify or delete resources created by AWS Control Tower. Doing so can result in the controls entering an unknown state. For more information, see The AWS Control Tower controls library (p. 230).

What Are the Shared Accounts?

In AWS Control Tower, the shared accounts in your landing zone are provisioned during setup: the management account, the log archive account, and the audit account.
What is the management account?

This is the account that you created specifically for your landing zone. This account is used for billing for everything in your landing zone. It’s also used for Account Factory provisioning of accounts, as well as to manage OUs and controls.

**Note**

It is not recommended to run any type of production workloads from an AWS Control Tower management account. Create a separate AWS Control Tower account to run your workloads.

When you set up your landing zone, the following AWS resources are created within your management account.

<table>
<thead>
<tr>
<th>AWS service</th>
<th>Resource type</th>
<th>Resource name</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS Organizations</td>
<td>Accounts</td>
<td>audit</td>
</tr>
<tr>
<td></td>
<td></td>
<td>log archive</td>
</tr>
<tr>
<td>AWS Organizations</td>
<td>OUs</td>
<td>Security</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sandbox</td>
</tr>
<tr>
<td>AWS Organizations</td>
<td>Service Control Policies</td>
<td>aws-guardrails-*</td>
</tr>
<tr>
<td>AWS CloudFormation</td>
<td>Stacks</td>
<td>AWSControlTowerBP-BASELINE-CLOUDTRAIL-MASTER</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerBP-BASELINE-CONFIG-MASTER (in version 2.6 and later)</td>
</tr>
<tr>
<td>AWS CloudFormation</td>
<td>StackSets</td>
<td>AWSControlTowerBP-BASELINE-CLOUDTRAIL (Not deployed in 3.0 and later)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerBP-BASELINE_SERVICE_LINKED_ROLE (Deployed in 3.2 and later)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerBP-BASELINE-CLOUDWATCH</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerBP-BASELINE-CONFIG</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerBP-BASELINE-ROLES</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerBP-BASELINE-SERVICE-ROLES</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerBP-BASELINE-SECURITY-TOPICS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerGuardrailAWS-GR-AUDIT-BUCKET-PUBLIC-READ-PROHIBITED</td>
</tr>
</tbody>
</table>
## What Are the Shared Accounts?

<table>
<thead>
<tr>
<th>AWS service</th>
<th>Resource type</th>
<th>Resource name</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS Control Tower</td>
<td>Resource name</td>
<td>AWSControlTowerGuardrailAWS-GR-AUDIT-BUCKET-PUBLIC-WRITE-PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerLoggingResources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerSecurityResources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerExecutionRole</td>
</tr>
<tr>
<td>AWS Service Catalog</td>
<td>Product</td>
<td>AWS Control Tower Account Factory</td>
</tr>
<tr>
<td>AWS Config</td>
<td>Aggregator</td>
<td>aws-controltower-ConfigAggregatorForOrganizations</td>
</tr>
<tr>
<td>AWS CloudTrail</td>
<td>Trail</td>
<td>aws-controltower-BaselineCloudTrail</td>
</tr>
<tr>
<td>Amazon CloudWatch</td>
<td>CloudWatch Logs</td>
<td>aws-controltower/CloudTrailLogs</td>
</tr>
<tr>
<td>AWS Identity and Access Management</td>
<td>Roles</td>
<td>AWSControlTowerAdmin</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerStackSetRole</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerCloudTrailRolePolicy</td>
</tr>
<tr>
<td>AWS Identity and Access Management</td>
<td>Policies</td>
<td>AWSControlTowerServiceRolePolicy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerAdminPolicy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerCloudTrailRolePolicy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerStackSetRolePolicy</td>
</tr>
<tr>
<td>AWS IAM Identity Center</td>
<td>Directory groups</td>
<td>AWSAccountFactory</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSAuditAccountAdmins</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerAdmins</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSLogArchiveAdmins</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSLogArchiveViewers</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSSecurityAuditors</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSSecurityAuditPowerUsers</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSServiceCatalogAdmins</td>
</tr>
</tbody>
</table>
What Are the Shared Accounts?

<table>
<thead>
<tr>
<th>AWS service</th>
<th>Resource type</th>
<th>Resource name</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS IAM Identity Center</td>
<td>Permission Sets</td>
<td>AWSAdministratorAccess AWSPowerUserAccess</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSServiceCatalogAdminFullAccess</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSServiceCatalogEndUserAccess</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSReadOnlyAccess</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSOrganizationsFullAccess</td>
</tr>
</tbody>
</table>

**Note**
The AWS CloudFormation StackSet BP_BASELINE_CLOUDTRAIL is not deployed in landing zone versions 3.0 or later. However, it continues to exist in earlier versions of the landing zone, until you update your landing zone.

What is the log archive account?

This account works as a repository for logs of API activities and resource configurations from all accounts in the landing zone.

When you set up your landing zone, the following AWS resources are created within your log archive account.

<table>
<thead>
<tr>
<th>AWS service</th>
<th>Resource type</th>
<th>Resource Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS CloudFormation</td>
<td>Stacks</td>
<td>StackSet-AWSControlTowerGuardrailAWS-GR-AUDIT-BUCKET-PUBLIC-READ-PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerGuardrailAWS-GR-AUDIT-BUCKET-PUBLIC-WRITE-PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-CLOUDWATCH-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-CONFIG-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-CLOUDTRAIL-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-SERVICE-ROLES-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-SERVICE-LINKED-ROLE-(In 3.2 and later)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-ROLES-</td>
</tr>
<tr>
<td><strong>AWS service</strong></td>
<td><strong>Resource type</strong></td>
<td><strong>Resource Name</strong></td>
</tr>
<tr>
<td>-----------------</td>
<td>-------------------</td>
<td>------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerLoggingResources-</td>
</tr>
<tr>
<td>AWS Config</td>
<td>AWS Config Rules</td>
<td>AWSControlTower_AWS-GR_AUDIT_BUCKET_PUBLIC_READ_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTower_AWS-GR_AUDIT_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
</tr>
<tr>
<td>AWS CloudTrail</td>
<td>Trails</td>
<td>aws-controltower-BaselineCloudTrail</td>
</tr>
<tr>
<td>Amazon CloudWatch</td>
<td>CloudWatch Event Rules</td>
<td>aws-controltower-ConfigComplianceChangeEventRule</td>
</tr>
<tr>
<td>Amazon CloudWatch</td>
<td>CloudWatch Logs</td>
<td>aws-controltower/CloudTrailLogs/ /aws/lambda/aws-controltower-NotificationForwarder</td>
</tr>
<tr>
<td>AWS Identity and Access Management</td>
<td>Roles</td>
<td>aws-controltower-AdministratorExecutionRole</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-controltower-CloudWatchLogsRole</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-controltower-ConfigRecorderRole</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-controltower-ForwardSnsNotificationRole</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-controltower-ReadOnlyExecutionRole</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTowerExecution</td>
</tr>
<tr>
<td>AWS Identity and Access Management</td>
<td>Policies</td>
<td>AWSControlTowerServiceRolePolicy</td>
</tr>
<tr>
<td>Amazon Simple Notification Service</td>
<td>Topics</td>
<td>aws-controltower-SecurityNotifications</td>
</tr>
<tr>
<td>AWS Lambda</td>
<td>Applications</td>
<td>StackSet-AWSControlTowerBP-BASELINE-CLOUDWATCH-*</td>
</tr>
<tr>
<td>AWS Lambda</td>
<td>Functions</td>
<td>aws-controltower-NotificationForwarder</td>
</tr>
<tr>
<td>Amazon Simple Storage Service</td>
<td>Buckets</td>
<td>aws-controltower-logs-*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-controltower-s3-access-logs-*</td>
</tr>
</tbody>
</table>
What is the audit account?

The audit account is a restricted account that's designed to give your security and compliance teams read and write access to all accounts in your landing zone. From the audit account, you have programmatic access to review accounts, by means of a role that is granted to Lambda functions only. The audit account does not allow you to log in to other accounts manually. For more information about Lambda functions and roles, see Configure a Lambda function to assume a role from another AWS account.

When you set up your landing zone, the following AWS resources are created within your audit account.

<table>
<thead>
<tr>
<th>AWS service</th>
<th>Resource type</th>
<th>Resource name</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS CloudFormation</td>
<td>Stacks</td>
<td>StackSet-AWSControlTowerGuardrailAWS-GR-AUDIT-BUCKET-PUBLIC-READ-PROHIBITED-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerGuardrailAWS-GR-AUDIT-BUCKET-PUBLIC-WRITE-PROHIBITED-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-CLOUDWATCH-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-CONFIG-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-CLOUDTRAIL-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-SERVICE-ROLES-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-SERVICE-LINKED-ROLE-(In 3.2 and later)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-SECURITY-TOPICS-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-ROLES-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerSecurityResources-</td>
</tr>
<tr>
<td>AWS Config</td>
<td>Aggregator</td>
<td>aws-controltower-GuardrailsComplianceAggregator</td>
</tr>
<tr>
<td>AWS Config</td>
<td>AWS Config Rules</td>
<td>AWSControlTower.AWS-GR_AUDIT_BUCKET_PUBLIC_READ_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSControlTower.AWS-GR_AUDIT_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
</tr>
<tr>
<td>AWS CloudTrail</td>
<td>Trail</td>
<td>aws-controltower-BaselineCloudTrail</td>
</tr>
</tbody>
</table>
How controls work

A control is a high-level rule that provides ongoing governance for your overall AWS environment. Each control enforces a single rule, and it's expressed in plain language. You can change the elective or strongly recommended controls that are in force, at any time, from the AWS Control Tower console or the AWS Control Tower APIs. Mandatory controls are always applied, and they can’t be changed.

Preventive controls prevent actions from occurring. For example, the elective control called Disallow Changes to Bucket Policy for Amazon S3 Buckets (previously called Disallow Policy Changes to Log...
Archive) prevents any IAM policy changes within the log archive shared account. Any attempt to perform a prevented action is denied and logged in CloudTrail. The resource is also logged in AWS Config.

Detective controls detect specific events when they occur and log the action in CloudTrail. For example, the strongly recommended control called Detect Whether Encryption is Enabled for Amazon EBS Volumes Attached to Amazon EC2 Instances detects whether an unencrypted Amazon EBS volume is attached to an EC2 instance in your landing zone.

Proactive controls check whether resources are compliant with your company policies and objectives, before the resources are provisioned in your accounts. If the resources are out of compliance, they are not provisioned. Proactive controls monitor resources that would be deployed in your accounts by means of AWS CloudFormation templates.

For those who are familiar with AWS: In AWS Control Tower preventive controls are implemented with Service Control Policies (SCPs). Detective controls are implemented with AWS Config rules. Proactive controls are implemented with AWS CloudFormation hooks.

Related Topics

- About controls in AWS Control Tower (p. 208)
- Detect and resolve drift in AWS Control Tower (p. 181)

How AWS Control Tower Works With StackSets

AWS Control Tower uses AWS CloudFormation StackSets to set up resources in your accounts. Each stack set has StackInstances that correspond to accounts, and to AWS Regions per account. AWS Control Tower deploys one stack set instance per account and Region.

AWS Control Tower applies updates to certain accounts and AWS Regions selectively, based on AWS CloudFormation parameters. When updates are applied to some stack instances, other stack instances may be left in Outdated status. This behavior is expected and normal.

When a stack instance goes into Outdated status, it usually means that the stack corresponding to that stack instance is not aligned with the latest template in the stack set. The stack remains in the older template, so it might not include the latest resources or parameters. The stack is still completely usable.

Here’s a quick summary of what behavior to expect, based on AWS CloudFormation parameters that are specified during an update:

If the stack set update includes changes to the template (that is, if the TemplateBody or TemplateURL properties are specified), or if the Parameters property is specified, AWS CloudFormation marks all stack instances with a status of Outdated prior to updating the stack instances in the specified accounts and AWS Regions. If the stack set update does not include changes to the template or parameters, AWS CloudFormation updates the stack instances in the specified accounts and Regions, while leaving all other stack instances with their existing stack instance status. To update all of the stack instances associated with a stack set, do not specify the Accounts or Regions properties.

For more information, see Update Your Stack Set in the AWS CloudFormation User Guide.
Here’s a quick review of some terms you’ll see in the AWS Control Tower documentation.

First, it's good to know that AWS Control Tower shares a lot of terminology with the AWS Organizations service, including the terms *organization* and *organizational unit (OU)*, which appear throughout this document.

- For more information about organizations and OUs, see [AWS Organizations terminology and concepts](https://aws.amazon.com/organizations/terminology-and-concepts/). If you're new to AWS Control Tower, that terminology is a good place to begin.
- **AWS Organizations** is an AWS service that helps you centrally govern your environment as you grow and scale your workloads on AWS. AWS Control Tower relies on AWS Organizations to create accounts, to enforce preventive controls at the OU level, and to provide centralized billing.
- An **AWS Account Factory account** is an AWS account provisioned using Account Factory in AWS Control Tower. Sometimes, Account Factory is referred to informally as a "vending machine" for accounts.
- Your AWS Control Tower **home Region** is the AWS Region in which your AWS Control Tower landing zone was deployed. You can view your home Region in your landing zone settings.
- **AWS Service Catalog** allows you to manage commonly deployed IT services, centrally. In the context of this document, Account Factory uses AWS Service Catalog to provision new AWS accounts, including accounts from customized blueprints.
- **AWS CloudFormation StackSets** are a type of resource that extends the functionality of stacks so that you can create, update, or delete stacks across multiple accounts and Regions with a single operation and a single CloudFormation template.
- A **stack instance** is a reference to a stack in a target account within a Region.
- A **stack** is a collection of AWS resources that you can manage as a single unit.
- An **aggregator** is an AWS Config resource type that collects AWS Config configuration and compliance data from multiple accounts and Regions within the organization, allowing you to view and query this compliance data within a single account.
- A **conformance pack** is a collection of AWS Config rules and remediation actions that can be deployed as a single entity in an account and a Region, or across an organization in AWS Organizations. You can use a conformance pack to help customize your AWS Control Tower environment. For technical blogs that provide more details, see [Related information](https://aws.amazon.com/organizations/related-information/).
- **Baseline**: To baseline an account is to set up its blueprints and controls. The baselining process also sets up the centralized logging and security audit roles on the account, as part of deploying the blueprints. AWS Control Tower baselines are contained in the roles that you apply to every enrolled account.
- **Blueprint**: A blueprint is an artifact that encapsulates some metadata, which describes infrastructure components that are deployed within an account. For example, an AWS CloudFormation template can serve as a blueprint for an AWS Control Tower account.
- **Drift**: A change in a resource installed by and configured by AWS Control Tower. Resources without drift enable AWS Control Tower to function properly.
- **Non-compliant resource**: A resource that is in violation of an AWS Config rule that defines a particular detective control.
- **Shared account**: One of the three accounts that AWS Control Tower creates automatically when you set up your landing zone: the management account, the log archive account, and the audit account. You can choose customized names for the log archive account and the audit account, during setup.
- **Member account**: A member account belongs to the AWS Control Tower organization. The member account can be **enrolled** or **unenrolled** in AWS Control Tower. When a registered OU contains a mix of enrolled and unenrolled accounts:
• Preventive controls enabled on the OU apply to all accounts within it, including unenrolled ones. This is true because preventive controls are enforced with SCPs at the OU level, not the account level. For more information, see Inheritance for service control policies in the AWS Organizations documentation.

• Detective controls enabled on the OU do not apply to unenrolled accounts.

An account can be a member of only one organization at a time, and its charges are billed to the management account for that organization. A member account can be moved to the root container of an organization.

• **AWS account:** An AWS account acts as a resource container and resource isolation boundary. An AWS account can be associated with billing and payment. An AWS account is different than a user account (sometimes called an IAM user account) in AWS Control Tower. Accounts created through the Account Factory provisioning process are AWS accounts. AWS accounts also can be added to AWS Control Tower by means of the account enrollment or OU registration process.

• **Control:** A control (also known as a guardrail) is a high-level rule that provides ongoing governance for your overall AWS Control Tower environment. Each control enforces a single rule. Preventive controls are implemented with SCPs. Detective controls are implemented with AWS Config rules. Proactive controls are implemented with AWS CloudFormation hooks. For more information, see How controls work (p. 9).

• **Landing zone:** A landing zone is a cloud environment that offers a recommended starting point, including default accounts, account structure, network and security layouts, and so forth. From a landing zone, you can deploy workloads that utilize your solutions and applications.

• **Nested OU:** A nested OU in AWS Control Tower is an OU contained within another OU. A nested OU can have exactly one parent OU, and each account can be a member of exactly one OU. Nested OUs create a hierarchy. When you attach a policy to one of the OUs in the hierarchy, it flows down and affects all the OUs and accounts beneath it. A nested OU hierarchy in AWS Control Tower can be a maximum of five levels deep.

• **Parent OU:** The OU immediately above the current OU in the hierarchy. Each OU can have exactly one parent OU.

• **Child OU:** Any OU below the current OU in the hierarchy. An OU can have many child OUs.

• **OU hierarchy:** In AWS Control Tower, the hierarchy of nested OUs can have up to five levels. The order of nesting is referred to as Levels. The top of the hierarchy is designated as Level 1.

• **Top-level OU:** A top-level OU is any OU that's directly under the Root, not the Root itself. The Root is not considered an OU.
Pricing

No additional charge exists for using AWS Control Tower. You only pay for the AWS services enabled by AWS Control Tower, and the services you use in your landing zone. For example, you pay for Service Catalog for provisioning accounts with Account Factory, and AWS CloudTrail for events tracked in your landing zone. For information about the pricing and fees associated with AWS Control Tower, see AWS Control Tower pricing.

If you are running ephemeral workloads from accounts in AWS Control Tower, you may see an increase in costs associated with AWS Config. For details, see AWS Config pricing. Contact your AWS account representative for more specific information about managing these costs. To learn more about how AWS Config works with AWS Control Tower, see Monitoring resource changes with AWS Config (p. 1613).

If you implement AWS CloudTrail trails outside of AWS Control Tower, you can use them with AWS Control Tower. However, you may incur duplicate charges, if you also opt in to trails managed by AWS Control Tower. We do not recommend setting up external trails, unless you have a specific requirement. If you choose to opt in during landing zone setup or update, AWS Control Tower sets up and activates an organization-level CloudTrail trail for you in the management account. For information about managing CloudTrail costs, see Managing CloudTrail costs.
Setting up

Before you use AWS Control Tower for the first time, follow the steps in this section to create an AWS account and protect your AWS Control Tower management account. For information on additional setup tasks specifically for AWS Control Tower, see Getting started with AWS Control Tower (p. 16).

Sign up for AWS

When you sign up for Amazon Web Services (AWS), your AWS account is automatically signed up for all services in AWS, including AWS Control Tower. If you have an AWS account already, skip to the next task. If you don't have an AWS account, use the following procedure to create one.

Note your AWS account number, because you need it for other tasks.

Sign up for an AWS account

If you do not have an AWS account, complete the following steps to create one.

To sign up for an AWS account

2. Follow the online instructions.
   - Part of the sign-up procedure involves receiving a phone call and entering a verification code on the phone keypad.
   - When you sign up for an AWS account, an AWS account root user is created. The root user has access to all AWS services and resources in the account. As a security best practice, assign administrative access to an administrative user, and use only the root user to perform tasks that require root user access.

AWS sends you a confirmation email after the sign-up process is complete. At any time, you can view your current account activity and manage your account by going to https://aws.amazon.com/ and choosing My Account.

Create an administrative user

After you sign up for an AWS account, create an administrative user so that you don't use the root user for everyday tasks.

Secure your AWS account root user

1. Sign in to the AWS Management Console as the account owner by choosing Root user and entering your AWS account email address. On the next page, enter your password.
   - For help signing in by using root user, see Signing in as the root user in the AWS Sign-In User Guide.
2. Turn on multi-factor authentication (MFA) for your root user.
   - For instructions, see Enable a virtual MFA device for your AWS account root user (console) in the IAM User Guide.
Create an administrative user

- For your daily administrative tasks, grant administrative access to an administrative user in AWS IAM Identity Center.

  For instructions, see Getting started in the AWS IAM Identity Center User Guide.

Sign in as the administrative user

- To sign in with your IAM Identity Center user, use the sign-in URL that was sent to your email address when you created the IAM Identity Center user.

  For help signing in using an IAM Identity Center user, see Signing in to the AWS access portal in the AWS Sign-In User Guide.

Security for your accounts

You can find additional guidance about how to set up best practices that protect the security of your AWS Control Tower accounts, in the AWS Organizations documentation.

- Best practices for the management account
- Best practices for member accounts

Next step

Getting started with AWS Control Tower (p. 16)
Getting started with AWS Control Tower

This getting started procedure is intended for AWS Control Tower administrators. Follow this procedure when you're ready to set up your landing zone using the AWS Control Tower console or APIs.

If you are an AWS customer currently, but new to AWS Control Tower, you may wish to review the section called Plan your AWS Control Tower landing zone (p. 45), before you proceed.

**Topics**
- AWS Control Tower quick start guide (p. 16)
- Prerequisite: Automated pre-launch checks for your management account (p. 17)
- Getting started with AWS Control Tower from the console (p. 18)
- Getting started with AWS Control Tower using APIs (p. 26)
- Next steps (p. 38)

AWS Control Tower quick start guide

If you are new to AWS, you can follow the steps in this section to get started quickly with AWS Control Tower. If you prefer to customize your AWS Control Tower environment right away, see Step 2. Configure and launch your landing zone (p. 20).

**Note**
AWS Control Tower sets up paid services, such as AWS CloudTrail, AWS Config, Amazon CloudWatch, Amazon S3, and Amazon VPC. When used, these services may incur costs, as shown on the pricing page. The AWS management console shows you the usage of any paid services and the costs incurred. No additional costs are created by AWS Control Tower itself.

**Before you begin**

The most important decision to make before you begin the setup process is to choose your home Region. Your home Region is the AWS Region in which you’ll run most of your workloads or store most of your data. It cannot be changed after you've set up your AWS Control Tower landing zone. For more information about how to choose a home Region, see Administrative tips for landing zone setup (p. 51).

**Note**
By default, AWS Control Tower chooses the Region in which your account is operating currently as your home Region. You can see your current Region in the upper right of your AWS management console screen.

The quick start procedure assumes that you'll accept the default values for the resources in your AWS Control Tower environment. Many of these choices can be changed later. A few one-time choices are listed in the section called Expectations for landing zone configuration (p. 19).

If you've created a new AWS account, it automatically meets the required prerequisites for setting up AWS Control Tower. You can proceed through the steps that follow.

**Quick start steps**

1. Sign in to the AWS management console with your administrator user credentials.
3. Verify that you are working in your desired home Region.
4. Choose **Set up landing zone**.
5. Follow the instructions in the console, accepting all the default values. You will need to type in the email address for your account, a log archive account, and an audit account.
6. Confirm your choices and choose **Set up landing zone**.
7. AWS Control Tower takes about 30 minutes to set up all of the resources in your landing zone.

For a more detailed version of how to set up AWS Control Tower, including ways to customize your environment, read and follow the procedures in the next few topics.

**Note**
If you are a first-time customer and you encounter a setup issue, contact [AWS Support](https://aws.amazon.com/support/) for diagnostic assistance.

---

**Prerequisite: Automated pre-launch checks for your management account**

Before AWS Control Tower sets up the landing zone, it automatically runs a series of pre-launch checks in your account. There's no action required on your part for these checks, which ensure that your management account is ready for the changes that establish your landing zone. Here are the checks that AWS Control Tower runs before setting up a landing zone:

- The existing service limits for the AWS account must be sufficient for AWS Control Tower to launch. For more information, see [Limitations and quotas in AWS Control Tower](https://docs.aws.amazon.com/controltower/latest/userguide/limits.html) (p. 39).
- The AWS account must be subscribed to the following AWS services:
  - Amazon Simple Storage Service (Amazon S3)
  - Amazon Elastic Compute Cloud (Amazon EC2)
  - Amazon SNS
  - Amazon Virtual Private Cloud (Amazon VPC)
  - AWS CloudFormation
  - AWS CloudTrail
  - Amazon CloudWatch
  - AWS Config
  - AWS Identity and Access Management (IAM)
  - AWS Lambda

  **Note**
  By default, all accounts are subscribed to these services.

---

**Considerations for AWS IAM Identity Center (IAM Identity Center) customers**

- If AWS IAM Identity Center (IAM Identity Center) is already set up, the AWS Control Tower home Region must be the same as the IAM Identity Center Region.
- IAM Identity Center can be installed only in the management account of an organization.
- Three options apply to your IAM Identity Center directory, based on the identity source you choose:
  - **IAM Identity Center User Store**: If AWS Control Tower is set up with IAM Identity Center, AWS Control Tower creates groups in the IAM Identity Center directory and provisions access to these groups, for the user you select, for member accounts.
• **Active Directory**: If IAM Identity Center for AWS Control Tower is set up with Active Directory, AWS Control Tower does not manage the IAM Identity Center directory. It does not assign users or groups to new AWS accounts.

• **External Identity Provider**: If IAM Identity Center for AWS Control Tower is set up with an external identity provider (IdP), AWS Control Tower creates groups in the IAM Identity Center directory and provisions access to these groups for the user you select for member accounts. You can specify an existing user from your external IdP in Account Factory during account creation, and AWS Control Tower gives this user access to the newly vended account when it synchronizes users of the same name between IAM Identity Center and the external IdP. You can also create groups in your external IdP to match the names of the default groups in AWS Control Tower. When you assign users to these groups, these users will have access to your enrolled accounts.

For more information about working with IAM Identity Center and AWS Control Tower see Things to Know About IAM Identity Center Accounts and AWS Control Tower (p. 1582).

### Considerations for AWS Config and AWS CloudTrail customers

• The AWS account cannot have trusted access enabled in the organization management account for AWS Config or CloudTrail. For information about how to disable trusted access, see the AWS Organizations documentation on how to enable or disable trusted access.

• If you have an existing AWS Config recorder, delivery channel, or aggregation setup in any existing accounts that you plan to enroll in AWS Control Tower, you must modify or remove these configurations before you start enrolling the accounts, after your landing zone is set up. This pre-check doesn't apply to the AWS Control Tower management account during landing zone launch. For more information, see Enroll accounts that have existing AWS Config resources (p. 128).

• If you are running ephemeral workloads from accounts in AWS Control Tower, you may see an increase in costs associated with AWS Config. Contact your AWS account representative for more specific information about managing these costs.

• When you enroll an account into AWS Control Tower, your account is governed by the AWS CloudTrail trail for the AWS Control Tower organization. If you have an existing deployment of a CloudTrail trail in the account, you may see duplicate charges unless you delete the existing trail for the account before you enroll it in AWS Control Tower. For information about organization-level trails and AWS Control Tower, see Pricing (p. 13).

**Note**
When launching, AWS Security Token Service (STS) endpoints must be activated in the management account, for all Regions governed by AWS Control Tower. Otherwise, the launch may fail midway through the configuration process.

### Getting started with AWS Control Tower from the console

This getting started procedure is intended for AWS Control Tower administrators. Follow this procedure when you're ready to set up your landing zone using the AWS Control Tower console. From start to finish, it should take about half an hour. This procedure requires some prerequisites and three main steps.

If you are an AWS customer currently, but new to AWS Control Tower, you may wish to review the section called Plan your AWS Control Tower landing zone (p. 45), before you proceed.

**Topics**

• Step 1: Create your shared account email addresses (p. 19)
Step 1: Create your shared account email addresses

If you're setting up your landing zone in a new AWS account, see Setting up (p. 14).

- To set up your landing zone with new shared accounts, AWS Control Tower requires two unique email addresses that aren't already associated with an AWS account. Each of these email addresses will serve as a collaborative inbox -- a shared email account -- intended for the various users in your enterprise that will do specific work related to AWS Control Tower.

- If you are setting up AWS Control Tower for the first time, and if you are bringing existing security and log archive accounts into AWS Control Tower, you can enter the current email addresses of the existing AWS accounts.

The email addresses are required for:

- **Audit account** – This account is for your team of users that need access to the audit information made available by AWS Control Tower. You can also use this account as the access point for third-party tools that will perform programmatic auditing of your environment to help you audit for compliance purposes.

  **Note**
  If you specify existing AWS accounts as your audit and log archive accounts, the existing accounts must pass some pre-launch checks to ensure that no resources are in conflict with AWS Control Tower requirements. If these checks are not successful, your landing zone setup may not succeed. In particular, the accounts must not have existing AWS Config resources. For more information, see Considerations for bringing existing security or logging accounts (p. 118).

- **Log archive account** – This account is for your team of users that need access to all the logging information for all of your enrolled accounts within registered OUs in your landing zone.

These accounts are set up in the Security OU when you create your landing zone. As a best practice, we recommend that when you perform actions in these accounts, you should use an IAM Identity Center user with the appropriately scoped permissions.

  **Note**
  We are changing our terminology regarding the default names of some AWS Control Tower organizational units (OUs) to align with the AWS multi-account strategy. You may notice some inconsistencies while we are making a transition to improve the clarity of these names. The Security OU was formerly called the Core OU. The Sandbox OU was formerly called the Custom OU.

For the sake of clarity, this User Guide always refers to the shared accounts by their default names: log archive and audit. As you read this document, remember to substitute the customized names you give to these accounts initially, if you choose to customize them. You can view your accounts with their customized names on the Account details page.

  **Note**
  The process of setting up your AWS Control Tower landing zone has multiple steps. Certain aspects of your AWS Control Tower landing zone are configurable. Other choices cannot be changed after setup.
Key items to configure during setup

- You can select your top-level OU names during setup, and you also can change OU names after you've set up your landing zone. By default, the top-level OUs are named **Security** and **Sandbox**. For more information, see [Guidelines to set up a well-architected environment](p. 48).
- During setup, you can select customized names for the shared accounts that AWS Control Tower creates, called **log archive** and **audit** by default, but you cannot change these names after setup. (This is a one-time selection.)
- During setup, you can optionally specify existing AWS accounts for AWS Control Tower to use as audit and log archive accounts. If you plan to specify existing AWS accounts, and if those accounts have existing AWS Config resources, you must delete the existing AWS Config resources before you can enroll the accounts into AWS Control Tower. (This is a one-time selection.)
- If you are setting up for the first time, or if you're upgrading to landing zone version 3.0, you can choose whether to allow AWS Control Tower to set up an organization-level AWS CloudTrail trail for your organization, or you can opt out of trails that are managed by AWS Control Tower and manage your own CloudTrail trails. You can opt into or opt out of organization-level trails that are managed by AWS Control Tower any time you update your landing zone.
- You can optionally set a customized retention policy for your Amazon S3 log bucket and log access bucket, when you set up or update your landing zone.
- You can optionally specify a previously-defined **blueprint** to use for provisioning customized member accounts from the AWS Control Tower console. You can customize accounts later if you do not have a blueprint available. See [Customize accounts with Account Factory Customization (AFC)](p. 141).

Configuration choices that cannot be undone

- You cannot change your home Region after you've set up your landing zone.
- If you're provisioning Account Factory accounts with VPCs, VPC CIDRs can't be changed after they are created.

Step 2. Configure and launch your landing zone

Before you launch your AWS Control Tower landing zone, determine the most appropriate home Region. For more information, see [Administrative tips for landing zone setup](p. 51).

**Important**

Changing your home Region after you have deployed your AWS Control Tower landing zone requires decommissioning as well as the assistance of AWS Support. This practice is not recommended.

Learn how to configure and launch your landing zone using the AWS CLI in [Getting started with AWS Control Tower using APIs](p. 26).

To configure and launch your landing zone in the console, perform the following series of steps.

Prepare: Navigate to the AWS Control Tower console

2. In the console, verify that you are working in your desired home Region for AWS Control Tower. Then choose **Set up your landing zone**.
Step 2a. Review and select your AWS Regions

Be sure you've correctly designated the AWS Region that you select for your home Region. After you've deployed AWS Control Tower, you can't change the home Region.

In this section of the setup process, you can add any additional AWS Regions that you require. You can add more Regions at a later time, if needed, and you can remove Regions from governance.

To select additional AWS Regions to govern

1. The panel shows you the current Region selections. Open the dropdown menu to see a list of additional Regions available for governance.
2. Check the box next to each Region to bring into governance by AWS Control Tower. Your home Region selection is not editable.

To deny access to certain Regions

To deny access to AWS resources and workloads in certain AWS Regions, select Enabled in the section for the Region deny control. By default, the setting for this control is Not enabled.

Step 2b. Configure your organizational units (OUs)

If you accept the default names of these OUs, there's no action you need to take for setup to continue. To change the names of the OUs, enter the new names directly in the form field.

- Foundational OU – AWS Control Tower relies upon a Foundational OU that is initially named the Security OU. You can change the name of this OU during initial setup and afterward, from the OU details page. This Security OU contains your two shared accounts, which by default are called the log archive account and the audit account.
- Additional OU – AWS Control Tower can set up one or more Additional OUs for you. We recommend that you provision at least one Additional OU in your landing zone, besides the Security OU. If this Additional OU is intended for development projects, we recommend that you name it the Sandbox OU, as given in the Guidelines to set up a well-architected environment (p. 48). If you already have an existing OU in AWS Organizations, you may see the option to skip setting up an Additional OU in AWS Control Tower.

Step 2c. Configure your shared accounts, logging, and encryption

In this section of the setup process, the panel shows the default selections for the names of your shared AWS Control Tower accounts. These accounts are an essential part of your landing zone. Do not move or delete these shared accounts. You can choose customized names for the audit and log archive accounts during setup. Alternatively, you have a one-time option to specify existing AWS accounts as your shared accounts.

You must provide unique email addresses for your log archive and audit accounts, and you can verify the email address that you previously provided for your management account. Choose the Edit button to change the editable default values.

About the shared accounts

- The management account – The AWS Control Tower management account is part of the Root level. The management account allows for AWS Control Tower billing. The account also has
administrator permissions for your landing zone. You cannot create separate accounts for billing and for administrator permissions in AWS Control Tower.

The email address shown for the management account is not editable during this phase of setup. It is shown as a confirmation, so you can check that you're editing the correct management account, in case you have multiple accounts.

- **The two shared accounts** – You can choose customized names for these two accounts, or bring your own accounts, and you must supply a unique email address for each account, either new or existing. If you choose to have AWS Control Tower create new shared accounts for you, the email addresses must not already have associated AWS accounts.

**To configure the shared accounts, fill in the requested information.**

1. At the console, enter a name for the account initially called the **log archive** account. Many customers decide to keep the default name for this account.
2. Provide a unique email address for this account.
3. Enter a name for the account initially called the **audit** account. Many customers choose to call it the **Security** account.
4. Provide a unique email address for this account.

**Optionally configure log retention**

During this phase of setup, you can customize the log retention policy for Amazon S3 buckets that store your AWS CloudTrail logs in AWS Control Tower, in increments of days or years, up to a maximum of 15 years. If you choose not to customize your log retention, the default settings are one year for standard account logging and 10 years for access logging. This feature also is available when you update or repair your landing zone.

**Optionally self-manage AWS account access**

You can select whether AWS Control Tower sets up AWS account access with AWS Identity and Access Management (IAM), or whether to self-manage AWS account access—either with AWS IAM Identity Center users, roles, and permissions that you can set up and customize on your own, or with another method such as an external IdP, either for direct account federation or federation to multiple accounts by means of IAM Identity Center. You can change this selection later.

By default, AWS Control Tower sets up AWS IAM Identity Center for your landing zone, in alignment with best-practices guidance defined in [Organizing your AWS environment using multiple accounts](#). Most customers choose the default. Alternative access methods are required sometimes, for regulatory compliance in specific industries or countries, or in AWS Regions where AWS IAM Identity Center is not available.

Selection of identity providers at the account level is not supported. This option applies only for the landing zone as a whole.

For more information, see [IAM Identity Center guidance](#) (p. 55).

**Optionally configure AWS CloudTrail trails**

As a best practice, we recommend that you set up logging. If you wish to allow AWS Control Tower to set up an organization-level CloudTrail trail and manage it for you, choose **Opt in**. If you wish to manage logging with your own CloudTrail trails or a third-party logging tool, choose **Opt out**. Confirm your selection when requested to do so in the console. You can change your selection, and opt into, or opt out of, organization-level trails when you update your landing zone.
You can set up and manage your own CloudTrail trails at any time, including organization-level and account-level trails. If you set up duplicate CloudTrail trails, you may incur duplicate costs when CloudTrail events are logged.

**Optionally configure AWS KMS keys**

If you wish to encrypt and decrypt your resources with an AWS KMS encryption key, select the checkbox. If you have existing keys, you'll be able to select them from identifiers displayed in a dropdown menu. You can generate a new key by choosing *Create a key*. You can add or change a KMS key any time you update your landing zone.

When you select **Set up landing zone**, AWS Control Tower performs a pre-check to validate your KMS key. The key must meet these requirements:

- Enabled
- Symmetric
- Not a multi-Region key
- Has correct permissions added to the policy
- Key is in the management account

You may see an error banner if the key does not meet these requirements. In that case, choose another key or generate a key. Be sure to edit the key's permissions policy, as described in the next section.

**Update the KMS key policy**

Before you can update a KMS key policy, you must create a KMS key. For more information, see [Creating a key policy](https://docs.aws.amazon.com/kms/latest/developerguide/cr-creating-key-policy.html) in the *AWS Key Management Service Developer Guide*.

To use a KMS key with AWS Control Tower, you must update the default KMS key policy by adding the minimum required permissions for AWS Config and AWS CloudTrail. As a best practice, we recommend that you include the minimum required permissions in any policy. When updating a KMS key policy, you can add permissions as a group in a single JSON statement or line by line.

The procedure describes how to update the default KMS key policy in the AWS KMS console by adding policy statements that allow AWS Config and CloudTrail to use AWS KMS for encryption. The policy statements require that you include the following information:

- **YOUR-MANAGEMENT-ACCOUNT-ID** – the ID of the management account in which AWS Control Tower will be set up.
- **YOUR-HOME-REGION** – the home Region that you will select when setting up AWS Control Tower.
- **YOUR-KMS-KEY-ID** – the KMS key ID that will be used with the policy.

**To update the KMS key policy**

1. Open the AWS KMS console at [https://console.aws.amazon.com/kms](https://console.aws.amazon.com/kms)
2. From the navigation pane, choose *Customer managed keys*.
3. In the table, select the key that you want to edit.
4. In the **Key policy** tab, make sure that you can view the key policy. If you can't view the key policy, choose *Switch to policy view*.
5. Choose *Edit*, and update the default KMS key policy by adding the following policy statements for AWS Config and CloudTrail.

**AWS Config policy statement**
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```
{
    "Sid": "Allow Config to use KMS for encryption",
    "Effect": "Allow",
    "Principal": {
        "Service": "config.amazonaws.com"
    },
    "Action": [
        "kms:Decrypt",
        "kms:GenerateDataKey"
    ],
}
```

CloudTrail policy statement

```
{
    "Sid": "Allow CloudTrail to use KMS for encryption",
    "Effect": "Allow",
    "Principal": {
        "Service": "cloudtrail.amazonaws.com"
    },
    "Action": [
        "kms:GenerateDataKey*",
        "kms:Decrypt"
    ],
    "Condition": {
        "StringEquals": {
        },
        "StringLike": {
        }
    }
}
```

6. Choose **Save changes**.

**Example KMS key policy**

The following example policy shows what your KMS key policy might look like after you add the policy statements that grant AWS Config and CloudTrail the minimum required permissions. The example policy doesn't include your default KMS key policy.

```
{
    "Version": "2012-10-17",
    "Id": "CustomKMSPolicy",
    "Statement": [
        ...
        YOUR-EXISTING-POLICIES ...
        ],
        {
            "Sid": "Allow Config to use KMS for encryption",
            "Effect": "Allow",
            "Principal": {
                "Service": "config.amazonaws.com"
            },
```
To view other example policies, see the following pages:

- **Granting encrypt permissions** in the *AWS CloudTrail User Guide*.
- **Required Permissions for the KMS Key When Using Service-Linked RolesS3 Bucket Delivery** in the *AWS Config Developer Guide*.

**Protect against attackers**

For more information about how to help protect against attackers when you grant permissions to other AWS service principals, see *Optional conditions for your role trust relationships (p. 100)*. By adding certain conditions to your policies, you can help prevent a specific type of attack, known as a confused deputy attack, which occurs if an entity coerces a more-privileged entity to perform an action, such as with cross-service impersonation. For general information about policy conditions, also see *Specifying conditions in a policy (p. 1596)*.

The AWS Key Management Service (AWS KMS) allows you to create multi-Region KMS keys and asymmetric keys; however, AWS Control Tower does not support multi-Region keys or asymmetric keys. AWS Control Tower performs a pre-check of your existing keys. You may see an error message if you select a multi-Region key or an asymmetric key. In that case, generate another key for use with AWS Control Tower resources.

For more information about AWS KMS, see *the AWS KMS Developer Guide*.

Note that customer data in AWS Control Tower is encrypted at rest, by default, using SSE-S3.
Optionally configure and create customized member accounts

When you follow the Create account workflow to add your member accounts, you can optionally specify a previously-defined blueprint to use for provisioning customized member accounts from the AWS Control Tower console. You can customize accounts later if you do not have a blueprint available. See Customize accounts with Account Factory Customization (AFC) (p. 141).

Step 3. Review and set up the landing zone

The next section in the setup shows you the permissions that AWS Control Tower requires for your landing zone. Choose a checkbox to expand each topic. You'll be asked to agree to these permissions, which may affect multiple accounts, and to agree to the overall Terms of Service.

To finalize

1. At the console, review the Service permissions, and when you're ready, choose I understand the permissions AWS Control Tower will use to administer AWS resources and enforce rules on my behalf.
2. To finalize your selections and initialize launch, choose Set up landing zone.

This series of steps starts the process of setting up your landing zone, which can take about thirty minutes to complete. During setup, AWS Control Tower creates your Root level, the Security OU, and the shared accounts. Other AWS resources are created, modified, or deleted.

Confirm SNS subscriptions

The email address you provided for the audit account will receive AWS Notification – Subscription Confirmation emails from every AWS Region supported by AWS Control Tower. To receive compliance emails in your audit account, you must choose the Confirm subscription link within each email from each AWS Region supported by AWS Control Tower.

Getting started with AWS Control Tower using APIs

This getting started procedure is intended for AWS Control Tower administrators. This procedure requires some prerequisites and includes two main steps.

In this procedure, you will use APIs from AWS Control Tower and other AWS services to configure and launch a landing zone. These APIs allow you to create a AWS Control Tower environment programatically, either through the AWS CloudFormation console (p. 34), or through the AWS CLI.

Before you launch your AWS Control Tower landing zone, perform these prerequisite tasks:

- Determine the most appropriate home Region. For more information, see Administrative tips for landing zone setup (p. 51).
- Review Prerequisite: Automated pre-launch checks for your management account (p. 17) to learn about the automated pre-launch checks that make sure your management account is ready for changes that establish your landing zone.

Topics

- Expectations for landing zone configuration with APIs (p. 27)
- Step 1: Configure your landing zone (p. 27)
- Step 2: Launch your landing zone (p. 29)
- Identifying your landing zone (p. 31)
• Update your landing zone (p. 31)
• Reset the landing zone to resolve drift (p. 32)
• Decommission your landing zone (p. 33)
• Launching a landing zone using AWS CloudFormation (p. 34)

Expectations for landing zone configuration with APIs

The process of setting up your AWS Control Tower landing zone has multiple steps. Certain aspects of your AWS Control Tower landing zone are configurable. Other choices cannot be changed after setup.

Key items to configure during setup

• You can select your Foundational OU names during setup, and you also can change OU names after you've set up your landing zone. By default, the Foundational OUs are named Security and Sandbox. For more information, see Guidelines to set up a well-architected environment (p. 48).
• During setup, you can select customized names for the shared accounts that AWS Control Tower creates, called log archive and audit by default, but you cannot change these names after setup. (This is a one-time selection.)
• During setup, you can optionally specify existing AWS accounts for AWS Control Tower to use as audit and log archive accounts. If you plan to specify existing AWS accounts, and if those accounts have existing AWS Config resources, you must delete the existing AWS Config resources before you can enroll the accounts into AWS Control Tower. (This is a one-time selection.)
• If you are setting up for the first time, or if you're upgrading to landing zone version 3.0, you can choose whether to allow AWS Control Tower to set up an organization-level AWS CloudTrail trail for your organization, or you can opt out of trails that are managed by AWS Control Tower and manage your own CloudTrail trails. You can opt into or opt out of organization-level trails that are managed by AWS Control Tower any time you update your landing zone.
• You can optionally set a customized retention policy for your Amazon S3 log bucket and log access bucket, when you set up or update your landing zone.
• You can optionally specify a previously-defined blueprint to use for provisioning customized member accounts from the AWS Control Tower console. You can customize accounts later if you do not have a blueprint available. See Customize accounts with Account Factory Customization (AFC) (p. 141).

Configuration choices that cannot be undone

• You cannot change your home Region after you've set up your landing zone.
• If you're provisioning Account Factory accounts with VPCs, VPC CIDRs can't be changed after they are created.

Step 1: Configure your landing zone

The process of setting up your AWS Control Tower landing zone has multiple steps. Certain aspects of your AWS Control Tower landing zone are configurable, but other choices cannot be changed after setup. To learn more about these important considerations prior to launching your landing zone, review Expectations for landing zone configuration (p. 19).

Before using the AWS Control Tower landing zone APIs, you must first call APIs from other AWS services to configure your landing zone prior to launch. This includes creating a new AWS Organizations organization and setting up your shared account email addresses, and creating an IAM role or user with the required permissions to call the landing zone APIs.

To create the organization:
Step 1: Configure your landing zone

1. Call the AWS Organizations CreateOrganization API and enable all features to create the Foundational OU. AWS Control Tower initially names this the Security OU. This Security OU contains your two shared accounts, which by default are called the log archive account and the audit account.

```
aws organizations create-organization --feature-set ALL
```

AWS Control Tower can set up one or more Additional OUs. We recommend that you provision at least one Additional OU in your landing zone, besides the Security OU. If this Additional OU is intended for development projects, we recommend that you name it the Sandbox OU, as given in the AWS multi-account strategy for your AWS Control Tower landing zone (p. 47).

To create the shared accounts:

To set up your landing zone with new shared accounts, AWS Control Tower requires two unique email addresses that aren't already associated with an AWS account. Each of these email addresses will serve as a collaborative inbox -- a shared email account -- intended for the various users in your enterprise that will do specific work related to AWS Control Tower.

If you are setting up AWS Control Tower for the first time, and if you are bringing existing security and log archive accounts into AWS Control Tower, you can use the current email addresses of the existing AWS accounts.

1. Call the AWS Organizations CreateAccount API to create the Log archive account and Audit account in the Security OU.

```
aws organizations create-account --email mylog@example.com --account-name "Logging Account"

aws organizations create-account --email mysecurity@example.com --account-name "Security Account"
```

2. (Optional) Check the status of the CreateAccount operation using the AWS Organizations DescribeAccount API.

3. Create the following IAM service roles to enable AWS Control Tower to perform the API calls required to set up your landing zone:
   - AWSControlTowerAdmin (p. 1597)
   - AWSControlTowerCloudTrailRole (p. 1602)
   - AWSControlTowerStackSetRole (p. 1601)
   - AWSControlTowerAggregatorRoleForOrganizations (p. 103)

   For more information about these roles and their policies, see Using identity-based policies (IAM policies) for AWS Control Tower (p. 1597).

To create an IAM role:

1. Create an IAM role with the necessary permissions to call all landing zone APIs. Alternatively, you can create an IAM user and assign the necessary permissions.

   ```json
   {
   "Version": "2012-10-17",
   "Statement": [
   {
   "Effect": "Allow",
   "Action": ["controltower:CreateLandingZone",
   ```
Step 2: Launch your landing zone

The AWS Control Tower CreateLandingZone API requires a landing zone version and a manifest file as input parameters. You can use the manifest file to configure the following features:

- Optionally configure log retention (p. 22)
- Optionally self-manage AWS account access (p. 22)
- Optionally configure AWS CloudTrail trails
- Optionally configure AWS KMS keys (p. 23)

After compiling your manifest file, you're ready to create a new landing zone.

**Note**

AWS Control Tower does not support the Region deny control when using APIs to configure and launch a landing zone. After successfully launching your landing zone using APIs, you can use the AWS Control Tower console to [Configure the Region deny control](#).

1. Call the AWS Control Tower CreateLandingZone API. This API requires a landing zone version and a manifest file as input.

   ```bash
   aws controltower create-landing-zone --landing-zone-version 3.2 --manifest "file://LandingZoneManifest.json"
   
   Example LandingZoneManifest.json manifest:
   ```
Step 2: Launch your landing zone

```json
{
  "governedRegions": ["us-west-2", "us-west-1"],
  "organizationStructure": {
    "security": {
      "name": "CORE"
    },
    "sandbox": {
      "name": "Sandbox"
    }
  },
  "centralizedLogging": {
    "accountId": "222222222222",
    "configurations": {
      "loggingBucket": {
        "retentionDays": 60
      },
      "accessLoggingBucket": {
        "retentionDays": 60
      },
      "kmsKeyArn": "arn:aws:kms:us-west-1:123456789123:key/e84XXXXX-6bXX-49XX-9eXX-ecfXXXXXXXXX"
    },
    "enabled": true
  },
  "securityRoles": {
    "accountId": "333333333333"
  },
  "accessManagement": {
    "enabled": true
  }
}
```

**Note**
As shown in the example, the AccountId for the CentralizedLogging and SecurityRoles accounts must be different.

**Output:**

```json
{
  "arn": "arn:aws:controltower:us-west-2:123456789012:landingzone/1A2B3C4D5E6F7G8H",
  "operationIdentifier": "55XXXXXX-eXXX-4XXX-aXXX-44XXXXXXXXXX"
}
```

2. Call the GetLandingZoneOperation API to check the status of the CreateLandingZone operation. The GetLandingZoneOperation API returns a status of SUCCEEDED, FAILED, or IN_PROGRESS.

```bash
aws controltower get-landing-zone-operation --operation-identifier "55XXXXXX-eXXX-4XXX-aXXX-44XXXXXXXXXX"
```

**Output:**

```json
{
  "operationDetails": {
    "operationType": "CREATE",
    "startTime": "Thu Nov 09 20:39:19 UTC 2023",
    "endTime": "Thu Nov 09 21:02:01 UTC 2023",
    "status": "SUCCEEDED"
  }
}
```
3. When the status returns as SUCCEEDED, you can call the GetLandingZone API to review the landing zone configuration.

```bash
aws controltower get-landing-zone --landing-zone-identifier "arn:aws:controltower:us-west-2:123456789123:landingzone/1A2B3C4D5E6F7G8H"
```

Output:

```json
{"landingZone": {
    "version": "3.2",
    "manifest": "{"accessManagement":{"enabled":true},"centralizedLogging":{"accountId":null,"configurations":{"accessLoggingBucket":{"retentionDays":3650},"loggingBucket":{"retentionDays":365}},"enabled":true},"governedRegions":["us-east-1"],"organizationStructure":{"sandbox":{"name":"SandboxIsBest"},"security":{"name":"SecurityIsBest"}},"securityRoles":{"accountId":null},"arn": "arn:aws:controltower:us-east-1:123456789123:landingzone/1A2B3C4D5E6F7G8H", "status": "ACTIVE", "latestAvailableVersion": "3.2"}
}
```

## Identifying your landing zone

Calling `ListLandingZones` can help you determine if your account is already set up with AWS Control Tower. This API returns one landing zone identifier (ARN) across any commercial region, regardless of the landing zone's home region. Landing zone ARNs are regionally unique.

For **opt-in regions**, this API returns the landing zone identifier only if the landing zone is called in the same region as its home region. For example, if you have a landing zone set up in us-west-2 and you call `ListLandingZone` in us-east-1.

```bash
aws controltower list-landing-zones --region us-east-1
```

Output:

```json
{ "landingZones": [{ "arn": "arn:aws:controltower:us-west-2:123456789123:landingzone/1A2B3C4D5E6F7G8H" }]
```

## Update your landing zone

When a new landing zone version is available, or to make other updates to your landing zone configuration, you can call the `UpdateLandingZone` API and reference an updated manifest file. This API returns an `OperationIdentifier`, which you can then use when calling the `GetLandingZone` API to check the update operation's status.

1. Call the AWS Control Tower `UpdateLandingZone` API and refer to the updated landing zone version or your updated manifest.
Reset the landing zone to resolve drift

```bash
```

**LandingZoneManifest.json:**

```json
{
  "governedRegions": ["us-west-2","us-west-1"],
  "organizationStructure": {
    "security": {
      "name": "CORE"
    },
    "sandbox": {
      "name": "Sandbox"
    }
  },
  "centralizedLogging": {
    "accountId": "222222222222",
    "configurations": {
      "loggingBucket": {
        "retentionDays": 2555
      },
      "accessLoggingBucket": {
        "retentionDays": 2555
      },
      "kmsKeyArn": "arn:aws:kms:us-west-1:123456789123:key/e84XXXXX-6bXX-49XX-9eXX-ecfXXXXXXXXX"
    },
    "enabled": true
  },
  "securityRoles": {
    "accountId": "333333333333"
  },
  "accessManagement": {
    "enabled": true
  }
}
```

**Output:**

```json
{
  "operationIdentifier": "55XXXXXX-e2XX-41XX-a7XX-446XXXXXXXXX"
}
```

**Optionally Re-register OU to update accounts**

For registered AWS Control Tower OUs with fewer than 300 accounts, you can use the AWS Control Tower console access the **OU page** in the dashboard and select **Re-register OU** to update the accounts in that OU.

---

**Reset the landing zone to resolve drift**

When you create your landing zone, the landing zone and all the organizational units (OUs), accounts, and resources are compliant with the governance rules enforced by your chosen controls. As you and your organization members use the landing zone, changes in this compliance status may occur. These changes are called **drift**.

To identify if your landing zone is in drift, you can call the GetLandingZone API. This API returns the landing zone's **drift status** of DRIFTED or IN_SYNC.
To resolve drift within your landing zone you can use the ResetLandingZone API to reset the landing zone back to its original configuration. For example, AWS Control Tower enables IAM Identity Center by default to help you manage your AWS accounts-- but if you configure your original landing zone parameters with IAM Identity Center disabled, calling ResetLandingZone maintains that disabled IAM Identity Center configuration.

You can only use the ResetLandingZone API if you are using the latest available landing zone version. You can call the GetLandingZone API and compare your landing zone version with the latest available version. If necessary, you can Update your landing zone (p. 31) so your landing zone uses the latest available version.

1. Call the GetLandingZone API. If the API returns a drift status of DRIFTED, your landing zone is in drift.
2. Call the ResetLandingZone API to reset your landing zone to its original configuration.

```
aws controltower reset-landing-zone --landing-zone-identifier "arn:aws:controltower:us-west-2:123456789123:landingzone/1A2B3C4D5E6F7G8H"
```

Output:

```
{
  "operationIdentifier": "55XXXXXXXX-e2XX-41XX-a7XX-446XXXXXXXXX"
}
```

**Note**
Resetting the landing zone does not update the landing zone version. Review Update your landing zone (p. 31) for details about updating the landing zone version.

## Decommission your landing zone

The process of cleaning up all of a landing zones resources is referred to as decommissioning a landing zone.

**Important**
We strongly recommend that you perform this decommissioning process only if you intend to stop using your landing zone. It is not possible to re-create your existing landing zone after you've decommissioned it.

For more details about decommissioning a landing zone, including important information about how AWS Control Tower handles your data and existing AWS Organizations, review Walkthrough: Decommission an AWS Control Tower Landing Zone (p. 1634).

To decommission a landing zone, call DeleteLandingZone API. This API returns an OperationIdentifier, which you can then use when calling the GetLandingZone API to check the delete operation's status.

```
aws controltower delete-landing-zone --landing-zone-identifier "arn:aws:controltower:us-west-2:123456789012:landingzone/1A2B3C4D5E6F7G8H"
```

Output:

```
{
  "operationIdentifier": "55XXXXXXXX-e2XX-41XX-a7XX-446XXXXXXXXX"
}
```
Launching a landing zone using AWS CloudFormation

You can configure and launch a landing zone with AWS CloudFormation either through the AWS CloudFormation console, or through the AWS CLI. This section provides instructions and examples to launch a landing zone using APIs through AWS CloudFormation.

Topics

- Prerequisites for launching a landing zone using AWS CloudFormation (p. 34)
- Create a new landing zone using AWS CloudFormation (p. 36)
- Manage an existing landing zone using AWS CloudFormation (p. 37)

Prerequisites for launching a landing zone using AWS CloudFormation

1. From the AWS CLI, use the AWS Organizations CreateAccount API to create an organization and enable all features.

For more detailed instructions, review Step 1: Configure your landing zone (p. 27).

2. From the AWS CloudFormation console or using the AWS CLI, deploy a AWS CloudFormation template that creates the following resources in the management account:
   - Log Archive account (sometimes called the "Logging" account)
   - Audit account (sometimes called the "Security" account)
   - The AWSControlTowerAdmin, AWSControlTowerCloudTrailRole, AWSControlTowerConfigAggregatorRoleForOrganizations, and AWSControlTowerStackSetRole service roles.

For information about how AWS Control Tower uses these roles to perform landing zone API calls, see Step 1: Configure your landing zone (p. 27).

Parameters:

- **LoggingAccountEmail**: Type: String
  Description: The email Id for centralized logging account
- **LoggingAccountName**: Type: String
  Description: Name for centralized logging account
- **SecurityAccountEmail**: Type: String
  Description: The email Id for security roles account
- **SecurityAccountName**: Type: String
  Description: Name for security roles account

Resources:

- **MyOrganization**: Type: 'AWS::Organizations::Organization'
  Properties:
    FeatureSet: ALL
- **LoggingAccount**: Type: 'AWS::Organizations::Account'
  Properties:
    AccountName: !Ref LoggingAccountName
    Email: !Ref LoggingAccountEmail
- **SecurityAccount**: Type: 'AWS::Organizations::Account'
  Properties:
    AccountName: !Ref SecurityAccountName
Email: !Ref SecurityAccountEmail

AWSControlTowerAdmin:
  Type: 'AWS::IAM::Role'
  Properties:
    RoleName: AWSControlTowerAdmin
    AssumeRolePolicyDocument:
      Version: 2012-10-17
      Statement:
        - Effect: Allow
          Principal:
            Service: controltower.amazonaws.com
          Action: 'sts:AssumeRole'
          Path: '/service-role/'
        ManagedPolicyArns:
          - !Sub >-
            arn:${AWS::Partition}:iam::aws:policy/service-role/
            AWSControlTowerServiceRolePolicy
    AWSControlTowerAdminPolicy:
      Type: 'AWS::IAM::Policy'
      Properties:
        PolicyName: AWSControlTowerAdminPolicy
        PolicyDocument:
          Version: 2012-10-17
          Statement:
            - Effect: Allow
              Action: 'ec2:DescribeAvailabilityZones'
              Resource: '*'
            Roles:
              - !Ref AWSControlTowerAdmin
    AWSControlTowerCloudTrailRole:
      Type: 'AWS::IAM::Role'
      Properties:
        RoleName: AWSControlTowerCloudTrailRole
        AssumeRolePolicyDocument:
          Version: 2012-10-17
          Statement:
            - Effect: Allow
              Principal:
                Service: cloudtrail.amazonaws.com
              Action: 'sts:AssumeRole'
              Path: '/service-role/'
        AWSControlTowerCloudTrailRolePolicy:
          Type: 'AWS::IAM::Policy'
          Properties:
            PolicyName: AWSControlTowerCloudTrailRolePolicy
            PolicyDocument:
              Version: 2012-10-17
              Statement:
                - Action:
                  - 'logs:CreateLogStream'
                  - 'logs:PutLogEvents'
                  Resource: !Sub >-
                    arn:${AWS::Partition}:logs:*:*:log-group:aws-controltower/CloudTrailLogs:*
                  Effect: Allow
                Roles:
                  - !Ref AWSControlTowerCloudTrailRole
    AWSControlTowerConfigAggregatorRoleForOrganizations:
      Type: 'AWS::IAM::Role'
      Properties:
        RoleName: AWSControlTowerConfigAggregatorRoleForOrganizations
        AssumeRolePolicyDocument:
          Version: 2012-10-17
          Statement:
            - Effect: Allow
              Principal:
                Service: config.amazonaws.com
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Create a new landing zone using AWS CloudFormation

From the AWS CloudFormation console or using the AWS CLI, deploy the following AWS CloudFormation template to create a landing zone.

```yaml
Parameters:
  Version:
    Type: String
    Description: The version number of Landing Zone
  GovernedRegions:
    Type: List
    Description: List of governed regions
  SecurityOuName:
    Type: String
    Description: The security Organizational Unit name
  SandboxOuName:
    Type: String
    Description: The sandbox Organizational Unit name
  CentralizedLoggingAccountId:
    Type: String
    Description: The centralized logging account ID
```

Action: 'sts:AssumeRole'
Path: '/service-role/'
ManagedPolicyArns:
  - !Sub arn:${AWS::Partition}:iam::aws:policy/service-role/
AWSConfigRoleForOrganizations
AWSControlTowerStackSetRole:
  Type: 'AWS::IAM::Role'
  Properties:
    RoleName: AWSControlTowerStackSetRole
    AssumeRolePolicyDocument:
      Version: 2012-10-17
      Statement:
        - Effect: Allow
          Principal:
            Service: cloudformation.amazonaws.com
          Action: 'sts:AssumeRole'
          Path: '/service-role/'
AWSControlTowerStackSetRolePolicy:
  Type: 'AWS::IAM::Policy'
  Properties:
    PolicyName: AWSControlTowerStackSetRolePolicy
    PolicyDocument:
      Version: 2012-10-17
      Statement:
        - Action: 'sts:AssumeRole'
          Resource: !Sub 'arn:${AWS::Partition}:iam::*:role/AWSControlTowerExecution'
          Effect: Allow
          Roles:
            - !Ref AWSControlTowerStackSetRole

Outputs:
  LogAccountId:
    Value:
      Fn::GetAtt: LoggingAccount.AccountId
    Export:
      Name: LogAccountId
  SecurityAccountId:
    Value:
      Fn::GetAtt: SecurityAccount.AccountId
    Export:
      Name: SecurityAccountId
```
Description: The AWS account ID for centralized logging
SecurityAccountId:
  Type: String
  Description: The AWS account ID for security roles
LoggingBucketRetentionPeriod:
  Type: Number
  Description: Retention period for centralized logging bucket
AccessLoggingBucketRetentionPeriod:
  Type: Number
  Description: Retention period for access logging bucket
KMSKey:
  Type: String
  Description: KMS key ARN used by CloudTrail and Config service to encrypt data in
  logging bucket
Resources:
  MyLandingZone:
    Type: 'AWS::ControlTower::LandingZone'
    Properties:
      Version:
        Ref: Version
      Tags:
        Key: "keyname1"
        Value: "value1"
        Key: "keyname2"
        Value: "value2"
      Manifest:
        governedRegions:
          Ref: GovernedRegions
        organizationStructure:
          security:
            name:
              Ref: SecurityOuName
          sandbox:
            name:
              Ref: SandboxOuName
        centralizedLogging:
          accountId:
            Ref: CentralizedLoggingAccountId
          configurations:
            loggingBucket:
              retentionDays:
                Ref: LoggingBucketRetentionPeriod
            accessLoggingBucket:
              retentionDays:
                Ref: AccessLoggingBucketRetentionPeriod
          kmsKeyArn:
            Ref: KMSKey
          enabled: true
        securityRoles:
          accountId:
            Ref: SecurityAccountId
          accessManagement:
            enabled: true

Manage an existing landing zone using AWS CloudFormation

You can use AWS CloudFormation to manage a landing zone that you have already launched by
importing the landing zone in a new or existing AWS CloudFormation stack. Review Bringing existing
resources into CloudFormation management for details and instructions.

To detect and resolve drift within a landing zone, you can use the AWS Control Tower console, the AWS
CLI, or the ResetLandingZone API (p. 32).
Next steps

Now that your landing zone is set up, it's ready for use.

To learn more about how you can use AWS Control Tower, see the following topics:

- For recommended administrative practices, see Best Practices.
- You can set up IAM Identity Center users and groups with specific roles and permissions. For recommendations, see Recommendations for setting up groups, roles, and policies (p. 52).
- To begin enrolling organizations and accounts from your AWS Organizations deployments, see Govern existing organizations and accounts.
- Your end users can provision their own AWS accounts in your landing zone using Account Factory. For more information, see Permissions for configuring and provisioning accounts (p. 133).
- To assure Compliance Validation for AWS Control Tower (p. 1607), your central cloud administrators can review log archives in the Log Archive account, and designated third-party auditors can review audit information in the Audit (shared) account, which is a member of the Security OU.
- To learn more about the capabilities of AWS Control Tower, see Related information.
- Try visiting a curated list of YouTube videos that explain more about how to use AWS Control Tower functionality.
- From time to time, you may need to update your landing zone to get the latest backend updates, the latest controls, and to keep your landing zone up-to-date. For more information, see Configuration update management in AWS Control Tower (p. 58).
- If you encounter issues while using AWS Control Tower, see Troubleshooting (p. 1645).

Important
If you have not yet enabled MFA for your account's root user, do so now. For more information about best practices for the root user, see Best practices to protect your account’s root user.
Limitations in AWS Control Tower

This chapter covers the AWS service limitations and quotas that you should keep in mind as you use AWS Control Tower. If you're unable to set up your landing zone due to a service quota issue, contact AWS Support.

For more information about limitations that are specific to controls, see Control limitations (p. 40).

Limitations and quotas in AWS Control Tower

This section describes known limitations and unsupported use cases in AWS Control Tower.

- AWS Control Tower has overall concurrency limitations. In general, one operation at a time is permitted. Two exceptions to this limitation are allowed:
  - Optional controls can be activated and deactivated concurrently, through an asynchronous process. Up to ten (10) control-related operations at a time can be in progress, in total, no matter if they are called from the console or from an API.
  - Accounts can be provisioned, updated, and enrolled concurrently in Account Factory, through an asynchronous process, with up to five (5) account-related operations in progress simultaneously. Unmanaging accounts must be performed one account at a time.
- Email addresses of shared accounts in the Security OU can be changed, but you must update your landing zone to see these changes in the AWS Control Tower console.
- A limit of five (5) SCPs per OU applies to OUs in your AWS Control Tower landing zone.
- AWS Control Tower supports up to 10,000 accounts in your landing zone's organization, divided among all of your OUs.
- Existing OUs with over 300 directly nested accounts cannot be registered or re-registered in AWS Control Tower. For more information about limitations with registering OUs, see Regions and stack set limitations (p. 43).
- CfCT is unavailable in these AWS Regions, because some dependencies are not available:
  - Asia Pacific (Jakarta and Osaka)
  - Israel (Tel Aviv)
  - Middle East (UAE)
  - Europe (Spain)
  - Asia Pacific (Hyderabad)
  - Europe (Zurich)
  You can deploy and manage resources in these Regions with CfCT, if you deploy CfCT to your AWS Control Tower home Region, but you cannot build CfCT in these Regions.
- AFT is not available in the following AWS Regions, because some dependencies are not available:
  - Israel (Tel Aviv)
  - Middle East (UAE)
  - Europe (Spain)
  - Asia Pacific (Hyderabad)
  - Europe (Zurich)
  The following Regions do not support IAM Identity Center.
  - Middle East (UAE) Region, me-central-1
Control limitations

If you modify AWS Control Tower resources, such as an SCP, or remove any AWS Config resource, such as a Config recorder or aggregator, AWS Control Tower can no longer guarantee that the controls are functioning as designed. Therefore, the security of your multi-account environment may be compromised. The AWS shared responsibility model of security is applicable to any such changes you may make.

**Note**
AWS Control Tower helps maintain the integrity of your environment by resetting the SCPs of the controls to their standard configuration when you update your landing zone. Changes that you may have made to SCPs are replaced by the standard version of the control, by design.

Some controls in AWS Control Tower do not operate in certain AWS Regions where AWS Control Tower is available, because those Regions do not support the required underlying functionality. This limitation affects certain detective controls, certain proactive controls, and certain controls in the Security Hub Service-managed Standard: AWS Control Tower. For more information about Regional availability, see the Regional services list documentation and the Security Hub controls reference documentation.

For more information about how AWS Control Tower manages the limitations of Regions and controls, see Considerations for activating AWS opt-in Regions (p. 112).

You can view the Regions for each control in the AWS Control Tower console.
The following AWS Regions do not support controls that are part of the Security Hub Service-managed Standard: AWS Control Tower.

- Asia Pacific (Hong Kong) Region, ap-east-1
- Asia Pacific (Jakarta) Region, ap-southeast-3
- Asia Pacific (Osaka) Region, ap-northeast-3
- Europe (Milan) Region, eu-south-1
- Africa (Cape Town) Region, af-south-1
- Middle East (Bahrain) Region, me-south-1
- Israel (Tel Aviv), il-central-1
- Middle East (UAE) Region, me-central-1
- Europe (Spain) Region, eu-south-2
- Asia Pacific (Hyderabad) Region, ap-south-2
- Europe (Zurich) Region, eu-central-2
- Asia Pacific (Melbourne) Region, ap-southeast-4

For a list of AWS Regions that do not support certain controls that are part of the AWS Security Hub Service-Managed Standard AWS Control Tower, see Unsupported Regions (p. 1527).

The following table shows proactive controls that are not supported in certain AWS Regions.

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Unsupported regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.REDSHIFT.PR.5</td>
<td>ap-southeast-4, ap-south-2, ap-southeast-3, eu-central-2, eu-south-2, il-central-1, me-central-1</td>
</tr>
<tr>
<td>CT.DAX.PR.2</td>
<td>us-west-1</td>
</tr>
<tr>
<td>CT.GLUE.PR.2</td>
<td>Unsupported</td>
</tr>
</tbody>
</table>

The following table shows AWS Control Tower detective controls that are not supported in certain AWS Regions.

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Unsupported regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED</td>
<td>ap-northeast-3, ap-southeast-3, il-central-1, ap-southeast-4</td>
</tr>
<tr>
<td>AWS-GR_REDSHIFT.CLUSTER_PUBLIC_ACCESS_CHECK</td>
<td>ap-northeast-3, ap-southeast-3</td>
</tr>
<tr>
<td>AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
<td>ap-northeast-3, eu-south-2</td>
</tr>
<tr>
<td>AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
<td>ap-northeast-3, ap-southeast-3, af-south-1, eu-south-1, il-central-1, me-central-1, eu-south-2, ap-south-2, eu-central-2, ap-southeast-4</td>
</tr>
<tr>
<td>AWS-GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK</td>
<td>ap-northeast-3, ap-southeast-3, eu-south-2</td>
</tr>
<tr>
<td>AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td>ap-northeast-3, ap-southeast-3, ap-south-2, eu-south-2</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Unsupported regions</td>
</tr>
<tr>
<td>-------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS</td>
<td>ap-northeast-3, ap-southeast-3, af-south-1, eu-central-1, eu-south-1, us-west-1, il-central-1, eu-south-2, ap-south-2, eu-central-2, eu-south-2, ap-east-1, eu-central-2, ap-southeast-4</td>
</tr>
<tr>
<td>AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
<td>ap-northeast-3</td>
</tr>
<tr>
<td>AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS</td>
<td>ap-northeast-3, ap-southeast-3, af-south-1, eu-central-1, eu-south-1, us-west-1, il-central-1, eu-south-2, ap-south-2, eu-central-2, ap-southeast-4</td>
</tr>
<tr>
<td>AWS-GR_ELASTICSEARCH_IN_VPC_ONLY</td>
<td>ap-northeast-3, ap-southeast-3, il-central-1, eu-south-1, ap-south-2, eu-central-2, ap-southeast-4</td>
</tr>
<tr>
<td>AWS-GR_REstricted_SSH</td>
<td>ap-northeast-3, ap-southeast-3, af-south-1, eu-south-1, il-central-1, eu-central-1, eu-south-2, ap-south-2, eu-central-2, ap-southeast-4</td>
</tr>
<tr>
<td>AWS-GR_DMS_REPLICATION_NOT_PUBLIC</td>
<td>ap-northeast-3, ap-southeast-3, af-south-1, eu-south-1, il-central-1, eu-central-1, eu-south-2, ap-south-2, eu-central-2, ap-southeast-4</td>
</tr>
<tr>
<td>AWS-GR_RDS_SNAPSHOTS_PUBLIC_PROHIBITED</td>
<td>ap-northeast-3, ap-southeast-3, af-south-1, eu-south-1, il-central-1, eu-central-1, eu-south-2, eu-central-2, ap-southeast-4</td>
</tr>
<tr>
<td>AWS-GR_SUBNET_AUTO_ASSIGN_PUBLIC_IP_DISABLED</td>
<td>ap-northeast-3</td>
</tr>
<tr>
<td>AWS-GR_ENCRYPTED_VOLUMES</td>
<td>ap-northeast-3, af-south-1, eu-south-1, il-central-1</td>
</tr>
<tr>
<td>AWS-GR_RESTRICTED_COMMON_PORTS</td>
<td>ap-northeast-3, ap-southeast-3, af-south-1, eu-south-1, il-central-1, me-central-1, eu-south-2, eu-central-2, ap-southeast-4</td>
</tr>
<tr>
<td>AWS-GR_IAM_USER_MFA_ENABLED</td>
<td>il-central-1, me-central-1, eu-south-2, ap-south-2, eu-central-2, ap-southeast-4</td>
</tr>
<tr>
<td>AWS-GR_MFA_ENABLED_FOR_IAM_CONSOLE_ACCESS</td>
<td>il-central-1, me-central-1, eu-south-2, ap-south-2, eu-central-2, ap-southeast-4</td>
</tr>
<tr>
<td>AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
<td>il-central-1</td>
</tr>
<tr>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
<td>il-central-1, me-central-1</td>
</tr>
<tr>
<td>AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_BLOCKS_PERIODIC</td>
<td>il-central-1, eu-south-2, eu-central-2</td>
</tr>
<tr>
<td>AWS-GR_RDS_STORAGE_ENCRYPTED</td>
<td>eu-south-2</td>
</tr>
<tr>
<td>AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
<td>ap-south-2, eu-south-2</td>
</tr>
<tr>
<td>AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK</td>
<td>ap-south-2, eu-south-2</td>
</tr>
</tbody>
</table>
Regions and stack set limitations

If you plan to extend governance to OUs with a large number of accounts across a large number of AWS Regions, you may encounter limits created by AWS CloudFormation stack sets on the overall size of an organization. You can estimate the limitation with this formula:

\[
\text{Number of managed accounts in Organization} \times \text{Number of governed Regions} \leq 150,000
\]

As a general rule, we expect that the number of accounts supported when extending governance to an OU diminishes with the number of Regions governed.

This limitation becomes apparent if more than 15 Regions where AWS Control Tower is available are activated when you're extending governance to an OU. The upper limit on the number of accounts per organizational unit (OU) is reduced.

For example, if 22 Regions are activated, the limit is 220 accounts per OU, instead of 300. If you require to extend governance to OUs with more than 220 accounts, you must reduce the number of activated Regions. This reduction is due to stack set limitations.

**Guidelines:**

- With 15 activated Regions, OUs of up to 300 accounts are supported
- With 22 activated Regions, OUs of up to 220 accounts are supported
- With 16 to 21 activated Regions, the maximum supported OU size is somewhere in the range of 220-300 accounts
- With 23+ activated Regions, the maximum supported OU size is less than 220 accounts
Best practices for AWS Control Tower administrators

This topic is intended primarily for management account administrators.

Management account administrators are responsible for explaining some tasks that AWS Control Tower controls prevent their member account administrators from doing. This topic describes some best practices and procedures for transferring this knowledge, and it gives other tips for setting up and maintaining your AWS Control Tower environment efficiently.

Explaining access to users

The AWS Control Tower console is available only to users with the management account administrator permissions. Only these users can perform administrative work within your landing zone. In accordance with best practices, this means that the majority of your users and member account administrators will never see the AWS Control Tower console. As a member of the management account administrator group, it's your responsibility to explain the following information to the users and administrators of your member accounts, as appropriate.

- Explain which AWS resources that users and administrators have access to within the landing zone.
- List the preventive controls that apply to each organizational unit (OU) so that the other administrators can plan and execute their AWS workloads accordingly.

Explaining resource access

Some administrators and other users may need an explanation of the AWS resources to which they have access to within your landing zone. This access can include programmatic access and console-based access. Generally speaking, read access and write access for AWS resources is allowed. To perform work within AWS, your users require some level of access to the specific services they need to do their jobs.

Some users, such as your AWS developers, may need to know about the resources to which they have access, so they can create engineering solutions. Other users, such as the end users of the applications that run on AWS services, do not need to know about AWS resources within your landing zone.

AWS offers tools to identify the scope of a user's AWS resource access. After you identify the scope of a user's access, you can share that information with the user, in accordance with your organization's information management policies. For more information about these tools, see the links that follow.

- **AWS access advisor** – The AWS Identity and Access Management (IAM) access advisor tool lets you determine the permissions that your developers have by analyzing the last timestamp when an IAM entity, such as a user, role, or group, called an AWS service. You can audit service access and remove unnecessary permissions, and you can automate the process if needed. For more information, see our [AWS Security blog post](#).
- **IAM policy simulator** – With the IAM policy simulator, you can test and troubleshoot IAM-based and resource-based policies. For more information, see [Testing IAM Policies with the IAM Policy Simulator](#).
- **AWS CloudTrail logs** – You can review AWS CloudTrail logs to see actions taken by a user, role, or AWS service. For more information about CloudTrail, see the [AWS CloudTrail User Guide](#).
Actions taken by AWS Control Tower landing zone administrators are viewable in the landing zone management account. Actions taken by member account administrators and users are viewable in the shared log archive account.

You can view a summary table of AWS Control Tower events in the Activities page.

Explaining preventive controls

A preventive control ensures that your organization's accounts maintain compliance with your corporate policies. The status of a preventive control is either enforced or not-enabled. A preventive control prevents policy violations by using service control policies (SCPs). In comparison, a detective control informs you of various events or states that exist, by means of defined AWS Config rules.

Some of your users, such as AWS developers, may need to know about the preventive controls that apply to any accounts and OUs they use, so they can create engineering solutions. The following procedure offers some guidance on how to provide this information for the right users, according to your organization's information management policies.

Note
This procedure assumes you've already created at least one child OU within your landing zone, as well as at least one AWS IAM Identity Center user.

To show preventive controls for users with a need to know

2. From the left navigation, choose Organization.
3. From the table, choose the name of one of the OUs for which your user needs information about the applicable controls.
4. Note the name of the OU and the controls that apply to this OU.
5. Repeat the previous two steps for each OU about which your user needs information.

For detailed information about the controls and their functions, see About controls in AWS Control Tower (p. 208).

Plan your AWS Control Tower landing zone

When you go through the setup process, AWS Control Tower launches a key resource associated with your account, called a landing zone, which serves as a home for your organizations and their accounts.

Note
You can have one landing zone per organization.

For information about some best practices to follow when you plan and set up your landing zone, see AWS multi-account strategy for your AWS Control Tower landing zone (p. 47).

Ways to Set Up AWS Control Tower

You can set up an AWS Control Tower landing zone in an existing organization, or you can start by creating a new organization that contains your AWS Control Tower landing zone.

• Launch AWS Control Tower in an Existing Organization (p. 46): This section is for customers who have existing AWS Organizations ready to bring into governance by AWS Control Tower.
Compare functionality

Here's a brief comparison of the differences between adding AWS Control Tower to an existing organization or extending AWS Control Tower governance to OUs and accounts. Also, some special considerations apply if you are moving to AWS Control Tower from the AWS Landing Zone solution.

**About Adding to an Existing Organization:** Adding AWS Control Tower to an existing organization is something you can accomplish within the AWS console. In this case, you've already got an organization that you've created in the AWS Organizations service, that organization is not currently registered with AWS Control Tower, and you want to *add a landing zone afterward*.  

When you *add* a landing zone to an existing organization, AWS Control Tower sets up a parallel structure, at the AWS Organizations level. It doesn't change the OUs and accounts within your existing organization.

**About Extending Governance:** Extending governance applies to specific OUs and accounts within a *single organization that's already registered* with AWS Control Tower, which means that a landing zone already exists for that organization. Extending governance means that AWS Control Tower controls are extended so that their constraints apply to the specific OUs and accounts within that registered organization. In this case, you're not launching a new landing zone, you're only expanding the current landing zone for your organization.

**Important**
Special consideration: If you currently are using the AWS Landing Zone solution (ALZ) for AWS Organizations, check with your AWS solutions architect before you try to enable AWS Control Tower in your organization. AWS Control Tower cannot perform pre-checks that determine whether AWS Control Tower may interfere with your current landing zone deployment. For more information, see Walkthrough: Move from ALZ to AWS Control Tower (p. 1629). Also, for information about moving accounts from one landing zone to another, see What if the account does not meet the prerequisites? (p. 124)

### Launch AWS Control Tower in an Existing Organization

By setting up an AWS Control Tower landing zone in an existing organization, you can start working immediately, in parallel with your existing AWS Organizations environment. Your other OUs created within AWS Organizations are unchanged, because they are not registered with AWS Control Tower. You can continue to use those OUs and accounts exactly as they are.

AWS Control Tower consolidates by using the management account from your existing organization as its management account. No new management account is needed. You can launch your AWS Control Tower landing zone from your existing management account.

**Note**
To set up AWS Control Tower on an existing organization, your service limits must allow for the creation of at least two additional accounts.

**Effects of adding AWS Control Tower to your existing organization**
AWS Control Tower creates two accounts in your organization: an audit account and a logging account. These accounts keep a record of actions taken by your team, in their individual end-user accounts. The Audit and Log archive accounts appear in the Security OU within your AWS Control Tower landing zone.

When you set up your landing zone, the accounts added by AWS Control Tower become part of your existing AWS Organizations, and as such they become part of the billing for your existing organization.

**Summary of capabilities**

Enabling AWS Control Tower on an existing AWS Organizations organization provides several major enhancements to the organization.

- It allows for unified billing across your organization’s groups, because accounts added by AWS Control Tower will become part of your existing organization.
- It gives you the ability to administer all accounts from one management account in your OU.
- It simplifies how you apply and enforce controls that cover security and compliance for existing and new accounts.

**Important**

Launching your AWS Control Tower landing zone in an existing AWS Organizations organization does not enable you to extend AWS Control Tower governance from that organization to other OUs or accounts that are not registered with AWS Control Tower.

To launch AWS Control Tower in your existing organization, follow the process outlined in [Getting started with AWS Control Tower](p. 16).

For more information about how AWS Control Tower interacts with existing AWS Organizations organizations, see [Govern organizations and accounts with AWS Control Tower](p. 196).

---

**Launch AWS Control Tower in a New Organization**

If you’re new to AWS Control Tower and you haven’t worked with AWS Organizations, the best place to begin is with our [Setting up](p. 14) document.

AWS Control Tower sets up an organization for you automatically when you don’t have one set up.

---

**AWS multi-account strategy for your AWS Control Tower landing zone**

AWS Control Tower customers often seek guidance about how to set up their AWS environment and accounts for best results. AWS has created a unified set of recommendations, called the multi-account strategy, to help you make the best use of your AWS resources, including your AWS Control Tower landing zone.

Essentially, AWS Control Tower acts as an orchestration layer that works with other AWS services, which assist you with implementing the AWS multi-account recommendations for AWS accounts and AWS Organizations. After your landing zone is set up, AWS Control Tower continues to assist you with maintaining your corporate policies and security practices across multiple accounts and workloads.

Most landing zones develop over time. As the number of organizational units (OUs) and accounts in your AWS Control Tower landing zone increases, you can extend your AWS Control Tower deployment in ways that help organize your workloads effectively. This chapter provides prescriptive guidance on how to plan
and set up your AWS Control Tower landing zone, in alignment with the AWS multi-account strategy, and extend it over time.

For a general discussion about best practices for organizational units, see Best Practices for Organizational Units with AWS Organizations.

**AWS multi-account strategy: Best practices guidance**

AWS best practices for a well-architected environment recommend that you should separate your resources and workloads into multiple AWS accounts. You can think of AWS accounts as isolated resource containers: they offer workload categorization, as well as blast radius reduction when things go wrong.

**Definition of an AWS account**

An AWS account acts as a resource container and resource isolation boundary.

**Note**

An AWS account is not the same as a user account, which is set up through Federation or AWS Identity and Access Management (IAM).

**More about AWS accounts**

An AWS account provides the ability to isolate resources and to contain security threats for your AWS workloads. An account also provides a mechanism for billing and for governance of a workload environment.

The AWS account is the primary implementation mechanism to provide a resource container for your workloads. If your environment is well-architected, you can manage multiple AWS accounts effectively, and thus, manage multiple workloads and environments.

AWS Control Tower sets up a well-architected environment. It relies upon AWS accounts, along with AWS Organizations, which help govern changes to your environment that can extend across multiple accounts.

**Definition of a well-architected environment**

AWS defines a well-architected environment as one that begins with a landing zone.

AWS Control Tower offers a landing zone that is set up automatically. It enforces controls to ensure compliance with your corporate guidelines, across multiple accounts in your environment.

**Definition of a landing zone**

The landing zone is a cloud environment that offers a recommended starting point, including default accounts, account structure, network and security layouts, and so forth. From a landing zone, you can deploy workloads that utilize your solutions and applications.

**Guidelines to set up a well-architected environment**

The three key components of a well-architected environment, explained in the following sections, are:

- Multiple AWS accounts
- Multiple organizational units (OUs)
- A well-planned structure
Use multiple AWS accounts

One account isn't enough to set up a well-architected environment. By using multiple accounts, you can best support your security goals and business processes. Here are some benefits of using a multi-account approach:

- **Security controls** – Applications have different security profiles, so they require different control policies and mechanisms. For example, it’s far easier to talk to an auditor and point to a single account hosting the payment card industry (PCI) workload.

- **Isolation** – An account is a unit of security protection. Potential risks and security threats can be contained within an account without affecting others. Therefore, security needs may require you to isolate accounts from one another. For example, you may have teams with different security profiles.

- **Many teams** – Teams have different responsibilities and resource needs. By setting up multiple accounts, the teams cannot interfere with one another, as they might when using the same account.

- **Data isolation** – Isolating data stores to an account helps limit the number of people who have access to data and can manage the data store. This isolation helps prevent unauthorized exposure of highly private data. For example, data isolation helps support compliance with the General Data Protection Regulation (GDPR).

- **Business process** – Business units or products often have completely different purposes and processes. Individual accounts can be established to serve business-specific needs.

- **Billing** – An account is the only way to separate items at a billing level, including things like transfer charges and so forth. The multi-account strategy helps create separate billable items across business units, functional teams, or individual users.

- **Quota allocation** – AWS quotas are set up on a per-account basis. Separating workloads into different accounts gives each account (such as a project) a well-defined, individual quota.

Use multiple organizational units

AWS Control Tower and other account orchestration frameworks can make changes that cross account boundaries. Therefore, the AWS best practices address cross-account changes, which potentially can break an environment or undermine its security. In some cases, changes can affect the overall environment, beyond policies. As a result, we recommend that you should set up at least two mandatory accounts, Production and Staging.

Furthermore, AWS accounts often are grouped into organizational units (OUs), for purposes of governance and control. OUs are designed to handle enforcement of policies across multiple accounts.

Our recommendation is that, at a minimum, you create a pre-production (or Staging) environment that is distinct from your Production environment—with distinct controls and policies. The Production and Staging environments can be created and governed as separate OUs, and billed as separate accounts. In addition, you may want to set up a Sandbox OU for code testing.

Use a well-planned structure for OUs in your landing zone

AWS Control Tower sets up some OUs for you automatically. As your workloads and requirements expand over time, you can extend the original landing zone configuration to suit your needs.

**Note**

The names given in the examples follow the suggested AWS naming conventions for setting up a multi-account AWS environment. You can rename your OUs after you've set up your landing zone, by selecting **Edit** on the OU detail page.

**Recommendations**

After AWS Control Tower sets up the first, required OU for you — the Security OU — we recommend creating some additional OUs in your landing zone.
We recommend that you allow AWS Control Tower to create at least one additional OU, called the Sandbox OU. This OU is for your software development environments. AWS Control Tower can set up the Sandbox OU for you during landing zone creation, if you select it.

Two recommended other OUs you can set up on your own: the Infrastructure OU, to contain your shared services and networking accounts, and an OU to contain your production workloads, called the Workloads OU. You can add additional OUs in your landing zone through the AWS Control Tower console on the Organizational units page.

**Recommended OUs besides the ones set up automatically**

- **Infrastructure OU** – Contains your shared services and networking accounts.
  
  **Note**
  
  AWS Control Tower does not set up the Infrastructure OU for you.

- **Sandbox OU** – A software development OU. For example, it may have a fixed spending limit, or it may not be connected to the production network.
  
  **Note**
  
  AWS Control Tower recommends that you set up the Sandbox OU, but it is optional. It can be set up automatically as part of configuring your landing zone.

- **Workloads OU** – Contains accounts that run your workloads.
  
  **Note**
  
  AWS Control Tower does not set up the Workloads OU for you.

For more information see [Production starter organization with AWS Control Tower](#).

**Example of AWS Control Tower with a complete multi-account OU structure**

AWS Control Tower supports a nested OU hierarchy, which means that you can create a hierarchical OU structure that meets your organization's requirements. You can build an AWS Control Tower environment to match the AWS multi-account strategy guidance.

You also can build a simpler, flat OU structure that performs well and aligns with the AWS multi-account guidance. Just because you can build a hierarchical OU structure, it does not mean that you must do so.

- To view a diagram that shows an example set of OUs in an expanded, flat AWS Control Tower environment with AWS multi-account guidance, see [Example: Workloads in a Flat OU Structure](#).
- For more information about how AWS Control Tower works with nested OU structures, see Nested OUs in AWS Control Tower (p. 198).
- For more information about how AWS Control Tower aligns with the AWS guidance, see the AWS white paper, Organizing Your AWS Environment Using Multiple Accounts.

The diagram on the linked page shows that more Foundational OUs and more Additional OUs have been created. These OUs serve the additional needs of a larger deployment.

In the Foundational OUs column, two OUs have been added to the basic structure:

- **Security_Prod OU** – Provides a read-only area for security policies, as well as a break-glass security audit area.
- **Infrastructure OU** – You may wish to separate the Infrastructure OU, recommended previously, into two OUs, Infrastructure_Test (for pre-production infrastructure) and Infrastructure_Prod (for production infrastructure).
In the Additional OUs area, several more OUs have been added to the basic structure. These following are the next recommended OUs to create as your environment grows:

- **Workloads OU** – The Workloads OU, recommended previously but optional, has been separated into two OUs, Workloads_Test (for pre-production workloads) and Workloads_Prod (for production workloads).
- **PolicyStaging OU** – Allows system administrators to test their changes to controls and policies before fully applying them.
- **Suspended OU** – Offers a location for accounts that may have been disabled temporarily.

### About the Root

The Root is not an OU. It is a container for the management account, and for all OUs and accounts in your organization. Conceptually, the Root contains all of the OUs. It cannot be deleted. You cannot govern enrolled accounts at the Root level within AWS Control Tower. Instead, govern enrolled accounts within your OUs. For a helpful diagram, see the [AWS Organizations documentation](#).

### Administrative tips for landing zone setup

- The AWS Region where you do the most work should be your home Region.
- Set up your landing zone and deploy your Account Factory accounts from within your home Region.
- If you’re investing in several AWS Regions, be sure that your cloud resources are in the Region where you’ll do most of your cloud administrative work and run your workloads.
- By keeping your workloads and logs in the same AWS Region, you reduce the cost that would be associated with moving and retrieving log information across regions.
- The audit and other Amazon S3 buckets are created in the same AWS Region from which you launch AWS Control Tower. We recommend that you do not move these buckets.
- You can make your own log buckets in the Log Archive account, but it is not recommended. Be sure to leave the buckets created by AWS Control Tower.
- Your Amazon S3 access logs must be in the same AWS Region as the source buckets.
- When launching, AWS Security Token Service (STS) endpoints must be activated in the management account, for all Regions supported by AWS Control Tower. Otherwise, the launch may fail midway through the configuration process.
- **AWS Control Tower supports tagging for enabled controls only.** For more information, see [AWS Control Tower supports tagging for enabled controls](#) (p. 1661).
- We recommend enabling multi-factor authentication (MFA) for every account that AWS Control Tower manages.

### Considerations about VPCs

- The VPC created by AWS Control Tower is limited to the AWS Regions in which AWS Control Tower is available. Some customers whose workloads run in non-supported Regions may want to disable the VPC that is created with your Account Factory account. They may prefer to create a new VPC using the Service Catalog portfolio, or to create a custom VPC that runs only in the required Regions.
- The VPC created by AWS Control Tower is not the same as the default VPC that is created for all AWS accounts. In Regions where AWS Control Tower is supported, AWS Control Tower deletes the default VPC when it creates the AWS Control Tower VPC.
- If you delete your default VPC in your home AWS Region, it's best to delete it in all other AWS Regions.
Recommendations for setting up groups, roles, and policies

As you set up your landing zone, it's a good idea to decide ahead of time which users will require access to certain accounts and why. For example, a security account should be accessible only to the security team, the management account should be accessible only to the cloud administrators' team, and so forth.

For more information about this topic, see Identity and access management in AWS Control Tower (p. 1587).

Recommended restrictions

You can restrict the scope of administrative access to your organizations by setting up an IAM role or policy that allows administrators to manage AWS Control Tower actions only. The recommended approach is to use the IAM policy arn:aws:iam::aws:policy/service-role/AWSControlTowerServiceRolePolicy. With the AWSControlTowerServiceRolePolicy role enabled, an administrator can manage AWS Control Tower only. Be sure to include appropriate access to AWS Organizations for managing your preventive controls, and SCPs, and access to AWS Config, for managing detective controls, in each account.

When you're setting up the shared audit account in your landing zone, we recommend that you assign the AWSSecurityAuditors group to any third-party auditors of your accounts. This group gives its members read-only permission. An account must not have write permissions on the environment that it is auditing, because it can violate compliance with Separation of Duty requirements for auditors.

You can impose conditions in your role trust policies, to restrict the accounts and resources that interact with certain roles in AWS Control Tower. We strongly recommend that you restrict access to the AWSControlTowerAdmin role, because it allows wide access permissions. For more information, see Optional conditions for your role trust relationships (p. 100).

Guidance for creating and modifying AWS Control Tower resources

We recommend the following best practices as you create and modify resources in AWS Control Tower. This guidance might change as the service is updated.

General Guidance

- Do not modify or delete resources created by AWS Control Tower in the management account or in the shared accounts. Modification of these resources can require you to update your landing zone or re-register an OU.
- Do not modify or delete the AWS Identity and Access Management (IAM) roles created within the shared accounts in the Security organizational unit (OU). Modification of these roles can require an update to your landing zone.
- For more information about the resources created by AWS Control Tower, see What Are the Shared Accounts? (p. 3).
- Do not disallow usage of any AWS Regions through either SCPs or AWS Security Token Service (AWS STS). Doing so will cause AWS Control Tower to enter an undefined state. If you disallow Regions with AWS STS, your functionality will fail in those Regions, because authentication would be unavailable in
those Regions. Instead, rely on the Region in the AWS Control Tower deny capability, as shown in the control, Deny access to AWS based on the requested AWS Region (p. 1554).

- The AWS Organizations FullAWSAccess SCP must be applied and should not be merged with other SCPs. Change to this SCP is not reported as drift; however, some changes may affect AWS Control Tower functionality in unpredictable ways, if access to certain resources is denied. For example, if the SCP is detached, or modified, an account may lose access to an AWS Config recorder or create a gap in CloudTrail logging.

- In general, AWS Control Tower performs a single action at a time, which must be completed before another action can begin. For example, if you attempt to provision an account while the process of enabling a control is already in operation, account provisioning will fail.

**Exception:**

- AWS Control Tower allows concurrent actions to deploy optional preventive and detective controls. See Concurrent deployment for optional controls (p. 224).

- AWS Control Tower allows up to ten concurrent create, update, or enroll actions on accounts, with account factory.

- Keep an active AWS Config recorder. If you delete your Config recorder, detective controls cannot detect and report drift. Non-compliant resources may be reported as Compliant due to insufficient information.

- Do not delete the AWSControlTowerExecution role from your member accounts, even in unenrolled accounts. If you do, you will not be able to enroll these accounts with AWS Control Tower, or register their immediate parent OUs.

- Do not use the AWS Organizations DisableAWSServiceAccess API to turn off AWS Control Tower service access to the organization where you've set up your landing zone. If you do so, certain AWS Control Tower drift detection features may not function properly without messaging support from AWS Organizations. These drift detection features help guarantee that AWS Control Tower can report the compliance status of of organizational units, accounts, and controls in your organization accurately. For more information, see API_DisableAWSServiceAccess in the AWS Organizations API Reference.

**Tips about accounts and OUs**

- We recommend that you keep each registered OU to a maximum of 300 accounts, so that you can update those accounts with the Re-register OU capability whenever account updates are required, such as when you configure new Regions for governance.

- To reduce the time required when registering an OU, we recommend that you keep the number of accounts per OU to around 150, even though the limit is 300 accounts per OU. As a general rule, the time required to register an OU increases according to the number of Regions in which your OU is operating, multiplied by the number of accounts in the OU.

- As an estimate, an OU with 150 accounts requires approximately 2 hours to register and enable controls, and about 1 hour to re-register. Also, an OU that has many controls takes longer to register than an OU with few controls.

- One concern about allowing a longer timeframe for registering an OU is that this process blocks other actions. Some customers are comfortable allowing longer times to register or re-register an OU, because they prefer to allow more accounts in each OU.

**When to sign in as a root user**

Certain administrative tasks require that you must sign in as a root user. You can sign in as a root user to an AWS account that was created by account factory in AWS Control Tower.
You must sign in as a root user to perform the following actions:

- Change certain account settings, including the account name, root user password, or email address. For more information, see Update and move account factory accounts with AWS Control Tower or with AWS Service Catalog (p. 135).
- To close an AWS account.
- For more information about actions that require root user login credentials, see Tasks that require root user credentials in the AWS Account Management Reference Guide.

Note
To change or enable your AWS Support plan, you must be signed in as the root user or be a user with the appropriate IAM permissions.

To sign in as root user

1. Open the AWS sign-in page.
   If you don't have the email address of the AWS account to which you require access, you can get it from AWS Control Tower. Open the console for the management account, choose Accounts, and look for the email address.
2. Enter the email address of the AWS account to which you require access, and then choose Next.
3. Choose Forgot password? to have password reset instructions sent to the root user email address.
4. Open the password reset email message from the root user mailbox, then follow the instructions to reset your password.
5. Open the AWS sign-in page, then sign in with your reset password.

AWS Organizations Guidance

- You can find guidance about best practices to protect the security of your AWS Control Tower management account and member accounts in the AWS Organizations documentation.
  - Best practices for the management account
  - Best practices for member accounts
- Don't use AWS Organizations to update service control policies (SCPs) attached to an OU that is registered with AWS Control Tower. Doing so could result in the controls entering an unknown state, which will require you to repair your landing zone or re-register your OU in AWS Control Tower. Instead, you can create new SCPs and attach those to the OUs rather than editing the SCPs that AWS Control Tower has created.
- Moving individual, already enrolled, accounts into AWS Control Tower, from outside of a registered OU, causes drift that must be repaired. See Types of Governance Drift (p. 184).
- If you use AWS Organizations to create, invite, or move accounts within an organization registered with AWS Control Tower, those accounts are not enrolled by AWS Control Tower and those changes are not recorded. If you need access to these accounts through SSO, see Member Account Access.
- If you use AWS Organizations to move an OU into an organization created by AWS Control Tower, the external OU is not registered by AWS Control Tower.
- AWS Control Tower handles permission filtering differently than AWS Organizations does. If your accounts are provisioned with AWS Control Tower account factory, end-users can see the names and parents of all OUs in the AWS Control Tower console, even if they don't have permission to retrieve those names and parents from AWS Organizations directly.
- AWS Control Tower does not support mixed permissions on organizations, such as permission to view an OU's parent but not to view OU names. For this reason, AWS Control Tower administrators are expected to have full permissions.
• The AWS Organizations FullAWSAccess SCP must be applied and should not be merged with other SCPs. Change to this SCP is not reported as drift; however, some changes may affect AWS Control Tower functionality in unpredictable ways, if access to certain resources is denied. For example, if the SCP is detached, or modified, an account may lose access to an AWS Config recorder or create a gap in CloudTrail logging.

• Don’t use the AWS Organizations DisableAWSServiceAccess API to turn off AWS Control Tower service access to the organization where you’ve set up your landing zone. If you do so, certain AWS Control Tower drift detection features may not function properly without messaging support from AWS Organizations. These drift detection features help guarantee that AWS Control Tower can report the compliance status of organizational units, accounts, and controls in your organization accurately. For more information, see API_DisableAWSServiceAccess in the AWS Organizations API Reference.

IAM Identity Center guidance

Note
SSO is an abbreviation used in the technology industry to denote single sign-on. In general terms, SSO is a session and user authentication service. It permits someone to use one set of login credentials for access to many applications. When referring to the single-sign on capability in AWS, we are referring to the AWS service called AWS Identity and Access Management, and abbreviated as IAM or IAM Identity Center.

AWS Control Tower recommends that you use AWS Identity and Access Management (IAM) to regulate access to your AWS accounts. However, you have the option to choose whether AWS Control Tower sets up IAM Identity Center for you, whether you set up IAM Identity Center for yourself, in a way that meets your business requirements most effectively, or whether to select another method for account access.

By default, AWS Control Tower sets up AWS IAM Identity Center for your landing zone, in alignment with best-practices guidance defined in Organizing your AWS environment using multiple accounts. Most customers choose the default. Alternative access methods are required sometimes, for regulatory compliance in specific industries or countries, or in AWS Regions where AWS IAM Identity Center is not available.

Choosing an option
From the console, you can choose to self-manage IAM Identity Center during the landing zone set up process, rather than allowing AWS Control Tower to set it up for you. At any time later, you can choose to change this selection, by modifying the landing zone settings and updating your landing zone on the landing zone Settings page.

To discontinue AWS IAM Identity Center in AWS Control Tower, or to begin using AWS IAM Identity Center

1. Navigate to the landing zone Settings page
2. Select the Configurations tab
3. Then choose the appropriate radio button, to change your selection for AWS IAM Identity Center.

After you choose to self-manage AWS IAM Identity Center as your IdP, AWS Control Tower creates only those roles and policies needed to manage AWS Control Tower, such as AWSControlTowerAdmin and AWSControlTowerAdminPolicy. For landing zones that self-manage, AWS Control Tower no longer creates IAM roles and groupings for customer-specific use — not during the landing zone set-up process, nor during account provisioning with Account Factory.

Note
If you remove AWS IAM Identity Center from your AWS Control Tower landing zone, the users, groups, and permission sets that AWS Control Tower created are not removed. We recommend that you remove these resources.
Account Factory customers with alternative identity providers (IdPs) such as Azure AD, Ping, or Okta, can follow the AWS IAM Identity Center process to connect to an external identity provider and onboard their IdP. You can return to having AWS Control Tower generate your groupings and roles at any time, by modifying the landing zone settings.

- For specific information about how AWS Control Tower works with IAM Identity Center based on your identity source, see Considerations for AWS IAM Identity Center customers in the Pre-launch checks section of the Getting Started page of this User Guide.
- For additional information about how the behavior of AWS Control Tower interacts with IAM Identity Center and different identity sources, refer to Considerations for Changing Your Identity Source in the IAM Identity Center User Guide.
- See Manage Users and Access Through AWS IAM Identity Center (p. 1580) for more information about working with AWS Control Tower and IAM Identity Center.

Account Factory guidance

You can encounter issues when using Account Factory to provision a new account in AWS Control Tower. For information about how to troubleshoot these issues, see the section New Account Provisioning Failed (p. 1646) in Troubleshooting of the AWS Control Tower User Guide.

We recommend that you create federated users or IAM roles instead of IAM users. Federated users and IAM roles provide you with temporary credentials. IAM users have long-term credentials that can be difficult to manage. For more information, see IAM identities (users, user groups, and roles) in the IAM User Guide.

If you’re authenticated as an IAM user or IAM Identity Center user when provisioning a new account in Account Factory or when using the Enroll account feature AWS Control Tower, verify that your user has access to your AWS Service Catalog portfolio. Otherwise, you might receive an error message from Service Catalog. For more information, see No Launch Paths Found Error (p. 1649) in the Troubleshooting section of the AWS Control Tower User Guide.

Note
Up to five accounts can be provisioned at a time.

Guidance on Subscribing to SNS Topics

- The aws-controltower-AllConfigNotifications SNS topic receives all events published by AWS Config, including compliance notifications and Amazon CloudWatch event notifications. For example, this topic informs you if a control violation has occurred. It also gives information about other types of events. (Learn more from AWS Config about what they publish when this topic is configured.)
- Data Events from the aws-controltower-BaselineCloudTrail trail are set to publish to the aws-controltower-AllConfigNotifications SNS topic as well.
- To receive detailed compliance notifications, we recommend that you subscribe to the aws-controltower-AllConfigNotifications SNS topic. This topic aggregates compliance notifications from all child accounts.
- To receive drift notifications and other notifications as well as compliance notifications, but fewer notifications overall, we recommend that you subscribe to the aws-controltower-AggregateSecurityNotifications SNS topic.
- To receive notifications about AWS Control Tower Account Factory for Terraform (AFT) errors, you can subscribe to an SNS topic called aft_failure_notifications, shown in the AFT repository. For example:

```hcl
resource "aws_sns_topic" "aft_failure_notifications" {
```
Guidance for KMS keys

AWS Control Tower works with AWS Key Management Service (AWS KMS). Optionally, if you wish to encrypt and decrypt your AWS Control Tower resources with an encryption key that you manage, you can generate and configure AWS KMS keys. You can add or change a KMS key any time you update your landing zone. As a best practice, we recommend using your own KMS keys and changing them from time to time.

AWS KMS allows you to create multi-Region KMS keys and asymmetric keys. However, AWS Control Tower does not support multi-Region keys or asymmetric keys. AWS Control Tower performs a pre-check of your existing keys. You may see an error message if you select a multi-Region key or an asymmetric key. In that case, generate another key for use with AWS Control Tower resources.

For customers who operate an AWS CloudHSM cluster: Create a custom key store associated with your CloudHSM cluster. Then you can create a KMS key, which resides in the CloudHSM custom key store you created. You can add this KMS key to AWS Control Tower.

You must make a specific update to the permissions policy of a KMS key to make it work with AWS Control Tower. For details, refer to the section called Update the KMS key policy (p. 23).
Configuration update management in AWS Control Tower

It is the responsibility of the members of your central cloud administrators' team to keep your landing zone updated. Updating your landing zone ensures that AWS Control Tower is patched and updated. In addition, to protect your landing zone from potential compliance issues, the members of the central cloud administrator team should resolve drift issues as soon as they're detected and reported.

**Note**
The AWS Control Tower console indicates when your landing zone needs to be updated. If you don't see an option to update, your landing zone is already up to date.

The following table contains a list of AWS Control Tower landing zone update releases, with links to descriptions of each release.

<table>
<thead>
<tr>
<th>Version</th>
<th>Release date</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.2</td>
<td>6-09-2023</td>
<td>Landing zone version 3.2 (p. 1666)</td>
</tr>
<tr>
<td>3.1</td>
<td>2-09-2023</td>
<td>Landing zone version 3.1 (p. 1673)</td>
</tr>
<tr>
<td>3.0</td>
<td>7-26-2022</td>
<td>Landing zone version 3.0 (p. 1677)</td>
</tr>
<tr>
<td>2.9</td>
<td>4-22-2022</td>
<td>Landing zone version 2.9 (p. 1682)</td>
</tr>
<tr>
<td>2.8</td>
<td>2-10-2022</td>
<td>Landing zone version 2.8 (p. 1682)</td>
</tr>
<tr>
<td>2.7</td>
<td>4-8-2021</td>
<td>Landing zone version 2.7</td>
</tr>
<tr>
<td>2.6</td>
<td>12-29-2020</td>
<td>Landing zone version 2.6</td>
</tr>
<tr>
<td>2.5</td>
<td>11-18-2020</td>
<td>Landing zone version 2.5</td>
</tr>
<tr>
<td>2.4</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>2.3</td>
<td>3-5-2020</td>
<td>Landing zone version 2.3</td>
</tr>
<tr>
<td>2.2</td>
<td>11-13-19</td>
<td>Landing zone version 2.2</td>
</tr>
<tr>
<td>2.1</td>
<td>6-24-19</td>
<td>Landing zone version 2.1</td>
</tr>
</tbody>
</table>

Each time you update your landing zone, you have the opportunity to modify your landing zone settings.

**Benefits of updating**
- You can change your governed Regions
• You can change your log retention policy
• You can add or remove the Region deny control
• You can apply AWS KMS encryption keys
• You can activate or deactivate your organization-level CloudTrail trail.
• You can resolve landing zone drift (p. 184)

When you update your landing zone, you receive the latest features for AWS Control Tower, automatically. View your current landing zone version on the Landing zone settings page.

You have the opportunity to clear unused AWS Identity center (formerly called AWS SSO) mappings when you update your landing zone. For more information, see Field Notes: Clear Unused IAM Identity Center Mappings Automatically During AWS Control Tower Upgrades.

Prerequisite for Update and Repair – turn off Requester Pays
Before you update or repair your landing zone, be sure that the Amazon S3 logging bucket for the Log Archive account does not have the Requester Pays feature enabled. You must turn off that feature before you begin the Update or Repair process. When AWS Control Tower sets up your logging bucket, this feature is not enabled. Therefore, only the customers who have subsequently activated the Requester Pays feature must turn it off. For more information, see Amazon S3 bucket policy for CloudTrail and Using Requester Pays buckets.

About Updates

Updates are required to correct governance drift, or to move to a new version of AWS Control Tower. To perform a complete update of AWS Control Tower, you must update your landing zone first and then update the enrolled accounts individually. You may need to perform three types of updates at different times.

• A landing zone update: Most often this type of update is performed by choosing Update on the Landing zone settings page. You may need to perform a landing zone update to repair certain types of drift, and you can choose Repair when necessary.

• An update of one or more individual accounts: You must update accounts if the associated information changes, or if certain types of drift have occurred. If an account requires an update, the account's status will show Update available on the Accounts page.

To update a single account, navigate to the account detail page and select Update account. Accounts also may be updated by a manual process, by choosing Re-register OU, or with an automated scripting approach, described in a later section of this page.

• A full update: A full update includes an update of your landing zone, followed by an update of all the enrolled accounts in your registered OU. Full updates are required with a new release of AWS Control Tower such as 2.9, 3.0, and so forth.

Note
After completing a landing zone update, you cannot undo the update or downgrade to a previous version.

Update Your Landing Zone

The easiest way to update your AWS Control Tower landing zone is through the Landing zone settings page, which you can reach by choosing Landing zone settings in the left navigation of the AWS Control Tower dashboard.
The **Landing zone settings** page shows you the current version of your landing zone, and it lists any updated versions that may be available. You can choose the **Update** button if you need to update your version.

**Note**
Alternatively, you can update your landing zone manually. The update takes approximately the same amount of time, whether you use the **Update** button or the manual process. To perform a manual update of your landing zone only, see steps 1 and 2 that follow.

## Manual updates

The following procedure walks you through the steps of a full update for AWS Control Tower manually. To update an individual account, see [Update the account in the console](p. 135).

**To update your landing zone manually, with any number of accounts per OU**

2. Review the information in the wizard and choose **Update**. This updates the backend of the landing zone as well as your shared accounts. This process can take a little more than half an hour.
3. Update your member accounts (this procedure must be followed for an OU that contains over 300 accounts).
4. From the left navigation pane, choose **Organization**.
5. To update each account, follow the steps given in [Update the account in the console](p. 135).

**Optionally Re-register OU to update accounts**
For registered AWS Control Tower OUs with fewer than 300 accounts, you can go to the OU page in the dashboard and select **Re-register OU** to update the accounts in that OU.

## Resolve drift with Repair and Re-register

Drift often occurs as you and your organization members use the landing zone.

Drift detection is automatic in AWS Control Tower. Automated scans of your SCPs help you identify resources that need changes or configuration updates that must be made to resolve the drift.

To repair most types of drift, choose **Repair** on the **Landing zone settings** page. Also, you can repair some types of drift by choosing to **Re-register** an OU. For more information about types of drift and how to resolve them, see [Types of Governance Drift](p. 184) and [Detect and resolve drift in AWS Control Tower](p. 181).

One special case of repair occurs for role drift. If a required role is not available, the console shows a warning page and some instructions on how to restore the role. Your landing zone is unavailable until the role drift is repaired. This drift repair is not the same as a full landing zone repair. For more information, see [Don't delete required roles](p. 183) in the section called **Types of drift to repair right away**.

**Note**
When you fully repair your landing zone, the landing zone is upgraded to the latest landing zone version.

## Provision and update accounts using automation

You can provision or update individual accounts in AWS Control Tower by several methods:
You can provision and customize accounts with **AWS Control Tower Account Factory for Terraform** (AFT). For more information, see [Overview of AWS Control Tower Account Factory for Terraform (AFT)](p. 156).

You can update accounts with **Customizations for AWS Control Tower** (CfCT). For more information, see [Customizations for AWS Control Tower (CfCT) overview](p. 70).

**Script automation:** If you prefer to use an API approach, you can update accounts using the **API framework** of Service Catalog and the AWS CLI to update the accounts in a batch process. You’d call the **UpdateProvisionedProduct** API of Service Catalog for each account. You can write a script to update the accounts, one by one, with this API. More information about this approach, when adding Regions for governance, is available in a blog post, [Enabling guardrails in new AWS Regions](p. 6).

You can update as many as five (5) accounts at a time. You must wait for at least one account update to succeed before beginning the next account update. Therefore, the process may take a long time if you have a lot of accounts, but it is not complicated. For more information about this approach, see the [Walkthrough: Automate Account Provisioning in AWS Control Tower by Service Catalog APIs](p. 1629).

**Video walkthrough**

The [Video Walkthrough](p. 1632) is designed for automated account provisioning with a script, but the steps also apply to account updating. Use the **UpdateProvisionedProduct** API instead of the **ProvisionProduct** API.

A further step of automation by script is to check for **Succeed** status of the AWS Control Tower **UpdateLandingZone** lifecycle event. Use it as a trigger to begin updating individual accounts as described in the video. A lifecycle event marks the completion of a sequence of activities, so the occurrence of this event means that a landing zone update is complete. The landing zone update must be complete before account updates begin. For more information about working with lifecycle events, see [Lifecycle Events](p. 6).

**Also see:**

- [Using AWS CloudShell to work with AWS Control Tower](p. 63).
- [Automate tasks in AWS Control Tower](p. 62).
One page of the document contains the following content:

Automate tasks in AWS Control Tower

Many customers prefer to automate tasks in AWS Control Tower, such as account provisioning, control assignment, and auditing. You can set up these automated actions with calls to:

- AWS Service Catalog APIs
- AWS Organizations APIs
- AWS Control Tower APIs
- the AWS CLI

The Related information (p. 1653) page contains links to many excellent technical blog posts that can help you automate tasks in AWS Control Tower. The sections that follow provide links to areas in this AWS Control Tower User Guide that can assist you with automating tasks.

Automating control tasks

You can automate tasks related to applying and removing controls (also known as guardrails) through the AWS Control Tower API. For details, see the AWS Control Tower API Reference.

For more information about how to perform operations with AWS Control Tower APIs, see the blog post AWS Control Tower releases API, pre-defined controls to your organizational units.

Automated account closure

You can automate the closure of AWS Control Tower member accounts with an AWS Organizations API. For more information, see Close an AWS Control Tower member account through AWS Organizations (p. 139).

Automated account provisioning and updating

AWS Control Tower Account Factory Customization (AFC) helps you create accounts from the AWS Control Tower console, with customized AWS CloudFormation templates that we refer to as blueprints. This process is automated in the sense that you can create new accounts and update accounts repeatedly, after setting up a single blueprint, without maintaining pipelines.

AWS Control Tower Account Factory for Terraform (AFT) follows a GitOps model to automate the processes of account provisioning and account updating in AWS Control Tower. For more information, see Provision accounts with AWS Control Tower Account Factory for Terraform (AFT) (p. 151).

Customizations for AWS Control Tower (CfCT) helps you customize your AWS Control Tower landing zone and stay aligned with AWS best practices. Customizations are implemented with AWS CloudFormation templates and service control policies (SCPs). For more information, see Customizations for AWS Control Tower (CfCT) overview (p. 70).

For more information and a video about automated account provisioning, see Walkthrough: Automated account provisioning in AWS Control Tower and Automated provisioning with IAM roles.

Also see Update accounts by script.

Programmatic auditing of accounts
For more information about auditing accounts programmatically, see Programmatic roles and trust relationships for the AWS Control Tower audit account.

Automating other tasks

For information about how to increase certain AWS Control Tower service quotas with an automated request method, view this video: Automate Service Limit Increases.

For technical blogs that cover automation and integration use cases, see Automation and integration.

Two open source samples are available on GitHub to help you with certain automation tasks related to security.

- The sample called aws-control-tower-org-setup-sample shows how to automate setting up the Audit account as the delegated administrator for security-related services.
- The sample called aws-control-tower-account-setup-using-step-functions shows how to automate security best practices using Step Functions, when provisioning and configuring new accounts. This sample includes adding principals to organizationally-shared AWS Service Catalog portfolios and associating organization-wide AWS IAM Identity Center groups to new accounts automatically. It also illustrates how to delete the default VPC in every Region.

The AWS Security Reference Architecture includes code examples for automating tasks related to AWS Control Tower. For more information, see the AWS Prescriptive Guidance pages and the associated GitHub repository.

For information about using AWS Control Tower with AWS CloudShell, an AWS service that facilitates working in the AWS CLI, see AWS CloudShell and the AWS CLI.

Because AWS Control Tower is an orchestration layer for AWS Organizations, many other AWS services are available by means of APIs and the AWS CLI. For more information, see Related AWS services.

Using AWS CloudShell to work with AWS Control Tower

AWS CloudShell is an AWS service that facilitates working in the AWS CLI — it’s a browser-based, pre-authenticated shell that you can launch directly from the AWS Management Console. There’s no need to download or install command line tools. You can run AWS CLI commands for AWS Control Tower and other AWS services from your preferred shell (Bash, PowerShell or Z shell).

When you launch AWS CloudShell from the AWS Management Console, the AWS credentials you used to sign in to the console are available in a new shell session. You can skip entering your configuring credentials when you interact with AWS Control Tower and other AWS services, and you’ll be using AWS CLI version 2, which is pre-installed on the shell’s compute environment. You’re pre-authenticated with AWS CloudShell.

Obtaining IAM permissions for AWS CloudShell

AWS Identity and Access Management provides access management resources that allow administrators to grant permissions to IAM users and IAM Identity Center users for access to AWS CloudShell.

The quickest way for an administrator to grant access to users is through an AWS managed policy. An AWS managed policy is a standalone policy that’s created and administered by AWS. The following AWS managed policy for CloudShell can be attached to IAM identities:
• AWSCloudShellFullAccess: Grants permission to use AWS CloudShell with full access to all features.

If you want to limit the scope of actions that an IAM user or IAM Identity Center user can perform with AWS CloudShell, you can create a custom policy that uses the AWSCloudShellFullAccess managed policy as a template. For more information about limiting the actions that are available to users in CloudShell, see Managing AWS CloudShell access and usage with IAM policies in the AWS CloudShell User Guide.

**Note**
Your IAM identity also requires a policy that grants permission to make calls to AWS Control Tower. For more information, see Permissions required to use the AWS Control Tower console.

### Interacting with AWS Control Tower using AWS CloudShell

After you launch AWS CloudShell from the AWS Management Console, you can immediately start to interact with AWS Control Tower from the command line interface. AWS CLI commands work in the standard way in CloudShell.

**Note**
When using AWS CLI in AWS CloudShell, you don't need to download or install any additional resources. You're already authenticated within the shell, so you don't need to configure credentials before making calls.

#### Launch AWS CloudShell

- From the AWS Management Console, you can launch CloudShell by choosing the following options available on the navigation bar:
  - Choose the CloudShell icon.
  - Start typing "cloudshell" in Search box and then choose the CloudShell option.

Now that you've started CloudShell, you can enter any AWS CLI commands you require to work with AWS Control Tower. For example, you can check your AWS Config status.

#### Using AWS CloudShell to help set up AWS Control Tower

Before performing these procedures, unless it's otherwise indicated, you must be signed in to the AWS Management Console in the home Region for your landing zone, and you must be signed in as an IAM Identity Center user or IAM user with administrative permissions for the management account that contains your landing zone.

1. Here's how you can use AWS Config CLI commands in AWS CloudShell to determine the status of your configuration recorder and delivery channel before you start to configure your AWS Control Tower landing zone.

   **Check your AWS Config status**

   **View commands:**

   - `aws configservice describe-delivery-channels`
   - `aws configservice describe-delivery-channel-status`
   - `aws configservice describe-configuration-recorders`
   - The normal response is something like "name": "default"
2. If you have an existing AWS Config recorder or delivery channel that you need to delete before you set up your AWS Control Tower landing zone, here are some commands you can enter:

Manage your pre-existing AWS Config resources

Delete commands:

• `aws configservice stop-configuration-recorder --configuration-recorder-name NAME-FROM-DESCRIBE-OUTPUT`
• `aws configservice delete-delivery-channel --delivery-channel-name NAME-FROM-DESCRIBE-OUTPUT`
• `aws configservice delete-configuration-recorder --configuration-recorder-name NAME-FROM-DESCRIBE-OUTPUT`

Important
Do not delete the AWS Control Tower resources for AWS Config. Loss of these resources can cause AWS Control Tower to enter an inconsistent state.

For more information, see the AWS Config documentation

• Managing the Configuration Recorder (AWS CLI)
• Managing the Delivery Channel

3. This example shows AWS CLI commands you'd enter from AWS CloudShell to enable or disable trusted access for AWS Organizations. For AWS Control Tower you do not need to enable or disable trusted access for AWS Organizations, it is just an example. However, you may need to enable or disable trusted access for other AWS services if you're automating or customizing actions in AWS Control Tower.

Enable or disable trusted service access

• `aws organizations enable-aws-service-access`
• `aws organizations disable-aws-service-access`

Create an Amazon S3 bucket with AWS CloudShell

In the following example, you can use AWS CloudShell to create an Amazon S3 bucket and then use the `PutObject` method to add a code file as an object in that bucket.

1. To create a bucket in a specified AWS Region, enter the following command in the CloudShell command line:

   ```bash
   aws s3api create-bucket --bucket insert-unique-bucket-name-here --region us-east-1
   ```

   If the call is successful, the command line displays a response from the service similar to the following output:

   ```json
   {
   "Location": "/insert-unique-bucket-name-here"
   }
   ```

   Note
   If you don't adhere to the rules for naming buckets (using only lowercase letters, for example), the following error is displayed: An error occurred (InvalidBucketName) when calling the CreateBucket operation: The specified bucket is not valid.
2. To upload a file and add it as an object to the bucket that was just created, call the `PutObject` method:

```bash
aws s3api put-object --bucket insert-unique-bucket-name-here --key add_prog --body add_prog.py
```

If the object is uploaded successfully to the Amazon S3 bucket, the command line displays a response from the service similar to the following output:

```
{
    "ETag": "\"ab123c1:w:wad4a567d8b9d9a1234ebbaa56\""
}
```

The **ETag** is the hash of the object that's been stored. It can be used to check the integrity of the object uploaded to Amazon S3.

## Creating AWS Control Tower resources with AWS CloudFormation

AWS Control Tower is integrated with AWS CloudFormation, a service that helps you to model and set up your AWS resources so that you can spend less time creating and managing your resources and infrastructure. You create a template that describes all the AWS resources that you want, such as `AWS::ControlTower::EnabledControl` (such as controls). AWS CloudFormation provisions and configures those resources for you.

When you use AWS CloudFormation, you can reuse your template to set up your AWS Control Tower resources consistently and repeatedly. Describe your resources once, and then provision the same resources over and over in multiple AWS accounts and Regions.

### AWS Control Tower and AWS CloudFormation templates

To provision and configure resources for AWS Control Tower and related services, you must understand [AWS CloudFormation templates](https://docs.aws.amazon.com/CloudFormation/latest/UserGuide/). Templates are formatted text files in JSON or YAML. These templates describe the resources that you want to provision in your AWS CloudFormation stacks. If you're unfamiliar with JSON or YAML, you can use AWS CloudFormation Designer to help you get started with AWS CloudFormation templates. For more information, see [What is AWS CloudFormation Designer?](https://docs.aws.amazon.com/CloudFormation/latest/UserGuide/) in the [AWS CloudFormation User Guide](https://docs.aws.amazon.com/CloudFormation/latest/UserGuide/).

AWS Control Tower supports creating `AWS::ControlTower::EnabledControl` (control resources) in AWS CloudFormation. For more information, including examples of JSON and YAML templates for `AWS::ControlTower::EnabledControl`, see the [AWS Control Tower resource type reference](https://docs.aws.amazon.com/CloudFormation/latest/UserGuide/aws-controltower-enabledcontrol.html) in the [AWS CloudFormation User Guide](https://docs.aws.amazon.com/CloudFormation/latest/UserGuide/).

**Note**

The limit for `EnableControl` and `DisableControl` updates in AWS Control Tower is 10 concurrent operations.

To view some AWS Control Tower examples for the CLI and the console, see [Enable controls with AWS CloudFormation](https://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/aws-controltower-enabledcontrol.html) (p. 221).

## Learn more about AWS CloudFormation

To learn more about AWS CloudFormation, see the following resources:
• AWS CloudFormation
• AWS CloudFormation User Guide
• AWS CloudFormation API Reference
• AWS CloudFormation Command Line Interface User Guide
Customize your AWS Control Tower landing zone

Certain aspects of your AWS Control Tower landing zone are configurable in the console, such as selection of Regions and optional controls. Other changes may be made outside the console, with automation.

For example, you can create more extensive customizations of your landing zone with the Customizations for AWS Control Tower capability, a GitOps-style customization framework that works with AWS CloudFormation templates and AWS Control Tower lifecycle events.

Customize from the AWS Control Tower console

To make these customizations to your landing zone, follow the steps given by the AWS Control Tower console.

Select customized names during setup

- You can select your top-level OU names during setup. You can rename your OUs at any time using the AWS Organizations console, but making changes to your OUs in AWS Organizations may cause repairable drift (p. 181).
- You can select the names of your shared Audit and Log Archive accounts, but you cannot change the names after setup. (This is a one-time selection.)

Tip
Remember that renaming an OU in AWS Organizations does not update the corresponding provisioned product in Account Factory. To update the provisioned product automatically (and avoid drift), you must perform the OU operation through AWS Control Tower, including creating, deleting, or re-registering an OU.

Select AWS Regions

- You can customize your landing zone by selecting specific AWS Regions for governance. Follow the steps in the AWS Control Tower console.
- You can select and de-select AWS Regions for governance when you update your landing zone.
- You can set the Region Deny control to Enabled or Not enabled, and control user access to most AWS services in ungoverned AWS Regions.

For information about AWS Regions where CfCT has deployment limitations, see Control limitations (p. 40).

Customize by adding optional controls

- Strongly recommended and elective controls are optional, which means that you can customize the level of enforcement for your landing zone by choosing which ones to enable. Optional controls (p. 1560) are not enabled by default.
- The optional Controls that enhance data residency protection (p. 1539) allow you to customize the Regions in which you store and allow access to your data.
• The optional controls that are part of the integrated Security Hub standard allow you to scan your AWS Control Tower environment to check for security risks.
• The optional proactive controls allow you to check your AWS CloudFormation resources before they are provisioned, to make sure the new resources will comply with your environment's control objectives.

**Customize your AWS CloudTrail trails**

• When you update your landing zone to version 3.0 or later, you can choose to opt into or opt out of organization-level CloudTrail trails managed by AWS Control Tower. You can change this selection any time you update your landing zone. AWS Control Tower creates an organization-level trail in your management account, and that trail enters active or inactive status, based on your choice. Landing zone 3.0 does not support account-level CloudTrail trails; however, if you require these, you can configure and manage your own trails. You may incur additional cost for duplicate trails.

**Create customized member accounts in the console**

• You can create AWS Control Tower member accounts that are customized, and you can update existing member accounts to add customizations, from the AWS Control Tower console. For more information, see [Customize accounts with Account Factory Customization (AFC)](p. 141).

---

**Automate customizations outside the AWS Control Tower console**

Some customizations are not available through the AWS Control Tower console, but they can be implemented in other ways. For example:

• You can customize accounts during provisioning, in a GitOps-style workflow, with [Account Factory for Terraform (AFT)](p. 151).

  AFT is deployed with a Terraform module, available in the [AFT repository](https://github.com/aws/aws-terraform-module).
• You can customize your AWS Control Tower landing zone with [Customizations for AWS Control Tower](p. 70) (CfCT), a package of functionality that is built upon AWS CloudFormation templates and service control policies (SCPs). You can deploy the custom templates and policies to individual accounts and organizational units (OUs) within your organization.

  Source code for CfCT is available in a [GitHub repository](https://github.com/aws/aws-control-tower).

**Benefits of Customizations for AWS Control Tower (CfCT)**

The package of functionality that we refer to as Customizations for AWS Control Tower (CfCT) helps you create more extensive customizations for your landing zone than you can create in the AWS Control Tower console. It offers a GitOps-style, automated process. You can reshape your landing zone to meet your business requirements.

This *infrastructure-as-code* customization process integrates AWS CloudFormation templates with AWS service control policies (SCPs) and AWS Control Tower *lifecycle events* (p. 1616), so that your resource deployments remain synchronized with your landing zone. For example, when you create a new account with Account Factory, the resources attached to the account and the OU can be deployed automatically.
Note
Unlike Account Factory and AFT, CfCT is not specifically intended to create new accounts, but to customize accounts and OUs in your landing zone by deploying resources that you specify.

Benefits

- **Expand a customized and secure AWS environment** – You can expand your multi-account AWS Control Tower environment more quickly, and incorporate AWS best practices into a repeatable customization workflow.

- **Instantiate your requirements** – You can customize your AWS Control Tower landing zone for your business requirements, with the AWS CloudFormation templates and service control policies that express your policy intentions.

- **Automate further with AWS Control Tower lifecycle events** – Lifecycle events allow you to deploy resources based on completion of a previous series of events. You can rely on a lifecycle event to help you deploy resources to accounts and OUs, automatically.

- **Extend your network architecture** – You can deploy customized network architectures that improve and protect your connectivity, such as a transit gateway.

Additional CfCT examples

- An example networking use case with Customizations for AWS Control Tower (CfCT) is given in the AWS Architecture blog post, [Deploy consistent DNS with Service Catalog and AWS Control Tower customizations](https://aws.amazon.com/blogs/architecture/deploy-consistent-dns-with-service-catalog-and-aws-control-tower-customizations/).

- A specific example related to CfCT and Amazon GuardDuty is available on GitHub in the [aws-samples repository](https://github.com/aws-samples/controlling-your-account).

- Additional code examples regarding CfCT are available as part of the AWS Security Reference Architecture, in the [aws-samples repository](https://github.com/aws-samples/aws-security-reference-architecture). Many of these examples contain sample `manifest.yaml` files in a directory named `customizations_for_aws_control_tower`.

For more information about the AWS Security Reference Architecture, see the [AWS Prescriptive Guidance pages](https://aws.amazon.com/prescriptive-guidance/).

Customizations for AWS Control Tower (CfCT) overview

*Customizations for AWS Control Tower (CfCT)* helps you customize your AWS Control Tower landing zone and stay aligned with AWS best practices. Customizations are implemented with AWS CloudFormation templates and service control policies (SCPs).

This CfCT capability is integrated with AWS Control Tower lifecycle events, so that your resource deployments remain synchronized with your landing zone. For example, when a new account is created through account factory, all resources attached to the account are deployed automatically. You can deploy the custom templates and policies to individual accounts and organizational units (OUs) within your organization.

The following video describes best practices for deploying a scalable CfCT pipeline and common CfCT customizations.

The following section provides architectural considerations and configuration steps for deploying Customizations for AWS Control Tower (CfCT). It includes a link to the [AWS CloudFormation template](https://aws.amazon.com/cloudformation/) that launches, configures, and runs the required AWS services, in alignment with AWS best practices for security and availability.
This topic is intended for IT infrastructure architects and developers who have practical experience architecting in the AWS Cloud.

For information about the latest updates and changes to Customizations for AWS Control Tower (CfCT), refer to the CHANGELOG.md file in the GitHub repository.

**Architecture overview**

Deploying CfCT builds the following environment in the AWS Cloud.

**Figure 1: Customizations for AWS Control Tower architecture**

CfCT includes an AWS CloudFormation template that you deploy in your AWS Control Tower management account. The template launches all the components necessary to build the workflows, so you can customize your AWS Control Tower landing zone.

**Note**

CfCT must be deployed in the AWS Control Tower home Region and in the AWS Control Tower management account, because that is where your AWS Control Tower landing zone is deployed. For information about setting up an AWS Control Tower landing zone, refer to Getting started (p. 16).

As you deploy CfCT, it packages and uploads the custom resources to the code pipeline source, by means of Amazon Simple Storage Service (Amazon S3). The upload process automatically invokes the service control policies (SCPs) state machine and the AWS CloudFormation StackSets state machine to deploy the SCPs at the OU level, or to deploy stack instances at the OU or account level.

**Note**

By default, CfCT creates an Amazon S3 bucket to store the pipeline source, but you can change the location to an AWS CodeCommit repository. For more information, refer to Set up Amazon S3 as the configuration source (p. 80).

CfCT deploys two workflows:

- an AWS CodePipeline workflow
- and an AWS Control Tower lifecycle event workflow.

**The AWS CodePipeline workflow**

The AWS CodePipeline workflow configures AWS CodePipeline, AWS CodeBuild projects, and AWS Step Functions that orchestrate the management of AWS CloudFormation StackSets and SCPs in your organization.
When you upload the configuration package, CfCT invokes the code pipeline to run three stages.

- **Build Stage** – validates the contents of the configuration package using AWS CodeBuild.
- **SCP Stage** – invokes the service control policy state machine, which calls the AWS Organizations API to create SCPS.
- **AWS CloudFormation Stage** – invokes the stack set state machine to deploy the resources specified in the list of accounts or OUs, which you’ve provided in the manifest file (p. 83).

At each stage, the code pipeline invokes the stack set and SCP step functions, which deploy custom stack sets and SCPs to the targeted individual accounts, or to an entire organizational unit.

**Note**
For detailed information about customizing the configuration package, refer to CfCT customization guide (p. 81).

**The AWS Control Tower lifecycle event workflow**

When a new account is created in AWS Control Tower, a lifecycle event (p. 1616) can invoke the AWS CodePipeline workflow. You can customize the configuration package through this workflow, which consists of an Amazon EventBridge event rule, an Amazon Simple Queue Service (Amazon SQS) first-in-first-out (FIFO) queue, and an AWS Lambda function.

When the Amazon EventBridge event rule detects a matching lifecycle event, it passes the event to the Amazon SQS FIFO queue, invokes the AWS Lambda function, and invokes the code pipeline to perform downstream deployment of stack sets and SCPs.

**Cost**

The cost for running CfCT depends on the number of AWS CodePipeline runs, the duration of AWS CodeBuild runs, the number and duration of AWS Lambda functions, and the number of Amazon EventBridge events published. For example, if you run 100 builds in one month using build.general1.small where each build runs for five minutes, then the approximate cost for running CfCT is $3.00 per month. For full details, you can review the pricing webpage for each AWS service you are running.

The Amazon Simple Storage Service (Amazon S3) bucket and AWS CodeCommit Git-based repository resources are retained after you delete the template, to protect your configuration information. Depending on the option you select, you are charged based on the amount of data stored in the Amazon S3 bucket and the number of Git requests (not applicable to Amazon S3 resource). Refer to Amazon S3 and AWS CodeCommit pricing for details.

**Component services**

The following AWS services are components of Customizations for AWS Control Tower (CfCT).

**AWS CodeCommit**

Based on your input to the AWS CloudFormation template, CfCT can create an AWS CodeCommit repository with the same sample configuration that’s explained in the Amazon Simple Storage Service section.

To clone the CfCT AWS CodeCommit repository to your local computer, you must create credentials that give you temporary access to the repository, as explained in the AWS CodeCommit User Guide. For information about version compatibility, see Setting up for AWS CodeCommit.
AWS CodePipeline

AWS CodePipeline validates, tests, and implements changes based on updates to the configuration package, which you'll make in either the default Amazon S3 bucket or the AWS CodeCommit repository. For more information about changing the configuration source control to AWS CodeCommit, refer to Using Amazon S3 as the Configuration Source (p. 80). The pipeline includes stages to validate and manage the configuration files and templates, core accounts, AWS Organizations service control policies, and AWS CloudFormation StackSets. For more information about the pipeline stages, refer to CfCT customization guide (p. 81).

AWS Key Management Service

CfCT creates an AWS Key Management Service (AWS KMS) CustomControlTowerKMSKey encryption key. This key is used to encrypt objects in the Amazon S3 configuration bucket, Amazon SQS queue, and sensitive parameters in the AWS Systems Manager Parameter Store. By default, only roles provisioned by CfCT have permission to perform encryption or decryption operations with this key. For access to the configuration file, FIFO queue, or Parameter Store SecureString values, administrators must be added to the CustomControlTowerKMSKey policy. Automatic key rotation is enabled by default.

AWS Lambda

CfCT uses AWS Lambda functions to invoke the installation components during the initial installation and deployment of AWS CloudFormation StackSets or AWS Organizations SCPs during an AWS Control Tower lifecycle event.

Amazon Simple Notification Service

CfCT may publish notifications, such as pipeline approval to Amazon Simple Notification Service (Amazon SNS) topics during the workflow. Amazon SNS is launched only when you choose to receive pipeline approval notifications.

Amazon Simple Storage Service

When you deploy CfCT, CfCT creates an Amazon Simple Storage Service (Amazon S3) bucket with a unique name:

**Example: Amazon S3 bucket name**

custom-control-tower-configuration-accountID-region

The bucket contains a sample configuration file called _custom-control-tower-configuration.zip

Notice the leading underscore in the file name.

This zip file provides a sample manifest and the related sample templates that describe the necessary folder structure. These examples help you develop a configuration package to customize your AWS Control Tower landing zone. The sample manifest identifies the required configurations for stack sets and service control policies (SCPs) you'll need, when you implement your customizations.

You can use this sample configuration package as a model, to develop and upload your custom package, which triggers the CfCT configuration pipeline automatically.

For information about customizing the configuration file, see CfCT customization guide (p. 81).
Amazon Simple Queue Service

CfCT uses an Amazon Simple Queue Service (Amazon SQS) FIFO queue to capture lifecycle events from Amazon EventBridge. It triggers an AWS Lambda function, which invokes AWS CodePipeline to deploy AWS CloudFormation StackSets or SCPs. For more information about SCPs, see AWS Organizations.

AWS Step Functions

CfCT creates Step Functions to orchestrate customization deployments. These Step Functions translate configuration files to deploy the customizations as needed across environments.

AWS Systems Manager Parameter Store

AWS Systems Manager Parameter Store stores the CfCT configuration parameters. These parameters allow you to integrate related configuration templates. For example, you can configure each account to log AWS CloudTrail data to a centralized Amazon S3 bucket. Also, the Systems Manager Parameter Store provides a centralized location where administrators can view CfCT inputs and parameters.

Deployment considerations

Be sure to launch Customizations for AWS Control Tower (CfCT) in the same account and Region where your AWS Control Tower landing zone is deployed; that is, you must deploy it in the AWS Control Tower management account in your AWS Control Tower home Region. By default, CfCT creates and runs the landing zone configuration package by setting up a configuration pipeline in that account and Region.

Prepare for deployment

You have some options when you prepare your AWS CloudFormation template for initial deployment. You can choose the configuration source, and you can allow for manual approval of pipeline deployments. The next two sections explain more about these options.

Choose your configuration source

By default, the template creates an Amazon Simple Storage Service (Amazon S3) bucket to store the sample configuration package as a .zip file called _custom-control-tower-configuration.zip. The Amazon S3 bucket is version controlled, and you can update the configuration package as needed. For information about updating the configuration package, refer to Using Amazon S3 as the Configuration Source (p. 80).

Note
The sample configuration package filename begins with an underscore (_) so that AWS CodePipeline is not initiated automatically. When you have finished customizing the configuration package, be sure to upload the custom-control-tower-configuration.zip without the underscore (_) in order to begin the deployment in AWS CodePipeline.

You can change the storage location of the configuration package from the S3 bucket to an AWS CodeCommit Git repository by selecting the AWS CodeCommit option in the AWS CloudFormation parameter. This option enables you to manage version control easily.

Note
When you're using the default S3 bucket, be sure that the configuration package is available as a .zip file. When you're using the AWS CodeCommit repository, be sure that the configuration package is placed in the repository without zipping the files. For information about creating and storing the configuration package in AWS CodeCommit, see CfCT customization guide (p. 81).
You can use the sample configuration package to create your own custom configuration source. When you are ready to deploy your custom configurations, manually upload the configuration package, either to the Amazon S3 bucket or to the AWS CodeCommit repository. The pipeline begins automatically when you upload the configuration file.

**Note**
When you’re using AWS CodeCommit to store the configuration package, it is not necessary to zip the package. For information about creating and storing the configuration package in AWS CodeCommit, refer to [CfCT customization guide (p. 81)](https://aws.amazon.com/). 

**Choose your pipeline configuration approval parameters**

The AWS CloudFormation template provides the option to approve the deployment of configuration changes manually. By default, manual approval is not enabled. For more information, refer to [Step 1. Launch the stack (p. 76)](https://aws.amazon.com/).

When manual approval is enabled, the configuration pipeline validates the customizations made to the AWS Control Tower file manifest and templates, then it pauses the process until manual approval is granted. After approval, the deployment proceeds to run the remaining pipeline stages, as needed, to implement the *Customizations for AWS Control Tower* (CfCT) functionality.

You can use the manual approval parameter to keep the customizations for the AWS Control Tower configuration from running, by rejecting the first attempt to run through the pipeline. This parameter also allows you to validate customizations for the AWS Control Tower configuration changes manually, as a final control before implementation.

**To update Customizations for AWS Control Tower**

If you have previously deployed CfCT, you must update the AWS CloudFormation stack to get the latest version of the CfCT framework. For details, refer to [Update the Stack (p. 78)](https://aws.amazon.com/).

**Template and source code**

Customizations for AWS Control Tower (CfCT) are deployed in your management account after you launch your AWS CloudFormation template. You can download the template from GitHub and then launch it from [AWS CloudFormation](https://aws.amazon.com/).

The `customizations-for-aws-control-tower.template` deploys the following:

- An AWS CodeBuild project
- An AWS CodePipeline project
- An Amazon EventBridge rule
- AWS Lambda functions
- An Amazon Simple Queue Service queue
- An Amazon Simple Storage Service bucket with a sample configuration package
- AWS Step Functions

**Note**
You can customize the template based on your specific requirements.

**Source code repository**

You can visit our [GitHub repository](https://github.com/) to download the templates and scripts for CfCT, and to share your landing zone customizations with others.
Automated deployment

Before you launch the automated deployment, review the considerations (p. 74). Follow the step-by-step instructions in this section to configure and deploy the solution into your AWS Control Tower management account.

**Time to deploy**: Approximately 15 minutes

### Prerequisites

CfCT must be deployed in your AWS Control Tower management account, and in your AWS Control Tower home Region. If you do not have a landing zone set up, see *Getting started* (p. 16).

### Deployment steps

The procedure for deploying CfCT consists of two major steps. For detailed instructions, follow the links for each step.

**Step 1. Launch the stack** (p. 76)

- Launch the AWS CloudFormation template into your management account.
- Review the template parameters, and adjust if necessary.

**Step 2. Create a custom package** (p. 78)

- Create a custom configuration package.

**Important**

To download the correct AWS CloudFormation template and launch CfCT, follow the GitHub link given in this section. Do not follow older links to any previously specified S3 buckets.

### Step 1. Launch the stack

The AWS CloudFormation template in this section deploys *Customizations for AWS Control Tower* (CfCT) in your account.

**Note**

You are responsible for the cost of the AWS services used while you run CfCT. For more details, see *Cost* (p. 72).

1. To launch *Customizations for AWS Control Tower*, download the template from GitHub and then launch it from AWS CloudFormation.

2. The template launches in the US East (N. Virginia) Region by default. To launch CfCT in a different AWS Region, use the Region selector in the console navigation bar.

**Note**

CfCT must be launched in the same Region and account where you deployed your AWS Control Tower landing zone, which is your home Region.

3. On the *Create stack* page, verify that the correct template URL shows in the URL text box and choose Next.

4. On the *Specify stack details* page, assign a name to your CfCT stack.

5. Under Parameters, review the following parameters and modify them in the template, if necessary.
### Pipeline Configuration

<table>
<thead>
<tr>
<th><strong>Pipeline Approval Stage</strong></th>
<th><strong>No</strong></th>
<th>Choose whether to change the pipeline configuration from the default automated approval stage to a manual approval stage. For more information, see the section called “CfCT customization guide” (p. 81).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pipeline Approval Email Address</strong></td>
<td><code>&lt;Optional Input&gt;</code></td>
<td>The email address for approval notifications. To use this parameter, you must set the Pipeline Approval Stage parameter to Yes.</td>
</tr>
<tr>
<td><strong>AWS CodePipeline Source</strong></td>
<td>Amazon S3</td>
<td>The source for AWS CodePipeline to help you select where to store and configure the CfCT customizations.</td>
</tr>
</tbody>
</table>

### AWS CodeCommit Setup

<table>
<thead>
<tr>
<th><strong>Existing CodeCommit Repository?</strong></th>
<th><strong>No</strong></th>
<th>Choose whether to use an existing CodeCommit Git repository. If you choose Yes, you must set the CodePipeline Source parameter to AWS CodeCommit.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CodeCommit Repository Name</strong></td>
<td><code>custom-control-tower-configuration</code></td>
<td>The Git repository name. To use this parameter, you must set the AWS CodePipeline Source parameter to AWS CodeCommit. This name is used to create a new Git repository, and must be unique. If you provide the name of an existing Git repository, you must set the Existing CodeCommit Repository? parameter to Yes and enter the exact name of that repository.</td>
</tr>
<tr>
<td><strong>CodeCommit Branch Name</strong></td>
<td><code>main</code></td>
<td>The Git branch where the customization package is stored. Git repositories can have many branches. This is the default name given to the branch in the Git repository. To use this parameter, you must set the CodePipeline Source parameter to AWS CodeCommit.</td>
</tr>
</tbody>
</table>
Step 2. Create a custom package

With the launched stack, you can add customizations to your AWS Control Tower landing zone and service control policies (SCPs) by customizing the included configuration package. For detailed instructions on creating a custom package, refer to the CfCT customization guide (p. 81).

Note
The pipeline does not run without uploading the custom configuration package.

Update the stack

If you previously deployed Customizations for AWS Control Tower (CfCT), follow the procedure to update the AWS CloudFormation stack for the latest version of the CfCT framework.

Important
Before you can complete the following procedure, you must upload the latest template from GitHub to an Amazon Simple Storage Service (Amazon S3) bucket. For instructions on how to get started with Amazon S3, see Getting started with Amazon S3 in the Amazon Simple Storage Service User Guide.

1. Sign in to the AWS CloudFormation console.
2. Select your existing **Customizations for AWS Control Tower** (CfCT) CloudFormation stack, and then select **Update**.

3. Under **Prerequisite — Prepare template**, select **Replace current template**.

4. Under **Specify template**, do the following:
   a. For **Template source**, select **Replace current template**.
   b. For **Amazon S3 URL**, enter the template URL for the template that you previously uploaded from GitHub to Amazon S3, and then choose **Next**.
   c. Verify that the template URL is correct. Then choose **Next** and **Next** again.

5. Under **Parameters**, review the parameters for the template and modify them as necessary. Refer to [Step 1. Launch the stack](p. 76) for details about the parameters.

6. Choose **Next**.

7. On the **Configure stack options** page, choose **Next**.

8. On the **Review** page, review and confirm the settings. Be sure to check the box acknowledging that the template might create AWS Identity and Access Management (IAM) resources.

9. Choose **View change set** and verify the changes.

10. Choose **Update stack** to deploy the stack.

    You can view the status of the stack in the AWS CloudFormation console in the **Status** column. You should see a status of **UPDATE_COMPLETE** in approximately 15 minutes.

---

### Delete a stack set

You can delete a stack set if you've enabled stack set deletion in the manifest file. By default, the `enable_stack_set_deletion` parameter is set to `false`. In this configuration, no action is taken to delete the associated stack set when a resource is removed from the CfCT manifest file.

If you change the value of `enable_stack_set_deletion` to `true` in the manifest file, CfCT deletes the stack set and all of its resources when you remove an associated resource from the manifest file.

This capability is supported in v2 of the manifest file.

**Important**

When you initially set the value of `enable_stack_set_deletion` to true, the next time you invoke CfCT, **ALL** resources that begin with the prefix `CustomControlTower-`, which have the associated key tag Key:AWS_Solutions, Value: CustomControlTowerStackSet, and which are not declared in the manifest file, are staged for deletion.

Here's an example of how to set this parameter in a `manifest.yaml` file:

```yaml
version: 2021-03-15
region: us-east-1
enable_stack_set_deletion: true   #New opt-in functionality

resources:
- name: demo_resource_1
  resource_file: s3://demo_bucket/resource.template
deployment_targets:
  accounts:
  - 012345678912
deploy_method: stack_set
...regions:
- us-east-1
- us-west-2
```
Set up Amazon S3 as the configuration source

When you set up Customizations for AWS Control Tower, it stores an initial configuration file, called _custom-control-tower-configuration.zip file in an Amazon Simple Storage Service (Amazon S3) bucket, named custom-control-tower-configuration-account-ID-region.

Note
If you choose to download and modify this file, remember to zip the changes, save as a new file named custom-control-tower-configuration.zip, and then upload it back to the same Amazon S3 bucket.

The Amazon S3 bucket is the default source of the pipeline. When default settings are in place, uploading a configuration zip file without the underscore prefix in the file name to the S3 bucket will initiate the pipeline automatically.

The zip file is protected by Server-Side Encryption (SSE) with AWS Key Management Service (AWS KMS), and denial of use of the KMS key. For access to the zip file, you must update the KMS Key Policy to specify the role(s) that should be granted access. The role may be an administrator role, a user, or both. Follow this procedure:

1. Navigate to the AWS Key Management Service console.
2. In Customer Managed Keys, select CustomControlTowerKMSKey.
3. Select the Key policy tab. Then, select Edit.
4. In the Edit key policy page, find the Allow Use of the key section in the code, and add one of the following permissions:
   - To add an administration role:
     `arn:aws:iam::<account-ID>:role/<administrator-role>`
   - To add a user:
     `arn:aws:iam::<account-ID>:user/<username>`
5. Select Save Changes.
6. Navigate to the Amazon S3 console, find the S3 bucket containing the configuration zip file, and select download.
7. Make the necessary configuration changes to the manifest file and template files. For information about customizing the manifest and template files, see the section called "CfCT customization guide" (p. 81).
8. Upload your changes:
   a. Zip the modified configuration files, and name the file: custom-control-tower-configuration.zip.
   b. Upload the file to Amazon S3 using SSE with the AWS KMS master-key: CustomControlTowerKMSKey.
Collection of operational metrics

Customizations for AWS Control Tower (CfCT) includes an option to send anonymous operational metrics to AWS. AWS uses this data to understand how customers are using CfCT, as well as other related services and products. When data collection is enabled, the following information is sent to AWS:

- **Solution ID:** The AWS solution identifier
- **Unique ID (UUID):** Randomly generated, unique identifier for each deployment
- **Timestamp:** Data-collection timestamp
- **State Machine Execution Count:** Incrementally counts the number of times this state machine runs
- **Manifest Version:** The manifest version used in the configuration

**Note**
AWS owns the data it collects. Data collection is subject to the [AWS Privacy Policy](https://aws.amazon.com/privacy/).

To opt out of sending anonymous operational metrics to AWS, complete one of the following tasks:

- **Update the AWS CloudFormation template mapping section as follows:**

  ```
  from
  AnonymousData:
  SendAnonymousData:
  Data: Yes
  to
  AnonymousData:
  SendAnonymousData:
  Data: No
  ```

- **After CfCT is deployed, find the /org/primary/metrics_flag SSM parameter key in the Parameter Store console, and update the value to No.**

CfCT customization guide

The Customizations for AWS Control Tower (CfCT) guide is for administrators, DevOps professionals, independent software vendors, IT infrastructure architects, and systems integrators who want to customize and extend their AWS Control Tower environments for their company and customers. It provides information about customizing and extending the AWS Control Tower environment with the CfCT customization package.

**Note**
To deploy and configure (CfCT), you must deploy and process a configuration package through AWS CodePipeline. The following sections describe the process in detail.

Code pipeline overview

The configuration package requires Amazon Simple Storage Service (Amazon S3) and AWS CodePipeline. The configuration package contains these items:

- A manifest file
- An accompanying set of templates
- Other JSON files for describing and implementing your AWS Control Tower environment customizations

By default, the _custom-control-tower-configuration_.zip configuration package is loaded in an Amazon S3 bucket with the following naming convention:

**custom-control-tower-configuration-accountID-region.**

**Note**
By default, CfCT creates an Amazon S3 bucket to store the pipeline source, but you can change the source location to an AWS CodeCommit repository. For more information, see [Edit a pipeline in CodePipeline](aws_codepipeline_user_guide) in the **AWS CodePipeline User Guide**.

The **manifest file** is a text file that describes the AWS resources you can deploy to customize your landing zone. CodePipeline does these tasks:

- extracts the manifest file, accompanying set of templates, and other JSON files
- performs manifest and template validations
- invokes sections in the manifest file to run specific [pipeline stages](aws_codepipeline_user_guide) (p. 82).

When you update the configuration package by customizing the manifest file and removing the underscore (_) from the configuration package filename, it automatically initiates AWS CodePipeline.

**Note**
The sample configuration package filename begins with an underscore (_) so that AWS CodePipeline is not automatically triggered. When you have completed the customization of the configuration package, upload the file custom-control-tower-configuration.zip without the underscore (_) in order to trigger the deployment in AWS CodePipeline.

### AWS CodePipeline stages

The CfCT pipeline requires several AWS CodePipeline stages to implement and update your AWS Control Tower environment.

1. **Source stage**

   The source stage is the initial stage. Your customized configuration package initiates this pipeline stage. The source for the AWS CodePipeline can be either an Amazon S3 bucket or an AWS CodeCommit repository, in which the configuration package can be hosted.

2. **Build stage**

   The build stage requires AWS CodeBuild to validate the contents of the configuration package. These checks include testing the **manifest.yaml** file syntax and schema, along with all AWS CloudFormation templates included in the package or remotely hosted, using AWS CloudFormation `validate-template` and `cfn_nag`. If the manifest file and AWS CloudFormation templates pass the tests, the pipeline continues to the next stage. If the tests fail, you can review the CodeBuild logs to identify the issue and edit the configuration source file as needed.

3. **Manual approval stage (optional)**

   The manual approval stage is optional. If you enable this stage, it provides additional control over the configuration pipeline. It pauses the pipeline during deployment, until an approval is given. You can opt into manual approval by editing the **Pipeline Approval Stage** parameter to **Yes** when you launch the stack.

4. **Service control policy stage**

   The service control policy stage invokes the service control policy state machine to call AWS Organizations APIs that create service control policies (SCPs).
5. **AWS CloudFormation resource stage**

The AWS CloudFormation resource stage invokes the stack set state machine to deploy the resources specified in the list of accounts or organizational units (OUs), which you provided in the manifest file. The state machine creates the AWS CloudFormation resources in the order that they are specified in the manifest file, unless a resource dependency is specified.

**Define a custom configuration**

You'll define your custom AWS Control Tower configuration with the manifest file, the accompanying set of templates, and other JSON files. You'll package these files into a folder structure and place them in the Amazon S3 bucket as a `.zip` file, as shown in the following code example.

**Custom configuration folder structure**

```
- manifest.yaml
- policies/   [optional]
  - service control policies files (*.json)
- templates/ [optional]
  - template files for AWS CloudFormation Resources (*.template)
```

The previous example depicts the structure of a custom configuration folder. The folder structure stays the same whether you choose Amazon S3 or an AWS CodeCommit repository as your source storage location. If you choose Amazon S3 as source storage, compress all the folders and files into a `custom-control-tower-configuration.zip` file, and upload only the `.zip` file to the designated Amazon S3 bucket.

**Note**

If you are using AWS CodeCommit, place the files in the repository without zipping the files.

**The manifest file**

The `manifest.yaml` file is a text file that describes your AWS resources. The following example shows the structure of the manifest file.

```
---
region: String
version: 2021-03-15
resources:
  #set of CloudFormation resources or SCP policies
...
```

As shown in the previous code example, the first two lines of the manifest file specify the values of the `region` and the `version` keywords. Here are the definitions of those keywords.

**region** – A text string for the AWS Control Tower default Region. This value must be a valid AWS Region name (such as us-east-1, eu-west-1, or ap-southeast-1). The AWS Control Tower home Region is the default when you create custom AWS Control Tower resources (such as AWS CloudFormation StackSets), unless a more resource-specific Region is specified.

```
region: your-home-region
```

**version** – The manifest schema version number. The latest supported version is 2021-03-15.

```
version: 2021-03-15
```
**Note**

We strongly recommend you use the latest version. To update manifest properties in the latest version, refer to [Manifest version upgrades (p. 93)](#).

The next keyword shown in the previous example is the **resources** keyword. The **resources** section of the manifest file is highly structured. It contains a detailed list of AWS resources, which will be deployed automatically by the CfCT pipeline. These descriptions of resources and their available parameters are given in the next section.

### The resources section of the manifest file

This topic describes the **resources** section of the manifest file, where you'll define the resources that are required for your customizations. This section of the manifest file begins at the keyword **resources** and continues to the end of the file.

The **resources** section of the manifest file specifies the AWS CloudFormation StackSets or AWS Organizations SCPs, which CfCT deploys automatically through the code pipeline. You can list OUs, accounts, and Regions to deploy stack instances.

Stack instances are deployed at the account level instead of the OU level. SCPs are deployed at the OU level. For more information, see [Build your own customizations](#).

The following example template describes the possible entries that are available for the **resources** section of the manifest file.

```yaml
resources: # List of resources
  - name: [String]
    resource_file: [String] [Local File Path, S3 URI, S3 URL]
  deployment_targets: # account and/or organizational unit names
    accounts: # array of strings, [0-9]{12}
      - 012345678912
      - AccountName1
    organizational_units: # array of strings
      - OuName1
      - OuName2
  deploy_method: scp | stack_set
  parameters: # List of parameters [SSM, Alfred, Values]
    - parameter_key: [String]
    - parameter_value: [String]
  export_outputs: # list of ssm parameters to store output values
    - name: /org/member/test-ssm/app-id
      value: $[output_ApplicationId]
  regions: # list of strings
    - [String]
```

The remainder of this topic gives detailed definitions for the keywords shown in the previous code example.

**name** – The name that is associated with the AWS CloudFormation StackSets.

The string you provide assigns a more user-friendly name for a stack set.

- **Type:** String
- **Required:** Yes
- **Valid Values:** a-z, A-Z, 0-9, and an underscore (_). Any other character is automatically replaced with an underscore (_).

**description** – The description for the resource.

- **Type:** String
Define a custom configuration

- **Required**: No

**resource_file** – This file can be specified as the relative location to the manifest file, an Amazon S3 URI or URL that points to an AWS CloudFormation template or AWS Organizations service control policy in JSON for creating AWS CloudFormation resources or SCPs.

- **Type**: String
- **Required**: Yes

1. The following example shows the `resource_file`, given as a relative location to the resource file inside the configuration package.

   ```yaml
   resources:
   - name: SecurityRoles
     resource_file: templates/custom-security.template
   ```

2. The following example shows the resource file given as an Amazon S3 URI

   ```yaml
   resources:
   - name: SecurityRoles
     resource_file: s3://bucket-name/[key-name]
   ```

3. The following example shows the resource file given as an Amazon S3 HTTPS URL

   ```yaml
   resources:
   - name: SecurityRoles
     resource_file: https://bucket-name.s3.Region.amazonaws.com/key-name
   ```

   **Note**
   If you provide an Amazon S3 URL, verify that the bucket policy allows read access for the AWS Control Tower management account from which you are deploying CfCT. If you provide an Amazon S3 HTTPS URL, verify that the path uses dot notation. For example, S3.us-west-1. CfCT does not support endpoints that contain a dash between S3 and the Region, such as S3-us-west-2.

4. The following example shows an Amazon S3 bucket policy and an ARN where resources are stored.

   ```json
   {
   "Version": "2012-10-17",
   "Statement": [
   {
   "Effect": "Allow",
   "Principal": {"AWS": "arn:aws:iam::AccountId:root"},
   "Action": "s3:GetObject",
   "Resource": "arn:aws:s3:::my-bucket/**"
   }
   ]
   }
   ```

   You'll replace the `AccountId` variable shown in the example with the AWS account ID for the management account that is deploying CfCT. For more examples, refer to [Bucket policy examples](https://docs.aws.amazon.com/AmazonS3/latest/userguide/bucket-policy-examples.html) in the Amazon Simple Storage Service User Guide.

**parameters** – Specifies the name and value for AWS CloudFormation parameters.

- **Type**: MapList
• **Required**: No

The parameters section contains pairs of key/value parameters. The following pseudo template outlines the `parameters` section.

```plaintext
parameters:
- parameter_key: [String]
  parameter_value: [String]
```

- **parameter_key** – The key associated with the parameter.
  - **Type**: String
  - **Required**: Yes (under parameters property)
  - **Valid Values**: a-z, A-Z, and 0-9

- **parameter_value** – The input value associated with the parameter.
  - **Type**: String
  - **Required**: Yes (under parameters property)

**deploy_method** – The deployment method for deploying resource(s) into the account. Currently, `deploy_method` supports deploying resources using the `stack_set` option for resource deployment through AWS CloudFormation StackSets, or the `scp` option if you are deploying SCPs.

- **Type**: String
- **Valid Values**: `stack_set` | `scp`
- **Required**: Yes

**deployment_targets** – List of accounts or Organizational Units (OUs), into which CfCT will deploy the AWS CloudFormation resources, specified as `accounts` or `organizational_units`.

**Note**
If you want to deploy an SCP, the target must be an OU, not an account.

- **Type**: List of string `account name` or `account number` to indicate that this resource will be deployed into the given account list, or `OU names` to indicate that this resource will be deployed into the given OU list.
- **Required**: At least one of `accounts` or `organizational_units`

  - **accounts**:
    - **Type**: List of string `account name` or `account number` to indicate that this resource will be deployed into the given account list.

  - **organizational_units**:
    - **Type**: List of string `OU names` to indicate that this resource will be deployed into a given OU list. If you provide an OU that doesn't contain accounts and the `accounts` property is not added, CfCT only creates the stack set.

**Note**
The organization's management account ID is not an allowed value. CfCT does not support deploying stack instances into the organization's management account.

**export_outputs** – List of name/value pairs that denote SSM parameter keys. These SSM parameter keys allow you to store template outputs into the SSM parameter store. The output is intended for reference by other resources, defined earlier in the manifest file.
export_outputs: # List of SSM parameters
- name: [String]
  value: [String]

- **Type:** List of name and value key pairs. The name contains the name string of an SSM parameter store key, and value contains the parameter's value string.

- **Valid Values:** Any string or the $[output_CfnOutput-Logical-ID]$ variable where CfnOutput-Logical-ID corresponds to the template output variable. For more information about the Outputs section in an AWS CloudFormation template, see Outputs in the AWS CloudFormation User Guide.

- **Required:** No

For example, the following code snippet stores the template VPCID output variable into the SSM parameter key that's named /org/member/audit/vpc_id.

```yaml
export_outputs: # List of SSM parameters
  - name: /org/member/audit/VPC-ID
    value: $[output_VPCID]
```

**Note**
The export_outputs key name may contain a value other than output. For example, if the name is /org/environment-name, the value may be production.

**regions** – List of Regions in which CfCT will deploy the AWS CloudFormation stack instances.

- **Type:** Any list of AWS commercial Region names, to indicate that this resource will be deployed into the given Region list. If this keyword does not exist in the manifest file, the resources are deployed in the home Region only.

- **Required:** No

**Root OU**

CfCT supports Root as a value for an organizational unit (OU) under organizational_units in manifest V2 version (2021-03-15).

- If you choose the deployment method of scp, when you add Root under organizational_units, AWS Control Tower applies the policies to all of the OUs under the Root. If you choose the deployment method of stack_set, when you add Root under organizational_units, CfCT deploys the stack sets in all the accounts under the Root that are enrolled in AWS Control Tower, except for the management account.

- As per AWS Control Tower best practices, the management account is intended only to manage member accounts and for billing purposes. Do not run production workloads in the AWS Control Tower management account.

In accordance with best practices guidance, AWS Control Tower deployment puts the management account under the Root OU, so that it has full access and does not run additional resources. For this reason, the AWSControlTowerExecution role is not deployed to the management account.

- We recommend that you follow these best practices for the management account. If you have a specific use case that requires you to deploy stacksets in the management account, include accounts as a deployment target and specify the management account. Otherwise, do not include accounts as a deployment target. You must create the missing resources, including required IAM roles, in the management account.
To deploy stacksets in the management account, include accounts as a deployment target and specify the management account. Otherwise, do not include accounts as a deployment target.

```yaml
---
region: your-home-region
version: 2021-03-15
resources:
  ...truncated...
  deployment_targets:
    organizational_units:
      - Root
---
```

**Note**
The Root OU feature is supported only in the V2 version of the manifest file (2021-03-15). If you add Root as an OU under organizational_units, do not add any other OUs.

### Nested OU

CfCT supports listing one or more nested OUs under the organizational_units keyword in manifest V2 version (2021-03-15).

A complete path (excluding Root) for the nested OU is required, using a colon as the separator between OUs. For deployment method scp, AWS Control Tower deploys the SCPs to the last OU in the nested OU path. For deployment method stack_set, AWS Control Tower deploys the stack sets to all the accounts under the last OU in the nested OU path.

For example, consider the path OUName1:OUName2:OUName3. The last OU in the path is OUName3. CfCT deploys the SCPs to OUName3 and stack sets to all of the accounts directly under OUName3, only.

```yaml
---
region: your-home-region
version: 2021-03-15
resources:
  ...truncated...
  deployment_targets:
    organizational_units:
      - OuName1:OUName2:OUName3
---
```

**Note**
The nested OU feature is supported only in the V2 version of the manifest file (2021-03-15).

### Build your own customizations

To build your own customizations, you can modify the manifest.yaml file by adding or updating service control policies (SCPs) and AWS CloudFormation resources. For resources that must be deployed, you can add or remove accounts and OUs. You can add or modify the templates in the package folders, create your own folders, and reference the templates or folders in the manifest.yaml file.

This section explains the two main parts of building your own customizations:

- how to set up your own configuration package for service control policies
• how to set up your own configuration package for AWS CloudFormation stack sets

Set up a configuration package for service control policies

This section explains how to create a configuration package for service control policies (SCPs). The two main parts of this process are (1) prepare the manifest file, and (2) prepare your folder structure.

Step 1: Edit the manifest.yaml file

Use the sample manifest.yaml file as your starting point. Enter all necessary configurations. Add the resource_file and deployment_targets details.

The following snippet shows the default manifest file.

```yaml
---
region: us-east-1
version: 2021-03-15
resources: []
```

The value for region is added automatically during deployment. It must match the Region where you deployed CfCT. This Region must be the same as the AWS Control Tower region.

To add a custom SCP in the example-configuration folder in the zip package stored in the Amazon S3 bucket, open the example-manifest.yaml file and begin editing.

```yaml
---
region: your-home-region
version: 2021-03-15
resources:
- name: test-preventive-controls
  description: To prevent from deleting or disabling resources in member accounts
  resource_file: policies/preventive-controls.json
  deploy_method: scp
  #Apply to the following OU(s)
  deployment_targets:
    organizational_units: #array of strings
    - OUName1
    - OUName2

...truncated...
```

The following snippet shows an example of a customized manifest file. You can add more than one policy in a single change.

```yaml
---
region: us-east-1
version: 2021-03-15
resources:
- name: block-s3-public-access
  description: To S3 buckets to have public access
  resource_file: policies/block-s3-public.json
  deploy_method: scp
  #Apply to the following OU(s)
  deployment_targets:
    organizational_units: #array of strings
    - OUName1
```

...truncated...
Step 2: Create a folder structure

You can skip this step if you are using an Amazon S3 URL for the resource file and using parameters with key/value pairs.

You must include an SCP policy in JSON format to support the manifest, because the manifest file references the JSON file. Ensure that the file paths match the path information provided in the manifest file.

- A policy JSON file contains the SCPs to be deployed to OUs.

The following snippet shows the folder structure for the sample manifest file.

```yaml
- manifest.yaml
- policies/
  - block-s3-public.json
```

The following snippet is an example of a `block-s3-public.json` policy file.

```json
{
  "Version":"2012-10-17",
  "Statement":[
    {
      "Sid":"GuardPutAccountPublicAccessBlock",
      "Effect":"Deny",
      "Action":"s3:PutAccountPublicAccessBlock",
      "Resource":"arn:aws:s3:::*"
    }
  ]
}
```

Set up a configuration package for AWS CloudFormation StackSets

This section explains how to set up a configuration package for AWS CloudFormation StackSets. The two main parts of this process are: (1) prepare the manifest file, and (2) update the folder structure.

Step 1: Edit the existing manifest file

Add the new AWS CloudFormation StackSets information to the manifest file that you previously edited.

Just for review, the following snippet contains the same customized manifest file that was shown previously to set up a configuration package for SCPs. Now you can edit this file further, to include the details about your resources.

```yaml
---
region: us-east-1
version: 2021-03-15

resources:
  - name: block-s3-public-access
description: To S3 buckets to have public access
resource_file: policies/block-s3-public.json
deploy_method: scp
#Apply to the following OU(s)
```
The following snippet shows an edited sample manifest file that contains the resources details. The order of resources determines the execution order for creating resources dependencies. You can edit the following example manifest file according to your business requirements.

```
---
region: your-home-region
version: 2021-03-15
...truncated...
resources:
- name: stackset-1
  resource_file: templates/create-ssm-parameter-keys-1.template
  parameters:
  - parameter_key: parameter-1
    parameter_value: value-1
  deploy_method: stack_set
  deployment_targets:
    accounts: # array of strings, [0-9]{12}
    - account number or account name
      123456789123
    organizational_units: # array of strings, ou ids, ou-yyyy
    - OuName1
    - OUName2
  export_outputs:
    - name: /org/member/test-ssm/app-id
      value: $[output_ApplicationId]
  regions:
  - region-name
- name: stackset-2
  resource_file: s3://bucket-name/key-name
  parameters:
  - parameter_key: parameter-1
    parameter_value: value-1
  deploy_method: stack_set
  deployment_targets:
    accounts: # array of strings, [0-9]{12}
    - account number or account name
      123456789123
    organizational_units: # array of strings
    - OuName1
    - OUName2
  regions:
  - region-name
---

The following example shows that you can add more than one AWS CloudFormation resource in the manifest file.

```
---
region: us-east-1
version: 2021-03-15
resources:
- name: block-s3-public-access
  description: To S3 buckets to have public access
  resource_file: policies/block-s3-public.json
  deploy_method: scp
---
Step 2: Update the folder structure

When you update the folder structure, you can include all supporting AWS CloudFormation template files and SCP policy files that are in the manifest file. Verify that the file paths match what is provided in the manifest file.

- A template file contains the AWS resources to be deployed in OUs and accounts.
- A policy file contains the input parameters used in the template file.

The following example shows the folder structure for the sample manifest file created in Step 1 (p. 90).

- manifest.yaml
- policies/
  - block-s3-public.json
- templates/
  - transit-gateway.template

The ‘alfred’ helper and the AWS CloudFormation parameter files

CfCT provides you with a mechanism known as the alfred helper to get the value for an SSM Parameter Store key that's defined in the AWS CloudFormation template. Using the alfred helper, you can use values that are stored in the SSM Parameter Store and without updating the AWS CloudFormation template. For more information, see What is an AWS CloudFormation template? in the AWS CloudFormation User Guide.

Important

The alfred helper has two limitations. Parameters are available only in the home region of the AWS Control Tower management account. As a best practice, consider working with values that don't change from stack instance to stack instance. When the 'alfred' helper retrieves parameters, it chooses a random stack instance from the stack set that exports the variable.

Example

Suppose that you have two AWS CloudFormation stack sets. Stack set 1 has one stack instance and deploys to one account in one Region. It creates an Amazon VPC and subnets in an availability zone, and the VPC ID and subnet ID must be passed into stack set 2 as parameter values. Before the VPC ID
and subnet ID can be passed to stack set 2, the VPC ID and subnet ID must be stored in stack set 1 using AWS::SSM::Parameter. For more information, see AWS::SSM::Parameter in the AWS CloudFormation User Guide.

AWS CloudFormation stack set 1:

In the following snippet, the alfred helper can gets value for the VPC ID and subnet ID from the parameter store and pass them as input to the StackSet state machine.

```yaml
VpcIdParameter:
  Type: AWS::SSM::Parameter
  Properties:
    Name: '/stack_1/vpc/id'
    Description: Contains the VPC id
    Type: String
    Value: !Ref MyVpc

SubnetIdParameter:
  Type: AWS::SSM::Parameter
  Properties:
    Name: '/stack_1/subnet/id'
    Description: Contains the subnet id
    Type: String
    Value: !Ref MySubnet
```

AWS CloudFormation stack set 2:

The snippet shows the parameters that are specified in the AWS CloudFormation stack 2 manifest.yaml file.

```yaml
parameters:
  - parameter_key: VpcId
    parameter_value: "$[alfred_ssm_/stack_1/vpc/id]"
  - parameter_key: SubnetId
    parameter_value: "$[alfred_ssm_/stack_1/subnet/id]"
```

AWS CloudFormation stack set 2.1:

The snippet shows that you can list alfred_ssm properties to support parameters of type CommaDelimitedList. For more information, see Parameters in the AWS CloudFormation User Guide.

```yaml
parameters:
  - parameter_key: VpcId # Type: String
    parameter_value: "$[alfred_ssm_/stack_1/vpc/id']"
  - parameter_key: SubnetId # Type: String
    parameter_value: "$[alfred_ssm_/stack_1/subnet/id']"
  - parameter_key: AvailabilityZones # Type: CommaDelimitedList
    parameter_value:
      - "$[alfred_ssm_/availability_zone_1]"
      - "$[alfred_ssm_/availability_zone_2]"
```

JSON schema for the customization package
The JSON schema for the customization package for CfCT is located in the source code repository on GitHub. You can use the schema with many of your favorite development tools, and you may find it helpful for reducing errors when you build your own manifest.yaml file.

Manifest version upgrades

For information about the latest version of Customizations for AWS Control Tower (CfCT), see the CHANGELOG.md file in the GitHub repository.
Warning

Version 2.2.0 of Customizations for AWS Control Tower (CfCT) introduced a manifest schema (version 2021-03-15) to align with related AWS service APIs. The manifest schema allows a single manifest.yaml file to manage supported resources (AWS CloudFormation templates and SCPs) through decoupled DevOps workflows.

We strongly recommend that you update the manifest schema from version 2020-01-01 to version 2021-03-15 or later.

CfCT continues to support version 2021-03-15 and 2020-01-01 of the manifest.yaml file. No changes to your existing configuration are required. However, version 2020-01-01 is at End of Support. We no longer provide updates or add enhancements to version 2020-01-01. The Root OU and nested OU features aren't supported in version 2020-01-01.

Deprecated properties in manifest version 2021-03-15:

<table>
<thead>
<tr>
<th>property</th>
</tr>
</thead>
<tbody>
<tr>
<td>organization_policies</td>
</tr>
<tr>
<td>policy_file</td>
</tr>
<tr>
<td>apply_to_accounts_in_ou</td>
</tr>
<tr>
<td>cloudformation_resources</td>
</tr>
<tr>
<td>template_file</td>
</tr>
<tr>
<td>deploy_to_account</td>
</tr>
<tr>
<td>deploy_to_ou</td>
</tr>
<tr>
<td>ssm_parameters</td>
</tr>
</tbody>
</table>

Mandatory upgrade steps

When you upgrade to the manifest schema version 2021-03-15 version, here are the changes you must make to update your files. The next sections outline mandatory and recommended changes for the transition.

Organizations policies

1. Move the SCPs under organization_policies under new property resources.
2. Change the policy_file property to new property resource_file.
3. Change the apply_to_accounts_in_ou to new property deployment_targets. The OU list should be defined under sub-property organizational_units. The accounts sub-property is not supported for organizations policies.
4. Add a new property deploy_method with the value scp.

AWS CloudFormation resources

1. Move the CloudFormation resources under cloudformation_resources under new property resources.
2. Change the template_file property to new property resource_file.
3. Change the deploy_to_ou to new property deployment_targets. The OU list should be defined under sub-property organizational_units.
4. Change the deploy_to_accounts to new property deployment_targets. The account list should be defined under sub-property accounts.
5. Change the ssm_parameters property to new property export_outputs.

Highly recommended upgrade steps

AWS CloudFormation parameters

1. Change the parameter_file property to new property parameters.
2. Remove the file path in the value of the `parameter_file` property.
3. Copy the parameter key and parameter value from the existing parameter JSON file into the new format for the `parameters` property. This would help you manage them in the manifest file.

**Note**
The `parameter_file` property is supported in manifest version 2021-03-15.
Networking in AWS Control Tower

AWS Control Tower provides basic support for networking through VPCs.

If the default configuration or capabilities of the AWS Control Tower VPC do not meet your needs, you can use other AWS services to configure your VPC. For more information about how to work with VPCs and AWS Control Tower, see Building a Scalable and Secure Multi-VPC AWS Network Infrastructure.

Related topics

- For information about how AWS Control Tower works when you enroll accounts that have existing VPCs, see Enrolling existing accounts with VPCs (p. 121).
- With Account Factory, you can provision accounts that include an AWS Control Tower VPC, or you can provision accounts without a VPC. For information about how to delete the AWS Control Tower VPC or configure AWS Control Tower accounts without a VPC, see Walkthrough: Configure AWS Control Tower Without a VPC (p. 1632).
- For information about how to change account settings for VPCs, see the Account Factory documentation on updating an account.
- For more information about working with networking and VPCs in AWS Control Tower, see the section about Networking on the Related information page of this User Guide.

VPCs and AWS Regions in AWS Control Tower

As a standard part of account creation, AWS creates an AWS-default VPC in every Region, even the Regions you are not governing with AWS Control Tower. This default VPC is not the same as a VPC that AWS Control Tower creates for a provisioned account, but the AWS default VPC in a non-governed Region may be accessible to IAM users.

Administrators can enable the Region deny control, so that your end-users do not have permission to connect to a VPC in a Region that's supported by AWS Control Tower but outside your governed Regions. To configure the Region deny control, go to the Landing zone settings page and select Modify settings.

The Region deny control blocks API calls to most services in non-governed Regions. For more information, see Deny access to AWS based on the requested AWS Region (p. 1554).

Note

The Region deny control may not prevent IAM users from connecting to an AWS default VPC in a Region where AWS Control Tower is not supported.

Optionally, you can remove the AWS default VPCs in non-governed Regions. To list the default VPC in a Region you can use a CLI command similar to this example:

```
aws ec2 --region us-west-1 describe-vpcs --filter Name=isDefault,Values=true
```

Overview of AWS Control Tower and VPCs

Here are some essential facts about AWS Control Tower VPCs:

- The VPC created by AWS Control Tower when you provision an account in Account Factory is not the same as the AWS default VPC.
When AWS Control Tower sets up a new account in a supported AWS Region, AWS Control Tower automatically deletes the default AWS VPC, and it sets up a new VPC configured by AWS Control Tower.

Each AWS Control Tower account is allowed one VPC that's created by AWS Control Tower. An account can have additional AWS VPCs within the account limit.

Every AWS Control Tower VPC has three Availability Zones in all Regions except for the US West (N. California) Region, us-west-1, and two Availability Zones in us-west-1. By default, each Availability Zone is assigned one public subnet and two private subnets. Therefore, in Regions except US West (N. California) each AWS Control Tower VPC contains nine subnets by default, divided across three Availability Zones. In US West (N. California), six subnets are divided across two Availability Zones.

Each of the subnets in your AWS Control Tower VPC is assigned a unique range, of equal size.

The number of subnets in a VPC is configurable. For more information about how to change your VPC subnet configuration, see the Account Factory topic.

Because the IP addresses do not overlap, the six or nine subnets within your AWS Control Tower VPC can communicate with each other in an unrestricted manner.

When working with VPCs, AWS Control Tower makes no distinction at the Region level. Every subnet is allocated from the exact CIDR range that you specify. The VPC subnets can exist in any Region.

Notes

Manage VPC costs
If you set the Account Factory VPC configuration so that public subnets are enabled when provisioning a new account, Account Factory configures VPC to create a NAT Gateway. You will be billed for your usage by Amazon VPC.

VPC and control settings
If you provision Account Factory accounts with VPC internet access settings enabled, that Account Factory setting overrides the control Disallow internet access for an Amazon VPC instance managed by a customer (p. 1540). To avoid enabling internet access for newly provisioned accounts, you must change the setting in Account Factory. For more information, see Walkthrough: Configure AWS Control Tower Without a VPC (p. 1632).

CIDR and Peering for VPC and AWS Control Tower

This section is intended primarily for network administrators. Your company's network administrator usually is the person who selects the overall CIDR range for your AWS Control Tower organization. The network administrator then allocates subnets from within that range for specific purposes.

When you choose a CIDR range for your VPC, AWS Control Tower validates the IP address ranges according to the RFC 1918 specification. Account Factory allows a CIDR block of up to /16 in the ranges of:

- 10.0.0.0/8
- 172.16.0.0/12
- 192.168.0.0/16
- 100.64.0.0/10 (only if your internet provider allows usage of this range)

The /16 delimiter allows up to 65,536 distinct IP addresses.

You can assign any valid IP addresses from the following ranges:

- 10.0.x.x to 10.255.x.x
- 172.16.x.x – 172.31.x.x
• 192.168.0.0 – 192.168.255.255 (no IPs outside of 192.168 range)

If the range you specify is outside of these, AWS Control Tower provides an error message.

The default CIDR range is 172.31.0.0/16.

When AWS Control Tower creates a VPC using the CIDR range you select, it assigns the identical CIDR range to every VPC for every account you create within the organizational unit (OU). Due to the default overlap of IP addresses, this implementation does not initially permit peering among any of your AWS Control Tower VPCs in the OU.

**Subnets**

Within each VPC, AWS Control Tower divides your specified CIDR range evenly into nine subnets (except in US West (N. California), where it is six subnets). None of the subnets within a VPC overlap. Therefore, they all can communicate with each other, within the VPC.

In summary, by default, subnet communication within the VPC is unrestricted. The best practice for controlling communication among your VPC subnets, if needed, is to set up access control lists with rules that define the permitted traffic flow. Use security groups for control of traffic among specific instances. For more information about setting up security groups and firewalls in AWS Control Tower, see Walkthrough: Set Up Security Groups in AWS Control Tower With AWS Firewall Manager (p. 1634).

**Peering**

AWS Control Tower does not restrict VPC-to-VPC peering for communication across multiple VPCs. However, by default, all AWS Control Tower VPCs have the same default CIDR range. To support peering, you can modify the CIDR range in the settings of Account Factory so that the IP addresses do not overlap.

If you change the CIDR range in the settings of Account Factory, all new accounts that are subsequently created by AWS Control Tower (using Account Factory) are assigned the new CIDR range. The old accounts are not updated. For example, you can create an account, then change the CIDR range and create a new account, and the VPCs allocated to those two accounts can be peered. Peering is possible because their IP address ranges are not identical.
How AWS Control Tower works with roles to create and manage accounts

In general, roles are a part of identity and access management (IAM) in AWS. For general information about IAM and roles in AWS, see the IAM roles topic in the AWS IAM User Guide.

For specific information about the roles required to use the AWS Control Tower console, see Permissions Required to Use the AWS Control Tower Console (p. 1597).

Roles and account creation

AWS Control Tower creates a customer's account by calling the CreateAccount API of AWS Organizations. When AWS Organizations creates this account, it creates a role within that account, which AWS Control Tower names by passing in a parameter to the API. The name of the role is AWSControlTowerExecution.

AWS Control Tower takes over the AWSControlTowerExecution role for all accounts created by Account Factory. Using this role, AWS Control Tower baselines the account and applies mandatory (and any other enabled) controls, which results in creation of other roles. These roles in turn are used by other services, such as AWS Config.

**Note**

To baseline an account is to set up its resources, which include Account Factory templates, sometimes referred to as blueprints, and controls. The baselining process also sets up the centralized logging and security audit roles on the account, as part of deploying the templates. AWS Control Tower baselines are contained in the roles that you apply to every enrolled account.

For more information about accounts and resources, see About AWS accounts in AWS Control Tower (p. 117).

The AWSControlTowerExecution role, explained

The AWSControlTowerExecution role must be present in all enrolled accounts. It allows AWS Control Tower to manage your individual accounts and report information about them to your Audit and Log Archive accounts.

The AWSControlTowerExecution role can be added into an account in several ways, as follows:

- For accounts in the Security OU (sometimes called core accounts), AWS Control Tower creates the role at the time of initial AWS Control Tower setup.
- For an Account Factory account created through the AWS Control Tower console, AWS Control Tower creates this role at the time of account creation.
- For a single account enrollment, we ask customers to manually create the role and then enroll the account in AWS Control Tower.
- When extending governance to an OU, AWS Control Tower uses the StackSet-AWSControlTowerExecutionRole to create the role in all accounts in that OU.

Purpose of the AWSControlTowerExecution role:
• AWSControlTowerExecution allows you to create and enroll accounts, automatically, with scripts and Lambda functions.
• AWSControlTowerExecution helps you configure your organization's logging, so that all the logs for every account are sent to the logging account.
• AWSControlTowerExecution allows you to enroll an individual account in AWS Control Tower. First, you must add the AWSControlTowerExecution role to that account. For steps on how to add the role, see Manually add the required IAM role to an existing AWS account and enroll it (p. 125).

How the AWSControlTowerExecution role works with OUs:

The AWSControlTowerExecution role ensures that your selected AWS Control Tower controls apply automatically to every individual account, in each OU, in your organization, as well as to every new account you create in AWS Control Tower. As a result:

• You can provide compliance and security reports more easily, based on the auditing and logging features embodied by AWS Control Tower controls.
• Your security and compliance teams can verify that all requirements are met, and that no organizational drift has occurred.

For more information about drift, see Detect and resolve drift in AWS Control Tower.

To summarize, the AWSControlTowerExecution role and its associated policy gives you flexible control of security and compliance across your entire organization. Therefore, breaches of security or protocol are less likely to occur.

Optional conditions for your role trust relationships

You can impose conditions in your role trust policies, to restrict the accounts and resources that interact with certain roles in AWS Control Tower. We strongly recommend that you restrict access to the AWSControlTowerAdmin role, because it allows wide access permissions.

To help prevent an attacker from gaining access to your resources, manually edit your AWS Control Tower trust policy to add at least one aws:SourceArn or aws:SourceAccount conditional to the policy statement. As a security best practice, we strongly recommend adding the aws:SourceArn condition, because it is more specific than aws:SourceAccount, limiting access to a specific account and a specific resource.

If you don't know the full ARN of the resource, or if you are specifying multiple resources, you can use the aws:SourceArn condition with wildcards (*) for the unknown portions of the ARN. For example, arn:aws:controltower:*:123456789012:* works if you don't wish to specify a Region.

The following example demonstrates the use of the aws:SourceArn IAM condition with your IAM role trust polices. Add the condition in your trust relationship for the AWSControlTowerAdmin role, because the AWS Control Tower service principal interacts with it.

As shown in the example, the source ARN is of the format:
arn:aws:controltower:${HOME_REGION}:${CUSTOMER_AWSACCOUNT_id}:*

Replace the strings ${HOME_REGION} and ${CUSTOMER_AWSACCOUNT_id} with your own home Region and account ID of the calling account.
Optional conditions for your role trust relationships

```
"Version": "2012-10-17",
"Statement": [
  {
    "Effect": "Allow",
    "Principal": {
      "Service": [
        "controltower.amazonaws.com"
      ],
    },
    "Action": "sts:AssumeRole",
    "Condition": {
      "ArnEquals": {
        "aws:SourceArn": "arn:aws:controltower:us-west-2:012345678901:*"
      }
    }
  }
]
```

In the example, the Source ARN designated as arn:aws:controltower:us-west-2:012345678901:* is the only ARN allowed to perform the sts:AssumeRole action. In other words, only users who can sign in to the account ID 012345678901, in the us-west-2 Region, are allowed to perform actions that require this specific role and trust relationship for the AWS Control Tower service, designated as controltower.amazonaws.com.

The next example shows the aws:SourceAccount and aws:SourceArn conditions applied to the role trust policy.

```
{
"Version": "2012-10-17",
"Statement": [
  {
    "Effect": "Allow",
    "Principal": {
      "Service": [
        "controltower.amazonaws.com"
      ],
    },
    "Action": "sts:AssumeRole",
    "Condition": {
      "StringEquals": {
        "aws:SourceAccount": "012345678901"
      },
      "StringLike": {
        "aws:SourceArn": "arn:aws:controltower:us-west-2:012345678901:*"
      }
    }
  }
]
```

The example illustrates the aws:SourceArn condition statement, with an added aws:SourceAccount condition statement. For more information, see Prevent cross-service impersonation (p. 1597).

For general information about permission policies in AWS Control Tower see Manage access to resources (p. 1590).

**Recommendations:**

We recommend that you add conditions to the roles that AWS Control Tower creates, because those roles are directly assumed by other AWS services. For more information, see the example for AWSControlTowerAdmin, shown previously in this section. For the AWS Config recorder role, we
recommend adding the aws:SourceArn condition, specifying the Config recorder ARN as the permitted source ARN.

For roles such as AWSControlTowerExecution or the roles that can be assumed by the AWS Control Tower Audit account in all managed accounts (p. 104), we recommend that you add the aws:PrincipalOrgID condition to the trust policy for these roles, which validates that the principal accessing the resource belongs to an account in the correct AWS organization. Do not add the aws:SourceArn condition statement, because it will not work as expected.

**Note**

In case of drift, it is possible that an AWS Control Tower role may be reset under certain circumstances. It is recommended that you re-check the roles periodically, if you have customized them.

### AWS Control Tower ConfigRecorderRole

AWS Control Tower deploys this role as a resource in the log archive account, the audit account, and in each account created by Account Factory. The role can be assumed by AWS Config, as shown in the role trust relationship artifact, given later in this section. This role is over 1000 lines long, because it allows multiple actions by many AWS services. The role grants permission to AWS Config to record configurations and deliver them to the delivery channels.

**Note**

When you create this IAM role, you give AWS Control Tower permission to manage the AWS Config resources as defined in the permissions policy for this role. The first time that AWS Control Tower uses this role, AWS Config might create a new service-linked role in your account. That role grants AWS Config access to other AWS resources that are required to complete your original AWS Control Tower request.

To learn more about how AWS Config or other services create and use service-linked roles, see AWS Services That Work with IAM. Look for the services that have Yes in the Service-Linked Role column to indicate that they support using service-linked roles. Choose a Yes with a link to view the service-linked role documentation for that service.

For a definition of AWS service-linked role, see AWS service-linked role.

Role name: aws-controltower-ConfigRecorderRole

Deployed in these accounts: Log archive, Audit, Account factory accounts

Assumed by: AWS Config

You can view the details and JSON artifacts of the AWS managed policies for this role.

- **ReadOnlyAccess**
- To view the complete JSON policy artifact for the AWS Control Tower ConfigRecorderRole, see AWS_ConfigRole.

**Role trust relationship**

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Effect": "Allow",
            "Principal": {
                "Service": "config.amazonaws.com"
            }
        }
    ]
}
```
How AWS Control Tower aggregates AWS Config rules in unmanaged OUs and accounts

The AWS Control Tower management account creates an organization-level aggregator, which assists in detecting external AWS Config rules, so that AWS Control Tower does not need to gain access to unmanaged accounts. The AWS Control Tower console shows you how many externally created AWS Config rules you have for a given account. You can view details about those external rules in the External Config Rule Compliance tab of the Account details page.

To create the aggregator, AWS Control Tower adds a role with the permissions required to describe an organization and list the accounts under it. The AWSControlTowerConfigAggregatorRoleForOrganizations role requires the AWSConfigRoleForOrganizations managed policy and a trust relationship with config.amazonaws.com.

Here is the IAM policy (JSON artifact) attached to the role:

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Effect": "Allow",
            "Action": [
                "organizations:ListAccounts",
                "organizations:DescribeOrganization",
                "organizations:ListAWSServiceAccessForOrganization"
            ],
            "Resource": "*"
        }
    ]
}
```

Here is the AWSControlTowerConfigAggregatorRoleForOrganizations trust relationship:

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Effect": "Allow",
            "Principal": {
                "Service": "config.amazonaws.com"
            },
            "Action": "sts:AssumeRole"
        }
    ]
}
```

To deploy this functionality in the management account, the following permissions are added in the managed policy AWSControlTowerServiceRolePolicy, which is used by the AWSControlTowerAdmin role when it creates the AWS Config aggregator:
Programmatic roles and trust relationships for the AWS Control Tower audit account

You can sign into the audit account and assume a role to review other accounts programmatically. The audit account does not allow you to log in to other accounts manually.

The audit account gives you programmatic access to other accounts, by means of some roles that are granted to AWS Lambda functions only. For security purposes, these roles have trust relationships with other roles, which means that the conditions under which the roles can be utilized are strictly defined.

The AWS Control Tower stack set StackSet-AWSControlTowerBP-BASELINE-ROLES creates these programmatic-only, cross-account roles in the audit account:

- **aws-controltower-AdministratorExecutionRole**
- **aws-controltower-AuditAdministratorRole**
- **aws-controltower-ReadOnlyExecutionRole**
- **aws-controltower-AuditReadOnlyRole**

ReadOnlyExecutionRole: Note that this role allows the audit account to read objects in Amazon S3 buckets across the entire organization (in contrast to the SecurityAudit policy, which allows for metadata access only).
aws-controltower-AdministratorExecutionRole:

- Has administrator permissions
- Cannot be assumed from the console
- Can be assumed only by a role in the audit account – the `aws-controltower-AuditAdministratorRole`

The following artifact shows the trust relationship for `aws-controltower-AdministratorExecutionRole`. The placeholder number `012345678901` will be replaced by the `Audit_acct_ID` number for your audit account.

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Effect": "Allow",
      "Principal": {
        "AWS": "arn:aws:iam::012345678901:role/aws-controltower-AuditAdministratorRole"
      },
      "Action": "sts:AssumeRole"
    }
  ]
}
```

aws-controltower-AuditAdministratorRole:

- Can be assumed by the AWS Lambda service only
- Has permission to perform read (Get) and write (Put) operations on Amazon S3 objects with names that start with the string `log`

**Attached policies:**

1. AWSLambdaExecute – AWS managed policy

2. AssumeRole-aws-controltower-AuditAdministratorRole – inline policy – Created by AWS Control Tower, artifact follows.

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Action": [
        "sts:AssumeRole"
      ],
      "Resource": [
        "arn:aws:iam::*:role/aws-controltower-AdministratorExecutionRole"
      ],
      "Effect": "Allow"
    }
  ]
}
```

The following artifact shows the trust relationship for `aws-controltower-AuditAdministratorRole`:

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Effect": "Allow",
      "Principal": {
        "AWS": "arn:aws:iam::012345678901:role/aws-controltower-AuditAdministratorRole"
      },
      "Action": "sts:AssumeRole"
    }
  ]
}
```
aws-controltower-ReadOnlyExecutionRole:

- Cannot be assumed from the console
- Can be assumed only by another role in the audit account – the AuditReadOnlyRole

The following artifact shows the trust relationship for aws-controltower-ReadOnlyExecutionRole. The placeholder number 012345678901 will be replaced by the Audit_acct_ID number for your audit account.

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Effect": "Allow",
            "Principal": {
                "AWS": "arn:aws:iam::012345678901:role/aws-controltower-AuditReadOnlyRole"
            },
            "Action": "sts:AssumeRole"
        }
    ]
}
```

aws-controltower-AuditReadOnlyRole:

- Can be assumed by the AWS Lambda service only
- Has permission to perform read (Get) and write (Put) operations on Amazon S3 objects with names that start with the string log

Attached policies:

1. AWSLambdaExecute – AWS managed policy
2. AssumeRole-aws-controltower-AuditReadOnlyRole – inline policy – Created by AWS Control Tower, artifact follows.

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Action": ["sts:AssumeRole"],
            "Resource": ["arn:aws:iam::*:role/aws-controltower-ReadOnlyExecutionRole"],
            "Effect": "Allow"
        }
    ]
}
```
The following artifact shows the trust relationship for `aws-controltower-AuditAdministratorRole`:

```
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Effect": "Allow",
      "Principal": {
        "Service": "lambda.amazonaws.com"
      },
      "Action": "sts:AssumeRole"
    }
  ]
}
```

### Automated Account Provisioning With IAM Roles

To configure Account Factory accounts in a more automated way, you can create Lambda functions in the AWS Control Tower management account, which assumes the `AWSControlTowerExecution` role in the member account. Then, using the role, the management account performs the desired configuration steps in each member account.

If you're provisioning accounts using Lambda functions, the identity that will perform this work must have the following IAM permissions policy, in addition to `AWSServiceCatalogEndUserFullAccess`.

```
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "AWSControlTowerAccountFactoryAccess",
      "Effect": "Allow",
      "Action": [
        "sso:GetProfile",
        "sso:CreateProfile",
        "sso:UpdateProfile",
        "sso:AssociateProfile",
        "sso:CreateApplicationInstance",
        "sso:GetSSOStatus",
        "sso:GetTrust",
        "sso:CreateTrust",
        "sso:UpdateTrust",
        "sso:GetPeregrineStatus",
        "sso:GetApplicationInstance",
        "sso:ListDirectoryAssociations",
        "sso:ListPermissionSets",
        "sso:GetPermissionSet",
        "sso:ProvisionApplicationInstanceForAWSAccount",
        "sso:ProvisionApplicationProfileForAWSAccountInstance",
        "sso:ProvisionSAMLProvider",
        "sso:ListProfileAssociations",
        "sso-directory:ListMembersInGroup",
        "sso-directory:AddMemberToGroup",
        "sso-directory:SearchGroups",
        "sso-directory:SearchGroupsWithGroupName",
        "sso-directory:SearchUsers",
        "sso-directory:CreateUser",
        "sso-directory:DescribeGroups",
```

```
The permissions `sso:GetPeregrineStatus`, `sso:ProvisionApplicationInstanceForAWSAccount`, `sso:ProvisionApplicationProfileForAWSAccountInstance`, and `sso:ProvisionSAMLProvider` are required by AWS Control Tower Account Factory to interact with AWS IAM Identity Center.
How AWS Regions Work With AWS Control Tower

Currently, AWS Control Tower is supported in the following AWS Regions:

- US East (N. Virginia)
- US East (Ohio)
- US West (Oregon)
- Canada (Central)
- Asia Pacific (Sydney)
- Asia Pacific (Singapore)
- Europe (Frankfurt)
- Europe (Ireland)
- Europe (London)
- Europe (Stockholm)
- Asia Pacific (Mumbai)
- Asia Pacific (Seoul)
- Asia Pacific (Tokyo)
- Europe (Paris)
- South America (São Paulo)
- US West (N. California)
- Asia Pacific (Hong Kong)
- Asia Pacific (Jakarta)
- Asia Pacific (Osaka)
- Europe (Milan)
- Africa (Cape Town)
- Middle East (Bahrain)
- Israel (Tel Aviv)
- Middle East (UAE)
- Europe (Spain)
- Asia Pacific (Hyderabad)
- Europe (Zurich)
- Asia Pacific (Melbourne)

About your home Region

When you create a landing zone, the Region that you're using for access to the AWS Management console becomes your home AWS Region for AWS Control Tower. During the creation process, some resources are provisioned in the home Region. Other resources, such as OUs and AWS accounts, are global.

After you've selected a home Region, you cannot change it.
Controls and Regions

Currently, all preventive controls work globally. Detective and proactive controls, however, only work in Regions where AWS Control Tower is supported. For more information about the behavior of controls when you activate AWS Control Tower in a new Region, see Configure your AWS Control Tower Regions (p. 110).

Configure your AWS Control Tower Regions

This section describes the behavior you can expect when you extend your AWS Control Tower landing zone into a new AWS Region, or remove a Region from your landing zone configuration. Generally, this action is performed through the Update function of the AWS Control Tower console.

**Note**

We recommend that you avoid expanding your AWS Control Tower landing zone into AWS Regions in which you do not require your workloads to run. Opting out of a Region does not prevent you from deploying resources in that Region, but those resources will remain outside of AWS Control Tower governance.

During configuration of a new Region, AWS Control Tower updates the landing zone, which means that it baselines your landing zone —

- to operate actively in all newly-selected Regions, and
- to cease governing resources in deselected Regions.

Individual accounts within your organizational units (OUs) that are managed by AWS Control Tower are not updated as part of this landing zone update process. Therefore, you must update your accounts by re-registering your OUs.

When configuring your AWS Control Tower Regions, be aware of the following recommendations and limitations:

- Select Regions in which you plan to host AWS resources or workloads.
- Opting out of a Region does not prevent you from deploying resources in that Region, but those resources will remain outside of AWS Control Tower governance.

When you configure your landing zone for new Regions, AWS Control Tower detective controls adhere to the following rules:

- *What exists stays the same.* Guardrail behavior, detective as well as preventive, is unchanged for existing accounts, in existing OUs, in existing Regions.
- *You can't apply new detective controls to existing OUs containing accounts that are not updated.* When you've configured your AWS Control Tower landing zone into a new Region (by updating your landing zone), you must update existing accounts in your existing OUs before you can enable new detective controls on those OUs and accounts.
- *Your existing detective controls begin working in the newly configured Regions as soon as you update the accounts.* When you update your AWS Control Tower landing zone to configure new Regions and then update an account, the detective controls that already are enabled on the OU will begin working on that account in the newly configured Regions.

Configure AWS Control Tower Regions

Avoid mixed governance when configuring Regions

It is important to update all accounts in an OU after you extend AWS Control Tower governance to a new AWS Region, and after you remove AWS Control Tower governance from a Region.

Mixed governance is an undesirable situation that can occur if the controls governing an OU are not a complete match to the controls governing each account within an OU. Mixed governance occurs in an OU if accounts are not updated after AWS Control Tower extends governance to a new AWS Region, or removes governance.

In this situation, certain accounts within an OU may have different controls applied in different Regions, when compared to other accounts in the OU, or when compared to the landing zone's overall governance posture.

In an OU with mixed governance, if you provision a new account, that new account receives the same (updated) Region and OU governance posture as the landing zone. However, existing accounts that are not yet updated do not receive the updated Region governance posture.

In general, mixed governance may create contradictory or inaccurate status indicators in the AWS Control Tower console. For example, during mixed governance, opt-in Regions are shown with Not governed status, in registered OUs, for accounts that are not yet updated.

Note
AWS Control Tower does not permit controls to be enabled during a state of mixed governance.

Behavior of controls during mixed governance

- During mixed governance, AWS Control Tower cannot consistently deploy controls that are based on AWS Config rules (that is, detective controls) in Regions that the OU already shows as Governed, because some accounts in the OU have not been updated. You may receive a FAILED_TO_ENABLE error message.
- During mixed governance, if you extend the landing zone's governance to an opt-in Region while any account in the OU has not yet been updated, the EnableControl API operation on the OU fails for
detective and proactive controls. You will receive a FAILED_TO_ENABLE error message, because non-updated member accounts within the OU have not yet been opted into those Regions.

- During mixed governance, controls that are part of the **Security Hub Service-managed Standard**: AWS Control Tower cannot report compliance accurately in Regions where there is a mismatch between the landing zone configuration and the accounts that are not updated.
- Mixed governance does not change the behavior of SCP-based controls (preventive controls), which apply uniformly to every account in an OU, in every governed Region.

**Note**
Mixed governance is not the same as drift, and it is not reported as drift.

**To repair mixed governance**

- Choose **Update account** for each account in the OU that shows **Update available** status on the Organizations page in the console.
- Choose **Re-Register OU** on the Organizations page, which automatically updates all accounts in the OU, for OUs with fewer than 300 accounts.

### Considerations for activating AWS opt-in Regions

Although most AWS Regions are active by default for your AWS account, certain Regions are activated only when you manually select them. This document refers to those Regions as **opt-in Regions**. In contrast, Regions that are active by default, as soon as your AWS account is created, are referred to as **commercial Regions**, or simply, **Regions**.

The term **opt-in** has a historical basis. Any AWS Regions introduced after March 20, 2019 are considered to be opt-in Regions. Opt-in Regions have higher security requirements than commercial Regions, regarding the sharing of IAM data through accounts that are active in opt-in Regions. All of the data managed through the IAM service is considered identity data, including users, groups, roles, policies, identity providers, their associated data (for example, X.509 signing certificates or context-specific credentials), and other account-level settings, such as password policy and the account alias.

You can activate opt-in Regions automatically during landing zone setup, by selecting them. Your landing zone becomes active in all selected Regions.

If you choose to select an opt-in Region as your AWS Control Tower home Region, activate it first by following the steps in **Enabling a Region**, when signed in to the AWS Management Console. To bring your own existing Log Archive and Audit accounts from an opt-in Region, manually activate that Region first.

The AWS opt-in Regions include several Regions in which AWS Control Tower is available:

- Asia Pacific (Hong Kong) Region, ap-east-1
- Asia Pacific (Jakarta) Region, ap-southeast-3
- Asia Pacific (Osaka) Region, ap-northeast-3
- Europe (Milan) Region, eu-south-1
- Africa (Cape Town) Region, af-south-1
- Middle East (Bahrain) Region, me-south-1
- Israel (Tel Aviv), il-central-1
- Middle East (UAE) Region, me-central-1
- Europe (Spain) Region, eu-south-2
- Asia Pacific (Hyderabad) Region, ap-south-2
AWS Control Tower has some controls that work differently in the opt-in Regions than in commercial Regions. For more information, see Control limitations (p. 40). Here are some considerations to keep in mind as you deploy workloads into opt-in Regions.

Governing or activating?
Remember that governing a Region is an action that you can select from the AWS Control Tower console, so that controls can be applied in the Region. Activating or deactivating an opt-in Region is a different action that you can choose in the AWS console, which opens the Region to your account, so that you can deploy resources and workloads in the Region.

Behavioral considerations

- If you choose to govern opt-in Regions, we recommend that you do not deactivate (opt-out of) any of your governed opt-in Regions, because it can lead to failure of your workloads. AWS Control Tower does not allow deactivation of a governed Region from within the AWS Control Tower console, but be sure that you do not deactivate governed Regions from a source outside of AWS Control Tower, such as the AWS Billing console or AWS SDK.
- When AWS Control Tower extends governance to an opt-in Region, it activates (opts-in) to the Region in all member accounts. When you remove a Region from governance, AWS Control Tower does not deactivate (opt-out of) the Region in the member accounts.
- During Region deselection, AWS Control Tower skips removing resources from an opt-in Region if that Region was deactivated manually for an account from a source outside AWS Control Tower, such as the AWS Billing console or AWS SDK. We recommend that you remove resources from the Regions you’ve deactivated, or you may receive unexpected billing charges for those resources.
- If your landing zone is decommissioned, AWS Control Tower cleans up resources in all the governed Regions, including the opt-in Regions. However, AWS Control Tower does not deactivate the opt-in Regions. You can deactivate the opt-in Regions as an additional step after decommissioning.
- If your home Region is an opt-in Region, and if you intend to enroll existing accounts as your Log Archive and Audit accounts, you must manually activate the opt-in Region before you can select it as the home Region for your landing zone. See Enabling a Region.
- If AWS Control Tower is set up with an opt-in Region as your home Region, and if you visit the AWS Control Tower service from the AWS console in any other Region, the console does not redirect you automatically to the home Region.
- The underlying API has capacity limits, which may increase latency from a few minutes to many hours, depending on the number of Regions, accounts, and service load. As a best practice, opt-in only to those the AWS Regions where you will run workloads, and opt-in one Region at a time.

Important limitations for governance and controls

- If you currently have enabled an AWS Control Tower control that is not supported in an opt-in Region, you will not be able to extend AWS Control Tower governance into that opt-in Region until the control is supported in that Region. For more information see Control limitations (p. 40).
- If you extend AWS Control Tower governance into an opt-in Region in which a specific control is not supported, you will not be able to enable that control in any Region until the control is supported in all the Regions you are governing with AWS Control Tower. For more information see Control limitations (p. 40).
- If all 22 commercial Regions where AWS Control Tower is available are activated, including opt-in Regions, the upper limit on the number of accounts per organizational unit (OU), when extending governance to an OU, is reduced. The limit is 220 instead of 300 accounts. This reduction is due to StackSet limitations. If you require to extend governance to OUs with more than 220 accounts, reduce the number of activated Regions.
Configure the Region deny control

The Region deny control is unique, because it applies to the landing zone as a whole, rather than to any specific OU. To configure the Region deny control, go to the Landing zone settings page and select Modify settings.

- This setting can be changed at a later time.
- When enabled, this control applies to all registered OUs.
- This control cannot be configured for individual OUs.

**Note**
Before you enable the Region deny control, be sure that you do not have existing resources in these Regions, because you will not have access to your resources after you apply the control. While the control is enabled, you will not be able to deploy resources in the denied Regions.

The Region deny control prohibits access to AWS services, based on your AWS Control Tower Region configuration. It denies access to AWS Regions with status **Not Governed**. The Region deny control also denies access to Regions in which AWS Control Tower is not available. You cannot deny access to your home Region. Certain global AWS services, such as IAM and AWS Organizations, are exempt from the Region deny control. To learn more, see [Deny access to AWS based on the requested AWS Region](p. 1554).

When you enable the control, it applies to all registered, top-level OUs in your hierarchy, and it is inherited by OUs lower in the chain. When you remove the control, it is removed on all registered OUs, all non-governed Regions in AWS Control Tower remain in a **Not governed** status, and you can deploy resources in Regions outside of AWS Control Tower availability.

- Full control name: **Deny access to AWS based on the requested AWS Region**
- Guardrail description: Disallows access to unlisted operations in global and regional services outside of the specified Regions.
- This is an elective control with preventive guidance.

To view the template for the Region deny control SCP, see [Deny access to AWS based on the requested AWS Region](p. 1554) in the AWS Control Tower Guardrail reference. The AWS Control Tower SCP is similar to the SCP for AWS Organizations, but not identical.

You can determine Regional service endpoints on the Regional services page.
Provision and manage accounts in AWS Control Tower

This chapter includes an overview and procedures for provisioning and managing member accounts in your AWS Control Tower landing zone.

It also includes an overview and procedures for enrolling an existing AWS account into AWS Control Tower.

For more information about accounts in AWS Control Tower, see About AWS accounts in AWS Control Tower (p. 117). For information about enrolling multiple accounts into AWS Control Tower, see Register an existing organizational unit with AWS Control Tower (p. 202).

Note
You can perform up to five (5) account-related operations concurrently, including provisioning, updating, and enrolling.

Methods of provisioning

AWS Control Tower provides several methods for creating and updating member accounts. Some methods are primarily console-based, and some methods are primarily automated.

Overview

The standard way to create member accounts is through Account Factory, a console-based product that's part of the Service Catalog. If your landing zone is not in a state of drift, you can use Create account as a method to add new accounts from the console, as well as Enroll account to enroll existing AWS accounts into AWS Control Tower.

With Account Factory, you can provision basic accounts, by relying on the AWS Control Tower default settings. You also can provision customized accounts that meet requirements for specialized use cases.

Account Factory Customization (AFC) is a way of provisioning customized accounts from the AWS Control Tower console, and it automates the customization and deployment of your accounts. It allows console-based, automated provisioning, after some one-time setup steps, which eliminates the need to write scripts or set up pipelines. For more information, see Customize accounts with Account Factory Customization (AFC) (p. 141).

Console-based methods:

- Through the Account Factory console that is part of Service Catalog, for basic or customized accounts. Review Provision and manage accounts with Account Factory (p. 133) for details and instructions.
- Through the Enroll account feature within AWS Control Tower, if your landing zone is not in a state of drift. See Enroll an existing account (p. 122).
- In the AWS Control Tower console, you can use Account Factory to create, update, or enroll up to five accounts at the same time.

Automated methods:

- Lambda code: From your AWS Control Tower landing zone's management account, using Lambda code and appropriate IAM roles. See Automated Account Provisioning With IAM Roles (p. 107).
• **Terraform:** From the AWS Control Tower Account Factory page for Terraform (AFT), which relies on Account Factory and a GitOps model to allow automation of account provisioning and updating. See [Provision accounts with AWS Control Tower Account Factory for Terraform (AFT)](p. 151).

• **Account Factory customization in the AWS Control Tower console:** After the setup steps, future provisioning of customized accounts requires no additional configuration or pipeline maintenance. Accounts are provisioned by means of a AWS Service Catalog product called a blueprint. A blueprint can use AWS CloudFormation templates, or Terraform templates.

  **Note**
  AWS CloudFormation blueprints can deploy resources to multiple Regions. Terraform blueprints can deploy resources to a single Region only. By default, that is the home Region.

### What happens when AWS Control Tower creates an account

New accounts in AWS Control Tower are created and then provisioned by an interaction among AWS Control Tower, AWS Organizations, and AWS Service Catalog. For steps to create an account through the AWS Control Tower console, see [Enroll an existing account](p. 122).

#### Behind the scenes of account creation

1. You initiate the request, for example, from the AWS Control Tower Account Factory page, or directly from the Service Catalog console, or by calling the Service Catalog ProvisionProduct API.
2. Service Catalog calls AWS Control Tower.
3. AWS Control Tower begins a workflow, which as a first step calls the AWS Organizations CreateAccount API.
4. After AWS Organizations creates the account, AWS Control Tower completes the provisioning process by applying blueprints and controls.
5. Service Catalog continues to poll AWS Control Tower to check for completion of the provisioning process.
6. When the workflow in AWS Control Tower is complete, Service Catalog finalizes the account's state and informs you (the requester) of the result.

### Permissions required

The permissions required for each method of provisioning and updating are discussed in each section, respectively. With the appropriate user group permissions, provisioners can specify standardized baselines and network configurations for any accounts in their organization.

**Note**
When provisioning an account, the account requester always must have the CreateAccount and the DescribeCreateAccountStatus permissions. This permission set is part of the Admin role, and it is given automatically when a requester assumes the Admin role. If you delegate permission to provision accounts, you may need to add these permissions directly for the account requestors.

For general information about permissions required in AWS Control Tower, see [Using identity-based policies (IAM policies) for AWS Control Tower](p. 1597). For information about roles and accounts in AWS Control Tower, see [How AWS Control Tower works with roles to create and manage accounts](p. 99).

**Security for your accounts**
You can find guidance about best practices to protect the security of your AWS Control Tower management account and member accounts in the AWS Organizations documentation.
About accounts

• Best practices for the management account
• Best practices for member accounts

About AWS accounts in AWS Control Tower

An AWS account is the container for all your owned resources. These resources include the AWS Identity and Access Management (IAM) identities accepted by the account, which determine who has access to that account. IAM identities can include users, groups, roles, and more. For more information about working with IAM, users, roles, and policies in AWS Control Tower, see Identity and access management in AWS Control Tower.

Resources and account creation time

When AWS Control Tower creates or enrolls an account, it deploys the minimum necessary resource configuration for the account, including resources in the form of Account Factory templates and other resources in your landing zone. These resources may include IAM roles, AWS CloudTrail trails, Service Catalog provisioned products, and IAM Identity Center users. AWS Control Tower also deploys resources, as required by the control configuration, for the organizational unit (OU) in which the new account is destined to become a member account.

AWS Control Tower orchestrates the deployment of these resources on your behalf. It may require several minutes per resource to complete the deployment, so consider the total time before you create or enroll an account. For more information about managing resources in your accounts, see Guidance for creating and modifying AWS Control Tower resources (p. 52).

View your accounts

The Organization page lists all OUs and accounts in your organization, regardless of OU or enrollment status in AWS Control Tower. You can view and enroll member accounts into AWS Control Tower—individually or by OU groups—if each account meets the prerequisites for enrollment.

To view a specific account on the Organization page, you can choose Accounts only from the dropdown menu at the upper right, and then select the name of your account from the table. Alternatively, you can select the name of the parent OU from the table, and you can view a list of all accounts within that OU on the Details page for that OU.

On the Organization page and the Account details page, you can see the account’s State, which is one of these:

• Not enrolled – The account is a member of the parent OU, but it is not fully managed by AWS Control Tower. If the parent OU is registered, the account is governed by the preventive controls configured for its registered parent OU, but the OU’s detective controls do not apply to this account. If the parent OU is unregistered, no controls apply to this account.
• Enrolling – The account is being brought into governance by AWS Control Tower. We are aligning the account with the control configuration for the parent OU. This process may require several minutes per account resource.
• Enrolled – The account is governed by the controls configured for its parent OU. It is fully managed by AWS Control Tower.
• Enrollment failed – The account could not be enrolled in AWS Control Tower. For more information, see Common causes for failure of enrollment (p. 123).
• Update available – The account has an update available. Accounts in this state are still Enrolled, but the account must be updated to reflect recent changes made to your environment. To update a single account, navigate to the account detail page and select Update account.
If you have multiple accounts with this state under a single OU, you can choose to Re-register the OU and update those accounts together.

About the shared accounts

Three special AWS accounts are associated with AWS Control Tower; the management account, the audit account, and the log archive account. These accounts usually are referred to as shared accounts, or sometimes as core accounts.

- You can select customized names for the audit and log archive accounts when you’re setting up your landing zone. For information about changing an account name, see Externally changing AWS Control Tower resource names.
- You also can specify an existing AWS account as an AWS Control Tower security or logging account, during the initial landing zone setup process. This option eliminates the need for AWS Control Tower to create new, shared accounts. (This is a one-time selection.)

For more information about the shared accounts and their associated resources, see What Are the Shared Accounts? (p. 3)

Considerations for bringing existing security or logging accounts

Before accepting an AWS account as a security or logging account, AWS Control Tower checks the account for resources that conflict with AWS Control Tower requirements. For example, you may have a logging bucket with the same name that AWS Control Tower requires. Also, AWS Control Tower validates that the account can provision resources; for example, by ensuring that AWS Security Token Service (AWS STS) is enabled, that the account is not suspended, and that AWS Control Tower has permission to provision resources within the account.

AWS Control Tower does not remove any existing resources in the logging and security accounts that you provide. However, if you choose to enable the AWS Region deny capability, the Region deny control prevents access to resources in denied Regions.

Management account

This AWS account launches AWS Control Tower. By default, the root user for this account and the IAM user or IAM administrator user for this account have full access to all resources within your landing zone.

Note

As a best practice, we recommend signing in as an IAM Identity Center user with Administrator privileges when performing administrative functions within the AWS Control Tower console, instead of the signing in as the root user or IAM administrator user for this account.

For more information about the roles and resources available in the management account, see What is the management account? (p. 4)

Log archive account

The log archive shared account is set up automatically when you create your landing zone.

This account contains a central Amazon S3 bucket for storing a copy of all AWS CloudTrail and AWS Config log files for all other accounts in your landing zone. As a best practice, we recommend restricting log archive account access to teams responsible for compliance and investigations, and their related security or audit tools. This account can be used for automated security audits, or to host custom AWS Config Rules, such as Lambda functions, to perform remediation actions.
For more information about the roles and resources available in the log archive account, see "What is the log archive account? (p. 6)"

**Note**
These logs cannot be changed. All logs are stored for the purposes of audit and compliance investigations related to account activity.

**Audit account**

This shared account is set up automatically when you create your landing zone.

The audit account should be restricted to security and compliance teams with auditor (read-only) and administrator (full-access) cross-account roles to all accounts in the landing zone. These roles are intended to be used by security and compliance teams to:

- Perform audits through AWS mechanisms, such as hosting custom AWS Config rule Lambda functions.
- Perform automated security operations, such as remediation actions.

The audit account also receives notifications through the Amazon Simple Notification Service (Amazon SNS) service. Three categories of notification can be received:

- **All Configuration Events** – This topic aggregates all CloudTrail and AWS Config notifications from all accounts in your landing zone.
- **Aggregate Security Notifications** – This topic aggregates all security notifications from specific CloudWatch events, AWS Config Rules compliance status change events, and GuardDuty findings.
- **Drift Notifications** – This topic aggregates all the drift warnings discovered across all accounts, users, OUs, and SCPs in your landing zone. For more information on drift, see "Detect and resolve drift in AWS Control Tower (p. 181)."

Audit notifications that are triggered within a member account also can send alerts to a local Amazon SNS topic. This functionality allows account administrators to subscribe to audit notifications that are specific to an individual member account. As a result, administrators can resolve issues that affect an individual account, while still aggregating all account notifications to your centralized audit account. For more information, see "Amazon Simple Notification Service Developer Guide."

For more information about the roles and resources available in the audit account, see "What is the audit account? (p. 8)" Also see "Programmatic roles and trust relationships for the AWS Control Tower audit account (p. 104)."

**Important**
The email address you provided for the audit account receives **AWS Notification - Subscription Confirmation** emails from every AWS Region supported by AWS Control Tower. To receive compliance emails in your audit account, you must choose the **Confirm subscription** link within each email from each AWS Region supported by AWS Control Tower.

**About member accounts**

Member accounts are the accounts through which your users perform their AWS workloads. These member accounts can be created in Account Factory, by IAM Identity Center users with **Admin** privileges in the Service Catalog console, or by automated methods. When created, these member accounts exist in an OU that was created in the AWS Control Tower console, or registered with AWS Control Tower. For more information, see these related topics:

- **Provision and manage accounts with Account Factory (p. 133)**
- **Automate tasks in AWS Control Tower (p. 62)**
- **AWS Organizations Terminology and Concepts** in the *AWS Organizations User Guide*. 
Also see Provision accounts with AWS Control Tower Account Factory for Terraform (AFT) (p. 151).

**Accounts and controls**
Member accounts can be **enrolled** in AWS Control Tower, or they can be **unenrolled**. Controls apply differently to enrolled and unenrolled accounts, and controls may apply to accounts in nested OUs based on inheritance.

---

**Enroll an existing AWS account**

You can extend AWS Control Tower governance to an individual, existing AWS account when you enroll it into an organizational unit (OU) that's already governed by AWS Control Tower. Eligible accounts exist in **unregistered OUs that are part of the same AWS Organizations organization** as the AWS Control Tower OU.

**Note**
You cannot enroll an existing account to serve as your audit or log archive account except during initial landing zone setup.

**Set up trusted access first**

Before you can enroll an existing AWS account into AWS Control Tower you must give permission for AWS Control Tower to manage, or govern, the account. Specifically, AWS Control Tower requires permission to establish trusted access between AWS CloudFormation and AWS Organizations on your behalf, so that AWS CloudFormation can deploy your stack automatically to the accounts in your selected organization. With this trusted access, the AWSControlTowerExecution role conducts activities required to manage each account. That's why you must add this role to each account before you enroll it.

When trusted access is enabled, AWS CloudFormation can create, update, or delete stacks across multiple accounts and AWS Regions with a single operation. AWS Control Tower relies on this trust capability so it can apply roles and permissions to existing accounts before it moves them into a registered organizational unit, and thereby brings them under governance.

To learn more about trusted access and AWS CloudFormation StackSets, see AWS CloudFormationStackSets and AWS Organizations.

**What happens during account enrollment**

During the enrollment process, AWS Control Tower performs these actions:

- Baselines the account, which includes deploying these stack sets:
  - AWSControlTowerBP-BASELINE-CLOUDTRAIL
  - AWSControlTowerBP-BASELINE-CLOUDWATCH
  - AWSControlTowerBP-BASELINE-CONFIG
  - AWSControlTowerBP-BASELINE-ROLES
  - AWSControlTowerBP-BASELINE-SERVICE-ROLES
  - AWSControlTowerBP-BASELINE-SERVICE-LINKED-ROLES
  - AWSControlTowerBP-VPC-ACCOUNT-FACTORY-V1

  It is a good idea to review the templates of these stack sets and make sure that they don’t conflict with your existing policies.

- Identifies the account through AWS IAM Identity Center or AWS Organizations.

- Places the account into the OU that you’ve specified. Be sure to apply all SCPs that are applied in the current OU, so that your security posture remains consistent.

- Applies mandatory controls to the account by means of the SCPs that apply to the selected OU as a whole.
• Enables AWS Config and configures it to record all resources in the account.
• Adds the AWS Config rules that apply the AWS Control Tower detective controls to the account.

Accounts and organization-level CloudTrail trails
All member accounts in an OU are governed by the AWS CloudTrail trail for the OU, enrolled or not:
• When you enroll an account into AWS Control Tower, your account is governed by the AWS CloudTrail trail for the new organization. If you have an existing deployment of a CloudTrail trail, you may see duplicate charges unless you delete the existing trail for the account before you enroll it in AWS Control Tower.
• If you move an account into a registered OU—for example by means of the AWS Organizations console—and you do not proceed to enroll the account into AWS Control Tower, you may wish to remove any remaining account-level trails for the account. If you have an existing deployment of a CloudTrail trail, you will incur duplicate CloudTrail charges.

If you update your landing zone and choose to opt out of organization-level trails, or if your landing zone is older than version 3.0, organization-level CloudTrail trails do not apply to your accounts.

Enrolling existing accounts with VPCs
AWS Control Tower handles VPCs differently when you provision a new account in Account Factory than when you enroll an existing account.
• When you create a new account, AWS Control Tower automatically removes the AWS default VPC and creates a new VPC for that account.
• When you enroll an existing account, AWS Control Tower does not create a new VPC for that account.
• When you enroll an existing account, AWS Control Tower does not remove any existing VPC or AWS default VPC associated with the account.

Tip
You can change the default behavior for new accounts by configuring Account Factory, so it does not set up a VPC by default for accounts in your organization under AWS Control Tower. For more information, see Create an Account in AWS Control Tower Without a VPC (p. 1633).

Prerequisites for enrollment
These prerequisites are required before you can enroll an existing AWS account in AWS Control Tower:
1. To enroll an existing AWS account, the AWSControlTowerExecution role must be present in the account you are enrolling. You can review Enroll an account for details and instructions.
2. In addition to the AWSControlTowerExecution role, the existing AWS account you want to enroll must have the following permissions and trust relationships in place. Otherwise, enrollment will fail.

Role Permission: AdministratorAccess (AWS managed policy)
Role Trust Relationship:

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Effect": "Allow",
```
3. We recommend that the account should not have an AWS Config configuration recorder or delivery channel. These may be deleted or modified through the AWS CLI before you can enroll an account. Otherwise, review Enroll accounts that have existing AWS Config resources for instructions on how you can modify your existing resources.

4. The account that you wish to enroll must exist in the same AWS Organizations organization as the AWS Control Tower management account. The account that exists can be enrolled only into the same organization as the AWS Control Tower management account, in an OU that already is registered with AWS Control Tower.

To check other prerequisites for enrollment, see Getting Started with AWS Control Tower.

**Note**

When you enroll an account into AWS Control Tower, your account is governed by the AWS CloudTrail trail for the AWS Control Tower organization. If you have an existing deployment of a CloudTrail trail, you may see duplicate charges unless you delete the existing trail for the account before you enroll it in AWS Control Tower.

### Enroll an existing account

The **Enroll account** feature is available in the AWS Control Tower console, for enrolling existing AWS accounts so that they are governed by AWS Control Tower. For more information, see Enroll an existing AWS account.

The **Enroll account** capability is available when your landing zone is not in a state of **drift**. To view this capability in the console:

- Navigate to the **Organization** page in AWS Control Tower.
- Find the name of the account you wish to enroll. To find it, choose **Accounts only** from the dropdown menu at the upper right, and then locate the account name in the filtered table.
- Follow the steps for enrolling an individual account, as shown in the Steps to enroll an account (p. 123) section.

**Note**

When you are enrolling an existing AWS account, be sure to verify the existing email address. Otherwise, a new account may be created.

Certain errors may require that you refresh the page and try again. If your landing zone is in a state of drift, you may not be able to use the **Enroll account** capability successfully. You'll need to provision new accounts through Account Factory until your landing zone drift has been resolved.

When you enroll accounts from the AWS Control Tower console, you must be signed into an account with a user that has the AWSServiceCatalogEndUserFullAccess policy enabled, along with Administrator access permissions to use the AWS Control Tower console, and you cannot be signed in as the root user.

Accounts that you enroll may be updated by means of AWS Service Catalog and the AWS Control Tower account factory, as you would update any other account. Update procedures are given in the section called Update and move account factory accounts with AWS Control Tower or with AWS Service Catalog (p. 135).
Steps to enroll an account

After the AdministratorAccess permission (policy) is in place in your existing account, follow these steps to enroll the account:

To enroll an individual account in AWS Control Tower

- Navigate to the AWS Control Tower Organization page.
- On the Organization page, accounts that are eligible to be enrolled allow you to select Enroll from the Actions dropdown menu at the top of the section. These accounts also show an Enroll account button when you view them on the Account details page.
- When you choose Enroll account, you'll see an Enroll account page, where you are prompted to add the AWSControlTowerExecution role to the account. For some instructions, see Manually add the required IAM role to an existing AWS account and enroll it (p. 125).
- Next, select a registered OU from the drop down list. If the account is already in a registered OU, this list will show the OU.
- Choose Enroll account.
- You'll see a modal reminder to add the AWSControlTowerExecution role and confirm the action.
- Choose Enroll.
- AWS Control Tower begins the process of enrollment, and you are directed back to the Account details page.

Common causes for failure of enrollment

- To enroll an existing account, the AWSControlTowerExecution role must be present in the account you're enrolling.
- Your IAM principal may lack the necessary permissions to provision an account.
- AWS Security Token Service (AWS STS) is disabled in your AWS account in your home Region, or in any Region supported by AWS Control Tower.
- You may be signed in to an account that needs to be added to the Account Factory Portfolio in AWS Service Catalog. The account must be added before you'll have access to Account Factory so you can create or enroll an account in AWS Control Tower. If the appropriate user or role is not added to the Account Factory portfolio, you'll receive an error when you attempt to add an account. For instructions on how to grant access to AWS Service Catalog portfolios, see Granting access to users.
- You may be signed in as root.
- The account you're trying to enroll may have AWS Config settings that are residual. In particular, the account may have a configuration recorder or delivery channel. These must be deleted or modified through the AWS CLI before you can enroll an account. For more information, see Enroll accounts that have existing AWS Config resources (p. 128) and Interacting with AWS Control Tower using AWS CloudShell (p. 64).
- If the account belongs to another OU with a management account, including another AWS Control Tower OU, you must terminate the account in its current OU before it can join another OU. Existing resources must be removed in the original OU. Otherwise, enrollment will fail.
- Account provisioning and enrollment fails if your destination OU's SCPs don't allow you to create all of the resources required for that account. For example, an SCP in your destination OU may block resource creation without certain tags. In this case, account provisioning or enrollment fails, because AWS Control Tower does not support tagging of resources. For help, contact your account representative, or AWS Support.

For more information about how AWS Control Tower works with roles when you're creating new accounts or enrolling existing accounts, see How AWS Control Tower works with roles to create and manage accounts (p. 99).
If you cannot confirm that an existing AWS account meets the enrollment prerequisites, you can set up an Enrollment OU and enroll the account into that OU. After enrollment is successful, you can move the account to the desired OU. If enrollment happens to fail, no other accounts or OUs are affected by the failure.

If you have doubts that your existing accounts and their configurations are compatible with AWS Control Tower, you can follow the best practice recommended in the following section.

Recommended: You can set up a two-step approach to account enrollment

- First, use an AWS Config conformance pack to evaluate how your accounts may be affected by some AWS Control Tower controls. To determine how enrollment into AWS Control Tower may affect your accounts, see Extend AWS Control Tower governance using AWS Config conformance packs.
- Next, you may wish to enroll the account. If the compliance results are satisfactory, the migration path is easier because you can enroll the account without unexpected consequences.
- After you've done your evaluation, if you decide to set up an AWS Control Tower landing zone, you may need to remove the AWS Config delivery channel and configuration recorder that were created for your evaluation. Then you'll be able to set up AWS Control Tower successfully.

Note
The conformance pack also works in situations where the accounts are located in OUs registered by AWS Control Tower, but the workloads run within AWS Regions that don't have AWS Control Tower support. You can use the conformance pack to manage resources in accounts that exist in Regions where AWS Control Tower is not deployed.

What if the account does not meet the prerequisites?

Remember that, as a prerequisite, accounts eligible to be enrolled into AWS Control Tower governance must be part of the same overall organization. To fulfill this prerequisite for account enrollment, you can follow these preparatory steps to move an account into the same organization as AWS Control Tower.

Preparatory steps to bring an account into the same organization as AWS Control Tower

1. Drop the account from its existing organization. You must provide a separate payment method if you use this approach.
2. Invite the account to join the AWS Control Tower organization. For more information, see Inviting an AWS account to join your organization in the AWS Organizations User Guide.
3. Accept the invitation. The account shows up in the root of the organization. This step moves the account into the same organization as AWS Control Tower. and establishes SCPs and consolidated billing.

Tip
You can send the invitation for the new organization before the account drops out of the old organization. The invitation will be waiting when the account officially drops out of its existing organization.

Steps to fulfill the remaining prerequisites:

1. Create the necessary AWSControlTowerExecution role.
2. Clear out the default VPC. (This part is optional. AWS Control Tower doesn't change your existing default VPC.)
3. Delete or modify any existing AWS Config configuration recorder or delivery channel through the AWS CLI or AWS CloudShell. For more information, see Example AWS Config CLI commands for resource status (p. 125) and Enroll accounts that have existing AWS Config resources (p. 128)
After you've completed these preparatory steps, you can enroll the account into AWS Control Tower. For more information, see Steps to enroll an account (p. 123). This step brings the account into full AWS Control Tower governance.

Optional steps to deprovision an account, so it can be enrolled and keep its stack

1. To keep the applied AWS CloudFormation stack, delete the stack instance from the stack sets, and choose Retain stacks for the instance.
2. Terminate the account provisioned product in AWS Service Catalog Account Factory. (This step only removes the provisioned product from AWS Control Tower. It doesn't delete the account.)
3. Set up the account with the necessary billing details, as required for any account that doesn't belong to an organization. Then remove the account from the organization. (You do this, so the account doesn't count against the total in your AWS Organizations quota.)
4. Clean up the account if resources remain, and then close it, following the account closure steps in Unmanage an account (p. 138).
5. If you have a Suspended OU with defined controls, you can move the account there instead of doing Step 1.

Example AWS Config CLI commands for resource status

Here are some example AWS Config CLI commands you can use to determine the status of your configuration recorder and delivery channel.

View commands:

- `aws configservice describe-delivery-channels`
- `aws configservice describe-delivery-channel-status`
- `aws configservice describe-configuration-recorders`

The normal response is something like "name": "default"

Delete commands:

- `aws configservice stop-configuration-recorder --configuration-recorder-name NAME-FROM-DESCRIBE-OUTPUT`
- `aws configservice delete-delivery-channel --delivery-channel-name NAME-FROM-DESCRIBE-OUTPUT`
- `aws configservice delete-configuration-recorder --configuration-recorder-name NAME-FROM-DESCRIBE-OUTPUT`

Manually add the required IAM role to an existing AWS account and enroll it

If you've already set up your AWS Control Tower landing zone, you can begin enrolling your organization's accounts into an OU that is registered with AWS Control Tower. If you haven't set up your landing zone, follow the steps as described in the AWS Control Tower User Guide at Getting Started, Step 2. After the landing zone is ready, complete the following steps to bring existing accounts into governance by AWS Control Tower, manually.

Be sure to review the Prerequisites for enrollment (p. 121) noted previously in this chapter.
Before enrolling an account with AWS Control Tower, you must give AWS Control Tower permission to manage that account. To do so, you'll add a role that has full access to the account, as shown in the steps that follow. These steps must be performed for each account that you enroll.

**For each account:**

**Step 1: Sign in with administrator access to the management account of the organization that currently contains the account you wish to enroll.**

For example, if you created this account from AWS Organizations and you use a cross-account IAM role to sign in, then you may follow these steps:

1. Sign in to your organization’s management account.
2. Go to AWS Organizations.
3. Under Accounts, select the account you want to enroll and copy its account ID.
4. Open the account dropdown menu on the top navigation bar and choose Switch Role.
5. On the Switch role form, fill in the following fields:
   - Under Account, enter the account ID you copied.
   - Under Role, enter the name of the IAM role that enables cross-account access to this account. The name of this role was defined when the account was created. If you did not specify a role name when you created the account, enter the default role name, OrganizationAccountAccessRole.
6. Choose Switch Role.
7. You should now be signed into the AWS Management Console as the child account.
8. When you’re finished, stay in the child account for the next part of the procedure.
9. Make note of the management account ID, because you will need to enter it in the next step.

**Step 2: Give AWS Control Tower permission to manage the account.**

1. Go to IAM.
2. Go to Roles.
3. Choose Create role.
4. When asked to select which service the role is for, select EC2 and choose Next:Permissions. You will change this to AWS Control Tower later.
5. When asked to attach policies, choose AdministratorAccess.
6. Choose Next:Tags.
7. You may see an optional screen titled Add tags. Skip this screen for now by choosing Next:Review.
8. On the Review screen, in the Role name field, enter AWSControlTowerExecution.
9. Enter a brief description in the Description box, such as Allows full account access for enrollment.
10. Choose Create role.
11. Navigate to the role you just created. Choose Roles on the left. Select AWSControlTowerExecution.
13. Copy the code example shown here and paste it into the Policy Document. Replace the string Management Account ID with the actual management account ID of your management account.

Here is the policy to paste:

```json
{
   "Version":"2012-10-17",
   "Statement":[
      {
         "Effect":"Allow",
```
Step 3: Enroll the account by moving it into a registered OU, and verify enrollment.
After you've set up the necessary permissions by creating the role, follow these steps to enroll the account and verify enrollment.

1. **Sign in again as Admin and go to AWS Control Tower.**
2. **Enroll the account.**
   - From the **Organization** page in AWS Control Tower, select your account, then choose **Enroll** from the **Actions** dropdown menu at the upper right.
   - Follow the steps for enrolling an individual account, as shown on the [Steps to enroll an account](p. 123) page.
3. **Verify enrollment.**
   - From AWS Control Tower, choose **Organization** in the left navigation.
   - Look for the account you have recently enrolled. Its initial state will show a status of **Enrolling**.
   - When the state changes to **Enrolled**, the move was successful.

To continue this process, sign into each account in your organization that you want to enroll in AWS Control Tower. Repeat the prerequisite steps and the enrollment steps for each account.

**Automated enrollment of AWS Organizations accounts**

You can use the enrollment method described in a blog post called [Enroll existing AWS accounts into AWS Control Tower](#) to enroll your AWS Organizations accounts into AWS Control Tower with a programmatic process.

The following YAML template may assist you in creating the required role in an account, so that it can be enrolled programatically.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure the AWSControlTowerExecution role to enable use of your account as a target account in AWS CloudFormation StackSets.
Parameters:
  AdministratorAccountId:
    Type: String
    Description: AWS Account Id of the administrator account (the account in which StackSets will be created).
    MaxLength: 12
    MinLength: 12
Resources:
  ExecutionRole:
    Type: AWS::IAM::Role
    Properties:
      RoleName: AWSControlTowerExecution
      AssumeRolePolicyDocument:
        Version: 2012-10-17
```

---
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Enroll accounts that have existing AWS Config resources

This topic provides a step-by-step approach for how to enroll accounts that have existing AWS Config resources. For examples of how to check your existing resources, see Example AWS Config CLI commands for resource status (p. 125).

**Note**

If you plan to bring existing AWS accounts into AWS Control Tower as **Audit** and **Log archive** accounts, and if those accounts have existing AWS Config resources, you must delete the existing AWS Config resources completely, before you can enroll these accounts into AWS Control Tower for this purpose. For accounts that are not intended to become **Audit** and **Log archive** accounts, you can modify the existing Config resources.

**Examples of AWS Config resources**

Here are some types of AWS Config resources that your account could have already. These resources may need to be modified so that you can enroll your account into AWS Control Tower.

- AWS Config recorder
- AWS Config delivery channel
- AWS Config aggregation authorization

**Assumptions**

- You have deployed an AWS Control Tower landing zone
- Your account is not enrolled with AWS Control Tower already.
- Your account has at least one pre-existing AWS Config resource in at least one of the AWS Control Tower Regions governed by the management account.
- Your account is not the AWS Control Tower management account.
- Your account is not in governance drift.

For a blog that describes an automated approach to enrolling accounts with existing AWS Config resources, see Automate enrollment of accounts with existing AWS Config resources into AWS Control Tower. You’ll be able to submit a single support ticket for all of the accounts you wish to enroll, as described in Step 1: Contact customer support with a ticket, to add the account to the AWS Control Tower allow list (p. 129), which follows.

**Limitations**

- The account can be enrolled only by using the AWS Control Tower workflow for extending governance.
- If the resources are modified and create drift on the account, AWS Control Tower does not update the resources.
• AWS Config resources in Regions that are not governed by AWS Control Tower are not changed.

**Note**

If you attempt to enroll an account that has existing Config resources, without having the account added to the allow list, enrollment will fail. Thereafter, if you subsequently try to add that same account to the allow list, AWS Control Tower cannot validate that the account is provisioned correctly. You must deprovision the account from AWS Control Tower before you can request the allow list and then enroll it. If you only move the account to a different AWS Control Tower OU, it causes governance drift, which also prevents the account from being added to the allow list.

**This process has 5 main steps.**

1. Add the account to the AWS Control Tower allow list.
2. Create a new IAM role in the account.
3. Modify pre-existing AWS Config resources.
4. Create AWS Config resources in AWS Regions where they don’t exist.
5. Enroll the account with AWS Control Tower.

**Before you proceed, consider the following expectations regarding this process.**

• AWS Control Tower does not create any AWS Config resources in this account.
• After enrollment, AWS Control Tower controls automatically protect the AWS Config resources you created, including the new IAM role.
• If any changes are made to the AWS Config resources after enrollment, those resources must be updated to align with AWS Control Tower settings before you can re-enroll the account.

**Step 1: Contact customer support with a ticket, to add the account to the AWS Control Tower allow list**

**Include this phrase in your ticket subject line:**

*Enroll accounts that have existing AWS Config resources into AWS Control Tower*

**Include the following details in the body of your ticket:**

• Management account number
• Account numbers of member accounts that have existing AWS Config resources
• Your selected home Region for AWS Control Tower setup

**Note**

The required time for adding your account to the allow list is 2 business days.

**Step 2: Create a new IAM role in the member account**

1. Open the AWS CloudFormation console for the member account.
2. Create a new stack using the following template

```
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config
```
3. Provide the name for the stack as `CustomerCreatedConfigRecorderRoleForControlTower`

4. Create the stack.

**Note**

Any SCPs that you create should exclude an `aws-controltower-ConfigRecorderRole*` role. Do not modify the permissions that restrict the ability for AWS Config rules to perform evaluations.

Follow these guidelines so that you don’t receive an `AccessDeniedException` when you have SCPs that block `aws-controltower-ConfigRecorderRole*` from calling Config.

### Step 3: Identify the AWS Regions with pre-existing resources

For each governed Region (AWS Control Tower governed) in the account, identify and note the Regions that have at least one of the existing AWS Config resource example types shown previously.

### Step 4: Identify the AWS Regions without any AWS Config resources

For each governed Region (AWS Control Tower governed) in the account, identify and note the Regions in which there are no AWS Config resources of the example types shown previously.

### Step 5: Modify the existing resources in each AWS Region

For this step, the following information is needed about your AWS Control Tower setup.

- `LOGGING_ACCOUNT` - the Logging account ID
- `AUDIT_ACCOUNT` - the Audit account ID
- `IAM_ROLE_ARN` - the IAM role ARN created in Step 1
- `ORGANIZATION_ID` - the organization ID for the management account
- `MEMBER_ACCOUNT_NUMBER` - the member account that is being modified
- `HOME_REGION` - the home Region for AWS Control Tower setup.
Modify each existing resource by following the instructions given in sections 5a through 5c, which follow.

**Step 5a. AWS Config recorder resources**

Only one AWS Config recorder can exist per AWS Region. If one exists, modify the settings as shown. Replace the item `GLOBAL_RESOURCE_RECORDING` with `true` in your home Region. Replace the item with `false` for other Regions where an AWS Config recorder exists.

- **Name:** DON'T CHANGE
- **RoleARN:** IAM_ROLE_ARN
- **RecordingGroup:**
  - **AllSupported:** true
  - **IncludeGlobalResourceTypes:** GLOBALRESOURCE_RECORDING
  - **ResourceTypes:** Empty

This modification can be made through the AWS CLI using the following command. Replace the string `RECORDER_NAME` with the existing AWS Config recorder name.

```bash
aws configservice put-configuration-recorder --configuration-recorder name=RECORDER_NAME,roleARN=arn:aws:iam::MEMBER_ACCOUNT_NUMBER:role/aws-controltower-ConfigRecorderRole-customer-created --recording-group allSupported=true,includeGlobalResourceTypes=GLOBALRESOURCE_RECORDING --region CURRENT_REGION
```

**Step 5b. Modify AWS Config delivery channel resources**

Only one AWS Config delivery channel can exist per Region. If another exists, modify the settings as shown.

- **Name:** DON'T CHANGE
- **ConfigSnapshotDeliveryProperties:** TwentyFour_Hours
- **S3BucketName:** The logging bucket name from the AWS Control Tower logging account
  ```bash
  aws-controltower-logs-LOGGING_ACCOUNT-HOME_REGION
  ```
- **S3KeyPrefix:** ORGANIZATION_ID
- **SnsTopicARN:** The SNS topic ARN from the audit account, with the following format:
  ```bash
  ```

This modification can be made through the AWS CLI using the following command. Replace the string `DELIVERY_CHANNEL_NAME` with the existing AWS Config recorder name.

```bash
aws configservice put-delivery-channel --delivery-channel name=DELIVERY_CHANNEL_NAME,s3BucketName=aws-controltower-logs-LOGGING_ACCOUNT_ID-HOME_REGION,s3KeyPrefix="ORGANIZATION_ID",configSnapshotDeliveryProperties={deliveryFrequency=TwentyFour_Hours},configSnapshotDeliveryProperties={deliveryFrequency=TwentyFour_Hours} --region CURRENT_REGION
```
Step 5c. Modify AWS Config aggregation authorization resources

Multiple aggregation authorizations can exist per Region. AWS Control Tower requires an aggregation authorization that specifies the audit account as the authorized account, and has the home Region for AWS Control Tower as the authorized Region. If it doesn’t exist, create a new one with the following settings:

- **AuthorizedAccountId**: The Audit account ID
- **AuthorizedAwsRegion**: The home Region for the AWS Control Tower setup

This modification can be made through the AWS CLI using the following command:

```bash
aws configservice put-aggregation-authorization --authorized-account-id AUDIT_ACCOUNT_ID --authorized-aws-region HOME_REGION --region CURRENT_REGION
```

Step 6: Create resources where they don’t exist, in Regions governed by AWS Control Tower

Revise the AWS CloudFormation template, so that in your home Region the `IncludeGlobalResourceTypes` parameter has the value `GLOBAL_RESOURCE_RECORDING`, as shown in the example that follows. Also update the required fields in the template, as specified in this section.

Replace the item `GLOBAL_RESOURCE_RECORDING` with `true` in your home Region. Replace the item with `false` for other Regions where an AWS Config recorder exists.

1. Navigate to the management account's AWS CloudFormation console.
2. Create a new StackSet with the name `CustomerCreatedConfigResourcesForControlTower`.
3. Copy and update the following template:

```json
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config
Resources:
  CustomerCreatedConfigRecorder:
    Type: AWS::Config::ConfigurationRecorder
    Properties:
      Name: aws-controltower-BaselineConfigRecorder-customer-created
      RoleARN: !Sub arn:aws:iam::${AWS::AccountId}:role/aws-controltower-
      ConfigRecorderRole-customer-created
      RecordingGroup:
        AllSupported: true
        IncludeGlobalResourceTypes: GLOBAL_RESOURCE_RECORDING
      ResourceType: []
  CustomerCreatedConfigDeliveryChannel:
    Type: AWS::Config::DeliveryChannel
    Properties:
      Name: aws-controltower-BaselineConfigDeliveryChannel-customer-created
      ConfigSnapshotDeliveryProperties:
        DeliveryFrequency: TwentyFour_Hours
        S3BucketName: aws-controltower-logs-LOGGING_ACCOUNT-HOME_REGION
        S3KeyPrefix: ORGANIZATION_ID
        SnsTopicARN: !Sub arn:aws:sns:${AWS::Region}:AUDIT_ACCOUNT:aws-controltower-
        AllConfigNotifications
        CustomerCreatedAggregationAuthorization:
```
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Step 7: Register the OU with AWS Control Tower

In the AWS Control Tower dashboard, register the OU.

Note
The Enroll account workflow will not succeed for this task. You must choose Register OU or Re-register OU.

Provision and manage accounts with Account Factory

This chapter includes an overview and procedures for provisioning new member accounts in an AWS Control Tower landing zone with Account Factory.

Permissions for configuring and provisioning accounts

The AWS Control Tower Account Factory enables cloud administrators and users in AWS IAM Identity Center to provision accounts in your landing zone. By default, IAM Identity Center users that provision accounts must be in the AWSAccountFactory group or the management group.

Note
Exercise caution when working from the management account, as you would when using any account that has permissions across your organization.

The AWS Control Tower management account has a trust relationship with the AWSControlTowerExecution role, which allows account setup from the management account, including some automated account setup. For more information about the AWSControlTowerExecution role, see How AWS Control Tower works with roles to create and manage accounts (p. 99).

Note
To enroll an existing AWS account into AWS Control Tower, that account must have the AWSControlTowerExecution role enabled. For more information about how to enroll an existing account, see Enroll an existing AWS account (p. 120).
Provision accounts with AWS Service Catalog Account Factory

The following procedure describes how to create and provision accounts as a user in IAM Identity Center through AWS Service Catalog. This procedure also is referred to as *advanced account provisioning*, or *manual account provisioning*. Optionally, you may be able to provision accounts programmatically, with the AWS CLI or with AWS Control Tower Account Factory for Terraform (AFT). You may be able to provision customized accounts in the console if you've previously set up custom blueprints. For more information about customization, see *Customize accounts with Account Factory Customization (AFC)* (p. 141).

**To provision accounts individually in Account Factory, as a user**

1. Sign in from your user portal URL.
2. From *Your applications*, choose *AWS Account*.
3. From the list of accounts, choose the account ID for your management account. This ID may also have a label, for example, *(Management)*.
4. From *AWSServiceCatalogEndUserAccess*, choose *Management console*. This opens the AWS Management Console for this user in this account.
5. Ensure that you've selected the correct AWS Region for provisioning accounts, which should be your AWS Control Tower Region.
6. Search for and choose *Service Catalog* to open the Service Catalog console.
7. In the navigation pane, choose *Products*.
8. Select *AWS Control Tower Account Factory*, then choose the *Launch product* button. This selection starts the wizard to provision a new account.
9. Fill in the information, and keep the following in mind:
   - The *SSOUserEmail* can be a new email address, or the email address associated with an existing IAM Identity Center user. Whichever you choose, this user will have administrative access to the account you're provisioning.
   - The *AccountEmail* must be an email address that isn't already associated with an AWS account. If you used a new email address in *SSOUserEmail*, you can use that email address here.
10. Don't define *TagOptions* and don't enable *Notifications*, otherwise the account can fail to be provisioned. When you're finished, choose *Launch product*.
11. Review your account settings, and then choose *Launch*. Don't create a resource plan, otherwise the account will fail to be provisioned.
12. Your account is now being provisioned. It can take a few minutes to complete. You can refresh the page to update the displayed status information.

   **Note**
   Up to five accounts can be provisioned at a time.

**Considerations for managing accounts in Account Factory**

You can update, unmanage, and close accounts that you create and provision through Account Factory. You can recycle accounts by updating the user parameters in the accounts that you want to repurpose. You can also change an account’s organizational unit (OU).

   **Note**
   When updating a provisioned product that's associated with an account that Account Factory vends, if you specify a new user email address for AWS IAM Identity Center, AWS Control Tower
creates a new user in IAM Identity Center. The previously created account isn't removed. For information about removing the previous IAM Identity Center user email address from IAM Identity Center, see Disabling a User.

**Update and move account factory accounts with AWS Control Tower or with AWS Service Catalog**

The easiest way to update an enrolled account is through the AWS Control Tower console. Individual account updates are useful for resolving drift, such as Moved Member Account (p. 185). Account updates also are required as part of a full landing zone update.

If you move an account from one organizational unit (OU) to another, remember that the controls applied by the new OU may be different than the controls in the former OU. Be sure that the controls in the new OU meet your policy requirements for the account.

**Control behavior when accounts are moved between OUs**

When you move an account between OUs, the controls for the destination OU are applied to the account. However, the controls that applied to the account from the former OU are not removed. The exact behavior of the controls is specific to the implementation of the controls that are active on the former OU and the destination OU.

- **For controls implemented with AWS Config rules:** The controls from the previous OU are not removed. These controls must be removed manually.
- **For controls implemented with SCPs:** The controls from the previous OU are not removed. These controls must be removed manually.
- **For controls implemented with AWS CloudFormation hooks:** This behavior depends on the status of controls in the new OU.
  - **If the destination OU has no hook-based controls active:** The old controls remain active for the moved account, unless you remove them manually.
  - **If the destination OU has hook controls active:** The old controls are removed and the controls in the destination OU are applied to the account.

**Update the account in the console**

**To update an account in the AWS Control Tower console**

1. When signed in to AWS Control Tower, navigate to the Organization page.
2. In the list of OUs and accounts, select the name of the account you wish to update. Accounts that are available for updating show a status of Update available.
3. Next you'll see the Account details page for your selected account.
4. In the upper right, choose Update account.

**Update the provisioned product**

The following procedure guides you through how to update your account in Account Factory or move it to a new OU, by updating the account's provisioned product in Service Catalog.
To update an Account Factory account or change its OU through Service Catalog

1. Sign in to the AWS Management Console, and open the AWS Service Catalog console at https://console.aws.amazon.com/servicecatalog/.
   
   **Note**
   You must sign in as a user with permissions to provision new products in Service Catalog (for example, an IAM Identity Center user in AWSAccountFactory or AWSServiceCatalogAdmins groups).

2. In the navigation pane, choose Provisioning, and then choose Provisioned products.

3. For each of the member accounts listed, perform the following steps to update all member accounts:
   a. Select a member account. You're directed to the Provisioned product details page for that account.
   b. On the Provisioned product details page, choose the Events tab.
   c. Make a note of the following parameters:
      • **SSOUserEmail** (Available in provisioned product details)
      • **AccountEmail** (Available in provisioned product details)
      • **SSOUUserFirstName** (Available in IAM Identity Center)
      • **SSOUSerLastName** (Available in IAM Identity Center)
      • **AccountName** (Available in IAM Identity Center)
   d. From Actions, choose Update.
   e. Choose the button next to the Version of the product you want to update, and choose Next.
   f. Provide the parameter values that were mentioned previously.
      • If you want to keep the existing OU, for ManagedOrganizationalUnit, choose the OU that the account was already in.
      • If you want to migrate the account to a new OU, for ManagedOrganizationalUnit, choose the new OU for the account.
   g. Choose Next.
   h. Review your changes, and then choose Update. This process can take a few minutes per account.

Change email address of an enrolled account

To change the email address of an enrolled member account in AWS Control Tower, follow the procedure in this section.

**Note**
The following procedure doesn't allow you to change the email address of a management account, log archive account, or audit account. For more information about that, see How do I change the email address associated with my AWS account? or contact AWS Support.

To change the email address of an account that AWS Control Tower creates

1. Recover the root user password for the account. You can follow the steps in the article How do I recover a lost or forgotten AWS password?
2. Sign in to the account with the root user password.
3. Change the email address as you would for any other AWS account, and wait for the change to reflect in AWS Organizations. You might experience a delay while the email address change finishes updating.

4. Update the provisioned product in Service Catalog using the email address that previously belonged to the account. The process for updating the provisioned product includes associating the new email address with the provisioned product. This way the email address change takes effect in AWS Control Tower. Use the new email address for updates to subsequently provisioned products.

To change the password or email address of a member account that you created with AWS Organizations, see Accessing a member account as the root user in the AWS Organizations User Guide.

Change the name of an enrolled account

Follow the procedure given in this section to change the name of an enrolled AWS Control Tower account.

**To change the name of an account created by AWS Control Tower**

1. Recover the root password for the account. You can follow the steps outlined in this article, How do I recover a lost or forgotten AWS password?
2. Sign in to the account with the root password.
4. Change the name in Account settings, as you would for any other AWS account.
5. AWS Control Tower automatically updates itself to reflect the name change. This update will not be reflected in the provisioned product in Service Catalog.

Configure Account Factory with Amazon Virtual Private Cloud settings

Account Factory allows you to create pre-approved baselines and configuration options for accounts in your organization. You can configure and provision new accounts through AWS Service Catalog.

On the Account Factory page, you can see a list of organizational units (OUs) and their allow list status. By default, all OUs are on the allow list, which means that accounts can be provisioned under them. You can disable certain OUs for account provisioning through AWS Service Catalog.

You can view the Amazon VPC configuration options available to your end users when they provision new accounts.

**To configure Amazon VPC settings in Account Factory**

1. As a central cloud administrator, sign into the AWS Control Tower console with administrator permissions in the management account.
2. From the left side of the dashboard, select Account Factory to navigate to the Account Factory network configuration page. There you can see the default network settings displayed. To edit, select Edit and view the editable version of your Account Factory network configuration settings.
3. You can modify each field of the default settings as needed. Choose the VPC configuration options you’d like to establish for all new Account Factory accounts that your end users may create, and enter your settings into the fields.

   - Choose disabled or enabled to create a public subnet in Amazon VPC. By default, the internet-accessible subnet is disallowed.
Unmanage an account

If you created an account in Account Factory or enrolled an AWS account, and you no longer want the account to be managed by AWS Control Tower in a landing zone, you can unmanage the account from the AWS Control Tower console.

When you unmanage an AWS Control Tower account, all resources provisioned by AWS Control Tower are removed, including any blueprints. The account is moved out of any AWS Control Tower OU and into the Root area. The account is no longer part of a registered OU, and it is no longer subject to AWS Control Tower SCPs. You can close the account through AWS Organizations.

Unmanaging an account also can be done in the Service Catalog console by an IAM Identity Center user in the AWSAccountFactory group, by terminating the Provisioned Product. For more information on IAM Identity Center users or groups, see Manage users and access through AWS IAM Identity Center. The following procedure describes how to unmanage a member account in Service Catalog.

To unmanage an enrolled account

2. In the left navigation pane, choose Provisioned products list.
3. From the list of provisioned accounts, choose the name of the account that you want AWS Control Tower no longer to manage.
4. On the Provisioned product details page, from the Actions menu, choose Terminate.
5. From the dialog box that appears, choose Terminate.
   
   Important
   The word terminate is specific to Service Catalog. When you terminate an account in Service Catalog Account Factory, the account is not closed. This action removes the account from its OU and your landing zone.
6. When the account has been unmanaged, its status changes to Not Enrolled.
7. If you no longer need the account, close it. For more information about closing AWS accounts, see [Closing an account](https://docs.aws.amazon.com/billing/latest/ug/closing-an-account.html) in the AWS Billing User Guide.

When you unmanage a customized account, AWS Control Tower removes the resources that the blueprint has deployed, as well as any other resources that AWS Control Tower created within the account. After you unmanage the account, you can close the account through AWS Organizations.

**Note**
An unmanaged account is not closed or deleted. When the account has been unmanaged, the IAM Identity Center user that you selected when you created the account in Account Factory still has administrative access to the account. If you do not want this user to have administrative access, you must change this setting in IAM Identity Center by updating the account in Account Factory and changing the IAM Identity Center user email address for the account. For more information, see [Update and move account factory accounts with AWS Control Tower or with AWS Service Catalog](p. 135).

**Video Walkthrough**
This video (3:25) describes how to remove an account from AWS Control Tower, gain root access to the account, and finally close the AWS account. You also can close an account with an AWS Organizations API. For better viewing, select the icon at the lower right corner of the video to enlarge it to full screen. Captioning is available.

[Video Walkthrough of Closing an Account in AWS Control Tower.](p. 139)

You can view a list of AWS YouTube videos that explain common tasks in AWS Control Tower.

**Close an account created in Account Factory**

Accounts created in Account Factory are AWS accounts. For information about closing AWS accounts, see [Closing an account](https://docs.aws.amazon.com/billing/latest/ug/closing-an-account.html) in the AWS Billing User Guide.

**Note**
Closing an AWS account is not the same as unmanaging an account from AWS Control Tower—these are separate actions. You must unmanage the account before you close it.

**Close an AWS Control Tower member account through AWS Organizations**

You can close your AWS Control Tower member accounts from your organization's management account without a requirement to sign in to each member account individually with root credentials, by means of AWS Organizations. You cannot close your management account in this way, however.

When you call the AWS Organizations CloseAccount API, or close an account in the AWS Organizations console, the member account is isolated for 90 days, as any AWS account would be. The account shows a Suspended status in AWS Control Tower and AWS Organizations. If you attempt to work with the account during that 90 days, AWS Control Tower gives an error message.

Before the 90 days expire, you can restore the member account, as you can do with any AWS account. After that 90-day time, the account's records are removed.

We recommend, as a best practice, to unmanage a member account before you close that account. If you close a member account without first unmanaging it, AWS Control Tower shows the account's status as Suspended, but also as Enrolled. As a result, if you attempt to Re-register the account's OU during that 90-day time, AWS Control Tower produces an error message. The suspended account essentially blocks
the re-registering actions with a pre-check failure. If you remove the account from the OU, you can re-
register the OU, but AWS may produce an error regarding a missing method of payment for the account.
To work around this constraint, create another OU, and move the account to that OU before you try to
re-register. We recommend naming this OU the **Suspended** OU.

**Note**
If you do not unmanage the account before you close it, you must delete the account’s
provisioned product in AWS Service Catalog after those 90 days are finished.

For more information, see the AWS Organizations documentation about the [CloseAccount API](#).

## Resource Considerations for Account Factory

When an account is provisioned with Account Factory, the following AWS resources are created within
the account.

<table>
<thead>
<tr>
<th>AWS service</th>
<th>Resource type</th>
<th>Resource name</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS CloudFormation</td>
<td>Stacks</td>
<td>StackSet-AWSControlTowerBP-BASELINE-CLOUDTRAIL-*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-CLOUDWATCH-*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-CONFIG-*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-ROLES-*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>StackSet-AWSControlTowerBP-BASELINE-SERVICE-ROLES-*</td>
</tr>
<tr>
<td>AWS CloudTrail</td>
<td>Trail</td>
<td>aws-controltower-BaselineCloudTrail</td>
</tr>
<tr>
<td>Amazon CloudWatch</td>
<td>CloudWatch Event Rules</td>
<td>aws-controltower-ConfigComplianceChangeEventRule</td>
</tr>
<tr>
<td>Amazon CloudWatch</td>
<td>CloudWatch Logs</td>
<td>aws-controltower/CloudTrailLogs</td>
</tr>
<tr>
<td></td>
<td></td>
<td>/aws/lambda/aws-controltower-NotificationForwarder</td>
</tr>
<tr>
<td>AWS Identity and Access</td>
<td>Roles</td>
<td>aws-controltower-AdministratorExecutionRole</td>
</tr>
<tr>
<td>Management</td>
<td></td>
<td>aws-controltower-CloudWatchLogsRole</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-controltower-ConfigRecorderRole</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-controltower-ForwardSnsNotificationRole</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-controltower-ReadOnlyExecutionRole</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>AWS service</th>
<th>Resource type</th>
<th>Resource name</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS Identity and Access Management</td>
<td>Policies</td>
<td>AWSControlTowerServiceRolePolicy</td>
</tr>
<tr>
<td>Amazon Simple Notification Service</td>
<td>Topics</td>
<td>aws-controltower-SecurityNotifications</td>
</tr>
<tr>
<td>AWS Lambda</td>
<td>Applications</td>
<td>StackSet-AWSControlTowerBP-BASELINE-CLOUDWATCH-*</td>
</tr>
<tr>
<td>AWS Lambda</td>
<td>Functions</td>
<td>aws-controltower-NotificationForwarder</td>
</tr>
</tbody>
</table>

**Customize accounts with Account Factory Customization (AFC)**

AWS Control Tower allows you to customize new and existing AWS accounts when you provision their resources from the AWS Control Tower console. After you set up account factory customization, AWS Control Tower automates this process for future provisioning, so you don't have to maintain any pipelines. Customized accounts are available for use immediately after the resources are provisioned.

Your customized accounts are provisioned in account factory, through AWS CloudFormation templates, or with Terraform. You'll define a template that serves as customized account blueprint. Your blueprint describes the specific resources and configurations you require when an account is provisioned. Pre-defined blueprints, built and managed by AWS partners, also are available. For more information about partner-managed blueprints, see the [Service Catalog Getting Started Library](https://aws.amazon.com/documentation/servicecatalog/getting-started-library/).

**Note**

AWS Control Tower contains proactive controls, which monitor AWS CloudFormation resources in AWS Control Tower. Optionally, you can activate these controls in your landing zone. When you apply proactive controls, they check to make sure that the resources you're about to deploy to your accounts are compliant with your organization's policies and procedures. For more information about proactive controls, see [Proactive controls](https://aws.amazon.com/documentation/servicecatalog/proactive-controls/).

Your account blueprints are stored in an AWS account, which for our purposes is referred to as a hub account. Blueprints are stored in the form of an Service Catalog product. We call this product a blueprint, to distinguish it from any other Service Catalog products. To learn more about how to create Service Catalog products, see [Creating products](https://aws.amazon.com/documentation/servicecatalog/administrator-guide/) in the Service Catalog Administrator Guide.

**Apply blueprints to existing accounts**

You can apply customized blueprints to existing accounts, also, by following the Update account steps in the AWS Control Tower console. For details, see [Update the account in the console](https://aws.amazon.com/documentation/servicecatalog/update-the-account-in-the-console/).

**Before you begin**

Before you begin to create customized accounts with AWS Control Tower Account Factory, you must have an AWS Control Tower landing zone environment deployed, and you must have an organizational unit (OU) registered with AWS Control Tower, where your newly created accounts will be placed.

For more information about working with AFC, see [Automate account customization using Account Factory Customization in AWS Control Tower](https://aws.amazon.com/documentation/servicecatalog/automate-account-customization/).
Preparation for customization

- You may create a new account to serve as the hub account, or you may use an existing AWS account. We strongly recommend that you do not use the AWS Control Tower management account as your blueprint hub account.
- If you plan to enroll AWS accounts into AWS Control Tower and customize them, you must first add the AWSControlTowerExecution role to those accounts, as you would for any other account you are enrolling into AWS Control Tower.
- If you plan to use partner blueprints that have marketplace subscription requirements, you must configure these from your AWS Control Tower management account before you deploy the partner blueprints as account factory customization blueprints.

Topics

- Set up for customization (p. 142)
- Create a customized account from a blueprint (p. 146)
- Enroll and customize accounts (p. 147)
- Add a blueprint to an AWS Control Tower account (p. 147)
- Update a blueprint (p. 147)
- Remove a blueprint from an account (p. 148)
- Partner blueprints (p. 148)
- Considerations for Account Factory Customizations (AFC) (p. 148)
- In case of a blueprint error (p. 149)
- Customizing your policy document for AFC blueprints based on CloudFormation (p. 150)
- Additional permissions required for creating a Terraform-based Service Catalog product (p. 151)

Set up for customization

The next sections give steps to set up Account Factory for the customization process. We recommend that you set up delegated admin for the hub account, before you begin these steps.

Summary

- Step 1. Create the required role. Create an IAM role that grants permission for AWS Control Tower to have access to the (hub) account, where the Service Catalog products, also called blueprints, are stored.
- Step 2. Create the Service Catalog product. Create the Service Catalog product (also called a “blueprint product”) that you'll need for baselining the custom account.
- Step 3. Review your custom blueprint. Inspect the Service Catalog product (blueprint) that you created.
- Step 4. Call your blueprint to create a customized account. Enter the blueprint product information and the role information into the proper fields in Account Factory, in the AWS Control Tower console, while creating the account.

Step 1. Create the required role

Before you begin to customize accounts, you must set up a role that contains a trust relationship between AWS Control Tower and your hub account. When assumed, the role grants AWS Control Tower access to administer the hub account. The role must be named AWSControlTowerBlueprintAccess.
AWS Control Tower assumes this role to create a Portfolio resource on your behalf in Service Catalog, then to add your blueprint as a Service Catalog Product to this Portfolio, and then to share this Portfolio, and your blueprint, with your member account during account provisioning.

You’ll create the AWSControlTowerBlueprintAccess role, as explained in the following sections.

Navigate to the IAM console to set up the required role.

To set up the role in an enrolled AWS Control Tower account

1. Federate or sign in as the principal in the AWS Control Tower management account.
2. From the federated principal in the management account, assume or switch roles to the AWSControlTowerExecution role in the enrolled AWS Control Tower account that you select to serve as the blueprint hub account.
3. From the AWSControlTowerExecution role in the enrolled AWS Control Tower account, create the AWSControlTowerBlueprintAccess role with proper permissions and trust relationships.

Note
To comply with AWS best practices guidance, it’s important that you sign out of the AWSControlTowerExecution role immediately after you create the AWSControlTowerBlueprintAccess role.

To prevent unintended changes to resources, the AWSControlTowerExecution role is intended for use by AWS Control Tower only.

If your blueprint hub account isn't enrolled in AWS Control Tower, the AWSControlTowerExecution role won't exist in the account, and there's no need to assume it before you continue with setting up the AWSControlTowerBlueprintAccess role.

To set up the role in an unenrolled member account

1. Federate or sign in as a principal in the account that you wish to designate as the hub account, by means of your preferred method.
2. When signed in as the principal in the account, create the AWSControlTowerBlueprintAccess role with proper permissions and trust relationships.

The AWSControlTowerBlueprintAccess role must be set up to grant trust to two principals:

- The principal (user) that runs AWS Control Tower in the AWS Control Tower management account.
- The role named AWSControlTowerAdmin in the AWS Control Tower management account.

Here’s an example trust policy, similar to one you will need to include for your role. This policy demonstrates the best practice of granting least-privilege access. When you make your own policy, replace the term YourManagementAccountId with the actual account ID of your AWS Control Tower management account, and replace the term YourControlTowerUserRole with the identifier of the IAM role for your management account.

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Effect": "Allow",
      "Principal": {
        "AWS": [
          "arn:aws:iam::YourManagementAccountId:role/service-role/AWSControlTowerAdmin",
```
Required permissions policy

AWS Control Tower requires that the managed policy named AWSServiceCatalogAdminFullAccess must be attached to the AWSControlTowerBlueprintAccess role. This policy provides permissions that Service Catalog looks for when it allows AWS Control Tower to administer your portfolio and Service Catalog Product resources. You can attach this policy when you’re creating the role in the IAM console.

Additional permissions may be required

- If you store your blueprints in Amazon S3, AWS Control Tower also requires the AmazonS3ReadOnlyAccess permission policy for the AWSControlTowerBlueprintAccess role.
- The AWS Service Catalog Terraform type of product requires you to add some additional permissions to the AFC custom IAM policy, if you don't utilize the default Admin policy. It requires these in addition to the permissions required to create the resources that you define in your terraform template.

Step 2. Create the Service Catalog product

To create an Service Catalog product, follow the steps at Creating products in the Service Catalog Administrator Guide. You’ll add your account blueprint as a template when you create the Service Catalog product.

Summary of steps to create a blueprint

- Create or download an AWS CloudFormation template that will become your account blueprint. Some template examples are given later in this section.
- Sign in to the AWS account where you store your Account Factory blueprints (sometimes called the hub account).
- Navigate to the Service Catalog console. Choose Product list, and then choose Upload new product.
- In the Product details pane, enter details for your blueprint product, such as a name and description.
- Select Use a template file and then select Choose file. Select or paste the AWS CloudFormation template you’ve developed or downloaded for use as your blueprint.
- Choose Create product at the bottom of the console page.

You can download an AWS CloudFormation template from the Service Catalog reference architecture repository. One example from that repository helps set up a backup plan for your resources.

Here’s an example template, for a fictitious company called Best Pets. It helps set up a connection to their pet database.

Resources:
  ConnectionStringBuilderLambdaRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: "2012-10-17"
Step 3. Review your custom blueprint

You can view your blueprint in the Service Catalog console. For more information, see Managing products in the Service Catalog Administrator Guide.

Step 4. Call your blueprint to create a customized account

When you follow the Create account workflow in the AWS Control Tower console, you'll see an optional section where you can enter information about the blueprint you'd like to use for customizing accounts.

Note
You must set up your customization hub account and add at least one blueprint (Service Catalog product) before you can enter that information into the AWS Control Tower console and begin to provision customized accounts.
Create or update a customized account in the AWS Control Tower console.

1. Enter the account ID for the account that contains your blueprints.
2. From that account, select an existing Service Catalog product; that is, select an existing blueprint.
3. Select the proper version of the blueprint (Service Catalog product), if you have more than one version.
4. (Optional) You can add or change a blueprint provisioning policy at this point in the process. The blueprint provisioning policy is written in JSON and attached to an IAM role, so it can provision the resources that are specified in the blueprint template. AWS Control Tower creates this role in the member account so that Service Catalog can deploy resources using AWS CloudFormation stack sets. The role is named AWSControlTower-BlueprintExecution-bp-xxxx. The AdministratorAccess policy is applied here by default.
5. Choose the AWS Region or Regions in which you wish to deploy accounts based on this blueprint.
6. If your blueprint contains parameters, you can enter the values for the parameters into additional fields in the AWS Control Tower workflow. The additional values may include: a GitHub repository name, a GitHub branch, an Amazon ECS cluster name, and a GitHub identity for the repository owner.
7. You can customize accounts at a later time by following the Account update process, if your hub account or blueprints are not yet ready.

For more details, see Create a customized account from a blueprint (p. 146).

Create a customized account from a blueprint

After you have created custom blueprints, you can start creating custom accounts in AWS Control Tower account factory.

Follow these steps to deploy a custom blueprint when you're creating a new AWS account:

1. Go to AWS Control Tower in the AWS Management Console.
2. Select Account factory and Create account.
3. Enter account details such as account name and email address.
4. Configure IAM Identity Center details with email address and user name.
5. Select a registered OU where your account will be added.
6. Expand the Account factory customization section.
7. Enter the account ID of the blueprint hub account that contains your Service Catalog products and choose Validate. For more information about a blueprint hub account, see Customize accounts with Account Factory Customization (AFC) (p. 141).
8. Select the dropdown menu that contains all blueprints from your Service Catalog Product List (all custom and partner blueprints). Choose a blueprint and corresponding version to deploy.
9. If your blueprint contains parameters, these fields are displayed for you to populate. Default values are pre-populated.
10. Finally, select where you'll deploy your blueprint, either Home Region or All governed Regions. Global resources such as Route 53 or IAM, may need to be deployed to a single Region only. Regional resources, such as Amazon EC2 instances or Amazon S3 buckets, could be deployed to all governed Regions.
11. After all fields are completed, select Create account.

Note
Blueprints created with Terraform can deploy to one Region only, not multiple Regions.
You can view the progress of your account provisioning on the Organization page. When your account provisioning is complete, the resources specified by your blueprint are already deployed within it. To view the details of the account and blueprint, go to the Account details page.

Enroll and customize accounts

To enroll and customize accounts in the AWS Control Tower console.

1. Navigate to the AWS Control Tower console and select Organization from the left navigation.
2. You will see a list of your available accounts. Identify the account you would like to enroll with a custom blueprint. The State column for that account should reflect the account in a Not enrolled status.
3. Select the radio button to the left of the account and choose the Actions dropdown menu, in the top right of the screen. Here you will select the Enroll option.
4. Complete the Access configuration section with the account's IAM Identity Center information.
5. Select the registered OU where your account will become a member.
6. Complete the Account factory customization section using the same steps as 7-12 of the Create account procedure. For more information, see Provision Account Factory accounts with AWS Service Catalog.

You can view the status of your account progress on the Organization page. When your account enrollment is complete, the resources specified by the blueprint are already deployed within it.

Add a blueprint to an AWS Control Tower account

To add a blueprint to an existing AWS Control Tower member account, follow the Update account workflow in the AWS Control Tower console, and choose a new blueprint to add to the account. For more information, see Update and move Account Factory accounts with AWS Control Tower or with AWS Service Catalog.

Note
If you add a new blueprint to an account, the existing blueprint is overwritten.

Note
One blueprint may be deployed per AWS Control Tower account.

Update a blueprint

The following procedures describe how to update custom blueprints and how to deploy them.

To update your custom blueprints

1. Update your AWS CloudFormation template or your Terraform-based template (that is, your blueprint) with your new configurations.
2. Save the updated template (blueprint) as a new version in Service Catalog.

To deploy your updated blueprint

1. Navigate to the Organization page in the AWS Control Tower console.
2. Filter the Organization page by blueprint name and version.
3. Follow the Update account process, and deploy the latest blueprint version in your account.

If a blueprint update is unsuccessful
AWS Control Tower allows blueprint updates when the provisioned product is in the AVAILABLE state. If your provisioned product is in a TAINTED state, the update will fail. We recommend the following workaround:

1. In the AWS Service Catalog console, manually update the TAINTED provisioned product to change the state to AVAILABLE. For more information, see Updating provisioned products.
2. Then, follow the update account process from AWS Control Tower to fix the blueprint deployment error.

*We recommend this manual step because:* When you remove a blueprint, it can cause resources in the member account to be removed. Removing resources may affect your existing workloads. For this reason, we recommend this method rather than the alternative way of updating a blueprint—which is by removing and replacing the original blueprint—especially if you are running production workloads.

## Remove a blueprint from an account

To remove a blueprint from an account, follow the Update account workflow to remove the blueprint and return the account to the AWS Control Tower default configurations.

As you enter the Update account workflow in the console, you will see that all of the account details are populated, and the customization details are not populated. If you leave these AFC details blank, AWS Control Tower removes the blueprint from the account. You will see a warning message before the action begins.

*Note*

AWS Control Tower adds a blueprint to an account only if you select a blueprint during the Create account or Update account process.

## Partner blueprints

AWS Control Tower Account Factory Customization (AFC) provides access to pre-defined customization blueprints that are built and managed by AWS Partners. These partner blueprints help you customize your accounts for specific use cases. Each partner’s blueprints help you build customized accounts, which are pre-configured to work with the product offerings from that particular partner.

To view a complete list of AWS Control Tower partner blueprints, navigate to the Service Catalog Getting Started Library in your console. Search for the source type AWS Control Tower Blueprints.

## Considerations for Account Factory Customizations (AFC)

- AFC supports customization using a single Service Catalog blueprint product only.
- The Service Catalog blueprint products must be created in the hub account, and in the same Region as the AWS Control Tower landing zone home Region.
- The AWSControlTowerBlueprintAccess IAM role must be created with the proper name, permissions, and trust policy.
- AWS Control Tower supports two deployment options for blueprints: deploy to the home Region only, or deploy to all Regions governed by AWS Control Tower. Selection of Regions is not available.
- When you update a blueprint in a member account, the blueprint hub account ID and the Service Catalog blueprint product cannot be changed.
- AWS Control Tower doesn't support removing an existing blueprint and adding a new blueprint in a single blueprint update operation. You can remove a blueprint and then add a new blueprint in separate operations.
AWS Control Tower changes behavior, based on whether you are creating or enrolling customized accounts, or non-customized accounts. If you are not creating or enrolling customized accounts with blueprints, AWS Control Tower creates an Account Factory provisioned product (through Service Catalog) in the AWS Control Tower management account. If you are specifying customization when creating or enrolling accounts with blueprints, AWS Control Tower does not create an Account Factory provisioned product in the AWS Control Tower management account.

In case of a blueprint error

Error while applying a blueprint

If an error occurs during the process of applying a blueprint to an account—either a new account or an existing account that you are enrolling into AWS Control Tower—the recovery procedure is the same. The account will exist, but it is not customized, and it is not enrolled into AWS Control Tower. To continue, follow the steps to enroll the account into AWS Control Tower, and add the blueprint at time of enrollment.

Error while creating the AWSControlTowerBlueprintAccess role, and workarounds

When you create the AWSControlTowerBlueprintAccess role from an AWS Control Tower account, you must be signed in as the principal using the AWSControlTowerExecution role. If you are signed in as any other, the CreateRole operation is prevented by an SCP, as shown in the artifact that follows:

```
{
  "Condition": {
    "ArnNotLike": {
      "aws:PrincipalArn": [
        "arn:aws:iam::*:role/AWSControlTowerExecution",
        "arn:aws:iam::*:role/stacksets-exec-*"
      ]
    },
    "Action": [
      "iam:AttachRolePolicy",
      "iam:CreateRole",
      "iam:DeleteRole",
      "iam:DeleteRolePermissionsBoundary",
      "iam:DeleteRolePolicy",
      "iam:DetachRolePolicy",
      "iam:PutRolePermissionsBoundary",
      "iam:PutRolePolicy",
      "iam:UpdateAssumeRolePolicy",
      "iam:UpdateRole",
      "iam:UpdateRoleDescription"
    ],
    "Resource": [
      "arn:aws:iam::*:role/aws-controltower-*",
      "arn:aws:iam::*:role/AWSControlTower*",
      "arn:aws:iam::*:role/stacksets-exec-*"
    ],
    "Effect": "Deny",
    "Sid": "GRIAMROLEPOLICY"
  }
}
```

The following workarounds are available:

• (Most recommended) Assume the AWSControlTowerExecution role and create the AWSControlTowerBlueprintAccess role. If you choose this workaround, be sure to sign out from the AWSControlTowerExecution role immediately afterward, to prevent unintended changes to resources.
Customizing your policy document for AFC blueprints based on CloudFormation

When you enable a blueprint through account factory, AWS Control Tower directs AWS CloudFormation to create a StackSet on your behalf. AWS CloudFormation requires access to your managed account to create AWS CloudFormation stacks in the StackSet. Although AWS CloudFormation already has administrator privileges in the managed account through the AWSControlTowerExecution role, this role is not assumable by AWS CloudFormation.

As part of enabling a blueprint, AWS Control Tower creates a role in the member account, which AWS CloudFormation may assume to complete the StackSet management tasks. The simplest way to enable your customized blueprint through account factory is to use an allow-all policy, because those policies are compatible with any blueprint template.

However, best practices suggest that you must restrict the permissions for AWS CloudFormation in the target account. You can provide a customized policy, which AWS Control Tower applies to the role it creates for AWS CloudFormation to use. For example, if your blueprint creates an SSM Parameter called something-important, you could provide the following policy:

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "AllowCloudFormationActionsOnStacks",
      "Effect": "Allow",
      "Action": "cloudformation:*",
      "Resource": "arn:aws:cloudformation:*:*:stack/*"
    },
    {
      "Sid": "AllowSsmParameterActions",
      "Effect": "Allow",
      "Action": [
        "ssm:PutParameter",
        "ssm:DeleteParameter",
        "ssm:GetParameter",
        "ssm:GetParameters"
      ],
      "Resource": "arn:*:ssm:*:*:parameter/something-important"
    }
  ]
}
```

The AllowCloudFormationActionsOnStacks statement is required for all AFC custom policies; AWS CloudFormation uses this role to create stack instances, therefore it requires permission to perform AWS CloudFormation actions on stacks. The AllowSsmParameterActions section is specific to the template being enabled.

Resolve permission issues

When you enable a blueprint with a restricted policy, you may find that there are insufficient permissions to enable the blueprint. To resolve these issues, revise your policy document and update the member account's blueprint preferences to use the corrected policy. To check that the policy is sufficient to enable
the blueprint, ensure that the AWS CloudFormation permissions are granted, and that you can create a stack directly using that role.

**Additional permissions required for creating a Terraform-based Service Catalog product**

When you're creating an Service Catalog Terraform product for AFC, Service Catalog requires certain permissions to be added to your AFC custom IAM policy, in addition to permissions required to create the resources defined in your template. If you choose the default full Admin policy, you do not need to add these extra permissions.

```json
{
   "Version": "2012-10-17",
   "Statement": [
      {
         "Action": [
            "resource-groups:CreateGroup",
            "resource-groups:ListGroupResources",
            "resource-groups:DeleteGroup",
            "resource-groups:Tag"
         ],
         "Resource": "*",
         "Effect": "Allow"
      },
      {
         "Action": [
            "tag:GetResources",
            "tag:GetTagKeys",
            "tag:GetTagValues",
            "tag:TagResources",
            "tag:UntagResources"
         ],
         "Resource": "*",
         "Effect": "Allow"
      },
      {
         "Action": "s3:GetObject",
         "Effect": "Allow",
         "Resource": "*",
         "Condition": {
            "StringEquals": {
               "s3:ExistingObjectTag/servicecatalog:provisioning": "true"
            }
         }
      }
   ]
}
```

For more information about creating Terraform products in Service Catalog, see [Step 5: Create launch roles](#) in the Service Catalog Administrator Guide.

**Provision accounts with AWS Control Tower Account Factory for Terraform (AFT)**

AWS Control Tower Account Factory for Terraform (AFT) adopts a GitOps model that automates the process of account provisioning and updating in AWS Control Tower.
Note
AFT doesn't impact workflow performance in AWS Control Tower. If you provision an account through AFT or Account Factory, the same backend workflow occurs.

With AFT, you create an account request Terraform file, which contains the input that invokes the AFT workflow. After account provisioning and updating finishes, the AFT workflow continues by running the AFT account provisioning framework and account customizations steps.

Prerequisites

Before getting started with AFT, you must create the following:

- A fully deployed AFT environment. For more information, see Overview of AWS Control Tower Account Factory for Terraform (AFT) and Deploy AWS Control Tower Account Factory for Terraform (AFT)
- One or more AFT git repositories in your fully deployed AFT environment. For more information, see Post-deployment steps for AFT.

Tip
Optionally, you can create an account template folder in the aft-account-customizations repository.

For information about AWS Regions where AFT has deployment limitations, see Control limitations (p. 40).

Provision a new account with AFT

To provision a new account with AFT, create an account request Terraform file. This file contains the input for parameters in the aft-account-request repository. After creating an account request Terraform file, begin processing your account request by running git push. This command invokes the ct-aft-account-request operation in the AWS CodePipeline, which is created in the AFT management account after account provisioning finishes. For more information, see AFT account provisioning pipeline.

Account request Terraform file parameters

You must include the following parameters in your account request Terraform file. You can view an example account request Terraform file on GitHub.

- The value of module name must be unique per the AWS account request.
- The value of module source is the path to the account request Terraform module that AFT provides.
- The value of control_tower_parameters captures the required input to create an AWS Control Tower account. The value includes the following input fields:
  - AccountEmail
  - AccountName
  - ManagedOrganizationalUnit
  - SSOUUserEmail
  - SSOUUserFirstName
  - SSOUUserLastName

Note
The input that you provide for control_tower_parameters can't be changed during the account provisioning.

The supported formats for specifying ManagedOrganizationalUnit in the aft-account-request repository include OUName and OUName (OU-ID).
• account_tags captures user-defined keys and values, which can tag AWS accounts according to business criteria. For more information, see Tagging AWS Organizations resources in the AWS Organizations User Guide.

• The value of change_management_parameters captures additional information, such as why an account request was created and who initiated the account request. The value includes the following input fields:
  • change_reason
  • change_requested_by

• custom_fields captures additional metadata with keys and values that deploy as SSM parameters in the vended account under /aft/account-request/custom-fields/. You can reference this metadata during account customizations to deploy proper controls. For example, an account that’s subject to regulatory compliance might deploy additional AWS Config Rules. The metadata that you collect with custom_fields can invoke additional processing during account provisioning and updating. If a custom field is removed from the account request, the custom field is removed from the SSM Parameter Store for the vended account.

• (Optional) account_customizations_name captures the account template folder in the aft-account-customizations repository. For more information, see Account customizations.

Submit multiple account requests

AFT processes account requests one at a time, but you can submit multiple account requests to the AFT pipeline. When you submit multiple account requests to the AFT pipeline, AFT queues and processes the account requests in a first-in, first-out order.

Note
You can create an account request Terraform file for each account that you want AFT to provision or cascade multiple account requests in a single account request Terraform file.

Update an existing account

You can update accounts that AFT provisions by editing previously submitted account requests and running git push. This command invokes the account provisioning workflow and can process account update requests. You can update the input for ManagedOrganizationalUnit, which is part of the required value for control_tower_parameters, and other parameters in the account request Terraform file. For more information, see Provision a new account with AFT.

Note
The input that you provide for control_tower_parameters can't be changed during account provisioning.

The supported formats for specifying ManagedOrganizationalUnit in the aft-account-request repository include OUName and OUName (OU-ID).

Update an account that AFT doesn't provision

You can update AWS Control Tower accounts created outside of AFT by specifying the account in the aft-account-request repository.

Note
Make sure that all account details are correct and consistent with the AWS Control Tower organization and respective AWS Service Catalog provisioned product.

Prerequisites for updating an existing AWS account with AFT

• The AWS account must be enrolled in AWS Control Tower.
• The AWS account must be part of the AWS Control Tower organization.
Deploy AWS Control Tower Account Factory for Terraform (AFT)

This section is for administrators of AWS Control Tower environments who wish to set up Account Factory for Terraform (AFT) in their existing environment. It describes how to set up an Account Factory for Terraform (AFT) environment with a new, dedicated AFT management account.

**Note**
A Terraform module deploys AFT. This module is available in the [AFT repository](https://github.com/aws-samples/aws-control-tower-account-factory-for-terraform) on GitHub, and the entire AFT repository is considered the module. We recommend that you refer to the AFT modules on GitHub instead of cloning the AFT repository. This way you can control and consume updates to the modules as they are available.

For details about the latest releases of the AWS Control Tower Account Factory for Terraform (AFT) functionality, see the [Releases file](https://github.com/aws-samples/aws-control-tower-account-factory-for-terraform/releases) for this GitHub repository.

**Deployment prerequisites**

Before you configure and launch your AFT environment, you must have the following:

- An AWS Control Tower landing zone. For more information, see [Plan your AWS Control Tower landing zone](https://docs.aws.amazon.com/controltower/latest/userguide/landZONE-PLANNING.html).
- A home Region for your AWS Control Tower landing zone. For more information, see [How AWS Regions work with AWS Control Tower](https://docs.aws.amazon.com/controltower/latest/userguide/REGION-WITH-CONTROL-TOWER.html).
- A Terraform version and distribution. For more information, see [Terraform and AFT versions](https://github.com/aws-samples/aws-control-tower-account-factory-for-terraform#version).
- A VCS provider for tracking and managing changes to code and other files.

**Note**
By default, AFT uses AWS CodeCommit. For more information, see [What is AWS CodeCommit?](https://docs.aws.amazon.com/lambda/latest/dg/codecommit.html) in the [AWS CodeCommit User Guide](https://docs.aws.amazon.com/CodeCommit/latest/userguide/). If you’d like to choose a different VCS provider, see [Alternatives for version control of source code in AFT](https://github.com/aws-samples/aws-control-tower-account-factory-for-terraform#version-control).

- A runtime environment where you can run the Terraform module that installs AFT.
- AFT feature options. For more information, see [Enable feature options](https://github.com/aws-samples/aws-control-tower-account-factory-for-terraform#feature-flags).

**Configure and launch your AWS Control Tower Account Factory for Terraform**

The following steps assume that you’re familiar with the Terraform workflow. You can also learn more about deploying AFT by following the [Introduction to AFT](https://aws.amazon.com/training/workshops/aft/) lab on the AWS Workshop Studio website.

**Step 1: Launch your AWS Control Tower landing zone**

Complete the steps in [Getting started with AWS Control Tower](https://docs.aws.amazon.com/controltower/latest/userguide/). This is where you create the AWS Control Tower management account and set up your AWS Control Tower landing zone.

**Note**
Make sure to create a role for the AWS Control Tower management account that has AdministratorAccess credentials. For more information, see the following:

Step 2: Create a new organizational unit for AFT (recommended)

We recommend that you create a separate OU in your AWS organization. This is where you deploy the AFT management account. Create the new OU with your AWS Control Tower management account. For more information, see Create a new OU.

Step 3: Provision the AFT management account

AFT requires that you provision an AWS account dedicated to AFT management operations. The AWS Control Tower management account, which is associated to your AWS Control Tower landing zone, vends the AFT management account. For more information, see Provision accounts with AWS Service Catalog Account Factory.

Note
If you created a separate OU for AFT, make sure to select this OU when you create the AFT management account.

Note
You might wait up to 30 minutes before the AFT management account is fully provisioned.

Step 4: Verify the Terraform environment is available for deployment

This step assumes that you have experience with Terraform and have procedures in place for executing Terraform. For more information, see Command: init on the HashiCorp Developer website.

Note
AFT supports Terraform Version 0.15.x or later.

Step 5: Call the Account Factory for Terraform module to deploy AFT

Call the AFT module with the role that you created for the AWS Control Tower management account that has AdministratorAccess credentials. AWS Control Tower provisions a Terraform module through the AWS Control Tower management account, which establishes all of the infrastructure required to orchestrate AWS Control Tower Account Factory requests.

Note
You can view the AFT module in the AFT repository on GitHub. The entire GitHub repository is considered the AFT module. Refer to the README file for information about the input that's required to run the AFT module and deploy AFT. Alternatively, you can view the AFT module in the Terraform Registry.

If you have pipelines in your environment that are established for managing Terraform, you can integrate the AFT module into your existing workflow. Otherwise, run the AFT module from any environment that's authenticated with the required credentials.

A Terraform state file is generated when you deploy AFT. This artifact describes the state of the resources that Terraform created. If you plan to update the AFT version, make sure to preserve the Terraform state file, or set up a Terraform backend using Amazon S3 and DynamoDB. The AFT module doesn't manage a backend Terraform state.

Note
You're responsible for protecting the Terraform state file. Some input variables might contain sensitive values, such as a private ssh key or Terraform token. Depending on your deployment method, these values can be viewable as plain text in the Terraform state file. For more information, see Sensitive data in State on the HashiCorp website.

Timeout causes deployment to fail. We recommend using AWS Security Token Service (STS) credentials to ensure you have a timeout that's sufficient for a full deployment. The minimum timeout for AWS STS
For more information, see Temporary security credentials in IAM in the AWS Identity and Access Management User Guide.

**Note**

You might wait up to 30 minutes for AFT to finish deploying through the Terraform module.

### Post-deployment steps

After the AFT infrastructure deployment is complete, follow these additional steps to complete the setup process and get ready to provision accounts.

#### Step 1: (Optional) Complete AWS CodeStar Connections with your desired VCS provider

If you choose a third-party VCS provider, AFT establishes AWS CodeStar Connections, and you confirm them. Refer to Alternatives for version control of source code in AFT (p. 174) to learn how to set up AFT with your preferred VCS.

The initial step of establishing the AWS CodeStar connection is accomplished by AFT. You must confirm the connection.

#### Step 2: (Mandatory) Populate each repository

AFT requires that you manage four repositories:

1. Account requests – This repository handles placing or updating account requests. Examples available. For more information about AFT account requests, see Provision a new account with AFT (p. 152).
2. AFT account provisioning customizations – This repository manages customizations that are applied to all accounts created by and managed with AFT, before beginning the global customizations stage. Examples available. To create AFT account provisioning customizations, see Create your AFT account provisioning customizations state machine (p. 170).
3. Global customizations – This repository manages customizations that are applied to all accounts created by and managed with AFT. Examples available. To create AFT global customizations, see Apply global customizations (p. 171).
4. Account customizations – This repository manages customizations that are applied only to specific accounts created by and managed with AFT. Examples available. To create AFT account customizations, see Apply account customizations (p. 171).

AFT expects that each of these repositories follow a specific directory structure. The templates that are used to populate your repositories and instructions that describe how to populate the templates are available in the Account Factory for Terraform module in the AFT github repository.

### Overview of AWS Control Tower Account Factory for Terraform (AFT)

Account Factory for Terraform (AFT) sets up a Terraform pipeline to help you provision and customize accounts in AWS Control Tower. AFT provides you with the advantage of Terraform-based account provisioning while allowing you to govern your accounts with AWS Control Tower.

With AFT you create an account request Terraform file to get the input that triggers the AFT workflow for account provisioning. After the account provisioning stage is complete, AFT automatically runs a series of steps before the account customizations stage begins. For more information, see AFT account provisioning pipeline.

AFT supports Terraform Cloud, Terraform Enterprise, and Terraform Open Source. With AFT you can initiate account creation using an input file and a simple git push command and customize new or
existing accounts. Account creation includes all of the AWS Control Tower governance benefits and account customizations that help you meet your organization’s standard security procedures and compliance guidelines.

AFT supports account customization request tracing. Every time you submit an account customization request, AFT generates a unique tracing token that passes through an AFT customizations AWS Step Functions state machine, which logs the token as part of its execution. You can then use Amazon CloudWatch Logs insights queries to search timestamp ranges and retrieve the request token. As a result, you can see payloads that accompany the token, so you can trace your account customization request throughout the entire AFT workflow. For information about CloudWatch Logs and Step Functions, see the following:

- What is Amazon CloudWatch Logs? in the Amazon CloudWatch Logs User Guide
- What is AWS Step Functions? in the AWS Step Functions Developer Guide

AFT combines the capabilities of other AWS services as Component services (p. 167), to build a framework, with pipelines that deploy Terraform Infrastructure as Code (IaC). AFT enables you to:

- Submit account provisioning and update requests in a GitOps model
- Store account metadata and audit history
- Apply account-level tags
- Add customizations to all accounts, to a set of accounts, or to individual accounts
- Enable feature options

AFT creates a separate account, called the AFT management account, to deploy AFT capabilities. Before you can set up AFT, you must have an existing AWS Control Tower landing zone. The AFT management account is not the same as the AWS Control Tower management account.

**AFT offers flexibility**

- **Flexibility for your platform:** AFT supports any Terraform Distribution for initial deployment and ongoing operation: Open Source, Cloud, and Enterprise.
- **Flexibility for your version control system:** AFT natively relies on AWS CodeCommit, but it supports alternative sources for AWS CodeStar Connections.

**AFT offers feature options**

You can enable several feature options, based on best practices:

- Creating an organization-level CloudTrail for logging data events
- Deleting the AWS default VPC for accounts
- Enrolling provisioned accounts into the AWS Enterprise Support plan

**Note**

The AFT pipeline is not intended for use in deploying resources, such as Amazon EC2 instances, that your accounts require to run your applications. It is intended solely for automated provisioning and customizing of AWS Control Tower accounts.

**Video Walkthrough**

This video (7:33) describes how to deploy accounts with AWS Control Tower Account Factory for Terraform. For better viewing, select the icon at the lower right corner of the video to enlarge it to full screen. Captioning is available.
Video Walkthrough of Automated Account Provisioning in AWS Control Tower.

AFT Architecture

Order of operations

You run AFT operations in the AFT management account. For a full account provisioning workflow, the order of stages from left to right in the diagram are as follows:

1. Account requests are created and submitted to the pipeline. You can create and submit more than one account request at a time. Account Factory processes requests in a first-in-first-out order. For more information, see Submit multiple account requests.
2. Each account is provisioned. This stage runs in the AWS Control Tower management account.
3. Global customizations run in the pipelines that are created for each vended account.
4. If customizations are specified in the initial account provisioning requests, the customizations run only on targeted accounts. If you have an account that’s already provisioned, you must initiate further customizations manually in the account’s pipeline.

AWS Control Tower Account Factory for Terraform – account provisioning workflow

Cost

No additional charge exists for AFT. You pay only for the resources deployed by AFT, the AWS services enabled by AFT, and the resources you deploy in your AFT environment.

The default AFT configuration includes the allocation of AWS PrivateLink endpoints, for enhanced data protection and security, and a NAT gateway that is required to support AWS CodeBuild. For details on the pricing of this infrastructure, see the AWS PrivateLink pricing and the Amazon VPC pricing for the NAT Gateway. Contact your AWS account representative for more specific information about managing these costs. You can change these default settings for AFT.

Terraform and AFT versions

Account Factory for Terraform (AFT) supports Terraform version 0.15.x or later. You must provide a Terraform version as an input parameter for the AFT deployment process, as shown in the example that follows.

```
terraform_version = "0.15.1"
```
Terraform distributions

AFT supports three Terraform distributions:

- Terraform OSS
- Terraform Cloud
- Terraform Enterprise

These distributions are explained in the sections that follow. Provide the Terraform distribution of your choice as an input parameter during the AFT bootstrap process. For more information on AFT deployment and input parameters, see [Deploy AWS Control Tower Account Factory for Terraform (AFT)](p. 154).

If you choose the Terraform Cloud or Terraform Enterprise distributions, the API token you specify for `terraform_token` must be a User or Team API token. An Organization token is not supported for all required APIs. For security reasons, you must avoid checking in this token's value to your version control system (VCS) by assigning a `terraform variable`, as shown in the example that follows.

```bash
# Sensitive variable managed in Terraform Cloud:
terraform_token = var.terraform_cloud_token
```

**Terraform Open Source Software (Terraform OSS)**

When you select Terraform OSS as your distribution, AFT manages the Terraform backend for you in the AFT management account. AFT downloads the `terraform-cli` of your specified Terraform version to run during the AFT deployment and the AFT pipeline phases. The resulting Terraform state configuration is stored in an Amazon S3 bucket, named with the following form:

```
aft-backend-[account_id]-primary-region
```

AFT also creates an Amazon S3 bucket that replicates your Terraform state configuration in another AWS Region, for disaster recovery purposes, named with the following form:

```
aft-backend-[account_id]-secondary-region
```

We recommend that you enable multi-factor authentication (MFA) for delete functions on these Terraform state Amazon S3 buckets. To learn more about Terraform OSS, see [the Terraform documentation](#).

To select Terraform OSS as your distribution, provide the following input parameter:

```
terraform_distribution = "oss"
```

**Terraform Cloud**

When you select Terraform Cloud as your distribution, AFT creates workspaces for the following components in your Terraform Cloud organization, which initiates an API-driven workflow.

- Account request
- AFT customizations for accounts that AFT provisions
- Account customizations for accounts that AFT provisions
- Global customizations for accounts that AFT provisions
Terraform Cloud manages the resulting Terraform state configuration.

When you select Terraform Cloud as your distribution, provide the following input parameters:

- **terraform_distribution = "tfc"**
- **terraform_token** – This parameter contains the value of the Terraform Cloud token. AFT marks the value as sensitive and stores the value as a secure string in the SSM parameter store in the AFT management account. We recommend that you periodically rotate the value of the Terraform token according to your company's security policies and compliance guidelines. The Terraform token should be a User or Team level API token. Organization tokens are not supported.
- **terraform_org_name** – This parameter contains the name of your Terraform Cloud organization.

**Note**

Multiple AFT deployments in a single Terraform Cloud organization is not supported.

For information about how to set up Terraform Cloud, see the Terraform documentation.

**Terraform Enterprise**

When you select Terraform Enterprise as your distribution, AFT creates workspaces for the following components in your Terraform Enterprise organization, and it triggers API-driven workflow for the resulting Terraform runs.

- Account request
- AFT account provisioning customizations for accounts provisioned by AFT
- Account customizations for accounts provisioned by AFT
- Global customizations for accounts provisioned by AFT

The resulting Terraform state configuration is managed by your Terraform Enterprise setup.

To select Terraform Enterprise as your distribution, provide the following input parameters:

- **terraform_distribution = "tfe"**
- **terraform_token** – This parameter contains the value of your Terraform Enterprise token. AFT marks its value as sensitive and stores it as a secure string in the SSM parameter store, in the AFT management account. We recommend that you periodically rotate the value of the Terraform token, according to your company's security policies and compliance guidelines.
- **terraform_org_name** – This parameter contains the name of your Terraform Enterprise organization.
- **terraform_api_endpoint** – This parameter contains the URL of your Terraform Enterprise environment. The value of this parameter must be in the format:

  https://{fqdn}/api/v2/

See the Terraform documentation to learn more about how to set up Terraform Enterprise.

**Check the AFT version**

You can check your deployed AFT version by querying the AWS SSM Parameter Store key:

```
/aft/config/aft/version
```

If you use the registry method, you can pin the version.
You can view more information about AFT versions in the [AFT repository](https://aws-repository).

### Update the AFT version

You can update your deployed AFT version by pulling it in from the main repository branch:

```
terraform get -update
```

After the pull is complete, you can re-run the Terraform plan or run apply to update the AFT infrastructure with the latest changes.

### Enable feature options

AFT offers feature options based on best practices. You can opt-in to these features, by means of feature flags, during AFT deployment. Refer to [Provision a new account with AFT](https://docs.aws.amazon.com/awscostcontrol2/latest/userguide/provision-new-account.html) (p. 152) for more information about AFT input configuration parameters.

These features are not enabled by default. You must explicitly enable each one in your environment.

#### Topics
- [AWS CloudTrail data events](https://docs.aws.amazon.com/awscontroltower/latest/userguide/aws-cloudtrail-data-events.html) (p. 161)
- [AWS Enterprise Support plan](https://docs.aws.amazon.com/awscontroltower/latest/userguide/enterprise-support-plan.html) (p. 162)
- [Delete the AWS default VPC](https://docs.aws.amazon.com/awscontroltower/latest/userguide/delete-default-vpc.html) (p. 162)

#### AWS CloudTrail data events

When enabled, the AWS CloudTrail data events option configures these capabilities.

- Creates an Organization Trail in the AWS Control Tower management account, for CloudTrail
- Turns on logging for Amazon S3 and Lambda data events
- Encrypts and exports all the CloudTrail data events to an `aws-aft-logs-*` S3 bucket in the AWS Control Tower Log Archive account, with AWS KMS encryption
- Turns on the `Log file validation` setting

To enable this option, set the following feature flag to `True` in your AFT deployment input configuration.

```
aft_feature_cloudtrail_data_events
```

#### Prerequisite

Before you enable this feature option, be sure that trusted access for AWS CloudTrail is enabled in your organization.

**To check the status of trusted access for CloudTrail:**

1. Navigate to the AWS Organizations console.
2. Choose **Services > CloudTrail**.
3. Then select **Enable trusted access** in the upper right, if needed.

You may receive a warning message that advises you to use the AWS CloudTrail console, but in this case, disregard the warning. AFT creates the trail as part of enabling this feature option, after you allow trusted access. If trusted access is not enabled, you will receive an error message when AFT attempts to create your trail for data events.

**Note**
This setting works at the organization level. Enabling this setting affects all accounts in AWS Organizations, whether they are managed by AFT or not. All buckets in the AWS Control Tower Log Archive account at the time of enabling are excluded from Amazon S3 data events. Refer to the AWS CloudTrail User Guide to learn more about CloudTrail.

### AWS Enterprise Support plan

When this option is enabled, the AFT pipeline turns on the AWS Enterprise Support plan for accounts provisioned by AFT.

AWS accounts by default come with the AWS Basic Support plan enabled. AFT provides automated enrollment into the enterprise support level, for accounts that AFT provisions. The provisioning process opens a support ticket for the account, requesting it to be added to the AWS Enterprise Support plan.

To enable the Enterprise Support option, set the following feature flag to **True** in your AFT deployment input configuration.

```
aft_feature_enterprise_support=false
```

Refer to [Compare AWS Support Plans](#) to learn more about AWS Support Plans.

**Note**
To allow this feature to operate, you must enroll the payer account into the Enterprise Support plan.

### Delete the AWS default VPC

When you enable this option, AFT deletes all AWS default VPCs in the management account and in all AWS Regions, even if haven't deployed AWS Control Tower resources in those AWS Regions.

AFT doesn't delete AWS default VPCs automatically for any AWS Control Tower accounts that AFT provisions or for existing AWS accounts that you enroll in AWS Control Tower through AFT.

New AWS accounts are created with a VPC set up in each AWS Region, by default. Your enterprise may have standard practices for creating VPCs, which require you to delete the AWS default VPC and avoid enabling it, especially for the AFT management account.

To enable this option, set the following feature flag to **True** in your AFT deployment input configuration.

```
aft_feature_delete_default_vpcs_enabled
```

Refer to [Default VPC and default subnets](#) to learn more about default VPCs.

### Resource considerations for AWS Control Tower Account Factory for Terraform

When you set up your landing zone using AWS Control Tower Account Factory for Terraform, several types of AWS resources are created within your AWS accounts.
Search for resources

- You can use tags to search for the most updated list of AFT resources. The key-value pair for your search is:

<table>
<thead>
<tr>
<th>Key</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>managed_by</td>
<td>AFT</td>
</tr>
</tbody>
</table>

- For component services that do not support tags, you can locate resources with a search for "aft" in the resource names.

Tables of resources initially created, by account

**AWS Control Tower Account Factory for Terraform management account**

<table>
<thead>
<tr>
<th>AWS service</th>
<th>Resource type</th>
<th>Resource name</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS Identity and Access Management</td>
<td>Roles</td>
<td>AWSAFTAdministrator</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSAFTExecution</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSAFTService</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-ct-aft-*</td>
</tr>
<tr>
<td>AWS Identity and Access Management</td>
<td>Policies</td>
<td>aws-ct-aft-*</td>
</tr>
<tr>
<td>CodeCommit</td>
<td>Repositories</td>
<td>aws-ct-aft-*</td>
</tr>
<tr>
<td>CodeBuild</td>
<td>Build Projects</td>
<td>aws-ct-aft-*</td>
</tr>
<tr>
<td>Code Pipeline</td>
<td>Pipelines</td>
<td><em>-baseline-</em></td>
</tr>
<tr>
<td>Amazon S3</td>
<td>Buckets</td>
<td><em>-aws-ct-aft-</em></td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-ct-aft-*</td>
</tr>
<tr>
<td>Lambda</td>
<td>Functions</td>
<td>aws-ct-aft-*</td>
</tr>
<tr>
<td>Lambda</td>
<td>Layers</td>
<td>aws-ct-aft-common-layer</td>
</tr>
<tr>
<td>DynamoDB</td>
<td>Tables</td>
<td>aws-ct-aft-request</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-ct-aft-request-audit</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-ct-aft-request-metadata</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-ct-aft-controltower-events</td>
</tr>
<tr>
<td>Step Functions</td>
<td>State Machines</td>
<td>aws-ct-aft-prebaseline</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-ct-aft-prebaseline-customizations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-ct-aft-trigger-baseline</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-ct-aft-features</td>
</tr>
<tr>
<td>VPC</td>
<td>VPC</td>
<td>aws-ct-aft-vpc</td>
</tr>
<tr>
<td>Amazon SNS</td>
<td>Topics</td>
<td>aws-ct-aft-notifications</td>
</tr>
</tbody>
</table>
### AWS service | Resource type | Resource name
---|---|---
AWS Identity and Access Management | Roles | AWSAFTExecution
AWS Support Center (Optional) | Support plans | Enterprise

### AWS Control Tower management account

<table>
<thead>
<tr>
<th>AWS service</th>
<th>Resource type</th>
<th>Resource name</th>
</tr>
</thead>
</table>
| AWS Identity and Access Management | Roles | AWSAFTExecutionRole
| | | AWSAFTExecution
| | | aws-ct-aft-controltower-events-rule
| AWS Systems Manager | Parameter store | /aws-ct-aft/account/aws-ct-aft-management/account-id
| AWS Organizations (Optional) | Service Control Policies | aws-ct-aft-protect-resources
| CloudTrail (Optional) | Trails | aws-ct-aft-BaselineCloudTrail
| AWS Support Center (Optional) | Support plans | Enterprise

### AWS accounts provisioned through AWS Control Tower Account Factory for Terraform

<table>
<thead>
<tr>
<th>AWS service</th>
<th>Resource type</th>
<th>Resource name</th>
</tr>
</thead>
</table>
| AWS Identity and Access Management | Roles | AWSAFTExecution
AWS Control Tower log archive account

<table>
<thead>
<tr>
<th>AWS service</th>
<th>Resource type</th>
<th>Resource name</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS Identity and Access Management</td>
<td>Roles</td>
<td>AWSAFTExecutionRole</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSAFTExecution</td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-ct-aft-cloudtrail-data-events-role</td>
</tr>
<tr>
<td>Key Management Service (KMS)</td>
<td>Customer Managed Keys</td>
<td>*-aws-ct-aft-kms-gd-findings</td>
</tr>
<tr>
<td>Amazon S3</td>
<td>Buckets</td>
<td><em>-aws-ct-aft-logs</em></td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-ct-aft-s3-access-logs*</td>
</tr>
<tr>
<td>AWS Support Center (Optional)</td>
<td>Support plans</td>
<td>Enterprise</td>
</tr>
</tbody>
</table>

AWS Control Tower audit account

<table>
<thead>
<tr>
<th>AWS service</th>
<th>Resource type</th>
<th>Resource name</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS Identity and Access Management</td>
<td>Roles</td>
<td>AWSAFTExecutionRole</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AWSAFTExecution</td>
</tr>
<tr>
<td>Amazon S3</td>
<td>Buckets</td>
<td><em>-aws-ct-aft-logs</em></td>
</tr>
<tr>
<td></td>
<td></td>
<td>aws-ct-aft-s3-access-logs*</td>
</tr>
<tr>
<td>AWS Support Center (Optional)</td>
<td>Support plans</td>
<td>Enterprise</td>
</tr>
</tbody>
</table>

Required roles

In general, roles and policies are part of identity and access management (IAM) in AWS. Refer to the AWS IAM User Guide for more information.

AFT creates multiple IAM roles and policies in the AFT management and AWS Control Tower management accounts to support the operations of the AFT pipeline. These roles are created based on the least privilege access model, which restricts permission to the minimally required sets of actions and resources for each role and policy. These roles and policies are assigned an AWS tag key:value pair, as managed_by:AFT for identification.

Besides these IAM roles, AFT creates three essential roles:

- the AWSAFTAFTAdmin role
- the AWSAFTExecution role
- the AWSAFTService role

These roles are explained in the following sections.

The AWSAFTAFTAdmin role, explained

When you deploy AFT, the AWSAFTAFTAdmin role is created in the AFT management account. This role allows the AFT pipeline to assume the AWSAFTExecution role in AWS Control Tower and AFT provisioned accounts, thereby to perform actions related to account provisioning and customizations.
Here is the inline policy (JSON artifact) attached to the AWSAFTAdmin role:

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Effect": "Allow",
            "Action": "sts:AssumeRole",
            "Resource": [
                "arn:aws:iam::*:role/AWSAFTExecution",
                "arn:aws:iam::*:role/AWSAFTService"
            ]
        }
    ]
}
```

The following JSON artifact shows the trust relationship for the AWSAFTAdmin role. The placeholder number 012345678901 is replaced by the AFT management account ID number.

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Effect": "Allow",
            "Principal": {
                "AWS": "arn:aws:iam::012345678901:root"
            },
            "Action": "sts:AssumeRole"
        }
    ]
}
```

The AWSAFTExecution role, explained

When you deploy AFT, the AWSAFTExecution role is created in the AFT management and AWS Control Tower management accounts. Later, the AFT pipeline creates the AWSAFTExecution role in each AFT provisioned account during the AFT account provisioning stage.

AFT utilizes the AWSControlTowerExecution role initially, to create the AWSAFTExecution role in specified accounts. The AWSAFTExecution role allows the AFT pipeline to run the steps that are performed during the AFT framework's provisioning and provisioning customizations stages, for AFT provisioned accounts and for shared accounts.

**Distinct roles help you limit scope**

As a best practice, keep the customization permissions separate from the permissions allowed during your initial deployment of resources. Remember that the AWSAFTService role is intended for account provisioning, and the AWSAFTExecution role is intended for account customization. This separation limits the scope of permissions that are allowed during each phase of the pipeline. This distinction is especially important if you are customizing the AWS Control Tower shared accounts, because the shared accounts may contain sensitive information, such as billing details or user information.

Permissions for AWSAFTExecution role: **AdministratorAccess** – an AWS managed policy

The following JSON artifact shows the IAM policy (trust relationship) attached to the AWSAFTExecution role. The placeholder number 012345678901 is replaced by the AFT management account ID number.

Trust policy for AWSAFTExecution

```json
{
}
```
The AWSAFTService role, explained

The AWSAFTService role deploys AFT resources in all enrolled and managed accounts, including the shared accounts and management account. Resources formerly were deployed by the AWSAFTExecution role only.

The AWSAFTService role is intended for use by the service infrastructure to deploy resources during the provisioning stage, and the AWSAFTExecution role is intended to be used only to deploy customizations. By assuming the roles in this way, you can maintain more granular access control during each stage.

Permissions for AWSAFTService role: AdministratorAccess – an AWS managed policy

The following JSON artifact shows the IAM policy (trust relationship) attached to the AWSAFTService role. The placeholder number 012345678901 is replaced by the AFT management account ID number.

Trust policy for AWSAFTService

```
{  
  "Version": "2012-10-17",  
  "Statement": [  
    {  
      "Effect": "Allow",  
      "Principal": {  
        "AWS": "arn:aws:iam::012345678901:role/AWSAFTAdmin"  
      },  
      "Action": "sts:AssumeRole"  
    }  
  ]}
```

Component services

When you deploy AFT, components are added to your AWS environment from each of these AWS services.

- **AWS Control Tower** – AFT uses AWS Control Tower Account Factory in the AWS Control Tower management account to provision accounts.
- **Amazon DynamoDB** – AFT creates Amazon DynamoDB tables in the AFT management account, which store account requests, audit history of account updates, account metadata, and AWS Control Tower lifecycle events. AFT also creates DynamoDB Lambda triggers to initiate downstream processes, such as starting the AFT account provisioning workflow.
- **Amazon Simple Storage Service** – AFT creates Amazon Simple Storage Service (S3) buckets in the AFT management account and the AWS Control Tower log archive account, which store logs generated by the AWS services that the AFT pipeline requires. AFT also creates a Terraform backend S3 bucket, in primary and secondary AWS Regions, to store Terraform states generated during AFT pipeline workflows.
• **Amazon Simple Notification Service** – AFT creates Amazon Simple Notification Service (SNS) topics in the AFT management account, which stores success and failure notifications after processing every AFT account request. You may receive these messages using your choice of protocol.

• **Amazon Simple Queuing Service** – AFT creates an Amazon Simple Queueing Service (Amazon SQS) FIFO queue in the AFT management account. The queue allows you to submit multiple account requests in parallel, but it sends one request at a time to AWS Control Tower Account Factory, for sequential processing.

• **AWS CodeBuild** – AFT creates AWS CodeBuild build projects in the AFT management account to initialize, compile, test, and apply Terraform plans for AFT source code in various build stages.

• **AWS CodePipeline** – AFT creates AWS CodePipeline pipelines in the AFT management account to integrate with your selected, supported AWS CodeStar connections provider for AFT source code, and to trigger build jobs in AWS CodeBuild.

• **AWS Lambda** – AFT creates AWS Lambda functions and layers in the AFT management account to perform steps during the account request, AFT account provisioning, and account customizations processes.

• **AWS Systems Manager Parameter Store** – AFT sets up the AWS Systems Manager Parameter Store in the AFT management account, to store the configuration parameters required for the AFT pipeline processes.

• **Amazon CloudWatch** – AFT creates Amazon CloudWatch log groups in the AFT management account to store logs generated by AWS services employed by the AFT pipeline. The retention period for CloudWatch logs is set to Never Expire.

• **Amazon VPC** – AFT creates an Amazon Virtual Private Cloud (VPC) to isolate services and resources in the AFT management account into a separate networking environment, for enhanced security.

• **AWS KMS** – AFT uses the AWS Key Management Service (KMS) in the AFT management account and in the AWS Control Tower log archive account. AFT creates keys to encrypt Terraform states, data stored in DynamoDB tables, and SNS topics. These logs and artifacts are generated when AWS resources and services are deployed by AFT. KMS keys created by AFT have yearly rotation enabled by default.

• **AWS Identity and Access Management (IAM)** – AFT follows the recommended Least Privilege model. It creates AWS Identity and Access Management (IAM) roles and policies in the AFT management account, in AWS Control Tower accounts, and in AFT provisioned accounts, as needed, to perform actions required during the AFT pipeline workflow.

• **AWS Step Functions** – AFT creates AWS Step Functions state machines in the AFT management account. These state machines orchestrate and automate the process and steps for the AFT account provisioning framework and customizations.

• **Amazon EventBridge** – AFT creates an Amazon EventBridge event bus in the AFT and AWS Control Tower management account to capture and store AWS Control Tower lifecycle events long-term in the AFT management account's DynamoDB table. AFT creates AWS CloudWatch event rules in the AFT management and AWS Control Tower management accounts, which trigger multiple steps required during running of the AFT pipeline workflow.

• **AWS CloudTrail (Optional)** – When this feature is enabled, AFT creates an AWS CloudTrail organization trail in the AWS Control Tower management account, for logging data events for Amazon S3 buckets and AWS Lambda functions. AFT sends these logs to a central S3 bucket in the AWS Control Tower log archive account.

• **AWS Support (Optional)** – When this feature is enabled, AFT turns on the AWS Enterprise Support plan for accounts provisioned by AFT. By default, AWS accounts are created with the AWS Basic Support plan enabled.

### AFT account provisioning pipeline

After the account provisioning stage of the pipeline is complete, the AFT framework continues. It automatically runs a series of steps to ensure that the newly provisioned accounts have details in place, before the **Account customizations** (p. 170) stage begins.
Here are the next steps that the AFT pipeline runs.

1. Validates the account request input.
2. Retrieves information about the account provisioned, for example, the account ID.
3. Stores the account metadata in a DynamoDB table in the AFT management account.
4. Creates the AWSAFTExecution IAM role in the newly provisioned account. AFT assumes this role to perform the account customizations stage, because this role grants access to the account factory portfolio.
5. Applies the account tags that you provided as part of the account request input parameters.
6. Applies the AFT feature options you chose at the time of AFT deployment.
7. Applies the AFT account provisioning customizations you provided. The next section tells more about how to set up these customizations with an AWS Step Functions state machine, in a git repository. This stage is sometimes referred to as the account provisioning framework stage. It is part of the core provisioning process, but you've previously set up a framework that delivers customized integrations as part of your account provisioning workflow, before additional customizations are added to the accounts in the next stage.
8. For each account provisioned, it creates an AWS CodePipeline in the AFT management account, which will run to perform the (next, global) Account customizations (p. 170) stage.
9. Invokes the account customizations pipeline for each account provisioned (and targeted).
10. Sends a success or failure notification to the SNS topic, from which you can retrieve the messages.

Set up the account provisioning framework customizations with a state machine

If you set up custom, non-Terraform integrations before you provision your accounts, these customizations are included in your AFT account provisioning workflow. For example, you may require certain customizations to ensure that all accounts created by AFT are compliant with the standards and policies of your organization, such as security standards, and these standards may be added to accounts before additional customization. These account provisioning framework customizations are implemented on every provisioned account, before the global account customization stage begins next.

Note
The AFT feature described in this section is intended for advanced users who understand the functioning of AWS Step Functions. As an alternative, we recommend that you work with the global helpers in the account customizations stage.

The AFT account provisioning framework calls an AWS Step Functions state machine, which you define, to implement your customizations. Refer to the AWS Step Functions documentation to learn more about the possible state machine integrations.

Here are some common integrations.

- AWS Lambda functions in the language of your choice
- AWS ECS or AWS Fargate tasks, using Docker containers
- AWS Step Functions activities using custom workers, hosted either in AWS or on-premises
- Amazon SNS or SQS integrations

If no AWS Step Functions state machine is defined, the stage passes with a no-op. To create an AFT account provisioning customizations state machine, follow the instructions in Create your AFT account provisioning customizations state machine (p. 170). Before you add customizations, be sure you have the prerequisites in place.
These types of integrations are not part of AWS Control Tower, and they cannot be added during the global pre-API stage of AFT account customization. Instead, the AFT pipeline allows you to set up these customizations as part of the provisioning process, and they are run in the provisioning workflow. You must implement these customizations by creating your state machine ahead of time, before you kick off the AFT account provisioning stage, as described in the following sections.

**Prerequisites for creating a state machine**

- Set up a git repository in your environment for AFT account provisioning customizations. See [Post-deployment steps](https://docs.aws.amazon.com/AWSControlTower/latest/UserGuide/post-deployment.html) for more information.

**Create your AFT account provisioning customizations state machine**

*Step 1: Modify the state machine definition*

Modify the example customizations.asl.json state machine definition. The example is available in the git repository you set up for storing AFT account provisioning customizations, in your post-deployment steps. Refer to the [AWS Step Functions Developer Guide](https://docs.aws.amazon.com/stepfunctions/latest/dev) to learn more about state machine definitions.

*Step 2: Include the corresponding Terraform configuration*

Include Terraform files with the .tf extension in the same git repository with the state machine definition for your custom integration. For example, if you choose to call a Lambda function in your state machine task definition, you'd include the lambda.tf file in the same directory. Make sure you include the required IAM roles and permissions for your custom configurations.

When you provide the appropriate input, the AFT pipeline automatically invokes your state machine and deploys your customizations as part of the AFT account provisioning framework stage.

**To re-start the AFT account provisioning framework and customizations**

AFT runs the account provisioning framework and customizations steps for every account vended through the AFT pipeline. To re-start account provisioning customizations, you can use one of these two methods:

1. Make any change to an existing account in the account request repo.
2. Provision a new account with AFT.

**Account customizations**

AFT can deploy standard or customized configurations in provisioned accounts. In the AFT management account, AFT provides one pipeline for each account. With this pipeline, you can implement your customizations in all accounts, in a set of accounts, or in individual accounts. You can run Python scripts, bash scripts, and Terraform configurations, or you can interact with the AWS CLI as part of your account customizations stage.

**Overview**

After your customizations are specified in your chosen git repositories, either the one where you store your global customizations or where you store your account customizations, the account customizations
stage is completed automatically by the AFT pipeline. To customize accounts retroactively, see [Re-invoke customizations](p. 172).

**Global customizations (optional)**

You can choose to apply certain customizations to all accounts that are provisioned by AFT. For example, if you need to create a particular IAM role, or to deploy a custom control in every account, the global customizations stage in AFT pipeline allows you to do so, automatically.

**Account customizations (optional)**

To customize an individual account, or a set of accounts, differently than other AFT provisioned accounts, you can leverage the account customizations portion of the AFT pipeline to implement account-specific configurations. For example, only a certain account may require access to an internet gateway.

**Customization prerequisites**

Before you begin to customize accounts, be sure these prerequisites are in place.

- A fully deployed AFT. For information about how to deploy, see [Configure and launch your AWS Control Tower Account Factory for Terraform](p. 154).
- Pre-populated git repositories for global customizations and account customizations in your environment. See [Step 3: Populate each repository](p. 156) in [Post-deployment steps](p. 156) for more information.

**Apply global customizations**

To apply global customizations, you must push a specific folder structure to your chosen repository.

- If your custom configurations are in the form of Python programs or scripts, place those under `api_helpers/python` folder in your repository.
- If your custom configurations are in the form of Bash scripts, place those under `api_helpers` folder in your repository.
- If your custom configurations are in the form of Terraform, place those under the `terraform` folder in your repository.
- Refer to the global customizations README file for more details on creating custom configurations.

**Note**

Global customizations are applied automatically, after the AFT account provisioning framework stage in the AFT pipeline.

**Apply account customizations**

You can apply account customizations by pushing a specific folder structure to your chosen repository. Account customizations are applied automatically in the AFT pipeline and after the global customizations stage. You can also create multiple folders that contain different account customizations in your account customizations repository. For each account customization that you require, use the following steps.

**To apply account customizations**

1. **Step 1: Create a folder for an account customization**
In your chosen repository, copy the ACCOUNT_TEMPLATE folder that AFT provides to a new folder. The name of your new folder should match the account_customizations_name that you provide in your account request.

2. **Add the configurations to your specific account customizations folder**

   You can add configurations to your account customizations folder based on the format of your configurations.

   - If your custom configurations are in the form of Python programs or scripts, place them under the \[account_customizations_name\]/api_helpers/python folder that's in your repository.
   - If your custom configurations are in the form of Bash scripts, place them under the \[account_customizations_name\]/api_helpers folder that's in your repository.
   - If your custom configurations are in the form of Terraform, place them under the \[account_customizations_name\]/terraform folder that's in your repository.

   For more information about creating custom configurations, refer to the account customizations README file.

3. **Refer to the specific account_customizations_name parameter in the account request file**

   The AFT account request file includes the input parameter account_customizations_name. Enter the name of your account customization as the value for this parameter.

   **Note**
   You can submit multiple account requests for accounts in your environment. When you want to apply different or similar account customizations, specify the account customizations using the account_customizations_name input parameter in your account requests. For more information, see [Submit multiple account requests](#).

### Re-invoke customizations

AFT provides a way to re-invoke customizations in the AFT pipeline. This method is useful when you've added a new customization step, or when you are making changes to an existing customization. When you re-invoke, AFT initiates the customizations pipeline to make changes to the AFT provisioned account. An event-source-based re-invoke allows you to apply customizations to individual accounts, to all accounts, to accounts according to their OU, or to accounts selected according to tags.

Follow these three steps to re-invoke customizations for AFT-provisioned accounts.

**Step 1: Push changes to global or account customizations git repositories**

You can update your global and account customizations as needed and push changes back to your git repositories. At this point, nothing happens. The customizations pipeline must be invoked by an event source, as explained in the next two steps.

**Step 2: Start an AWS Step Function run for re-invoking customizations**

AFT provides an AWS Step Function called aft-invoke-customizations in the AFT management account. The purpose of that function is to re-invoke the customization pipeline for AFT-provisioned accounts.

Here is an example of an event schema (JSON format) you can create to pass input to the aft-invoke-customizations AWS Step Function.
The example event schema shows that you can choose accounts to include or exclude from the re-invoke process. You can filter by organizational unit (OU), account tags, and account ID. If you don’t apply any filters and include the statement "type": "all", the customization for all AFT-provisioned accounts is re-invoked.

**Note**
If your version of AWS Control Tower is 1.6.5 or later, you can target nested OUs with the syntax OU Name (ou-id-1234). For more information, see the following topic on [GitHub](https://github.com). After you fill out the event parameters, Step Functions runs and invokes the corresponding customizations. AFT can invoke a maximum of 5 customizations at a time. Step Functions waits and loops until all accounts matching the event criteria are complete.

**Step 3: Monitor the AWS Step Function output and watch AWS CodePipeline running**

- The resulting Step Function output contains account IDs that match the Step Function input event source.
- Navigate to AWS CodePipeline under [Developer Tools](https://aws.amazon.com) and view the corresponding customization pipelines for the account ID.

**Troubleshooting with AFT account customization request tracing**

Account customization workflows that are based on AWS Lambda emit logs containing target account and customization request IDs. AFT allows you to trace and troubleshoot customization requests with
Amazon CloudWatch Logs by providing you with CloudWatch Logs Insights queries that you can use to filter CloudWatch Logs related to your customization request by your target account or customization request ID. For more information, see Analyzing log data with Amazon CloudWatch Logs in the Amazon CloudWatch Logs User Guide.

To use CloudWatch Logs Insights for AFT

2. From the navigation pane, choose Logs, and then choose Logs insights.
3. Choose Queries.
4. Under Sample queries, choose Account Factory for Terraform, and then select one of the following queries:
   
   - Customization Logs by Account ID
     
     **Note**
     
     Make sure to replace "YOUR-ACCOUNT-ID" with your target account ID.

     ```
     fields @timestamp, log_message.account_id as target_account_id, log_message.customization_request_id as customization_request_id, log_message.detail as detail, @logStream | sort @timestamp desc | filter log_message.account_id == "YOUR-ACCOUNT-ID" and @message like /
     customization_request_id/
     ```

   - Customization Logs by Customization Request ID
     
     **Note**
     
     Make sure to replace "YOUR-CUSTOMIZATION-REQUEST-ID" with your customization request ID. You can find your customization request ID in the output of the AFT account provisioning framework AWS Step Functions state machine. For more information about the AFT account provisioning framework, see AFT account provisioning pipeline.

     ```
     fields @timestamp, log_message.account_id as target_account_id, log_message.customization_request_id as customization_request_id, log_message.detail as detail, @logStream | sort @timestamp desc | filter log_message.customization_request_id == "YOUR-CUSTOMIZATION-REQUEST-ID"
     ```

5. After you select a query, make sure to select a time interval, and then choose Run query.

Alternatives for version control of source code in AFT

AFT natively uses AWS CodeCommit for a source code version control system (VCS), but it allows other AWS CodeStar Connections that meet your business requirements or existing architecture. You can specify a third-party VCS as part of the AFT deployment prerequisites.

AFT supports the following source code control alternatives:

- GitHub
- GitHub Enterprise Server
- BitBucket

If you select AWS CodeCommit as your VCS, no additional steps are required. By default, AFT creates the necessary git repositories in your environment, with default names. However, you can override the default repository names for CodeCommit, as needed, to comply with your organizational standards.
Set up an alternative source code version control system (custom VCS) with AFT

To set up an alternative source code version control system for your AFT deployment, follow these steps.

Step 1: Create git repositories in a supported third-party version control system (VCS).

If you are not using AWS CodeCommit, you must create git repositories in your AFT-supported, third-party VCS provider environment for the following items.

- **AFT account requests.** Sample code available. For more information about AFT account requests, see Provision a new account with AFT (p. 152).
- **AFT account provisioning customizations.** Sample code available. For more information on AFT account provisioning customizations, see Create your AFT account provisioning customizations state machine (p. 170).
- **AFT global customizations.** Sample code available. For more information on AFT global customizations, see Account customizations (p. 170).
- **AFT account customizations.** Sample code available. For more information on AFT account customizations, see Account customizations (p. 170).

Step 2: Specify the VCS configuration parameters required for AFT deployment

The following input parameters are needed to configure your VCS provider as part of the AFT deployment.

- **vcs_provider:** If you are not using AWS CodeCommit, specify the VCS provider as "bitbucket", "github", or "githubenterprise", based on your use case.
- **github_enterprise_url:** For GitHub Enterprise customers only, specify the GitHub URL.
- **account_request_repo_name:** By default, this value is set to aft-account-request for AWS CodeCommit users. If you created repository with a new name in CodeCommit or in an AFT-supported, third-party VCS provider environment, update this input value with your actual repository name. For BitBucket, Github, and GitHub Enterprise, the repository name must have the format [Org]/[Repo].
- **account_customizations_repo_name:** By default, this value is set to aft-account-customizations for AWS CodeCommit users. If you created repository with a new name in CodeCommit or in an AFT-supported, third-party VCS provider environment, update this input value with your repository name. For BitBucket, Github, and GitHub Enterprise, the repository name must have the format [Org]/[Repo].
- **account_provisioning_customizations_repo_name:** By default, this value is set to aft-account-provisioning-customizations for AWS CodeCommit users. If you created repository with a new name in CodeCommit or in an AFT-supported, third-party VCS provider environment, update this input value with your repository name. For BitBucket, Github, and GitHub Enterprise, the repository name must have the format [Org]/[Repo].
- **global_customizations_repo_name:** By default, this value is set to aft-global-customizations for AWS CodeCommit users. If you created repository with a new name in CodeCommit or in an AFT-supported, third-party VCS provider environment, update this input value with your repository name. For BitBucket, Github, and GitHub Enterprise, the repository name must have the format [Org]/[Repo].
- **account_request_repo_branch:** The branch is main by default, but the value can be overridden.

By default, AFT sources from the main branch of each git repository. You can override the branch name value with an additional input parameter. For more information about input parameters, refer to the README file in the AFT Terraform module.
Step 3: Complete the AWS CodeStar connection for third-party VCS providers

When your deployment runs, AFT either creates the required AWS CodeCommit repositories, or it creates an AWS CodeStar connection for your chosen third-party VCS provider. In case of the latter, you must manually sign in to the AFT management account's console to complete the pending AWS CodeStar connection. See the AWS CodeStar documentation for further instructions on completing the AWS CodeStar connection.

Data protection

The AWS shared responsibility model applies to data protection in AFT. For data protection purposes, we recommend the following best practices for security.

- Follow the Data Protection guidelines provided by AWS Control Tower. For details, see Data Protection in AWS Control Tower (p. 1586).
- Preserve Terraform state configuration generated at the time of AFT deployment. For details, see Deploy AWS Control Tower Account Factory for Terraform (AFT) (p. 154).
- Rotate sensitive credentials periodically as directed by your organization's security policy. Examples of secrets are Terraform tokens, git tokens, and so forth.

Encryption at rest

AFT creates Amazon S3 buckets, Amazon SNS topics, Amazon SQS queues, and Amazon DynamoDB databases that are encrypted at rest with AWS Key Management Service keys. KMS keys created by AFT have yearly rotation enabled by default. If you choose the Terraform Cloud or Terraform Enterprise distributions of Terraform, AFT includes a AWS Systems Manager SecureString parameter to store Terraform token values that are sensitive.

AFT uses AWS services described in Component services (p. 167) that are, by default, encrypted at rest. For details, see the AWS documentation for each component AWS service of AFT, and learn about the data protection practices followed by each service.

Encryption in transit

AFT relies upon AWS services described in Component services (p. 167) that employ encryption in transit, by default. For details, see the AWS documentation for each component AWS service of AFT, and learn about the data protection practices followed by each service.

For Terraform Cloud or Terraform Enterprise distributions, AFT calls an HTTPS endpoint API for access to your Terraform organization. If you choose a third-party VCS provider supported by AWS CodeStar connections, AFT calls an HTTPS endpoint API for access to your VCS provider organization.

Remove an account from AFT

This topic describes how to remove an account from AFT, so the AFT pipeline stops deploying and updating the account.

Important
Removing an account from the AFT pipeline is irreversible and can result in a loss of state.

You might remove an account from AFT when you want to close an account for a retired application, isolate a compromised account, or move an account from one organization to another organization.

Note
Removing an account from AFT is different than deleting an AWS Control Tower account or AWS account. When you remove an account from AFT, AWS Control Tower still manages the account. To delete an AWS Control Tower account or AWS account, see the following:
To remove an account from the AFT pipelines

The following procedure describes how to remove an account from AFT.

1. **Remove account from git repository that stores account requests**

   In the git repository where you store account requests, delete the account request for the account you want to remove from AFT.

   When you remove an account request from the account request repository, AFT deletes the customization pipeline and account metadata. For more information, see the [1.8.0 release notes](https://github.com/awsaccountfactory/AFT) for AFT on GitHub.

2. **Delete Terraform workspace (For Terraform Cloud and Terraform Enterprise customers only)**

   Delete the global customizations and account customizations workspaces for the account that you want to remove from AFT.

3. **Delete Terraform state from Amazon S3 backend**

   In the AFT management account, delete all relevant folders inside of the Amazon S3 buckets for the account that you want to remove from AFT.

   **Tip**

   In the following examples, replace `012345678901` with the AFT management account ID number.

   **Example: Terraform OSS**

   When you choose Terraform OSS, you find 3 folders for each account in the `aft-backend-012345678901-primary-region` and `aft-backend-012345678901-secondary-region` Amazon S3 buckets. These folders are related to the account customizations state, customizations pipeline state, and global customizations state.

   **Example: Terraform Cloud or Terraform Enterprise**

   When you choose Terraform Cloud or Terraform Enterprise, you find a folder for each account in the `aft-backend-012345678901-primary-region` and `aft-backend-012345678901-secondary-region` Amazon S3 buckets. These folders are related to the customizations pipeline state.

**Operational metrics**

By default, *Account Factory for Terraform (AFT)* sends anonymous operational metrics to AWS. We use this data to understand how customers are using AFT so we can improve the quality and features of the solution. You can opt out of data collection by changing a parameter during AFT deployment. When collection is enabled, the following data is sent to AWS:

- **Solution**: The AFT-specific identifier
- **Version**: The version of AFT
- **Universally Unique Identifier (UUID)**: Randomly generated, unique identifier for each AFT deployment
- **Timestamp**: Data-collection timestamp
- **Data**: AFT configuration and actions taken by the customer
AWS owns the data collected. Data collection is subject to the AWS Privacy Policy.

**Note**
Versions of AFT prior to 1.6.0 do not report usage metrics to AWS.

To opt out of reporting metrics:

- Set the input value of `aft_metrics_reporting` to false in your Terraform input configuration file, as shown in the example that follows, and redeploy AFT. This value is set to true by default, if you do not set it explicitly.

If you copy the example, remember to substitute your actual ID and Region values for the items given in strings with x.

```terraform
module "control_tower_account_factory" {
  source = "aws-ia/control_tower_account_factory/aws"

  # Required Vars
  ct_management_account_id    = "xxxxxxxxxxx"
  log_archive_account_id      = "xxxxxxxxxxx"
  audit_account_id            = "xxxxxxxxxxx"
  aft_management_account_id   = "xxxxxxxxxxx"
  ct_home_region              = "xx-xxxx-x"
  tf_backend_secondary_region = "xx-xxxx-x"

  # Optional Vars
  aft_metrics_reporting = false    # to opt out, set this value to false
}
```

**Account Factory for Terraform (AFT) troubleshooting guide**

This section can help you troubleshoot common issues that you might encounter when using Account Factory for Terraform (AFT).

**Topics**
- General issues (p. 178)
- Issues related to account provisioning/registration (p. 179)
- Issues related to customizations invocation (p. 179)
- Issues related to the account customizations workflow (p. 180)

**General issues**

- **Exceeded AWS resource quotas**

  If your log groups indicate that you exceeded AWS resource quotas, contact AWS Support. Account Factory uses AWS services with resource quotas that include AWS CodeBuild, AWS Organizations, and AWS Systems Manager. For more information, see the following:

  - [What is AWS CodeBuild?](#) in the [CodeBuild User Guide](#).
  - [What is AWS Organizations?](#) in the [Organizations User Guide](#).
  - [What is AWS Systems Manager?](#) in the [Systems Manager User Guide](#).
  - Outdated version of Account Factory
If you encounter an issue and believe the issue is a bug, make sure that you have the latest version of Account Factory. For more information, see [Updating the Account Factory version](#).

- **Local changes were made to the Account Factory source code**

  Account Factory is an open source project. AWS Control Tower supports the Account Factory core code. If you make a local change to the Account Factory core code, AWS Control Tower only supports your Account Factory deployment on a best-effort basis.

- **Insufficient Account Factory role permissions**

  Account Factory creates IAM roles and policies to manage vended account deployments and customizations. If you change these roles or policies, the Account Factory pipeline may be unable to perform certain actions. For more information, see [Required roles](#).

- **Account repositories not populated correctly**

  Make sure that you follow the [post-deployment steps](#) before provisioning accounts.

- **Not detecting drift after changing the OU manually**

  **Note**
  
  AWS Control Tower detects drift automatically. For information about resolving drift, see [Detect and resolve drift in AWS Control Tower](#).

  Drift isn't detected when the organizational unit (OU) is changed manually. This is due to the event-driven nature of Account Factory. When an account request is submitted, the resource that Terraform manages is an Amazon DynamoDB item, not a direct account. After an item is changed, the request is put in a queue, where AWS Control Tower processes them through Service Catalog (the service that manages account details). If you change the OU manually, drift isn't detected because the account request hasn't changed.

### Issues related to account provisioning/registration

- **Account request (email address/name) already exists**

  The issue typically results in an Service Catalog product failure during provisioning or as ConditionalCheckFailedException.

  You can find more information about the issue by doing one of the following:
  
  - Review your Terraform or CloudWatch Logs log groups.
  - Review the failures that are emitted to the Amazon SNS topic aft-failure-notifications.

- **Malformed account request**

  Make sure that your account request follows the expected schema. For examples, see [terraform-aws-control_tower_account_factory](#) on GitHub.

- **Exceeded AWS Organizations resource quotas**

  Make sure that your account request doesn't exceed AWS Organizations resource quotas. For more information, see [Quotas for AWS Organizations](#).

### Issues related to customizations invocation

- **Target account not onboarded to Account Factory**

  Make sure all accounts that are included in a customization request have been onboarded to Account Factory. For more information, see [Update an existing account](#).
• **Account that customization request targets exists in the DynamoDB table `aft-request-metadata`, but not in account request repository**

Format your customization invocation request to exclude the offending account by doing one of the following:

- In the DynamoDB table `aft-request-metadata`, delete the entry referencing the account that's no longer in your account request repository.
- Not using "all" as the target.
- Not targeting the OU that the account belongs to.
- Not targeting the account directly.

• **Used incorrect token for Terraform Cloud**

Make sure that you set up the correct token. Terraform Cloud only supports team-based tokens, not organization-based tokens.

• **Failed to create account before account customizations pipeline is created; can't customize account**

Make a change to the account specification in the account request repository. When you make a change, such as changing a tag value for an account, Account Factory follows the path that tries to create the pipeline, even if the pipeline doesn't exist.

**Issues related to the account customizations workflow**

If you're experiencing issues related to the account customizations workflow, make sure that your version of AFT is 1.8.0 or higher, and that you delete all instances of account-related metadata from your DynamoDB request table.

For information about AFT version 1.8.0, see [Release 1.8.0 on GitHub](#).

For information about how to check and update your version of AFT, see the following:

- [Check the AFT version](#)
- [Update the AFT version](#)

You can also trace and troubleshoot customization requests by using Amazon CloudWatch Logs Insights queries to filter logs containing your target account and customization request IDs. For more information, see [Troubleshooting with AFT account customization request tracing](#).
Detect and resolve drift in AWS Control Tower

Identifying and resolving drift is a regular operations task for AWS Control Tower management account administrators. Resolving drift helps to ensure your compliance with governance requirements.

When you create your landing zone, the landing zone and all the organizational units (OUs), accounts, and resources are compliant with the governance rules enforced by your chosen controls. As you and your organization members use the landing zone, changes in this compliance status may occur. Some changes may be accidental, and some may be made intentionally to respond to time-sensitive operational events.

Drift detection assists you in identifying resources that need changes or configuration updates to resolve the drift.

Detecting drift

AWS Control Tower detects drift automatically. To detect drift, the AWSControlTowerAdmin role requires persistent access to your management account so AWS Control Tower can make read-only API calls to AWS Organizations. These API calls show up as AWS CloudTrail events.

Drift is surfaced in the Amazon Simple Notification Service (Amazon SNS) notifications that are aggregated in the audit account. Notifications in each member account send alerts to a local Amazon SNS topic, and to a Lambda function.

For controls that are part of the AWS Security Hub **Service-Managed Standard: AWS Control Tower**, drift is shown on the Account and Account details pages in the AWS Control Tower console, as well as by means of an Amazon SNS notification.

Member account administrators can (and as a best practice, they should) subscribe to the SNS drift notifications for specific accounts. For example, the aws-controltower-AggregateSecurityNotifications SNS topic provides drift notifications. The AWS Control Tower console indicates to management account administrators when drift has occurred. For more information about SNS topics for drift detection and notification, see Drift prevention and notification (p. 228).

Drift notification de-duplication

If the same type of drift occurs on the same set of resources multiple times, AWS Control Tower sends an SNS notification only for the initial instance of drift. If AWS Control Tower detects that this instance of drift has been remediated, it sends another notification only if drift re-occurs for those identical resources.

Examples: Account drift and SCP drift are handled in the following manner

- If you modify the same managed SCP multiple times, you receive a notification for the first time you modify it.
- If you modify a managed SCP, then remediate drift, then modify it again, you'll receive two notifications.
Types of account drift

- Account moved between OUs
- Account removed from organization

**Note**
When you move an account from one OU to another, the controls from the previous OU are not removed. If you enable any new hook-based control on the destination OU, the old hook-based control is removed from the account, and the new control replaces it. Controls implemented with SCPs and AWS Config rules always must be removed manually when an account changes OUs.

Types of policy drift

- SCP updated
- SCP attached to OU
- SCP detached from OU
- SCP attached to account

For more information, see [Types of Governance Drift (p. 184)].

Resolving drift

Although detection is automatic, the steps to resolve drift must be done through the console.

- Many types of drift can be resolved through the Landing zone settings page. You can choose the Repair button in the Versions section to repair these types of drift.
- If your OU has fewer than 300 accounts, you can repair drift in Account Factory provisioned accounts, or SCP drift, by selecting Re-register OU on the Organization page or the OU details page.
- You may be able to repair account drift, such as Moved Member Account (p. 185), by updating an individual account. For more information, see [Update the account in the console (p. 135)].

**Note**
When you repair your landing zone, the landing zone is upgraded to the latest landing zone version.

Considerations about drift and SCP scans

AWS Control Tower scans your managed SCPs daily to verify that the corresponding controls are applied correctly and that they have not drifted. To retrieve the SCPs and run checks on them, AWS Control Tower calls AWS Organizations on your behalf, using a role in your management account.

If an AWS Control Tower scan discovers drift, you'll receive a notification. AWS Control Tower sends only one notification per drift issue, so if your landing zone already is in a state of drift, you won't receive additional notifications unless a new drift item is found.

AWS Organizations limits how often each of its APIs can be called. This limit is expressed in transactions per second (TPS), and known as the TPS limit, throttling rate, or API request rate. When AWS Control Tower audits your SCPs by calling AWS Organizations, the API calls that AWS Control Tower makes are
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counted towards your TPS limit, because AWS Control Tower uses the management account to make the calls.

In rare situations, this limit can be reached when you call the same APIs repeatedly, whether through a third-party solution or a custom script you wrote. For example, if you and AWS Control Tower call the same AWS Organizations APIs at the same moment in time (within 1 second), and the TPS limits are reached, subsequent calls are throttled. That is, these calls return an error such as Rate exceeded.

**If an API request rate is exceeded**

- If AWS Control Tower hits the limit and is throttled, we pause the execution of the audit and resume it at a later time.
- If your workload hits the limit and is throttled, the result can range from slight latency all the way to a fatal error in the workload, depending on how the workload is configured. This edge case is something to be aware of.

**A daily SCP scan consists of**

1. Retrieving all of your OUs.
2. For each registered OU, retrieving all SCPs managed by AWS Control Tower that are attached to the OU. Managed SCPs have identifiers that begin with `aws-guardrails`.
3. For each preventive control enabled on the OU, verifying that the control's policy statement is present in the OU's managed SCPs.

The daily scans consume the TPS for the following AWS Organizations APIs:

<table>
<thead>
<tr>
<th>API</th>
<th>Burst Rate</th>
<th>Sustained Rate</th>
<th>Annotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>listOrganizationalUnits</td>
<td>8</td>
<td>5</td>
<td>1 per landing zone</td>
</tr>
<tr>
<td>listPoliciesForTarget</td>
<td>8</td>
<td>5</td>
<td>1 per registered OU</td>
</tr>
<tr>
<td>describePolicy</td>
<td></td>
<td></td>
<td>2 TPS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 per managed SCP</td>
</tr>
</tbody>
</table>

An OU may have one or more managed SCPs.

**Types of drift to repair right away**

Most types of drift can be resolved by administrators. A few types of drift must be repaired immediately, including deletion of an organizational unit that the AWS Control Tower landing zone requires. Here are some examples of major drift that you may wish to avoid:

- *Don't delete the Security OU*: The organizational unit originally named Security during landing zone setup by AWS Control Tower should not be deleted. If you delete it, you'll see an error message instructing you to repair the landing zone immediately. You won't be able to take any other actions in AWS Control Tower until the repair is complete.

- *Don't delete required roles*: AWS Control Tower checks certain AWS Identity and Access Management (IAM) roles when you log into the console for IAM role drift. If these roles are missing or inaccessible, you'll see an error page instructing you to repair your landing zone. These roles are AWSControlTowerAdmin AWSControlTowerCloudTrailRole AWSControlTowerStackSetRole.

For more information about these roles, see [Permissions Required to Use the AWS Control Tower Console](p. 1597).
• *Don't delete all Additional OUs:* If you delete the organizational unit originally named *Sandbox* during landing zone setup by AWS Control Tower, your landing zone will be in a state of drift, but you still can use AWS Control Tower. At least one Additional OU is required for AWS Control Tower to operate, but it doesn’t have to be the *Sandbox* OU.

• *Don't remove shared accounts:* If you remove shared accounts from Foundational OUs, such as removing the logging account from the Security OU, your landing zone will be in a state of drift and must be repaired before you can continue using the AWS Control Tower console.

### Repairable changes to resources

Here’s a list of changes to AWS Control Tower resources that are permitted, although they create repairable drift. Results of these permitted operations are viewable in the AWS Control Tower console, although a refresh may be required.

For more information about how to resolve the resulting drift, see [Managing Resources Outside of AWS Control Tower](#).

#### Changes Permitted Outside the AWS Control Tower Console

- Change the name of a registered OU.
- Change the name of the Security OU.
- Change the name of member accounts in non-Foundational OUs.
- Change the name of AWS Control Tower shared accounts in the Security OU.
- Delete a non-Foundational OU.
- Delete an enrolled account from a non-Foundational OU.
- Change the email address of a shared account in the Security OU.
- Change the email address of a member account in a registered OU.

**Note**

Moving accounts between OUs is considered drift, and it must be repaired.

### Drift and New Account Provisioning

If your landing zone is in a state of drift, the *Enroll account* feature in AWS Control Tower will not work. In that case, you must provision new accounts through AWS Service Catalog. For instructions, see [Provision accounts with AWS Service Catalog Account Factory](#) (p. 134).

In particular, if you've made certain changes to your accounts by means of Service Catalog, such as changing the name of your portfolio, the *Enroll account* feature will not work.

### Types of Governance Drift

Governance drift, also called *organizational drift* occurs when OUs, SCPs, and member accounts are changed or updated. The types of governance drift that can be detected in AWS Control Tower are as follows:

- *Moved Member Account* (p. 185)
- *Removed Member Account* (p. 186)
Another type of drift is landing zone drift, which may be found through the management account. Landing zone drift consists of IAM role drift, or any type of organizational drift that specifically affects Foundational OUs and shared accounts.

A special case of landing zone drift is role drift, which is detected when a required role is not available. If this type of drift occurs, the console displays a warning page and some instructions on how to restore the role. Your landing zone is unavailable until the role drift is repaired. For more information about drift, see *Don't delete required roles* in the section called *Types of drift to repair right away* (p. 183).

AWS Control Tower does not look for drift regarding other services that work with the management account, including CloudTrail, CloudWatch, IAM Identity Center, AWS CloudFormation, AWS Config, and so forth. No drift detection is available in child accounts, because these accounts are protected by preventive mandatory controls.

However, it does report drift regarding controls that are part of the *AWS Security Hub Service-managed Standard: AWS Control Tower*.

### Moved Member Account

This type of drift occurs on the account rather than the OU. This type of drift can occur when an AWS Control Tower member account, the audit account, or the log archive account is moved from a registered AWS Control Tower OU to any other OU. The following is an example of the Amazon SNS notification when this type of drift is detected.

```json
{
    "Message" : "AWS Control Tower has detected that your member account 'account-email@amazon.com (012345678909)' has been moved from organizational unit 'Sandbox (ou-0123-eEXAMPLE)' to 'Security (ou-3210-1EXAMPLE)'. For more information, including steps to resolve this issue, see 'https://docs.aws.amazon.com/console/controltower/move-account'.",
    "ManagementAccountId" : "012345678912",
    "OrganizationId" : "o-123EXAMPLE",
    "DriftType" : "ACCOUNT_MOVED_BETWEEN_OUS",
    "RemediationStep" : "Re-register this organizational unit (OU), or if the OU has more than 300 accounts, you must update the provisioned product in Account Factory."
}
```

### Resolutions

When this type of drift occurs for an Account Factory provisioned account in an OU with up to 300 accounts, you can resolve it by:

- Navigating to the **Organization** page in the AWS Control Tower console, selecting the account, and choosing **Update account** at the upper right (fastest option for individual accounts).
- **Navigating to the Organization page** in the AWS Control Tower console, then choosing **Re-register** for the OU that contains the account (fastest option for multiple accounts). For more information, see *Register an existing organizational unit with AWS Control Tower (p. 202)*.

- **Updating the provisioned product** in Account Factory. For more information, see *Update and move account factory accounts with AWS Control Tower or with AWS Service Catalog (p. 135)*.

**Note**

If you have several individual accounts to update, also see this method for making updates with a script: *Provision and update accounts using automation (p. 60)*.

- When this type of drift occurs in an OU with more than 300 accounts, the drift resolution may depend on which type of account has been moved, as explained in the next paragraphs. For more information, see *Update Your Landing Zone (p. 59)*.

- **If an Account Factory provisioned account is moved** — In an OU with fewer than 300 accounts, you can resolve the account drift by updating the provisioned product in Account Factory, by re-registering the OU, or by updating your landing zone.

  In an OU with more than 300 accounts, you **must** resolve the drift by making an update to each moved account, either through the AWS Control Tower console or the provisioned product because re-register OU will not perform the update. For more information, see *Update and move account factory accounts with AWS Control Tower or with AWS Service Catalog (p. 135)*.

- **If a shared account is moved** — You can resolve the drift from moving the audit or log archive account by updating your landing zone. For more information, see *Update Your Landing Zone (p. 59)*.

**Deprecated field name**

The field name *MasterAccountID* has been changed to *ManagementAccountID* to comply with AWS guidelines. The old name is **deprecated**. Beginning in 2022, scripts that contain the deprecated field name will no longer work.

### Removed Member Account

This type of drift can occur when a member account is removed from a registered AWS Control Tower organizational unit. The following example shows the Amazon SNS notification when this type of drift is detected.

```json
{
  "Message" : "AWS Control Tower has detected that the member account 012345678909 has been removed from organization o-123EXAMPLE. For more information, including steps to resolve this issue, see 'https://docs.aws.amazon.com/console/controltower/remove-account'",
  "ManagementAccountId" : "012345678912",
  "OrganizationId" : "o-123EXAMPLE",
  "DriftType" : "ACCOUNT_REMOVED_FROM_ORGANIZATION",
  "RemediationStep" : "Add account to Organization and update Account Factory provisioned product",
  "AccountId" : "012345678909"
}
```

### Resolution

- When this type of drift occurs in a member account, you can resolve the drift by updating the account in the AWS Control Tower console, or in Account Factory. For example, you can add the account to another registered OU from the Account Factory update wizard. For more information, see *Update and move account factory accounts with AWS Control Tower or with AWS Service Catalog (p. 135)*.

- If a shared account is removed from a Foundational OU, you must resolve the drift by repairing your landing zone. Until this drift is resolved, you will not be able to use the AWS Control Tower console.
For more information about resolving drift for accounts and OUs, see If you manage resources outside of AWS Control Tower (p. 191).

Note
In Service Catalog, the Account Factory provisioned product that represents the account is not updated to remove the account. Instead, the provisioned product is displayed as TAINTED and in an error state. To clean up, go to the Service Catalog, choose the provisioned product, and then choose Terminate.

Unplanned Update to Managed SCP

This type of drift can occur when an SCP for a control is updated in the AWS Organizations console or programmatically using the AWS CLI or one of the AWS SDKs. The following is an example of the Amazon SNS notification when this type of drift is detected.

```
{
  "Message" : "AWS Control Tower has detected that the managed service control policy 'aws-guardrails-012345 (p-tEXAMPLE)' has been attached to the registered organizational unit 'Security (ou-0123-1EXAMPLE)' , has been modified. For more information, including steps to resolve this issue, see 'https://docs.aws.amazon.com/console/controltower/update-scp'",
  "ManagementAccountId" : "012345678912",
  "OrganizationId" : "o-123EXAMPLE",
  "DriftType" : "SCP_UPDATED",
  "RemediationStep" : "Update Control Tower Setup",
  "OrganizationalUnitId" : "ou-0123-1EXAMPLE",
  "PolicyId" : "p-tEXAMPLE"
}
```

Resolution

When this type of drift occurs in an OU with up to 300 accounts, you can resolve it by:

- Navigating to the Organization page in the AWS Control Tower console to re-register the OU (fastest option). For more information, see Register an existing organizational unit with AWS Control Tower (p. 202).
- Updating your landing zone (slower option). For more information, see Update Your Landing Zone (p. 59).

When this type of drift occurs in an OU with more than 300 accounts, resolve it by updating your landing zone. For more information, see Update Your Landing Zone (p. 59).

SCP Attached to Managed OU

This type of drift can occur when an SCP for a control is attached to any other OU. This occurrence is especially common when you are working on your OUs from outside of the AWS Control Tower console. The following is an example of the Amazon SNS notification when this type of drift is detected.

```
{
  "Message" : "AWS Control Tower has detected that the managed service control policy 'aws-guardrails-012345 (p-tEXAMPLE)' has been attached to the registered organizational unit 'Sandbox (ou-0123-1EXAMPLE)' . For more information, including steps to resolve this issue, see 'https://docs.aws.amazon.com/console/controltower/scp-detached-ou'",
  "ManagementAccountId" : "012345678912",
}```
SCP Detached from Managed OU

This type of drift can occur when an SCP for a control has been detached from an OU that's managed by AWS Control Tower. This occurrence is especially common when you're working from outside of the AWS Control Tower console. The following is an example of the Amazon SNS notification when this type of drift is detected.

```json
{
  "Message": "AWS Control Tower has detected that the managed service control policy 'aws-guardrails-012345 (p-tEXAMPLE)' has been detached from the registered organizational unit 'Sandbox (ou-0123-1EXAMPLE)'. For more information, including steps to resolve this issue, see 'https://docs.aws.amazon.com/console/controltower/scp-detached'",
  "ManagementAccountId": "012345678912",
  "OrganizationId": "o-123EXAMPLE",
  "DriftType": "SCP_DETACHED_FROM_OU",
  "RemediationStep": "Update Control Tower Setup",
  "OrganizationalUnitId": "ou-0123-1EXAMPLE",
  "PolicyId": "p-tEXAMPLE"
}
```

Resolution

When this type of drift occurs in an OU with up to 300 accounts, you can resolve it by:

- Navigating to the OU in the AWS Control Tower console to re-register the OU (fastest option). For more information, see Register an existing organizational unit with AWS Control Tower (p. 202).
- Updating your landing zone (slower option). If the drift is affecting a mandatory control, the update process creates a new service control policy (SCP) and attaches it to the OU to repair the drift. For more information about how to update your landing zone, see Update Your Landing Zone (p. 59).

When this type of drift occurs in an OU with more than 300 accounts, resolve it by updating your landing zone. If the drift is affecting a mandatory control, the update process creates a new service control policy (SCP) and attaches it to the OU to repair the drift. For more information about how to update your landing zone, see Update Your Landing Zone (p. 59).
SCP Attached to Member Account

This type of drift can occur when an SCP for a control is attached to an account in the Organizations console. Guardrails and their SCPs can be enabled on OUs (and thus applied to all of an OU's enrolled accounts) through the AWS Control Tower console. The following is an example of the Amazon SNS notification when this type of drift is detected.

```
{
  "Message" : "AWS Control Tower has detected that the managed service control policy 'aws-guardrails-012345 (p-tEXAMPLE)' has been attached to the member account 'account-email@amazon.com (012345678909)'. For more information, including steps to resolve this issue, see 'https://docs.aws.amazon.com/console/controltower/scp-detached-account'",
  "ManagementAccountId" : "012345678912",
  "OrganizationId" : "o-123EXAMPLE",
  "DriftType" : "SCP_ATTACHED_TO_ACCOUNT",
  "RemediationStep" : "Re-register this organizational unit (OU)",
  "AccountId" : "012345678909",
  "PolicyId" : "p-tEXAMPLE"
}
```

Resolution

This type of drift occurs on the account rather than the OU.

When this type of drift occurs for accounts in a Foundational OU, such as the Security OU, the resolution is to update your landing zone. For more information, see Update Your Landing Zone (p. 59).

When this type of drift occurs in a non-Foundational OU with up to 300 accounts, you can resolve it by:

- Detaching the AWS Control Tower SCP from the account factory account.
- Navigating to the OU in the AWS Control Tower console to re-register the OU (fastest option). For more information, see Register an existing organizational unit with AWS Control Tower (p. 202).

When this type of drift occurs in an OU with more than 300 accounts, you may attempt to resolve it by updating the account factory configuration for the account. It may not be possible to resolve it successfully. For more information, see Update Your Landing Zone (p. 59).

Deleted Foundational OU

This type of drift applies only to AWS Control Tower Foundational OUs, such as the Security OU. It can occur if a Foundational OU is deleted outside of the AWS Control Tower console. Foundational OUs cannot be moved without creating this type of drift, because moving an OU is the same as deleting it and then adding it someplace else. When you resolve the drift by updating your landing zone, AWS Control Tower replaces the Foundational OU in the original location. The following example shows an Amazon SNS notification you may receive when this type of drift is detected.

```
{
  "Message" : "AWS Control Tower has detected that the registered organizational unit 'Security (ou-0123-1EXAMPLE)’ has been deleted. For more information, including steps to resolve this issue, see 'https://docs.aws.amazon.com/console/controltower/delete-ou'",
  "ManagementAccountId" : "012345678912",
  "OrganizationId" : "o-123EXAMPLE",
  "DriftType" : "ORGANIZATIONAL_UNIT_DELETED",
  "RemediationStep" : "Delete organizational unit in Control Tower",
  "OrganizationalUnitId" : "ou-0123-1EXAMPLE"
}
```
Resolution

Because this drift occurs for Foundational OUs only, the resolution is to update the landing zone. When other types of OUs are deleted, AWS Control Tower is updated automatically.

For more information about resolving drift for accounts and OUs, see If you manage resources outside of AWS Control Tower (p. 191).

Security Hub control drift

This type of drift occurs when a control that's part of the AWS Security Hub Service-Managed Standard: AWS Control Tower reports a state of drift. The AWS Security Hub service itself does not report a state of drift for these controls. Instead, the service sends its findings to AWS Control Tower.

Security Hub control drift also can be detected if AWS Control Tower has not received a status update from Security Hub in more than 24 hours. If those findings are not received as expected, AWS Control Tower verifies that the control is in drift. The following example shows an Amazon SNS notification you may receive when this type of drift is detected.

```json
{
   "Message": "AWS Control Tower has detected that an AWS Security Hub control was removed in your account example-account@amazon.com <mailto:example-account@amazon.com>. The artifact deployed on the target OU and accounts does not match the expected template and configuration for the control. This mismatch indicates that configuration changes were made outside of AWS Control Tower. For more information, view Security Hub standard",
   "MasterAccountId": "123456789XXX",
   "ManagementAccountId": "123456789XXX",
   "OrganizationId": "o-123EXAMPLE",
   "DriftType": "SECURITY_HUB_CONTROL_DISABLED",
   "RemediationStep": "To remediate the issue, Re-register the OU, or remove the control and enable it again. If the problem persists, contact AWS support.",
   "AccountId": "7876543219XXX",
   "ControlId": "PYBETSAGNUZB",
   "ControlName": "EBS snapshots should not be publicly restorable",
   "ApiControlIdentifier": "arn:aws:controltower:us-east-1::control PYBETSAGNUZB",
   "Region": "us-east-1"
}
```

Resolution

For OUs with fewer than 300 accounts, the resolution is to Re-register the OU, which resets the control to the original state. For any OU, you can remove and re-enable the control through the console or the AWS Control Tower APIs, which also resets the control.

For more information about resolving drift for accounts and OUs, see If you manage resources outside of AWS Control Tower (p. 191).

Trusted access disabled

This type of drift applies to AWS Control Tower landing zones. It occurs when you disable trusted access to AWS Control Tower in AWS Organizations after you set up your AWS Control Tower landing zone.

When trusted access is disabled, AWS Control Tower no longer receives change events from AWS Organizations. AWS Control Tower relies on these change events to stay synchronized with AWS
If you manage resources outside of AWS Control Tower

AWS Control Tower sets up accounts, organizational units, and other resources on your behalf, but you are the owner of these resources. You can change these resources within AWS Control Tower or outside it. The most common place to change resources outside of AWS Control Tower is the AWS Organizations console. This topic describes how to reconcile changes to AWS Control Tower resources when you make the changes outside of AWS Control Tower.

Renaming, deleting, and moving resources outside of the AWS Control Tower console causes the console to become out of sync. Many changes can be reconciled automatically. Certain changes require a repair to your landing zone to update the information that's displayed in the AWS Control Tower console.

In general, changes that you make outside the AWS Control Tower console to AWS Control Tower resources create a state of repairable drift in your landing zone. For more information about these changes, see Repairable changes to resources (p. 184).

Tasks that require landing zone repair

- Deleting the Security OU (A special case, not to be done lightly.)
- Removing a shared account from the Security OU (Not recommended.)
- Updating, attaching, or detaching an SCP associated with the Security OU.

Changes that are updated automatically by AWS Control Tower

- Changing the email address of an enrolled account
- Renaming an enrolled account
- Creating a new top-level organizational unit (OU)
Referring to resources outside of AWS Control Tower

When you create new OUs and accounts outside of AWS Control Tower, they are not governed by AWS Control Tower, even though they may be displayed.

Creating an OU

Organizational Units (OUs) created outside of AWS Control Tower are referred to as Unregistered. They are displayed in the Organization page, but they are not governed by AWS Control Tower controls.

Creating an account

Accounts created outside of AWS Control Tower are referred to as Unenrolled. Enrolled and unenrolled accounts that belong to an OU that’s registered with AWS Control Tower are displayed in the Organization page. Accounts that do not belong to a registered OU can be invited by using the AWS Organizations console. This invitation to join does not enroll the account in AWS Control Tower or extend AWS Control Tower governance to the account. To extend governance by enrolling the account, go to the Organization page or the Account detail page in AWS Control Tower and choose Enroll account.

Externally changing AWS Control Tower resource names

You can change the names of your organizational units (OUs) and accounts outside of the AWS Control Tower console, and the console updates automatically to reflect those changes.

Renaming an OU

In AWS Organizations, you can change the name of an OU by using either the AWS Organizations API or the console. When you change an OU name outside of AWS Control Tower, the AWS Control Tower console automatically reflects the name change. However, if you provision your accounts using AWS Service Catalog, you also must repair your landing zone to ensure that AWS Control Tower stays consistent with AWS Organizations. The Repair workflow ensures consistency across services for the Foundational and Additional OUs. You can repair this type of drift from the Landing zone settings page. See the section called "Resolving Drift" in Detect and resolve drift in AWS Control Tower (p. 181).

AWS Control Tower displays the names of OUs on the Organization page in the AWS Control Tower dashboard. You can see when your landing zone repair has succeeded.

Renaming an enrolled account

Each AWS account has a display name that can be changed by the account’s root user in the AWS Billing and Cost Management console. When you rename an account that’s enrolled in AWS Control Tower, the name change is automatically reflected in AWS Control Tower. For more information about changing an account’s name, see Managing an AWS account in the AWS Billing User Guide.
Deleting the Security OU

This type of drift is a special case. If you delete the Security OU, you will see an error message page, prompting you to repair your landing zone. You must repair your landing zone before you can take any other actions in AWS Control Tower.

- You will not be able to perform any actions in the AWS Control Tower console and you will not be able to create any new accounts in AWS Service Catalog until the repair is done.
- You won't be able to view the Landing zone settings page to see the Repair button there.

In this situation, the landing zone repair process creates a new Security OU and moves the two shared accounts into the new Security OU. AWS Control Tower marks the Log Archive and Audit accounts as drifted. The same process repairs the drift in these accounts.

If you determine that you must delete the Security OU, here's what you need to know:

Before you can delete the Security OU, you must make sure it contains no accounts. Specifically, you must remove the Log Archive and Audit accounts from the OU. We recommend that you move these accounts to another OU.

Note
The action of deleting your Security OU is not to be performed without due consideration. The action could create compliance concerns if logging is suspended temporarily, and because some controls might not be enforced.

For general information about drift, see "Resolving Drift" in Detect and resolve drift in AWS Control Tower (p. 181).

Removing an account from the Security OU

We do not recommend that you remove any of the shared accounts from your organization or move them out of the Security OU. If you have removed a shared account accidentally, you can follow the remediation steps in this section to restore the account.

- From within the AWS Control Tower console: To start the remediation process, follow the semi-manual remediation steps. Ensure the user or role you use to access the AWS Control Tower console has permissions to run organizations:InviteAccountToOrganization. If you don't have such permissions, follow the manual remediation steps, which use both the AWS Control Tower console and the AWS Organizations console.

- Starting from the AWS Organizations console: This remediation process is a slightly longer, fully manual procedure. When following the manual remediation steps, you'll switch between the AWS Organizations console and the AWS Control Tower console. When working in AWS Organizations, you'll need a user or role with the AWSOrganizationsFullAccess managed policy or equivalent. When working in the AWS Control Tower console, you'll need a user or role with the AWSControlTowerServiceRolePolicy managed policy or equivalent, and permission to run all AWS Control Tower actions (controltower:*).

- If the remediation steps don't restore the account, contact AWS Support.

The results of removing a shared account through AWS Organizations:

- The account is no longer protected by AWS Control Tower mandatory controls with service control policies (SCPs). Result: The resources created by AWS Control Tower in the account may be modified or deleted.

- The account is no longer under the AWS Organizations management account. Result: The administrator of the AWS Organizations management account no longer has visibility into the account's spending.
• The account is no longer guaranteed to be monitored by AWS Config. **Result:** The administrator of the AWS Organizations management account may not be able to detect resource changes.
• The account is no longer in the organization. **Result:** AWS Control Tower updates and repair will fail.

To restore a shared account using the AWS Control Tower console (semi-manual procedure)

1. Sign in to the AWS Control Tower console at [https://console.aws.amazon.com/controltower](https://console.aws.amazon.com/controltower). You must sign in as an IAM user, user in IAM Identity Center, or role with permissions to run organizations:InviteAccountToOrganization. If you don't have such permissions, use the manual remediation procedure described later in this topic.
2. On the **Landing zone drift detected** page, choose **Re-Invite** to remediate shared account removal by re-inviting the shared account into the organization. An automatically-generated email is sent to the email address for the account.
3. Accept the invitation to bring the shared account back into the organization. Do one of the following:
   • Sign in to the shared account that was removed, then go to [https://console.aws.amazon.com/organizations/home#/invites](https://console.aws.amazon.com/organizations/home#/invites)
   • If you have access to the email message sent when you re-invited the account, sign in to the removed account, then click the link in the message to navigate directly to the account invitation.
   • If the shared account that was removed is not in another organization, sign into the account, open the AWS Organizations console and navigate to Invitations.
4. Sign in to the management account again, or reload the AWS Control Tower console if it’s already open. You'll see the **Landing zone drift** page. Choose **Repair** to repair the landing zone.
5. Wait for the repair process to complete.

If remediation is successful, the shared account appears in a normal state and compliance.

If the remediation steps don’t restore the account, contact AWS Support.

To restore a shared account using the AWS Control Tower and AWS Organizations consoles (Manual remediation)

1. Sign in to the AWS Organizations console at [https://console.aws.amazon.com/organizations/](https://console.aws.amazon.com/organizations/). You must sign in as an IAM user, user in IAM Identity Center, or role with the AWSOrganizationsFullAccess managed policy or equivalent.
2. Invite the shared account back to the organization. For information on the requirements, prerequisites, and procedure for inviting an account to AWS Organizations, see Inviting an AWS account to your organization in the AWS Organizations User Guide.
3. Sign in to the shared account that was removed, then go to [https://console.aws.amazon.com/organizations/home#/invites](https://console.aws.amazon.com/organizations/home#/invites) to accept the invitation.
4. Sign in to the management account again.
5. Sign in to the AWS Control Tower console as a user or role with the AWSControlTowerServiceRolePolicy managed policy or equivalent, and permissions to run all AWS Control Tower actions (controltower:*).
6. You'll see the **Landing zone drift** page with an option to repair the landing zone. Choose **Repair** to repair the landing zone.
7. Wait for the repair process to complete.

If remediation is successful, the shared account appears in a normal state and compliance.

If the remediation steps don't restore the account, contact AWS Support.
External changes that are updated automatically

Changes that you make to your account email addresses are updated by AWS Control Tower automatically, but Account Factory does not update them automatically.

Changing the email address of a governed account

AWS Control Tower retrieves and displays email addresses as required by the console experience. Therefore, shared and other account email addresses are updated and shown consistently in AWS Control Tower after you change them.

**Note**

In AWS Service Catalog, the Account Factory displays the parameters that were specified in the console when you created a provisioned product. However, the original account email address is not updated automatically when the account email address changes. That's because the account is conceptually contained within the provisioned product; it is not the same as the provisioned product. To update this value, you must update the provisioned product, which may cause a change in governance posture.

Applying external AWS Config rules

AWS Control Tower displays the compliance status of all AWS Config rules deployed into organizational units registered with AWS Control Tower, including rules that were activated outside of the AWS Control Tower console.

Deleting AWS Control Tower resources outside AWS Control Tower

You can delete OUs and accounts in AWS Control Tower and you don't need to take any further action to see the updates. Account Factory is updated automatically when you delete an OU, but not when you delete an account.

Deleting a registered OU (except the Security OU)

Within AWS Organizations, you can remove empty organizational units (OUs) by using the API or the console. OUs that contain accounts cannot be deleted.

AWS Control Tower receives a notification from AWS Organizations when an OU is deleted. It updates the OU list in the Account Factory, so that the list of registered OUs remains consistent.

**Note**

In AWS Service Catalog, the Account Factory is updated to remove the deleted OU from the list of available OUs into which you can provision an account.

Deleting an enrolled account from an OU

When you delete an enrolled account, AWS Control Tower receives a notification and makes updates, so that the information remains consistent.

**Note**

In AWS Service Catalog, the Account Factory provisioned product that represents the governed account is not updated to delete the account. Instead, the provisioned product is displayed as TAINTED and in an error state. To clean up, go to AWS Service Catalog, choose the provisioned product, and then choose **Terminate**.
Govern organizations and accounts with AWS Control Tower

All organizational units (OUs) and accounts that you create in AWS Control Tower are governed automatically by AWS Control Tower. Also, if you have existing OUs and accounts that were created outside of AWS Control Tower, you can bring them into AWS Control Tower governance.

For existing AWS Organizations and AWS accounts, most customers prefer to enroll groups of accounts by registering the entire organizational unit (OU) that contains the accounts. You also can enroll accounts individually. For more information on enrolling individual accounts, see Enroll an existing AWS account (p. 120).

Terminology

- When you bring an existing organization into AWS Control Tower, it's called registering the organization, or extending governance to the organization.
- When you bring an AWS account into AWS Control Tower, it's called enrolling the account.

View your OUs and accounts

On the AWS Control Tower Organization page, you can view all the OUs in your AWS Organizations, including OUs that are registered with AWS Control Tower and those that are not registered. You can view nested OUs as part of the hierarchy. An easy way to view your organizational units on the Organization page is to select Organizational units only from the dropdown at the upper right.

The Organization page lists all accounts in your organization, regardless of OU or enrollment status in AWS Control Tower. An easy way to view your accounts on the Organization page is to select Accounts only from the dropdown at the upper right. You can view, update, and enroll accounts individually within the OUs, if the accounts meet the prerequisites for enrollment.

If you do not select any filtering, the Organization page displays your accounts and OUs in a hierarchy. It is a central location for monitoring and taking actions on all of your AWS Control Tower resources. For more information about the Organization page, you can view the video walkthrough.

Video Walkthrough

This video (4:01) describes how to work with the Organization page in AWS Control Tower. For better viewing, select the icon at the lower right corner of the video to enlarge it to full screen. Captioning is available.

Video Walkthrough of Working with the Organization Page in AWS Control Tower.

Topics

- Register an existing organizational unit with AWS Control Tower (p. 202)
- Enroll an existing AWS account (p. 120)

Extend governance to an existing organization

You can add AWS Control Tower governance to an existing organization by setting up a landing zone (LZ) as outlined in the AWS Control Tower User Guide at Getting Started, Step 2.
Here's what to expect when you set up your AWS Control Tower landing zone in an existing organization.

- You can have one landing zone per AWS Organizations organization.
- AWS Control Tower uses the management account from your existing AWS Organizations organization as its management account. No new management account is needed.
- AWS Control Tower sets up two new accounts in a registered OU: an audit account and a logging account.
- Your organization's service limits must allow for the creation of these two additional accounts.
- After you've launched your landing zone or registered an OU, AWS Control Tower controls apply automatically to all enrolled accounts in that OU.
- You can Enroll additional existing AWS accounts into an OU that's governed by AWS Control Tower, so that controls apply to those accounts.
- You can add more OUs in AWS Control Tower and you can Register existing OUs.

To check other prerequisites for registration and enrollment, see Getting Started with AWS Control Tower.

Here’s more detail about how AWS Control Tower controls do not apply to your OUs in AWS organizations that don’t have AWS Control Tower landing zones set up:

- New accounts created outside of AWS Control Tower Account Factory are not bound by the registered OU’s controls.
- New accounts created in OUs that are not registered with AWS Control Tower are not bound by controls, unless you specifically Enroll those accounts into AWS Control Tower. See Enroll an existing AWS account (p. 120) for more information about enrolling accounts.
- Additional existing organizations, existing accounts, and any new OUs or any accounts that you create outside of AWS Control Tower, are not bound by AWS Control Tower controls, unless you separately register the OU or enroll the account.

For more information about how to apply AWS Control Tower to existing OUs and accounts, see Register an existing organizational unit with AWS Control Tower (p. 202).

For an overview of the process of setting up an AWS Control Tower landing zone in your existing organization, see the video in the next section.

**Note**
During set up, AWS Control Tower performs pre-checks to avoid common issues. However, if you are currently using the AWS Landing Zone solution for AWS Organizations, check with your AWS solutions architect before you try to enable AWS Control Tower in your organization to determine if AWS Control Tower may interfere with your current landing zone deployment. Also, see What if the account does not meet the prerequisites? (p. 124) for information about moving accounts from one landing zone to another.

**Video: Enable a Landing Zone in existing AWS Organizations**

This video (7:48), describes how to set up and enable an AWS Control Tower landing zone in existing AWS Organizations structures. For better viewing, select the icon at the lower right corner of the video to enlarge it to full screen. Captioning is available.

Enable AWS Control Tower for existing organizations
Considerations for IAM Identity Center and existing organizations

- If AWS IAM Identity Center (IAM Identity Center) is already set up, the AWS Control Tower home Region must be the same as the IAM Identity Center Region.
- AWS Control Tower does not delete an existing configuration.
- If IAM Identity Center is already enabled, and if you are using IAM Identity Center Directory, AWS Control Tower adds resources such as permission sets, groups, and so forth, and proceeds as usual.
- If another directory (external, AD, Managed AD) is set up, AWS Control Tower does not change the existing configuration. For more details, see Considerations for AWS IAM Identity Center (IAM Identity Center) customers (p. 17).

Access to other AWS services

After you bring your organization into AWS Control Tower governance, you still have access to any AWS services that are available through AWS Organizations, by means of the AWS Organizations console and APIs. For more information, see Related AWS services (p. 1655).

Nested OUs in AWS Control Tower

This chapter lists the expectations and considerations you’ll want to be aware of when working with nested OUs in AWS Control Tower. In most ways, working with nested OUs is the same as working with a flat OU structure. The Register and Re-register features work with nested OUs, except for the changed behaviors that are noted in this chapter.

Video Walkthrough

This video (4:46) describes how to manage nested OU deployments in AWS Control Tower. For better viewing, select the icon at the lower right corner of the video to enlarge it to full screen. Captioning is available.

Video Walkthrough of Managing Nested OUs in AWS Control Tower.

For guidance regarding best practices for nested OUs and your landing zone, see the blog post Organizing your AWS Control Tower landing zone with nested OUs.

Expand from flat OU structure to nested OU structure

If you created your AWS Control Tower landing zone with a flat OU structure, you can expand it to a nested OU structure.

This process has four main steps:

1. Create your desired nested OU structure in AWS Control Tower.
2. Go to the AWS Organizations console and use their bulk move feature to move the accounts from the source OU (flat) into the destination OU (nested). Here’s how:
   a. Go to the OU from which you want to move accounts.
b. Select all the accounts in the OU.
c. Choose Move.

Note
This step must be done in the in AWS Organizations console because AWS Control Tower doesn't have a Move feature.

3. Go to the nested OU in AWS Control Tower and Register or Re-register it. All of the accounts in the nested OU will be enrolled.
   • If you created the OU in AWS Control Tower, Re-register the OU.
   • If you created the OU in AWS Organizations, Register the OU for the first time.

4. After your accounts are moved and enrolled, delete the empty top-level OU, either from the AWS Organizations console or from the AWS Control Tower console.

Nested OU registration pre-checks

To support successful registration of your nested OUs and their member accounts, AWS Control Tower performs a series of pre-checks. These same prechecks are performed when registering any top-level OU or nested OU. For more information, see Common causes of failure during registration or re-registration (p. 204).

• If all pre-checks pass, AWS Control Tower begins registering your OU, automatically.
• If any pre-checks fail, AWS Control Tower stops the registration process and provides you with a list of items that must be fixed before you can register your OU.

Nested OUs and roles

AWS Control Tower deploys the AWSControlTowerExecution role to accounts under the target OU, and to accounts in all OUs nested under the target OU, even when your intention is to register the target OU only. This role gives any user of the management account Administrator permissions on any account that has the AWSControlTowerExecution role. The role can be used to perform actions that normally would be disallowed by AWS Control Tower controls.

You can delete this role from unenrolled accounts that you don't plan to enroll. If you delete this role, you cannot enroll the account with AWS Control Tower, or register the immediate parent OUs, unless you restore the role to the account. To delete the AWSControlTowerExecution role from an account, you must be signed in under the AWSControlTowerExecution role, because no other IAM principals are allowed to delete roles managed by AWS Control Tower controls.

For information about how to restrict role access, see Optional conditions for your role trust relationships (p. 100).

What happens during registration and re-registration of nested OUs and accounts

When you register or re-register a nested OU, AWS Control Tower enrolls all unenrolled accounts of the target OU, and it updates all enrolled accounts. Here's what to expect.

AWS Control Tower performs the following tasks

• Adds the AWSControlTowerExecution role to all unenrolled accounts under this OU, and to all unenrolled accounts in its nested OUs.
• Enrolls member accounts that are not enrolled.
• Re-enrolls enrolled member accounts.
• Creates an IAM Identity Center login for newly enrolled member accounts.
• Updates existing enrolled member accounts to reflect your landing zone changes.
• Updates controls that are configured for this OU and its member accounts.

Considerations for nested OU registration

• You cannot register an OU under the core OU (Security OU).
• Nested OUs must be registered separately.
• You cannot register an OU unless its parent OU is registered.
• You cannot register an OU unless all OUs higher in the tree have been registered successfully at some time (some may have been deleted).
• You can register an OU that is under a drifted higher OU, but the drift is not repaired by that action.

Nested OU limitations

• OUs may be nested a maximum of 5 levels deep under the root.
• Nested OUs under the target OU must be registered or re-registered separately.
• If the target OU is at Level 2 or below in the hierarchy, that is, if it is not a top-level OU, preventive controls enabled on higher OUs are enforced on this OU and all OUs below it, automatically.
• OU registration failures do not propagate up the hierarchy tree. You can see details about the states of nested OUs on the parent’s OU details page.
• OU registration failures do not propagate down the hierarchy tree.
• AWS Control Tower does not modify your VPC settings for any new or existing accounts.

Nested OUs and compliance

From the AWS Control Tower console, you can view OUs and accounts that are non-compliant in the Organization page, so you can understand compliance at a larger scale.

Considerations about compliance for nested OUs and accounts

• An OU’s compliance is not determined based on the compliance of the OUs nested under it.
• A control’s compliance status is computed over all OUs on which the control is enabled, including nested OUs. See AWS Control Tower compliance status for controls, OUs, and accounts (p. 227).
• An OU is shown as noncompliant only if it has accounts that are noncompliant, regardless of where the OU sits in the OU hierarchy.
• If a nested OU is noncompliant, its parent OU is not automatically considered to be noncompliant.
• On the OU detail or Account detail page, you can view a list of noncompliant resources that may be causing your OUs or accounts to show a non-compliant status.

Nested OUs and drift

In certain situations, drift can prevent the registration of nested OUs.
Expectations for drift and nested OUs

- You can enable controls on OUs with drifted parents, but not on drifted OUs directly.
- You are allowed to enable detective controls under a drifted OU, as long as it’s not a top-level drifted OU.
- Mandatory controls are enabled on top-level OUs only. Mandatory controls are skipped when you register a nested OU.
- One mandatory control protects AWS Config resources; therefore, that control must be in a non-drifted state to register nested OUs. If drifted, AWS Control Tower blocks registration of nested OUs.
- If the top-level OU is in drift, the control that protects AWS Config resources may be in drift. In this situation, AWS Control Tower blocks any action that requires creation or update of AWS Config resources, including application of detective controls.

Nested OUs and controls

When you enable a control on a registered OU, preventive and detective controls have different behaviors. For nested OUs, proactive controls behave similarly to detective controls.

Preventive controls

- Preventive controls are enforced on nested OUs.
- Mandatory preventive controls are enforced on all accounts under the OU and its nested OUs.
- Preventive controls affect all accounts and OUs nested under the target OU, even if those accounts and OUs are not registered.

Detective and proactive controls

- Nested OUs do not inherit detective or proactive controls automatically; these must be enabled separately.
- Detective and proactive controls are deployed only to registered accounts in your landing zone’s operating Regions.

Enabled control states and inheritance

You can view inherited controls for each OU, on the OU details page.

Tip
You can make use of control inheritance to help stay within an OU’s SCP quota. For example, you can enable a control at the top-level OU of an OU hierarchy, instead of enabling directly for a nested OU.

Inherited status

- The status Inherited indicates that the control is enabled by inheritance only, and it has not been applied directly to the OU.
- The status Enabled means the control is enforced on this OU, regardless of its state on other OUs.
- The status Failed means the control is not enforced on this OU, regardless of its state on other OUs.

Note
The status Inherited indicates that the control was applied to an OU higher in the tree, and it is enforced on this OU, but it was not added directly to this OU.

If your landing zone is not the current version
Each row in the Enabled controls table represents one enabled control on one, individual OU.
Nested OUs and the root

The root is not an OU, and it cannot be registered or re-registered. You also can’t create accounts directly in the root. The root cannot be noncompliant or have a lifecycle state, such as registered or in drift.

However, the root is the top-level container for all accounts and OUs. In the context of nested OUs, it is the node under which all other OUs are nested.

Register an existing organizational unit with AWS Control Tower

An efficient way to bring multiple, existing AWS accounts into AWS Control Tower is to extend governance by AWS Control Tower to an entire organizational unit (OU).

To enable AWS Control Tower governance over an existing OU that was created with AWS Organizations, and its accounts, register the OU with your AWS Control Tower landing zone. You can register OUs that contain up to 300 accounts. If an OU contains more than 300 accounts, you cannot register it in AWS Control Tower.

When you register an OU, its member accounts are enrolled into the AWS Control Tower landing zone. They are governed by the controls that apply to their OU.

**Note**

If you don’t already have an AWS Control Tower landing zone, start by setting up a landing zone, either in a new organization created by AWS Control Tower, or in an existing AWS Organizations organization. For more details about how to set up a landing zone, see Getting started with AWS Control Tower (p. 16).

What happens to my accounts when I register my OU?

AWS Control Tower requires permission to establish trusted access between AWS CloudFormation and AWS Organizations on your behalf, so that AWS CloudFormation can deploy your stack to the accounts in your organization automatically.

- The AWSControlTowerExecution role is added to all accounts with status Not enrolled.
- Mandatory controls are enabled by default to your OU and all its accounts when you register your OU.

Partial enrollment of accounts after an OU is registered

It's possible to register an OU successfully, yet certain accounts may remain unenrolled. If so, these accounts do not meet some of the prerequisites for enrollment. If an account enrollment as part of the Register OU process does not succeed, the account status on the accounts page shows Enrollment failed. You may also see account information on your OU page such as 4 of 5, in the accounts field.

For example, if you see 4 of 5, it means that your OU has 5 accounts in total, and 4 of them enrolled successfully, but one account failed to enroll during the Register OU process. You can choose Re-Register OU to bring accounts into enrollment, after you make sure the accounts meet the enrollment prerequisites.

IAM user prerequisites for registering an OU

Your AWS Identity and Access Management (IAM) identity (user or role) or IAM Identity Center user identity must be included on the appropriate Account Factory portfolio when you perform the Register OU operation, even if you already have Admin permissions. Otherwise, the creation of the provisioned
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products will fail during registration. Failure occurs because AWS Control Tower relies upon the credentials of the IAM user or IAM Identity Center user identity when registering an OU.

The relevant portfolio is one created by AWS Control Tower, called **AWS Control Tower Account Factory Portfolio**. Navigate to it by choosing **Service Catalog > Account Factory > AWS Control Tower Account Factory Portfolio**. Then select the tab called **Groups, roles, and users** to view your IAM or IAM Identity Center identity. For more information on how to grant access, see [the documentation for AWS Service Catalog](https://docs.aws.amazon.com/servicecatalog/latest/aarch2userguide/concepts_iam.html).

### Register an existing OU

In the AWS Control Tower console, on the **Organization** page, you can view all of your organization's OUs and accounts in a hierarchy, including OUs that are registered with AWS Control Tower, and those that are not registered.

In general, unregistered OUs were created in AWS Organizations, and they are not governed by any other landing zone. You can register existing OUs that contain up to 300 accounts. If an OU contains more than 300 accounts, you cannot register it in AWS Control Tower.

**To register an existing OU**

2. In the left-pane navigation menu, choose **Organization**.
3. On the **Organization** page, select the radio button next to the OU you want to register, then select **Register organizational unit** from the **Actions** dropdown menu at the upper right, or alternatively, select the name of the OU so you can view the **OU details** page for that OU.
4. On the **OU details** page, at the upper right you can select **Register OU** from the **Actions** dropdown menu.

The registration process takes a minimum of 10 minutes to extend governance to the OU, and up to 2 additional minutes for each additional account.

**Results of registering an existing OU**

After you register an existing OU, the **AWSControlTowerExecution** role allows AWS Control Tower to extend governance to its individual accounts. Guardrails are enforced, and information about account activities is reported to your audit and logging accounts.

Other results include the following:

- **AWSControlTowerExecution** allows auditing by the AWS Control Tower audit account.
- **AWSControlTowerExecution** helps you configure your organization's logging, so that all the logs for every account are sent to the logging account.
- **AWSControlTowerExecution** ensures that your selected AWS Control Tower controls apply automatically to every individual account in your OUs, as well as to every new account you create in AWS Control Tower.

For a registered OU, you can provide compliance and security reports based on the auditing and logging features embodied by AWS Control Tower controls. Your security and compliance teams can verify that all requirements are met, and that no organizational drift has occurred. For more information about drift, see [Detect and resolve drift in AWS Control Tower (p. 181)](https://docs.aws.amazon.com/controltower/latest/userguide/about-drift-resolution.html).

**Note**

One unusual situation can occur when AWS Control Tower displays OUs and their accounts. If you have created an account in a registered OU and then you subsequently move that enrolled account into another OU that's not registered, particularly if you use AWS Organizations to
move the account, you can see a result “1 of 0” accounts in your OU details page. Furthermore, you may have created another unenrolled account in that unregistered OU. If there’s an unregistered account, the console may read “1 of 1” for the OU. It will seem that the single (newly created) account is enrolled, but in fact it is not. You must enroll the new account.

Create a new OU

To create a new OU in AWS Control Tower

1. Navigate to the Organization page.
2. Select Create organizational unit from the Create resources dropdown menu in the upper right.
3. Specify a name in the OU name field.
4. In the Parent OU dropdown, you can see the hierarchy of registered OUs. Select a parent OU for the new OU you’re creating.
5. Choose Add.

Tip
To add a nested OU in fewer steps, select the name of the parent OU shown in the table on the Organization page, view the OU page for that parent OU, and then choose Add an OU from the Actions dropdown menu in the upper right. The new OU is created as a nested OU under your selected OU, automatically.

Note
If your landing zone is not up to date, you will see a flat list instead of a hierarchy in the dropdown menu. Even if your landing zone includes nested OUs, you will not see L5 OU’s in the dropdown, because you cannot create a new OU beneath a L5 OU. For more information about nested OUs in AWS Control Tower, see Nested OUs in AWS Control Tower (p. 198).

Common causes of failure during registration or re-registration

If registration (or re-registration) of an OU or any of its member accounts fails, you can download a file containing a detailed report that shows which pre-checks did not pass. You can complete the download by choosing the Download button, which appears at the upper right of the registration area.

This section lists the types of errors you may receive if pre-checks fail, and how to correct the errors.

In general, when you register or re-register an OU, all accounts within that OU are enrolled in AWS Control Tower. However, it is possible that some accounts may fail to enroll, even if the OU as a whole is registered successfully. In these cases, you must resolve the pre-check failure related to the account and then try re-enrolling that account or OU.

Landing Zone error

- Landing zone not ready
  Repair your current landing zone, or update it to the latest version.

OU errors

- Exceeds maximum number of SCPs
  You may be over the limit for service control policies (SCPs) per OU, or you may have reached another quota. A limit of 5 SCPs per OU applies to all OUs in your AWS Control Tower landing zone. If you have more SCPs than the quota allows, you must delete or combine the SCPs.
Common causes of failure during registration or re-registration

- **Conflicting SCPs**

  Existing SCPs may be applied to the OU or account, which prevent AWS Control Tower from enrolling the account. Check the applied SCPs for any policy that may prevent AWS Control Tower from working. Be sure to check the SCPs that are inherited from OUs higher in the hierarchy.

- **Exceeds stack set quota**

  The stack set quota may have been exceeded. If you have more instances than the quota allows, you must delete some stack instances. For more information, see [AWS CloudFormation quotas](https://docs.aws.amazon.com/CloudFormation/latest/UserGuide/limits.html) in the AWS CloudFormation User Guide.

- **Exceeds account limit**

  AWS Control Tower limits each OU to 300 accounts during registration.

**Account errors**

- **Pre-checks prevented on accounts**

  An existing SCP on the OU prevents AWS Control Tower from conducting pre-checks on your OU member accounts. To resolve this pre-check failure, update or remove the SCP from the OU.

- **Email address error**

  The email address you specified for the account does not conform to the naming standards. Here is the regular expression (regex) that specifies which characters are allowed: `^[A-Za-z0-9._%+-]+$@^[A-Za-z0-9._-%]+$`

- **Config recorder or delivery channel enabled**

  The account may have an existing AWS Config configuration recorder or delivery channel. These must be deleted or modified through the AWS CLI in all AWS Regions where the AWS Control Tower management account has governed resources, before you can enroll an account.

- **STS disabled**

  AWS Security Token Service (AWS STS) may be disabled in the account. AWS STS endpoints must be activated in the accounts for all Regions supported by AWS Control Tower.

- **IAM Identity Center conflict**

  The AWS Control Tower home Region is not the same as the AWS IAM Identity Center (IAM Identity Center) Region. If IAM Identity Center is already set up, the AWS Control Tower home region must be the same as the IAM Identity Center Region.

- **Conflicting SNS topic**

  The account has an Amazon Simple Notification Service (Amazon SNS) topic name that AWS Control Tower needs to use. AWS Control Tower creates resources (such as SNS topics) with specific names. If these names are already taken, AWS Control Tower setup fails. This situation could occur if you are reusing an account previously enrolled in AWS Control Tower.

- **Suspended account detected**

  This account has been suspended. It cannot be enrolled into AWS Control Tower. Remove the account from this OU, and try again.

- **IAM user not in portfolio**

  Add the AWS Identity and Access Management (IAM) user to the Service Catalog portfolio before registering your OU. This error pertains to the management account only.

- **Account does not meet prerequisites**
The account doesn’t meet prerequisites for account enrollment. For example, the account may be missing roles and permissions required to enroll it in AWS Control Tower. Instructions for adding a role are available in Manually add the required IAM role to an existing AWS account and enroll it (p. 125).

As a reminder, AWS CloudTrail is auto-enabled on all of your AWS accounts when you enroll them in AWS Control Tower. If CloudTrail is enabled on an account previous to enrollment, you could experience double-billing unless you deactivate CloudTrail before you begin the enrollment process.

Update organizations

The quickest way to update an organizational unit (OU) or to update multiple accounts within an OU is to Re-register the OU.

When to update AWS Control Tower OUs and accounts

When you perform a landing zone update, you must update your enrolled accounts to apply new controls to those accounts.

- You can perform an update to all accounts under an OU using the Re-Register option.
- If you have more than one registered OU in your landing zone, re-register all of your OUs to update all of your accounts.
- To update a single account, you can update from the AWS Control Tower console, or you can select the Update provisioned product option in AWS Service Catalog. See Update the account in the console (p. 135).

Update multiple accounts in the same OU

To update multiple accounts in one OU, with one action

2. In the left-pane navigation menu, choose Organization.
3. On the Organization page, choose any OU to view the OU details page.
4. Under Actions in the upper right, select Re-Register OU.

Repeat these steps for each OU in your AWS Control Tower organization, if you need to update all of your accounts and OUs.

Alternatively, you can select any account that shows a status of Update available and then choose Update account for as many accounts as needed.

What happens during re-registration

When you re-register an OU:

- The State field indicates whether the account currently is enrolled with AWS Control Tower (Enrolled), whether the account has never been enrolled (Not enrolled), or whether enrollment failed previously (Enrollment failed).
When you re-register the OU, the AWSControlTowerExecution role is added to all accounts with status **Not enrolled** or **Enrollment failed**.

AWS Control Tower creates a single sign-on (IAM Identity Center) login for those new enrolled accounts.

**Enrolled** accounts are re-enrolled into AWS Control Tower.

Drift on any preventive controls applied to the OU is fixed, because the SCPs are returned to their default definitions.

All accounts are updated to reflect the latest landing zone changes.

For more information, see [Enroll an existing AWS account](p. 120).

**Tip**

When you re-register an OU, or when you're updating your landing zone version and multiple member accounts, you may see a failure message mentioning the **StackSet-AWSControlTowerExecutionRole**. This StackSet in the management account can fail because the **AWSControlTowerExecution** IAM role already exists in all enrolled member accounts. This error message is expected behavior, and it can be disregarded.

**Update a single account**

You can update individual AWS Control Tower accounts in the AWS Control Tower console, or in the Service Catalog console.

To update a single account in the AWS Control Tower console, see [Update the account in the console](p. 135).

**To update a single account in AWS Service Catalog**

1. Go to AWS Service Catalog.
2. In the left-pane navigation menu, choose **Provisioned products**.
3. On the **Provisioned products** page, select the radio button next to the provisioned product you want to update.
4. In the upper right, choose the **Actions** dropdown to **Update**.

To learn more about updating in AWS Service Catalog, see [Update the provisioned product](p. 135) and [Updating products](p. 135) in the **Service Catalog Administrator Guide**.
About controls in AWS Control Tower

A control is a high-level rule that provides ongoing governance for your overall AWS environment. It's expressed in plain language. AWS Control Tower implements preventive, detective, and proactive controls that help you govern your resources and monitor compliance across groups of AWS accounts.

A control applies to an entire organizational unit (OU), and every AWS account within the OU is affected by the control. Therefore, when users perform work in any AWS account in your landing zone, they're always subject to the controls that are governing their account's OU.

Note
We are transitioning our terminology to align better with industry usage and with other AWS services. During this time, you may see the previous term, guardrail, as well as the new term, control, in our documentation, console, blogs, and videos. These terms are synonymous for our purposes.

The purpose of controls
Controls assist you to express your policy intentions. For example, if you enable the detective control Detect Whether Public Read Access to Amazon S3 Buckets is Allowed on an OU, you can determine whether an entity (such as a user) would be permitted to have read access over the internet to any Amazon S3 buckets, for any accounts under that OU.

Control behavior and guidance

Controls are categorized according to their behavior and their guidance.

The behavior of each control is one of preventive, detective, or proactive. Control guidance refers to the recommended practice for how to apply each control to your OUs. The guidance of a control is independent of whether its behavior is preventive, detective, or proactive.

Control behavior

- **Preventive** – A preventive control ensures that your accounts maintain compliance, because it disallows actions that lead to policy violations. The status of a preventive control is either enforced or not enabled. Preventive controls are supported in all AWS Regions.
- **Detective** – A detective control detects noncompliance of resources within your accounts, such as policy violations, and provides alerts through the dashboard. The status of a detective control is either clear, in violation, or not enabled. Detective controls apply only in those AWS Regions supported by AWS Control Tower.
- **Proactive** – A proactive control scans your resources before they are provisioned, and makes sure that the resources are compliant with that control. Resources that are not compliant will not be provisioned. Proactive controls are implemented by means of AWS CloudFormation hooks, and they apply to resources that would be provisioned by AWS CloudFormation. The status of a proactive control is PASS, FAIL, or SKIP. For more information about AWS CloudFormation hooks, see Characteristics of hooks in the AWS CloudFormation documentation.

Implementation of control behavior

- The preventive controls are implemented using Service Control Policies (SCPs), which are part of AWS Organizations.
- The detective controls are implemented using AWS Config rules.
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- The proactive controls are implemented using AWS CloudFormation hooks.
- Certain mandatory controls are implemented by means of a single SCP that performs multiple actions, rather than as unique SCPs. Therefore, the same SCP is shown in the control reference, under each mandatory control to which that SCP applies.
- The integrated, detective Security Hub controls are implemented using AWS Config rules, similarly to all Security Hub controls. These controls are owned by the Service-Managed Standard: AWS Control Tower, which is part of Security Hub.

Control guidance

AWS Control Tower provides three categories of guidance: mandatory, strongly recommended, and elective controls.

- Mandatory controls are always enforced in your landing zone. You cannot turn them off for any OU.
- Strongly recommended controls are designed to enforce some common best practices for well-architected, multi-account environments. These controls apply at the OU level, for all accounts in that OU.
- Elective controls enable you to track or lock down actions that are commonly restricted in an AWS enterprise environment. These controls apply at the OU level, for all accounts in that OU.

Defaults: When you create a new landing zone, AWS Control Tower enables all mandatory controls by default and applies them to your top-level OUs. When you extend governance to an OU, AWS Control Tower applies mandatory controls to the OU by default. Strongly recommended and elective controls are not enabled by default.

Considerations for controls and OUs

When working with controls and OUs, consider the following properties:

Controls, landing zones, and OUs

- After you create your landing zone, all resources in your landing zone are subject to controls. For example, certain controls apply to Amazon S3 buckets.
- OUs created through AWS Control Tower have mandatory controls applied to them automatically. Optional controls are applied at the discretion of administrators.
- OUs created outside of an AWS Control Tower landing zone (such as, unregistered OUs created in AWS Organizations) are displayed in the AWS Control Tower console, but AWS Control Tower controls do not apply to those OUs, unless they become registered OUs.
- Regarding nested OUs, preventive controls enabled on any OUs higher in the tree will apply to unregistered OUs in that tree.
- When you enable controls on an organizational unit (OU) that is registered with AWS Control Tower, preventive controls apply to all member accounts under the OU, enrolled and unenrolled. Detective controls apply to enrolled accounts only.

For more information about how controls are applied to nested OUs, in AWS Control Tower, see Nested OUs and controls (p. 201).

Exception to controls for the management account

The root user and any administrators in the management account can perform work that controls would otherwise deny. This exception is intentional. It prevents the management account from entering into
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When working with controls and accounts, consider the following properties:

Controls and accounts

- Accounts created through the Account Factory in AWS Control Tower inherit the controls of the parent OU, and the associated resources are created.
- Accounts created outside of an AWS Control Tower landing zone do not inherit AWS Control Tower controls. These are called unenrolled accounts.
- Accounts created outside of AWS Control Tower won’t inherit controls in AWS Control Tower until you enroll them. However, these unenrolled accounts are displayed in AWS Control Tower.

Accounts inherit controls from an OU upon enrollment in that OU.

- An OU can contain enrolled or unenrolled member accounts.
- Controls do not apply to an unenrolled account unless it becomes a member account of a registered AWS Control Tower OU. In that case, preventive controls for the OU will apply to the unenrolled account. Detective controls will not apply.
- When you enable optional controls, AWS Control Tower creates and manages certain additional AWS resources in your accounts. Do not modify or delete resources created by AWS Control Tower. Doing so could result in the controls entering an unknown state. For more information, see The AWS Control Tower controls library (p. 230).
- When you move an account from one OU to another, the controls from the previous OU are not removed. If you enable any new hook-based control on the destination OU, the old hook-based control is removed from the account, and the new control replaces it. Controls implemented with SCPs and AWS Config rules always must be removed manually when an account changes OUs.

View control details

To view details about an individual control in the console, select the name of the control from the table on the Controls page.

To view more details about an individual control in the AWS Control Tower User Guide, see Tables of control metadata (p. 1706). For each control, the API controlIdentifier for each Region is available, along with the framework and objective. Certain additional information is available only in the console, as described in the next sections.

In each Control details page of the console, you can find the following details for each control:

- **Name** – The name of the control.
- **Control objective** – The pre-defined objective that this control helps you enforce. See the List of control objectives (p. 211).
- **Service** – The AWS service to which this control applies.
- **Control owner** – The AWS service that owns and maintains this control.
- **Behavior** – A control’s behavior is set to preventive, detective, or proactive.
- **Implementation** – The underlying implementation method for this control, such as SCP, AWS Config managed rule, or AWS CloudFormation hook.
- **Resource** – The AWS resource that is monitored or affected by this control.
• **Framework** – The industry-standard compliance framework that this control helps to enforce, for example, NIST 800-53 Rev 5.

• **Control ID** – A unique identifier assigned to each control. This identifier is part of a classification system for the controls.

• **API controlIdentifier** – This identifier is needed when calling the AWS Control Tower APIs.

• **Guidance** – The guidance is either mandatory, strongly recommended, or elective.

• **Severity** – The relative risk associated with any violation of this control.

• **Release date** – The date the control became available.

The status of the Region deny control is shown as a separate entry.

Other information may appear on the **Control details** page, including these:

• **Description** – A brief description of the control and its function.

• **Remediation message** – Suggestions for what to change if your AWS CloudFormation hook control returns a FAIL status.

• **Remediation samples** – Examples showing configurations that can return a PASS or FAIL result for your AWS CloudFormation hook control.

• **Usage considerations** – Additional information about how to apply this control or about the resources it can affect.

• The **Gherkin** artifact – The Gherkin is a readable specification for the AWS CloudFormation hook controls, showing requirements for tests that cause PASS, FAIL, or SKIP results to be returned.

**To view a control artifact**

Each control is implemented by one or more artifacts. These artifacts can include a baseline AWS CloudFormation template, a service control policy (SCP) to prevent account-level configuration changes or activity that may create configuration drift, and AWS Config Rules to detect account-level policy violations.

To view a control's artifact, select the **Artifact** tab to view the **Service control policy (SCP)**, **AWS Config rule**, or **AWS CloudFormation policy template** on the **Control details** page.

**List of control objectives**

Each control enforces one of these objectives. Sometimes controls must be applied in a group so that the control objective is enforced. Information about related controls is viewable in the AWS Control Tower console, on the **Control details** page.

**Control objectives**

For more information about controls and their associated control objectives, see **Tables of control metadata (p. 1706)**.

• **CO.1** Establish logging and monitoring

• **CO.2** Encrypt data at rest

• **CO.3** Encrypt data in transit

• **CO.4** Protect data integrity

• **CO.5** Enforce least privilege

• **CO.6** Limit network access

• **CO.7** Optimize costs

• **CO.8** Improve resiliency

• **CO.9** Improve availability
Resource identifiers for APIs and controls

Each control in AWS Control Tower has a unique identifier for use with the control APIs. A different identifier is given for each Region in which AWS Control Tower operates. The identifier for each control is shown in the API controlIdentifier field, on the Control details page in the AWS Control Tower console, and in the Tables of control metadata (p. 1706).

Note
This identifier is distinct from the ControlID field, which is a classification system for controls.

View the control identifiers for all controls
To view the tables of control metadata, including the controlIdentifier ARN for each control and Region, see Tables of control metadata (p. 1706). The tables also include the identifiers for Security Hub controls that are part of the AWS Security Hub Service-Managed Standard:AWS Control Tower.

View control identifiers in the console
To view the control identifiers and other details about AWS Control Tower controls in the console, navigate to the Control details page in the AWS Control Tower console. You can find the identifier in the API controlIdentifier field.

Example forms of Identifiers
When you look in the AWS Control Tower console, here are examples of identifiers you may see.

- Security Hub example API controlIdentifier: arn:aws:controltower:us-east-1::control/OOTDCUSIKIZZ
- Legacy control example API controlIdentifier: arn:aws:controltower:us-east-1::control/AWS-GR_LOG_GROUP_POLICY
- Proactive control example API controlIdentifier: arn:aws:controltower:us-east-1::control/EHS0KSSMVFWF

Older controls (legacy controls) include the name of the control in the ARN, but newer controls have a different identifier, and that is expected.
Old example: arn:aws:controltower:us-east-1::control/AWS-GR_CLOUDTRAIL_CHANGE_PROHIBITED
New example: arn:aws:controltower:us-east-1::control/WTDSDMDKDNLE

The following list contains the API controlIdentifier designations of the (legacy) Strongly recommended and Elective, preventive and detective, controls that are owned by AWS Control Tower, including the elective Data residency controls. Mandatory controls cannot be deactivated by the control APIs.

Each item in the list that follows serves as a link, which provides more information about these individual (legacy) controls that are owned by AWS Control Tower, as given in The AWS Control Tower controls library (p. 230).

Designations for legacy Elective controls

- arn:aws:controltower:REGION::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED
• `arn:aws:controltower:REGION::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED`
• `arn:aws:controltower:REGION::control/AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED`
• `arn:aws:controltower:REGION::control/AWS-GR_AUDIT_BUCKET_RETENTION_POLICY`
• `arn:aws:controltower:REGION::control/AWS-GR_IAM_USER_MFA_ENABLED`
• `arn:aws:controltower:REGION::control/AWS-GR_MFA_ENABLED_FOR_IAM_CONSOLE_ACCESS`
• `arn:aws:controltower:REGION::control/AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION`
• `arn:aws:controltower:REGION::control/AWS-GR_RESTRICT_S3_DELETE_WITHOUT_MFA`
• `arn:aws:controltower:REGION::control/AWS-GR_S3_VERSIONING_ENABLED`

Designations for legacy Data residency controls (elective)

• `arn:aws:controltower:REGION::control/AWS-GR_SUBNET_AUTO_ASSIGN_PUBLIC_IP_DISABLED`
• `arn:aws:controltower:REGION::control/AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED`
• `arn:aws:controltower:REGION::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING`
• `arn:aws:controltower:REGION::control/AWS-GR_DISALLOW_VPC_INTERNET_ACCESS`
• `arn:aws:controltower:REGION::control/AWS-GR_DISALLOW_VPN_CONNECTIONS`
• `arn:aws:controltower:REGION::control/AWS-GR_DMS_REPLICATION_NOT_PUBLIC`
• `arn:aws:controltower:REGION::control/AWS-GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK`
• `arn:aws:controltower:REGION::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP`
• `arn:aws:controltower:REGION::control/AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS`
• `arn:aws:controltower:REGION::control/AWS-GR_ELASTICSEARCH_IN_VPC_ONLY`
• `arn:aws:controltower:REGION::control/AWS-GR_EMR_MASTER_NO_PUBLIC_IP`
• `arn:aws:controltower:REGION::control/AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED`
• `arn:aws:controltower:REGION::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW`
• `arn:aws:controltower:REGION::control/AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK`
• `arn:aws:controltower:REGION::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_BLOCKS_PERIODIC`
• `arn:aws:controltower:REGION::control/AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS`
• `arn:aws:controltower:REGION::control/AWS-GR_SSM_DOCUMENT_NOT_PUBLIC`

Designations for legacy Strongly recommended controls

• `arn:aws:controltower:REGION::control/AWS-GR_ENCRYPTED_VOLUMES`
• `arn:aws:controltower:REGION::control/AWS-GR_EBS_OPTIMIZED_INSTANCE`
• `arn:aws:controltower:REGION::control/AWS-GR_EC2_VOLUME_INUSE_CHECK`
• `arn:aws:controltower:REGION::control/AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK`
• `arn:aws:controltower:REGION::control/AWS-GR_RDS_SNAPSHOTS_PUBLIC_PROHIBITED`
• `arn:aws:controltower:REGION::control/AWS-GR_RDS_STORAGE_ENCRYPTED`
• `arn:aws:controltower:REGION::control/AWS-GR_RESTRICTED_COMMON_PORTS`
• `arn:aws:controltower:REGION::control/AWS-GR_RESTRICTED_SSH`
• `arn:aws:controltower:REGION::control/AWS-GR_RESTRICT_ROOT_USER`
• `arn:aws:controltower:REGION::control/AWS-GR_RESTRICT_ROOT_USER_ACCESS_KEYS`
• `arn:aws:controltower:REGION::control/AWS-GR_ROOT_ACCOUNT_MFA_ENABLED`
Controls that cannot be changed with the AWS Control Tower APIs

The following controls cannot be activated or deactivated by means of the AWS Control Tower APIs. Except for the Region deny control, all of these are mandatory controls. In general, mandatory controls cannot be deactivated. The Region deny control must be changed in the console.

- AWS-GR_REGION_DENY
- AWS-GR_AUDIT_BUCKET_DELETION_PROHIBITED
- AWS-GR_AUDIT_BUCKET_PUBLIC_READ_PROHIBITED
- AWS-GR_AUDIT_BUCKET_PUBLIC_WRITE_PROHIBITED
- AWS-GR_CLOUDTRAIL_CHANGE_PROHIBITED
- AWS-GR_CLOUDTRAIL_CLOUDWATCH_LOGS_ENABLED
- AWS-GR_CLOUDTRAIL_ENABLED
- AWS-GR_CLOUDTRAIL_VALIDATION_ENABLED
- AWS-GR_CLOUDWATCH_EVENTS_CHANGE_PROHIBITED
- AWS-GR_CONFIG_AGGREGATION_AUTHORIZATION_POLICY
- AWS-GR_CONFIG_AGGREGATION_CHANGE_PROHIBITED
- AWS-GR_CONFIG_CHANGE_PROHIBITED
- AWS-GR_CONFIG_ENABLED
- AWS-GR_CONFIG_RULE_CHANGE_PROHIBITED
- AWS-GR_CT_AUDIT_BUCKET_ENCRYPTION_CHANGES_PROHIBITED
- AWS-GR_CT_AUDIT_BUCKET_LIFECYCLE_CONFIGURATION_CHANGES_PROHIBITED
- AWS-GR_CT_AUDIT_BUCKET_LOGGING_CONFIGURATION_CHANGES_PROHIBITED
- AWS-GR_CT_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED
- AWS-GR_IAM_ROLE_CHANGE_PROHIBITED
- AWS-GR_LAMBDA_CHANGE_PROHIBITED
- AWS-GR_LOG_GROUP_POLICY
- AWS-GR_SNS_CHANGE_PROHIBITED
- AWS-GR_SNS_SUBSCRIPTION_CHANGE_PROHIBITED
- AWS-GR_ENSURE_CLOUDTRAIL_ENABLED_ON_SHARED_ACCOUNTS

Find identifiers for OUs

For more information about how to find the resource identifier for an OU and its resources, see Resource types defined by AWS Organizations.

To learn more about how to get information from an OU, see the AWS Organizations API Reference.

Note
The control State and status information is available in the console only. It is not available from the public API. To view the status of a control, navigate to the Control details page in the AWS Control Tower console.
Control API examples

Each control in AWS Control Tower has a unique identifier for use with the control APIs. The identifier for each control is shown in the API controlIdentifier field, on the Control details page in the AWS Control Tower console. This identifier is distinct from the ControlID field, which is a classification system for controls.

Note
When you invoke EnableControl on an account or OU, the operationIdentifier value is returned by means of ListEnabledControls or GetEnabledControl even if the enable operation fails. In the AWS Control Tower console, you can determine whether the EnableControl operation was successful, by verifying that the control is enabled on the account or OU. Programatically, you can track the status of the EnableControl operation with the GetControlOperation API command, by passing it the value of operationIdentifier as shown in an example that follows.

EnableControl

For more information about this API operation, see EnableControl.

Example input for EnableControl:

This example shows how to specify the control you wish to enable, and activate that control for the target OU that you identify.

```
{
    controlIdentifier: "arn:aws:controltower:us-west-2::control/AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED",
    targetIdentifier: "arn:aws:organizations::123456789123:ou/o-kg8aXXXXXX/ou-prlj-a5kXXXXX"
}
```

Example output for EnableControl:

As an example of how to use this output parameter, you can pass the operationIdentifier parameter as an input to the GetControlOperation API, to track the status of your EnableControl task.

```
{
    "operationIdentifier":"e2bXXXXX-6cab-XXXX-bde7-XX0c6fXXXXXX"
}
```

Example CLI command:

```
aws controltower enable-control
    --control-identifier arn:aws:controltower:us-west-2::control/AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED
    --target-identifier arn:aws:organizations::123456789123:ou/o-qnilXXXXXX/ou-vwxu-qqlXXXXX
    --region us-west-2
```

DisableControl

For more information about this API operation, see DisableControl.

Example input for DisableControl:

```
{
}
```
controlIdentifier: "arn:aws:controltower:us-west-2::control/AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED",
targetIdentifier: "arn:aws:organizations::123456789123:ou/o-kg8aXXXXXX/ou-prlj-a5kXXXXX"
}

Example output for DisableControl:

{  
  "operationIdentifier": "e2bXXXXX-8xai-XXXX-bde7-XX0c6fXXXXXX"
}

GetControlOperation

For more information about this API operation, see GetControlOperation.

Example input for GetControlOperation:

When you give an operationIdentifier as input, you receive a status message as output.

{  
  operationIdentifier: "e2bXXXXX-6cab-XXXX-bde7-XX0c6fXXXXXX"
}

Example output for GetControlOperation:

{
  "ControlOperationStatus": {
    "OperationType": "ENABLE_CONTROL",
    "StartTime": "2022-02-02T20:52:08.034Z",
    "Status": "IN_PROGRESS"
  }
}

Example output for GetControlOperation:

{
  "ControlOperationStatus": {
    "EndTime": "2022-04-28T19:36:31Z",
    "OperationType": "DISABLE_CONTROL",
    "StartTime": "2022-04-28T19:35:00Z",
    "Status": "SUCCEEDED"
  }
}

Example output for GetControlOperation:

{
  "ControlOperationStatus": {
    "EndTime": "2022-04-28T19:36:31Z",
    "OperationType": "DISABLE_CONTROL",
    "StartTime": "2022-04-28T19:35:00Z",
    "Status": "FAILED",
    "StatusMessage": "AWS Control Tower cannot add the SCP because the IAM user or role does not have permission to perform the requested operation in AWS Organizations. To continue, update your access permissions for AWS Organizations. For more information, see Access Management in the IAM User Guide."
  }
}
GetEnabledControl

For more information about this API operation, see GetEnabledControl.

Example for GetEnabledControl

```bash
aws controltower get-enabled-control --enabled-control-identifier arn:aws:controltower:us-east-1:123456789012:enabledcontrol/49DFV3XP34AANNC57
  "enabledControlDetails": {
    "arn": "arn:aws:controltower:us-east-1:123456789012:enabledcontrol/49DFV3XP34AANNC57",
    "controlIdentifier": "arn:aws:controltower:us-east-1::control/AWS-GR_EBS_OPTIMIZED_INSTANCE",
    "targetIdentifier": "arn:aws:organizations::123456789012:ou/o-ct7amcilen/ou-slfp-nay7ybhut",
    "targetRegions": [
      {
        "name": "eu-north-1"
      },
      {
        "name": "eu-west-2"
      }
    ],
    "statusSummary": {
      "status": "SUCCCEED",
      "lastOperationIdentifier": "12e51344-a73a-439a-8477-fb3cd7f8b410"
    },
    "driftStatusSummary": {
      "driftStatus": "NOT_CHECKING"
    }
  }
```

ListEnabledControls

For more information about this API operation, see ListEnabledControls.

Example input for ListEnabledControls:

```json
{
  targetIdentifier: "arn:aws:organizations::123456789123:ou/o-kg8aXXXXXX/ou-prlj-a5kxxxxx",
  nextToken: "bde7-XX0c6fxXXXXXX",
  maxResults: 2
}
```

Example output for ListEnabledControls:

```json
{
  "enabledControls": [
    {
      "controlIdentifier": "arn:aws:controltower:us-west-2::control/AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED"
    },
    {
      "controlIdentifier": "arn:aws:controltower:us-west-2::control/AWS-GR_RESTRICT_ROOT_USER"
    }
  ]
}
This example shows a larger set of returned values for ListEnabledControls.

```bash
code
aws controltower list-enabled-controls --target-identifier arn:aws:organizations::072569612342:ou/o-yy6713pfv2/ou-slt4-f16mi3bd --max-items 3
{
  "enabledControls": [
    {
      "arn": "arn:aws:controltower:us-west-2::enabledcontrol/SOME_ENABLED_CONTROL",
      "controlIdentifier": "arn:aws:controltower:us-west-2::control/SOME_CONTROL",
      "targetIdentifier": "arn:aws:organizations::072569612342:ou/o-yy6713pfv2/ou-slt4-f16mi3bd",
      "statusSummary": {
        "status": "SUCCEEDED",
        "lastOperationIdentifier": "12e51344-a73a-439a-8477-fb3cd7f8b410"
      },
      "driftStatusSummary": {
        "driftStatus": "NOT_CHECKING"
      }
    },
    {
      "arn": "arn:aws:controltower:us-west-2::enabledcontrol/OTHER_ENABLED_CONTROL",
      "controlIdentifier": "arn:aws:controltower:us-west-2::control/OTHER_CONTROL",
      "targetIdentifier": "arn:aws:organizations::072569612342:ou/o-yy6713pfv2/ou-slt4-f16mi3bd",
      "statusSummary": {
        "status": "FAILED",
        "lastOperationIdentifier": "12e51344-a73a-439a-8477-fb3cd7f8b410"
      },
      "driftStatusSummary": {
        "driftStatus": "UNKNOWN"
      }
    },
    {
      "arn": "arn:aws:controltower:us-west-2::enabledcontrol/ANOTHER_ENABLED_CONTROL",
      "controlIdentifier": "arn:aws:controltower:us-west-2::control/ANOTHER_CONTROL",
      "targetIdentifier": "arn:aws:organizations::072569612342:ou/o-yy6713pfv2/ou-slt4-f16mi3bd",
      "statusSummary": {
        "status": "SUCCEEDED",
        "lastOperationIdentifier": "12e51344-a73a-439a-8477-fb3cd7f8b410"
      },
      "driftStatusSummary": {
        "driftStatus": "IN_SYNC"
      }
    }
  ],
  "nextToken": "eyJuZXh0VG9rZW4iOiBudWxsLCAiYm90b190cnVuY2F0ZVhbw91bnQiOi1AyfQ=="
}
```

**ListTagsForResource**

For more information about this API operation, see [ListTagsForResource](#).

**Example for ListTagsForResource**

```bash
code
aws controltower list-tags-for-resource --resource-arn "arn:aws:controltower:us-east-1:123456789012:enabledcontrol/49DVF3KP34ANNCS7"
```
TagResource

For more information about this API operation, see TagResource.

Example for TagResource

```bash
aws controltower tag-resource --resource-arn "arn:aws:controltower:us-east-1:123456789012:enabledcontrol/49DVF3KP34ANNCS7" --tags "TestTagKey=TestTagValue"
```

UntagResource

For more information about this API operation, see UntagResource.

Example for UntagResource

```bash
aws controltower untag-resource --resource-arn "arn:aws:controltower:us-east-1:123456789012:enabledcontrol/49DVF3KP34ANNCS7" --tag-keys "TestTagKey"
```

UpdateEnabledControl

For more information about this API operation, see UpdateEnabledControl.

Change the parameters of a control:

```bash
aws controltower update-enabled-control --enabled-control-identifier arn:aws:controltower:us-east-1:01234567890:enabledcontrol/EXAMPLE_NAME --parameters '[["key":"AllowedRegions","value":["us-east-1","us-west-1","us-west-2","us-east-2"]],{"key":"ExemptedPrincipalArns","value":["arn:aws:iam::*:role/ReadOnly","arn:aws:sts::*:assumed-role/ReadOnly/*"],"key":"ExemptedActions","value":["logs:DescribeLogGroups","logs:StartQuery","logs:GetQueryResults","cloudwatch:Get*","cloudwatch:Describe*"],"key":"ExemptedPublicRequests","value":false}]
```

Here's a more readable version of parameters input:

```json
[
    {
        "key": "AllowedRegions",
        "value": [
            "us-east-1",
            "us-west-1",
            "us-west-2",
            "us-east-2"
        ]
    },
    {
        "key": "ExemptedPrincipalArns",
        "value": [
            "arn:aws:iam::*:role/ReadOnly",
            "arn:aws:sts::*:assumed-role/ReadOnly/*"
        ]
    },
    {
        "key": "ExemptedActions",
        "value": [
            "logs:DescribeLogGroups",
            "logs:StartQuery",
            "logs:GetQueryResults",
            "cloudwatch:Get*",
            "cloudwatch:Describe*"
        ]
    }
]"
View parameters

You can view the existing parameters for a control with the GetEnabledControl API call.

Example input:

```bash
aws controltower get-enabled-control --enabled-control-identifier arn:aws:controltower:us-east-1:01234567890:enabledcontrol/EXAMPLE_NAME
```

Example output:

```json
{
   "enabledControlDetails": {
      "arn": "arn:aws:controltower:us-east-1:01234567890:enabledcontrol/EXAMPLE_NAME",
      "controlIdentifier": "arn:aws:controltower:us-east-1::control/EXAMPLE_NAME",
      "targetIdentifier": "arn:aws:organizations::01234567890:ou/o-EXAMPLE/ou-xxxx-zxx0zzz2",
      ...
      ...
      ...
      "parameters": [
         {
            "key": "ExemptedPrincipalArns",
            "value": [
               "arn:aws:iam::*:role/ReadOnly"
            ]
         },
         {
            "key": "AllowedRegions",
            "value": [
               "us-east-1",
               "us-west-1"
            ]
         },
         {
            "key": "ExemptedActions",
            "value": [
               "logs:DescribeLogGroups",
               "logs:StartQuery",
               "logs:GetQueryResults"
            ]
         }
      ]
   }
}
```
Enable controls with AWS CloudFormation

You can enable controls with AWS CloudFormation, either through the AWS CloudFormation console, or through the AWS CLI. This section gives an example of each type.

Each control in AWS Control Tower has a unique identifier for use with the control APIs. The identifier for each control is shown in the API controlIdentifier field, on the Control details page in the AWS Control Tower console. This identifier is distinct from the ControlID field, which is a classification system for controls.

Create the stack through AWS CloudFormation

You can use AWS CloudFormation to help you enable AWS Control Tower controls. Here's an example template.

```yaml
Resources:
  TestControl:
    Type: AWS::ControlTower::EnabledControl
    Properties:
      ControlIdentifier: arn:aws:controltower:us-west-2::control/AWS-GR_RESTRICT_ROOT_USER
      TargetIdentifier: arn:aws:organizations::123456789012:ou/o-ybfpt9XXXl/ou-XXXc-n1qXXXXX
```

To create your stack through the AWS CloudFormation console, edit the template to contain the control and target of your choice, then save the template with the file name template.yaml. Follow the AWS CloudFormation wizard. When the wizard asks for a template file, enter the file you saved as template.yaml. For more information, see [Creating a stack on the Amazon CloudFormation console](#).

**Note**
The limit for EnableControl and DisableControl updates in AWS Control Tower is 10 concurrent operations.

Create the stack through AWS CloudFormation and the AWS CLI

Here's an example of creating the stack with the CLI.

```
aws cloudformation create-stack --region us-west-2 --stack-name testControlTower --template-body "$(cat << TEMPLATE
Resources:
  TestControl:
    Type: AWS::ControlTower::EnabledControl
    Properties:
      ControlIdentifier: arn:aws:controltower:us-west-2::control/AWS-GR_RESTRICT_ROOT_USER
      TargetIdentifier: arn:aws:organizations::123456789012:ou/o-ybfpt9XXXl/ou-XXXc-n1qXXXXX
)
```

You can also save the example template as a template.yaml file, then upload your file to an Amazon S3 bucket. Later, you can provide the URL for the bucket with the --template-url flag.

When you enter your template into the wizard or through the CLI, if the stack is created, it means that the control was enabled.

View the progress of your stack through the AWS CLI:
aws cloudformation describe-stack-events --region us-west-2 --stack-name testControlTower

or

aws cloudformation describe-stacks --region us-west-2 --stack-name testControlTower

Delete the stack through the AWS CLI:

aws cloudformation delete-stack --region us-west-2 --stack-name testControlTower

Configure controls with AWS CloudFormation

The following examples show how to configure controls through AWS CloudFormation templates. These examples happen to show Value as a list, but it can be any of several types.

Enable configurable controls with AWS CloudFormation templates

Enable a control with parameters through AWS CloudFormation:

aws cloudformation create-stack \
--stack-name ExampleStack \
--template-body file://ExampleStack.yml \
--region us-east-1

Example templates in YAML and JSON:

Resources:
  MyExampleControl:
    Properties:
      ControlIdentifier: arn:aws:controltower:us-east-1::control/EXAMPLE_NAME
      TargetIdentifier: arn:aws:organizations::01234567890:ou/o-EXAMPLE/ou-zzx0zzz2
      Parameters:
        - Key: AllowedRegions
          Value:
            - us-east-1
            - us-west-1
        - Key: ExemptedPrincipalArns
          Value:
            - arn:aws:iam::*:role/ReadOnly
        - Key: ExemptedActions
          Value:
            - logs:DescribeLogGroups
            - logs:StartQuery
            - logs:GetQueryResults
      Type: AWS::ControlTower::EnabledControl

{
  "Resources": {
    "MyExampleControl": {
      "Type": "AWS::ControlTower::EnabledControl",
      "Properties": {
        "TargetIdentifier": "arn:aws:organizations::01234567890:ou/o-EXAMPLE/ou-zzx0zzz2",
```
Enable controls on an OU from the console

Mandatory and inherited controls are enabled automatically according to an OU's configuration. Optional controls can be enabled manually on your OUs, from the console, or by means of the control APIs. The following procedure describes the steps for enabling controls on an OU, from the console.

**Important**
When you enable optional controls, AWS Control Tower creates and manages AWS resources in your accounts. Do not modify or delete resources created by AWS Control Tower. Doing so could result in the controls entering an unknown state.

**To enable controls in an OU, from the console**

2. From the left navigation, choose **Controls**.
3. Choose a control that you want to enable; for example, **Control: Detect Whether Encryption is Enabled for Amazon EBS Volumes Attached to Amazon EC2 Instances**. This choice opens the control's details page.
4. From **Organizational units enabled**, choose **Enable control on OU**.
5. A new page is displayed that lists the names of your OUs. Identify the OU on which you want to enable this control.
6. Choose **Enable control on OU**.
7. Your control is now enabled. It may take several minutes for the change to complete. When it does, you'll see that this control is applied to the OU you selected.

**Note**
You can enable preventive and detective controls concurrently.
To deactivate controls for an OU, from the console

2. From the left navigation, choose Controls.
3. Choose a control that you want to deactivate; for example, **Control: Detect Whether Encryption is Enabled for Amazon EBS Volumes Attached to Amazon EC2 Instances**. This choice opens the control's details page.
4. From the Organizational units enabled tab, select the radio button next to the OU from which you want to remove the control.
5. Choose **Disable control** at the upper right.
6. Your control is now deactivated. It may take several minutes for the change to complete. When it does, you'll see that this control is no longer applied to the OU you selected.

**Note**
The OU Region deny control is a specialized control with parameters. For steps on how to enable that control, see Region deny control applied to the OU (p. 1556).

**Concurrent deployment for optional controls**

When applying optional controls, you can deploy more than one control at a time. For example, you can enable **Detect Whether MFA for the Root User is Enabled** and **Detect Whether Public Write Access to Amazon S3 Buckets is Allowed**, at the same time.

You can apply and remove multiple optional controls without waiting for individual control operations to complete, and up to 25 control operations are queued. The only restricted times are when AWS Control Tower is in the process of landing zone setup, or while extending governance to a new organization.

**Functionality available in the console and with APIs**

- Apply and remove different detective controls on the same OU, concurrently.
- Apply and remove different detective controls on different OUs, concurrently.
- Apply and remove the same detective control on multiple OUs, concurrently.
- Apply and remove different preventive controls on the same OU, concurrently.
- Apply and remove different preventive controls on different OUs, concurrently.
- Apply and remove the same preventive control on multiple OUs, concurrently.
- Apply and remove different proactive controls on the same OU, concurrently.
- Apply and remove different proactive controls on different OUs, concurrently.
- Apply and remove the same proactive control on multiple OUs, concurrently.
- You can apply and remove preventive, detective, and proactive controls, concurrently.

When you apply preventive controls to nested OUs, the preventive controls affect all accounts and OUs nested under the target OU, even if those accounts and OUs are not registered with AWS Control Tower. Preventive controls are implemented using Service Control Policies (SCPs), which are part of AWS Organizations. Detective controls are implemented using AWS Config rules. Proactive controls are implemented using CloudFormation hooks.

Controls remain in effect for the entire OU, as you create new accounts or make changes to your existing accounts, and AWS Control Tower provides a summary report of how each account conforms to your enabled controls. For a full list of available controls, see The AWS Control Tower controls library (p. 230).
Controls and compliance

Within AWS Control Tower, compliance refers to the state of a resource, when it is evaluated with respect to a deployed detective control, or a drift detection rule. Compliance in AWS Control Tower is related to drift — usually, a non-compliant resource is in a state of drift. AWS Control Tower controls embody rules of compliance. They help you identify compliant and non-compliant resources by helping identify drift.

When AWS Control Tower evaluates the compliance of resources, it reports the compliance results at the OU, account, and control levels. This section describes compliance status in detail, for controls, OUs, and accounts.

Compliance reporting is intended to let cloud administrators know when the resources associated with the accounts in their organization are compliant with established policies. When the resources are in compliance, builders can provision new AWS accounts quickly in a few clicks.

When we talk about compliance in AWS Control Tower, we do not intend the same meaning as compliance with governmental regulations, such as data privacy or health information standards. However, AWS Control Tower can assist your organization to comply with many governmental regulations, sometimes referred to as frameworks.

- For more information about how AWS Control Tower helps you maintain compliance with governmental regulations and industry standards, see Compliance Validation.
- For more information about how you can verify AWS Control Tower resource compliance during AWS CloudFormation stack creation, see this blog post, How AWS Control Tower users can proactively verify compliance in AWS CloudFormation stacks.

For ongoing governance, administrators can enable pre-configured controls—clearly defined rules for security, operations, and compliance. These controls can:

- Prevent deployment of resources that don’t conform to policies (by means of preventive controls, implemented with SCPs, or by means of proactive controls, implemented with AWS CloudFormation hooks).
- Continuously monitor deployed resources for nonconformance (by means of detective controls, implemented with AWS Config rules).

Examples of compliance rules (controls) in AWS Control Tower:
- Detect Whether Public Write Access to Amazon S3 Buckets is Allowed (p. 1566)
- Detect Whether Unrestricted Incoming TCP Traffic is Allowed (p. 1563)

Examples of governmental compliance regulations (frameworks):
- The U.S. Health Insurance Portability and Accountability Act of 1996 (HIPAA)
- The European Union’s General Data Protection Regulation of 2016 (GDPR)

How can administrators review compliance?

Compliance with detective controls is determined according to data retrieved from the AWS Config aggregator in the AWS Control Tower Audit account. You can review compliance status in the AWS Control Tower console, by subscribing to SNS topics that send email messages to the Audit account, or both.

Detective control status
To view the compliance status of detective controls in the AWS Control Tower console, select Controls in the left navigation, choose the control name from the controls table, and then scroll to the Accounts section on that control details page. Accounts may show a control compliance status of Unknown if any detective controls are misconfigured. For example, status Unknown often can appear due to account drift, such as Moved account drift. The Unknown status also can appear as a result of SCP drift.

**Note**
AWS Control Tower displays the compliance status of all AWS Config rules deployed into organizational units registered with AWS Control Tower, including rules that were activated outside of the AWS Control Tower console. To view the compliance status of all your Config rules, navigate to the Account details page in the AWS Control Tower console. You will see a list showing the compliance status of controls managed by AWS Control Tower and Config rules deployed outside of AWS Control Tower. You can identify any non-compliant AWS Config rule.

**Preventive control status**

The compliance status of preventive controls on an OU may be viewed on the OU detail page, by scrolling to the Enabled controls section. If any preventive controls are misconfigured for an OU, the State field for that OU may show the state of Registration failed, in the Details section near the top of the page. Preventive control misconfiguration is caused most often by SCP drift, which can occur if the control's SCP is modified or detached from the OU by means of the AWS Organizations console.

**Proactive control status**

The control compliance status also can be viewed on other pages:

- On the AWS Control Tower Dashboard page, by scrolling to the Controls section near the bottom of the page.
- On the Control details page, which you can view by selecting the name of a control on another page.

**Note**
The State of a control, as viewed in the AWS Control Tower console, reflects only the enabled or de-activated state of the control for a specific OU. This field does not reflect any information about the framework compliance status or the drift status of the landing zone environment. The control State and Status information is available in the console only. It is not available from the public API. To view the control status, navigate to the Control details page in the AWS Control Tower console.

**Nested OUs and compliance**

When an OU shows a status of Noncompliant, it means that one of the accounts directly under the OU contains noncompliant resources. The compliance status of an OU is not influenced by the compliance status of nested OUs under the OU, or the compliance status of any accounts that are not directly under the OU.

**Other resources**

If an account has any non-compliant resources, that account may be shown with Noncompliant status on the OU or Account page in the AWS Control Tower console. Details about the specific resources that have caused the non-compliant status are shown on the Account details page.

If an account shows Compliant status, that means it has no resources that are non-compliant; therefore, no resource details are shown on the Account details page, only an empty table.

**Receive compliance status updates**

To receive updates about compliance, you can subscribe to SNS topics that send notifications when resource compliance status changes. See Compliance notifications by SNS in the audit account (p. 230), later in this chapter.
For more information on how AWS Control Tower collects information about resources, see the AWS Config Aggregator Documentation.

**Drift changes the compliance status for OU and account resources**

Drifted resources may be shown with status **Unknown** in the Compliance status field of the AWS Control Tower console. The **Unknown** state indicates that AWS Control Tower cannot determine the compliance status of the resource, because drift is present. Drift is not necessarily a detective control compliance violation. For more information about drift, see Detect and resolve drift in AWS Control Tower (p. 181).

In another case of this type of drift, resources may be shown as compliant when they are not. If you delete an AWS Config rule, or if you turn off the Config recorder, compliance status may be reflected inaccurately in the console, because compliance no longer can be evaluated. For example, if you turn off the Config recorder, the last evaluated status continues to appear in the console. Similarly, if you delete an AWS Config rule, the resources covered by that rule always show to be compliant. In this situation, your environment could have some non-compliant resources that are not reported. Avoid deleting or turning off your AWS Config resources.

**AWS Control Tower compliance status for controls, OUs, and accounts**

Compliance is reported in the AWS Control Tower dashboard for controls, accounts, and OUs. This section lists the possible categories of compliance and non-compliance in AWS Control Tower, assuming that controls are enabled for an account or an OU.

- **For a control:** A compliance status of **Enforced**, **Clear**, or **In violation** is possible, as long as the control is enabled on your OUs and the member accounts in the OUs. You can view this control status on individual control detail pages.

- **For an account or OU:** A compliance status of **Compliant**, **Noncompliant**, or **Unknown** is possible. The compliance status refers to the status of the resources associated with a single account, or the status of all accounts in an OU that has multiple controls enabled on it. The account or OU compliance status can be found on the account or OU detail pages.

**Note**

The State of a control, as viewed in the AWS Control Tower console, reflects only the enabled or de-activated state of the control for a specific OU. This field does not reflect any information about the framework compliance status or the drift status of the landing zone environment. The control State and Status information is available in the console only. It is not available from the public API. To view the control status, navigate to the Control details page in the AWS Control Tower console.

The following list gives more information about compliance status as reported specifically for controls.

- **Enforced** – Maximum level of protection. Operations that would break this compliance rule are simply not allowed.
  - **Reported for:** Preventive controls (SCPs)
  - **Applies to:** Any preventive control that's enabled on any of multiple accounts that are members of an OU. Controls are enabled at the OU level.

- **Clear** – Compliance rules are properly in place. No violations have been detected.
  - **Reported for:** Detective controls (AWS Config Rules)
  - **What is checked:** Any detective control that's enabled on any of multiple accounts that are members of an OU. Controls are enabled at the OU level.

- **In violation** – Denotes that resources are actively breaching a control.
  - **Reported for:** Detective controls (AWS Config Rules)
• **What is checked:** Any detective control that's enabled on any of multiple accounts that are members of an OU. Controls are enabled at the OU level.

The following list gives more information about compliance status as reported specifically for OUs and their member accounts.

• **Compliant** – Compliance rules are properly in place. No violations have been detected for any resources. Controls are applied at the OU level, for all enrolled accounts in the OU, and their resources.
  • **Reported for:** Detective controls (AWS Config Rules)
  • **What it checks:**
    • Any individual detective control that's applied to the member accounts in an OU
    • Multiple detective controls that are applied to the member accounts in an OU

• **Noncompliant** – Compliance rules are in place. However, non-compliant resources have been detected in one or more member accounts in the OU.
  • **Reported for:** Detective controls (AWS Config Rules)
  • **What it checks:**
    • Any individual detective control that's applied to the member accounts in an OU
    • Multiple detective controls that are applied to the member accounts in an OU

The following status can be reported for any account, control, or OU.

**Unknown** – A compliance rule is broken or compliance cannot be guaranteed.

• **Reported for:**
  • Detective controls (AWS Config Rules)
  • Preventive controls (SCPs)

• **What it checks:**
  • Any detective control that's enabled on any accounts that are members of an OU. Controls are enabled at the OU level.
  • Any preventive control that's enabled on any accounts that are members of an OU. Controls are enabled at the OU level.
  • Basically anything with a compliance status (account, control, resource, or OU).

**Drift prevention and notification**

You can enable certain controls and subscribe to certain SNS notifications that help you maintain compliance in AWS Control Tower.

**Drift monitoring protection**

AWS Control Tower provides passive and active methods of drift monitoring protection for preventive controls.

• **Passive protection:** AWS Organizations monitors and logs preventive control (SCP) drift.
• **Active protection:** The AWS Control Tower drift monitoring service (p. 182) actively scans the preventive control SCPs, on a regular basis.

AWS Control Tower notifies you by means of SNS messaging, if drift is detected.
Drift prevention

Some controls prevent modification of compliance reporting mechanisms.

- **Disallow Changes to AWS Config Rules Set Up by AWS Control Tower** (p. 240) (Mandatory, preventive control)
- **Disallow Deletion of AWS Config Aggregation Authorizations Created by AWS Control Tower** (p. 234) (Mandatory, preventive control)
- **Disallow Changes to Tags Created by AWS Control Tower for AWS Config Resources** (p. 239) (Mandatory, preventive control)
- **Disallow Configuration Changes to AWS Config** (p. 239) (Mandatory, preventive control)

In contrast to preventive controls, detective controls notify you of resources that violate the associated AWS Config rule.

**To receive SNS notifications about drift and control compliance**

For information about how to receive appropriate drift and control compliance notifications by Amazon SNS, see [Compliance notifications by SNS in the audit account](#) (p. 230).

**Publishers and subscribers for SNS topics**

**The aws-controltower-AllConfigNotifications topic:**

- The AWS::Config::DeliveryChannel resource is configured to send notifications about configuration changes to this topic.
- The possible types of notifications that AWS Config can send are defined in the [Amazon SNS Topic section](#) of the AWS Config documentation.
- The AWS::CloudTrail::Trail resource is configured to send notifications of log file delivery to this topic.
- You may subscribe to this topic.

**The aws-controltower-SecurityNotifications topic:**

- The AWS::Events::Rule resource is configured to send notifications about AWS Config Rule compliance changes (one of the SNS notification types) to this topic.
- The aws-controltower-NotificationForwarder Lambda function is subscribed to this topic, and it forwards the SNS notifications to the aws-controltower-AggregateSecurityNotifications topic.

**The aws-controltower-AggregateSecurityNotifications topic:**

- This topic receives notifications from aws-controltower-SecurityNotifications, forwarded by the Lambda function.
- It also receives drift notifications in the home Region.
- When AWS Control Tower creates the topic, a subscription is added for the audit account email address, and you must confirm the subscription.

**Note**

The endpoint, such as an email address, must confirm each subscription, SNS doesn't send messages to an endpoint until the subscription is confirmed.
Compliance notifications by SNS in the audit account

To receive compliance change notifications in email sent to your audit account, subscribe to this Amazon SNS topic:

```
```

When subscribing, substitute your actual AWS Control Tower home Region and audit account information into the topic name shown. You can subscribe to SNS topics that receive notifications about each supported AWS Region in which you run AWS Control Tower.

SNS topics and notifications you can receive

- The `aws-controltower-AllConfigNotifications` topic:
  
  It receives notifications from AWS Config regarding compliance, noncompliance, and change. It also receives notification from AWS CloudTrail on log file delivery.

- The `aws-controltower-SecurityNotifications` topic:
  
  One of these topics exists for each supported AWS Region. It receives compliance, noncompliance, and change notifications from AWS Config in that Region. It forwards all incoming notifications to `aws-controltower-AggregateSecurityNotifications`

- The `aws-controltower-AggregateSecurityNotifications` topic:
  
  This topic exists in each supported AWS Region. It receives compliance change notifications from the region-specific `aws-controltower-SecurityNotifications` topics. Additionally, in the home Region, it also receives drift notifications.

Other considerations about SNS topics:

- All of these topics exist and receive notifications in the Audit account.

- By default, the Audit account email address is subscribed to the `aws-controltower-AggregateSecurityNotifications` SNS topic.

- SNS topics in AWS Control Tower are extremely noisy, by design. For example, AWS Config sends a notification every time AWS Config discovers a new resource.

- Administrators who wish to filter out specific types of notifications from an SNS topic can create an AWS Lambda function and subscribe it to the SNS topic. Alternatively, you can set up an EventBridge rule to filter notifications, as described in this support article, [How can I be notified when an AWS resource is non-compliant using AWS Config?](https://aws.amazon.com/support/home/article/92986)

- AWS Config notifications contain a JSON object.

- AWS Control Tower drift notifications appear in plain text.

The AWS Control Tower controls library

The following sections include an individual reference entry for each of the controls available in AWS Control Tower. The controls are grouped into sections according to common characteristics. Each control reference entry includes the details, artifacts, additional information, and considerations to keep in mind when enabling a specific control on a OU in your landing zone.

For summary tables of control information, see [Tables of control metadata](#). Additional detail is available in the AWS Control Tower console.
Mandatory controls

Mandatory controls are owned by AWS Control Tower, and they apply to every OU on your landing zone. These controls are applied by default when you set up your landing zone, and they can't be deactivated. Following, you'll find a reference for each of the mandatory controls available in AWS Control Tower.

Topics

- Disallow Changes to Encryption Configuration for AWS Control Tower Created Amazon S3 Buckets in Log Archive (p. 232)
- Disallow Changes to Logging Configuration for AWS Control Tower Created Amazon S3 Buckets in Log Archive (p. 232)
- Disallow Changes to Bucket Policy for AWS Control Tower Created Amazon S3 Buckets in Log Archive (p. 233)
- Disallow Changes to Lifecycle Configuration for AWS Control Tower Created Amazon S3 Buckets in Log Archive (p. 233)
- Disallow Changes to Amazon CloudWatch Logs Log Groups set up by AWS Control Tower (p. 234)
- Disallow Deletion of AWS Config Aggregation Authorizations Created by AWS Control Tower (p. 234)
- Disallow Deletion of Log Archive (p. 235)
- Detect Public Read Access Setting for Log Archive (p. 235)
- Detect Public Write Access Setting for Log Archive (p. 236)
- Disallow Configuration Changes to CloudTrail (p. 236)
- Integrate CloudTrail Events with Amazon CloudWatch Logs (p. 237)
- Enable CloudTrail in All Available Regions (p. 237)
- Enable Integrity Validation for CloudTrail Log File (p. 238)
- Disallow Changes to Amazon CloudWatch Set Up by AWS Control Tower (p. 238)
- Disallow Changes to Tags Created by AWS Control Tower for AWS Config Resources (p. 239)
- Disallow Configuration Changes to AWS Config (p. 239)
- Enable AWS Config in All Available Regions (p. 240)
- Disallow Changes to AWS Config Rules Set Up by AWS Control Tower (p. 240)
- Disallow Changes to AWS IAM Roles Set Up by AWS Control Tower and AWS CloudFormation (p. 241)
- Disallow Changes to AWS Lambda Functions Set Up by AWS Control Tower (p. 243)
- Disallow Changes to Amazon SNS Set Up by AWS Control Tower (p. 243)
- Disallow Changes to Amazon SNS Subscriptions Set Up by AWS Control Tower (p. 244)
- Detect whether shared accounts under the Security organizational unit have AWS CloudTrail or CloudTrail Lake enabled (p. 244)
Note
The four mandatory controls with "Sid": "GRCLOUDTRAILENABLED" are identical by design. The sample code is correct.

Disallow Changes to Encryption Configuration for AWS Control Tower Created Amazon S3 Buckets in Log Archive

This control prevents changes to encryption for the Amazon S3 buckets that AWS Control Tower creates in the log archive account. This is a preventive control with mandatory guidance. By default, this control is enabled on the Security OU. It cannot be enabled on additional OUs.

The artifact for this control is the following service control policy (SCP).

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Sid": "GRCTAUDITBUCKETENCRYPTIONCHANGESPROHIBITED",
            "Effect": "Deny",
            "Action": [
                "s3:PutEncryptionConfiguration"
            ],
            "Resource": ["arn:aws:s3:::aws-controltower*"],
            "Condition": {
                "ArnNotLike": {
                    "aws:PrincipalARN":"arn:aws:iam::*:role/AWSControlTowerExecution"
                }
            }
        }
    ]
}
```

Disallow Changes to Logging Configuration for AWS Control Tower Created Amazon S3 Buckets in Log Archive

This control prevents changes to logging configuration for the Amazon S3 buckets that AWS Control Tower creates in the log archive account. This is a preventive control with mandatory guidance. By default, this control is enabled on the Security OU. It cannot be enabled on additional OUs.

The artifact for this control is the following SCP.

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Sid": "GRCTAUDITBUCKETLOGGINGCONFIGURATIONCHANGESPROHIBITED",
            "Effect": "Deny",
            "Action": [
                "s3:PutBucketLogging"
            ],
            "Resource": ["arn:aws:s3:::aws-controltower*"],
            "Condition": {
                "ArnNotLike": {
                    "aws:PrincipalARN":"arn:aws:iam::*:role/AWSControlTowerExecution"
                }
            }
        }
    ]
}
```
Disallow Changes to Bucket Policy for AWS Control Tower Created Amazon S3 Buckets in Log Archive

This control prevents changes to bucket policy for the Amazon S3 buckets that AWS Control Tower creates in the log archive account. This is a preventive control with mandatory guidance. By default, this control is enabled on the Security OU. It cannot be enabled on additional OUs.

The artifact for this control is the following SCP.

```
{
   "Version": "2012-10-17",
   "Statement": [
      {
         "Sid": "GRCTAUDITBUCKETPOLICYCHANGESPROHIBITED",
         "Effect": "Deny",
         "Action": [
            "s3:PutBucketPolicy",
            "s3:DeleteBucketPolicy"
         ],
         "Resource": ["arn:aws:s3:::aws-controltower*"],
         "Condition": {
            "ArnNotLike": {
               "aws:PrincipalARN":"arn:aws:iam::*:role/AWSControlTowerExecution"
            }
         }
      }
   ]
}
```

Disallow Changes to Lifecycle Configuration for AWS Control Tower Created Amazon S3 Buckets in Log Archive

This control prevents lifecycle configuration changes for the Amazon S3 buckets that AWS Control Tower creates in the log archive account. This is a preventive control with mandatory guidance. By default, this control is enabled on the Security OU. It cannot be enabled on additional OUs.

The artifact for this control is the following SCP.

```
{
   "Version": "2012-10-17",
   "Statement": [
      {
         "Sid": "GRCTAUDITBUCKETLIFECYCLECONFIGURATIONCHANGESPROHIBITED",
         "Effect": "Deny",
         "Action": ["s3:PutLifecycleConfiguration"],
         "Resource": ["arn:aws:s3:::aws-controltower*"],
         "Condition": {
            "ArnNotLike": {
               "aws:PrincipalARN":"arn:aws:iam::*:role/AWSControlTowerExecution"
            }
         }
      }
   ]
}
```
Mandatory controls

Disallow Changes to Amazon CloudWatch Logs Log Groups set up by AWS Control Tower

This control prevents changes to the retention policy for Amazon CloudWatch Logs log groups that AWS Control Tower created in the log archive account when you set up your landing zone. It also prevents modifying the log retention policy in customer accounts. This is a preventive control with mandatory guidance. By default, this control is enabled on all OUs.

The artifact for this control is the following SCP.

```
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRLOGGROUPPOLICY",
      "Effect": "Deny",
      "Action": [
        "logs:DeleteLogGroup",
        "logs:PutRetentionPolicy"
      ],
      "Resource": [
        "arn:aws:logs:*:*:log-group:*aws-controltower*"
      ],
      "Condition": {
        "StringNotLike": {
          "aws:PrincipalArn": [
            "arn:aws:iam::*:role/AWSControlTowerExecution"
          ]
        }
      }
    }
  ]
}
```

Disallow Deletion of AWS Config Aggregation Authorizations Created by AWS Control Tower

This control prevents deletion of AWS Config aggregation authorizations that AWS Control Tower created in the audit account when you set up your landing zone. This is a preventive control with mandatory guidance. By default, this control is enabled on all OUs.

The artifact for this control is the following SCP.

```
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRCONFIGAGGREGATIONAUTHORIZATIONPOLICY",
      "Effect": "Deny",
      "Action": ["config:DeleteAggregationAuthorization"],
      "Resource": ["arn:aws:config::*:aggregation-authorization*"],
      "Condition": {
        "ArnNotLike": {
          "arn:aws:config:aws:*:aggregation-authorization-policy:gr-config-aggregation-authorization-policy"
        }
      }
    }
  ]
}
```
Disallow Deletion of Log Archive

This control prevents deletion of Amazon S3 buckets created by AWS Control Tower in the log archive account. This is a preventive control with mandatory guidance. By default, this control is enabled on the Security OU.

The artifact for this control is the following SCP.

```json
{
    "Version": "2012-10-17",
    "Statement": [
    {
        "Sid": "GRAUDITBUCKETDELETIONPROHIBITED",
        "Effect": "Deny",
        "Action": [
            "s3:DeleteBucket"
        ],
        "Resource": [
            "arn:aws:s3:::aws-controltower*"
        ],
        "Condition": {
            "ArnNotLike": {
                "aws:PrincipalARN": "arn:aws:iam::*:role/AWSControlTowerExecution"
            }
        }
    }
]}
```

Detect Public Read Access Setting for Log Archive

This control detects whether public read access is enabled to the Amazon S3 buckets in the log archive shared account. This control does not change the status of the account. This is a detective control with mandatory guidance. By default, this control is enabled on the Security OU.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to check that your S3 buckets do not allow public access
Parameters:
    ConfigRuleName:
        Type: 'String'
        Description: 'Name for the Config rule'
Resources:
    CheckForS3PublicRead:
        Type: AWS::Config::ConfigRule
        Properties:
            ConfigRuleName: !Sub ${ConfigRuleName}
            Description: Checks that your S3 buckets do not allow public read access. If an S3 bucket policy or bucket ACL allows public read access, the bucket is noncompliant.
```
Mandatory controls

Source:
Owner: AWS
SourceIdentifier: S3_BUCKET_PUBLIC_READ_PROHIBITED
Scope:
ComplianceResourceTypes:
- AWS::S3::Bucket

Detect Public Write Access Setting for Log Archive

This control detects whether public write access is enabled to the Amazon S3 buckets in the log archive shared account. This control does not change the status of the account. This is a detective control with mandatory guidance. By default, this control is enabled on the Security OU.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to check that your S3 buckets do not allow public access
Parameters:
    ConfigRuleName:
        Type: 'String'
        Description: 'Name for the Config rule'
Resources:
    CheckForS3PublicWrite:
        Type: AWS::Config::ConfigRule
        Properties:
            ConfigRuleName: !Sub ${ConfigRuleName}
            Description: Checks that your S3 buckets do not allow public write access. If an S3 bucket policy or bucket ACL allows public write access, the bucket is noncompliant.
Source:
    Owner: AWS
    SourceIdentifier: S3_BUCKET_PUBLIC_WRITE_PROHIBITED
Scope:
    ComplianceResourceTypes:
        - AWS::S3::Bucket
```

Disallow Configuration Changes to CloudTrail

This control prevents configuration changes to CloudTrail in your landing zone. This is a preventive control with mandatory guidance. By default, this control is enabled on all OUs.

The artifact for this control is the following SCP.

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Sid": "GRCLOUDTRAILENABLED",
            "Effect": "Deny",
            "Action": [
                "cloudtrail:DeleteTrail",
                "cloudtrail:PutEventSelectors",
                "cloudtrail:StopLogging",
                "cloudtrail:UpdateTrail"
            ],
            "Resource": ["arn:aws:cloudtrail:*::*:trail/aws-controltower-*"],
            "Condition": {
                "ArnNotLike": {
                    "aws:PrincipalARN": "arn:aws:iam::*:role/AWSControlTowerExecution"
                }
            }
        }
    ]
}
```
Integrate CloudTrail Events with Amazon CloudWatch Logs

This control performs real-time analysis of activity data by sending CloudTrail events to CloudWatch Logs log files. This is a preventive control with mandatory guidance. By default, this control is enabled on all OUs.

The artifact for this control is the following SCP.

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRCLOUDTRAILENABLED",
      "Effect": "Deny",
      "Action": [
        "cloudtrail:DeleteTrail",
        "cloudtrail:PutEventSelectors",
        "cloudtrail:StopLogging",
        "cloudtrail:UpdateTrail"
      ],
      "Resource": ["arn:aws:cloudtrail:*:*:trail/aws-controltower-*"],
      "Condition": {
        "ArnNotLike": {
          "aws:PrincipalARN": "arn:aws:iam::*:role/AWSControlTowerExecution"
        }
      }
    }
  ]
}
```

Enable CloudTrail in All Available Regions

This control enables CloudTrail in all available AWS Regions. This is a preventive control with mandatory guidance. By default, this control is enabled in all OUs.

The artifact for this control is the following SCP.

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRCLOUDTRAILENABLED",
      "Effect": "Deny",
      "Action": [
        "cloudtrail:DeleteTrail",
        "cloudtrail:PutEventSelectors",
        "cloudtrail:StopLogging",
        "cloudtrail:UpdateTrail"
      ],
      "Resource": ["arn:aws:cloudtrail:*:*:trail/aws-controltower-*"],
      "Condition": {
        "ArnNotLike": {
          "aws:PrincipalARN": "arn:aws:iam::*:role/AWSControlTowerExecution"
        }
      }
    }
  ]
}
```
Enable Integrity Validation for CloudTrail Log File

This control enables integrity validation for the CloudTrail log file in all accounts and OUs. It protects the integrity of account activity logs using CloudTrail log file validation, which creates a digitally signed digest file that contains a hash of each log that CloudTrail writes to Amazon S3. This is a preventive control with mandatory guidance. By default, this control is enabled in all OUs.

The artifact for this control is the following SCP.

```json
{
   "Version": "2012-10-17",
   "Statement": [
      {
         "Sid": "GRCLOUDTRAILENABLED",
         "Effect": "Deny",
         "Action": [
            "cloudtrail:DeleteTrail",
            "cloudtrail:PutEventSelectors",
            "cloudtrail:StopLogging",
            "cloudtrail:UpdateTrail"
         ],
         "Resource": ["arn:aws:cloudtrail::*:*:trail/aws-controltower-*"],
         "Condition": {
            "ArnNotLike": {
               "aws:PrincipalARN": "arn:aws:iam::*:role/AWSControlTowerExecution"
            }
         }
      }
   ]
}
```

Disallow Changes to Amazon CloudWatch Set Up by AWS Control Tower

This control disallows changes to Amazon CloudWatch; as it was configured by AWS Control Tower when you set up your landing zone. This is a preventive control with mandatory guidance. By default, this control is enabled in all OUs.

The artifact for this control is the following SCP.

```json
{
   "Version": "2012-10-17",
   "Statement": [
      {
         "Sid": "GRCLOUDWATCHEVENTPOLICY",
         "Effect": "Deny",
         "Action": [
            "events:PutRule",
            "events:PutTargets",
            "events:RemoveTargets",
            "events:DisableRule",
            "events:DeleteRule"
         ],
         "Resource": ["arn:aws:events::*:*:rule/aws-controltower-*"],
         "Condition": {
            "ArnNotLike": {
               "aws:PrincipalARN": "arn:aws:iam::*:role/AWSControlTowerExecution"
            }
         }
      }
   ]
}
```
Disallow Changes to Tags Created by AWS Control Tower for AWS Config Resources

This control prevents changes to the tags that AWS Control Tower created when you set up your landing zone, for AWS Config resources that collect configuration and compliance data. It denies any TagResource and UntagResource operation for aggregation authorizations tagged by AWS Control Tower. This is a preventive control with mandatory guidance. By default, this control is enabled in all OUs.

The artifact for this control is the following SCP.

```
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRCONFIGRULETAGSPOLICY",
      "Effect": "Deny",
      "Action": [
        "config:TagResource",
        "config:UntagResource"
      ],
      "Resource": ["*"],
      "Condition": {
        "ArnNotLike": {
          "aws:PrincipalARN": "arn:aws:iam::*:role/AWSControlTowerExecution"
        },
        "ForAllValues:StringEquals": {
          "aws:TagKeys": "aws-control-tower"
        }
      }
    }
  ]
}
```

Disallow Configuration Changes to AWS Config

This control prevents configuration changes to AWS Config. It ensures that AWS Config records resource configurations in a consistent manner by disallowing AWS Config settings changes. This is a preventive control with mandatory guidance. By default, this control is enabled in all OUs.

The artifact for this control is the following SCP.

```
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRCONFIGENABLED",
      "Effect": "Deny",
      "Action": [
        "config:DeleteConfigurationRecorder",
        "config:DeleteDeliveryChannel",
        "config:DeleteRetentionConfiguration",
        "config:PutConfigurationRecorder",
        "config:PutDeliveryChannel",
        "config:PutRetentionConfiguration",
        "config:StopConfigurationRecorder"
      ],
    }
  ]
}
```
Enable AWS Config in All Available Regions

This control enables AWS Config in all available AWS Regions. This is a preventive control with mandatory guidance. By default, this control is enabled in all OUs.

The artifact for this control is the following SCP.

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Sid": "GRCONFIGENABLED",
            "Effect": "Deny",
            "Action": [
                "config:DeleteConfigurationRecorder",
                "config:DeleteDeliveryChannel",
                "config:DeleteRetentionConfiguration",
                "config:PutConfigurationRecorder",
                "config:PutDeliveryChannel",
                "config:PutRetentionConfiguration",
                "config:StopConfigurationRecorder"
            ],
            "Resource": ["*"]
        },
        {
            "Sid": "GRCONFIGRULEPOLICY",
            "Effect": "Deny",
            "Action": [
                "config:PutConfigRule",
                "config:DeleteConfigRule",
                "config:DeleteEvaluationResults",
            ],
            "Resource": ["*"]
        }
    ]
}
```

Disallow Changes to AWS Config Rules Set Up by AWS Control Tower

This control disallows changes to AWS Config Rules that were implemented by AWS Control Tower when the landing zone was set up. This is a preventive control with mandatory guidance. By default, this control is enabled in all OUs.

The artifact for this control is the following SCP.

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Sid": "GRCONFIGRULEPOLICY",
            "Effect": "Deny",
            "Action": [
                "config:PutConfigRule",
                "config:DeleteConfigRule",
                "config:DeleteEvaluationResults",
            ],
            "Resource": ["*"]
        }
    ]
}
```
Disallow Changes to AWS IAM Roles Set Up by AWS Control Tower and AWS CloudFormation

This control disallows changes to the AWS IAM roles that AWS Control Tower created when the landing zone was set up. This is a preventive control with mandatory guidance. By default, this control is enabled in all OUs.

**Control update**

An updated version has been released for the mandatory control AWS-GR_IAM_ROLE_CHANGE_PROHIBITED.

This change to the control is required because accounts in OUs that are being enrolled into AWS Control Tower must have the AWSControlTowerExecution role enabled. The previous version of the control prevents this role from being created.

AWS Control Tower updated the existing control to add an exception so that AWS CloudFormation StackSets can create the AWSControlTowerExecution role. As a second measure, this new control protects the StackSets role to prevent principals in the child account from gaining access.

The new control version performs the following actions, in addition to all actions provided in the previous version:

- Allows the stacksets-exec-* role (owned by AWS CloudFormation) to perform actions on IAM roles that were created by AWS Control Tower.
- Prevents changes to any IAM role in child accounts, where the IAM role name matches the pattern stacksets-exec-*.

**The update to the control version affects your OUs and accounts as follows:**

- If you extend governance to an OU, that incoming OU receives the updated version of the control as part of the registration process. You do not need to update your landing zone to get the latest version for this OU. AWS Control Tower applies the latest version automatically to OUs that register.
- If you update or repair your landing zone at any time after this release, your control will be updated to this version for future provisioning.
- OUs created in or registered with AWS Control Tower before this release date, and which are part of a landing zone that has not been repaired or updated after the release date, will continue to operate with the old version of the control, which blocks the creation of the AWSControlTowerExecution role.
- One consequence of this control update is that your OUs can be functioning with different versions of the control. Update your landing zone to apply the updated version of the control to your OUs uniformly.
The artifact of the updated control is the following SCP.

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRIAMROLEPOLICY",
      "Effect": "Deny",
      "Action": [
        "iam:AttachRolePolicy",
        "iam:CreateRole",
        "iam:DeleteRole",
        "iam:DeleteRolePermissionsBoundary",
        "iam:DeleteRolePolicy",
        "iam:DetachRolePolicy",
        "iam:PutRolePermissionsBoundary",
        "iam:PutRolePolicy",
        "iam:UpdateAssumeRolePolicy",
        "iam:UpdateRole",
        "iam:UpdateRoleDescription"
      ],
      "Resource": [
        "arn:aws:iam::*:role/aws-controltower-*",
        "arn:aws:iam::*:role/*AWSControlTower*",
        "arn:aws:iam::*:role/stacksets-exec-*"    #this line is new
      ],
      "Condition": {
        "ArnNotLike": {
          "aws:PrincipalArn": [
            "arn:aws:iam::*:role/AWSControlTowerExecution",
            "arn:aws:iam::*:role/stacksets-exec-*"    #this line is new
          ]
        }
      }
    }
  ]
}
```

The former artifact for this control is the following SCP.

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRIAMROLEPOLICY",
      "Effect": "Deny",
      "Action": [
        "iam:AttachRolePolicy",
        "iam:CreateRole",
        "iam:DeleteRole",
        "iam:DeleteRolePermissionsBoundary",
        "iam:DeleteRolePolicy",
        "iam:DetachRolePolicy",
        "iam:PutRolePermissionsBoundary",
        "iam:PutRolePolicy",
        "iam:UpdateAssumeRolePolicy",
        "iam:UpdateRole",
        "iam:UpdateRoleDescription"
      ],
      "Resource": [
        "arn:aws:iam::*:role/aws-controltower-*",
        "arn:aws:iam::*:role/*AWSControlTower*"
      ]
    }
  ]
}
```
Disallow Changes to AWS Lambda Functions Set Up by AWS Control Tower

This control disallows changes to AWS Lambda functions set up by AWS Control Tower. This is a preventive control with mandatory guidance. By default, this control is enabled in all OUs.

The artifact for this control is the following SCP.

```
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRLAMBDAPOLICY",
      "Effect": "Deny",
      "Action": [
        "lambda:AddPermission",
        "lambda:CreateEventSourceMapping",
        "lambda:CreateFunction",
        "lambda:DeleteEventSourceMapping",
        "lambda:DeleteFunction",
        "lambda:DeleteFunctionConcurrency",
        "lambda:PutFunctionConcurrency",
        "lambda:RemovePermission",
        "lambda:UpdateEventSourceMapping",
        "lambda:UpdateFunctionCode",
        "lambda:UpdateFunctionConfiguration"
      ],
      "Resource": [
        "arn:aws:lambda:*:*:function:aws-controltower-*"
      ],
      "Condition": {
        "ArnNotLike": {
          "aws:PrincipalARN":"arn:aws:iam::*:role/AWSControlTowerExecution"
        }
      }
    }
  ]
}
```

Disallow Changes to Amazon SNS Set Up by AWS Control Tower

This control disallows changes to Amazon SNS set up by AWS Control Tower. It protects the integrity of Amazon SNS notification settings for your landing zone. This is a preventive control with mandatory guidance. By default, this control is enabled in all OUs.

The artifact for this control is the following SCP.

```
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRLAMBDAPOLICY",
      "Effect": "Deny",
      "Action": [
        "lambda:AddPermission",
        "lambda:CreateEventSourceMapping",
        "lambda:CreateFunction",
        "lambda:DeleteEventSourceMapping",
        "lambda:DeleteFunction",
        "lambda:DeleteFunctionConcurrency",
        "lambda:PutFunctionConcurrency",
        "lambda:RemovePermission",
        "lambda:UpdateEventSourceMapping",
        "lambda:UpdateFunctionCode",
        "lambda:UpdateFunctionConfiguration"
      ],
      "Resource": [
        "arn:aws:lambda:*:*:function:aws-controltower-*"
      ],
      "Condition": {
        "ArnNotLike": {
          "aws:PrincipalARN":"arn:aws:iam::*:role/AWSControlTowerExecution"
        }
      }
    }
  ]
}
```
Disallow Changes to Amazon SNS Subscriptions Set Up by AWS Control Tower

This control disallows changes to Amazon SNS subscriptions set up by AWS Control Tower. It protects the integrity of Amazon SNS subscriptions settings for your landing zone, to trigger notifications for AWS Config Rules compliance changes. This is a preventive control with mandatory guidance. By default, this control is enabled in all OUs.

The artifact for this control is the following SCP.

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRSNSSUBSCRIPTIONPOLICY",
      "Effect": "Deny",
      "Action": [
        "sns:Subscribe",
        "sns:Unsubscribe"
      ],
      "Resource": [
        "arn:aws:sns:*::*:aws-controltower-SecurityNotifications"
      ],
      "Condition": {
        "ArnNotLike": {
          "aws:PrincipalARN": "arn:aws:iam::*:role/AWSControlTowerExecution"
        }
      }
    }
  ]
}
```

Detect whether shared accounts under the Security organizational unit have AWS CloudTrail or CloudTrail Lake enabled

This control detects whether shared accounts under the Security organizational unit have AWS CloudTrail or CloudTrail Lake enabled. The rule is NON_COMPLIANT if either CloudTrail or CloudTrail Lake is not
enabled in a shared account. This is a detective control with mandatory guidance. By default, this control is enabled on the Security OU.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to detect whether an account has AWS CloudTrail or CloudTrail Lake enabled.

Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'

Resources:
  CheckForCloudtrailEnabled:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Detects whether an account has AWS CloudTrail or CloudTrail Lake enabled. The rule is NON_COMPLIANT if either CloudTrail or CloudTrail Lake is not enabled in an account.
      Source:
        Owner: AWS
        SourceIdentifier: CLOUD_TRAIL_ENABLED
```

Proactive controls

Proactive controls are optional controls implemented with AWS CloudFormation hooks. Proactive controls fall into three main Categories.

These controls are referred to as proactive because they check your resources — before the resources are deployed — to determine whether the new resources will comply with the controls that are activated in your environment.

In the AWS Control Tower console, you can view the controls in groups according to their assigned categories, which are:

- **Control objectives**: Specific purposes for implementing controls in your environment.
- **Frameworks**: Industry-standard compliance frameworks.
- **Services**: The AWS services that the control may govern.

In this reference guide, the proactive controls are categorized according to their associated AWS services.

**Note**

You must apply an elective, SCP-based control with the identifier **CT.CLOUDFORMATION.PR.1** before you can activate proactive controls on an OU. See [Disallow management of resource types, modules, and hooks within the AWS CloudFormation registry (p. 1575)](#). If this SCP is not activated, you'll see an error message directing you to enable this control as a prerequisite, or showing it as a dependency for other proactive controls.

**Behavior of proactive controls**

Proactive controls check resources whenever those resources are created or updated by means of AWS CloudFormation stack operations. Specifically, these proactive controls are implemented as preCreate and preUpdate AWS CloudFormation hook handlers. As a consequence, these controls may not affect requests that are made directly to services through the AWS console, through AWS APIs, or through other means such as AWS SDKs, or other Infrastructure-as-Code (IaC) tools. For more information about when preCreate and preUpdate hooks operate, see [AWS CloudFormation hooks](#).
When you follow an example template to set up a test for a proactive control in your environment, be aware that the template is created to test one specific control only. Other controls may not receive a PASS rating for that template. This behavior is expected. We recommend that you test proactive controls individually before you enable them in your environment.

**Note**

It is important to know that some proactive controls in AWS Control Tower do not operate in certain AWS Regions where AWS Control Tower is available, because those Regions do not support the required underlying functionality for AWS CloudFormation hooks. As a result, when you deploy a proactive control through AWS Control Tower, the control may not be operating in all Regions that you govern with AWS Control Tower. You can view the Regions for each proactive control in the AWS Control Tower console.

**Topics**

- [Amazon API Gateway controls](#) (p. 247)
- [AWS Certificate Manager controls](#) (p. 278)
- [AWS AppSync controls](#) (p. 283)
- [Amazon Athena controls](#) (p. 303)
- [Amazon CloudFront controls](#) (p. 314)
- [AWS CloudTrail controls](#) (p. 386)
- [Amazon CloudWatch controls](#) (p. 408)
- [AWS CodeBuild controls](#) (p. 423)
- [AWS Database Migration Service (AWS DMS) controls](#) (p. 469)
- [Amazon DocumentDB controls](#) (p. 477)
- [Amazon DynamoDB controls](#) (p. 485)
- [DynamoDB Accelerator controls](#) (p. 493)
- [AWS Elastic Beanstalk controls](#) (p. 508)
- [Amazon Elastic Compute Cloud (Amazon EC2) controls](#) (p. 537)
- [Amazon Elastic Compute Cloud (Amazon EC2) Auto Scaling controls](#) (p. 650)
- [Amazon ElastiCache controls](#) (p. 712)
- [Amazon Elastic Container Registry controls](#) (p. 754)
- [Amazon Elastic Container Service controls](#) (p. 764)
- [Amazon Elastic File System controls](#) (p. 824)
- [Amazon Elastic Kubernetes Service (EKS) controls](#) (p. 839)
- [Elastic Load Balancing controls](#) (p. 852)
- [Amazon Elastic Map Reduce (Amazon EMR) controls](#) (p. 945)
- [AWS Glue controls](#) (p. 965)
- [Amazon GuardDuty controls](#) (p. 970)
- [AWS Identity and Access Management (IAM) controls](#) (p. 974)
- [AWS Key Management Service (AWS KMS) controls](#) (p. 1010)
- [Amazon Kinesis controls](#) (p. 1025)
- [AWS Lambda controls](#) (p. 1030)
- [Amazon MQ controls](#) (p. 1059)
- [Amazon Managed Streaming for Apache Kafka (Amazon MSK) controls](#) (p. 1068)
- [Amazon Neptune controls](#) (p. 1083)
- [AWS Network Firewall controls](#) (p. 1099)
- [Amazon OpenSearch controls](#) (p. 1124)
- [Amazon Relational Database Service (Amazon RDS) controls](#) (p. 1216)
- [Amazon Redshift controls](#) (p. 1378)
• Amazon Simple Storage Service (Amazon S3) controls (p. 1416)
• Amazon SageMaker controls (p. 1464)
• Amazon Simple Queue Service (Amazon SQS) controls (p. 1478)
• AWS Step Functions controls (p. 1487)
• AWS WAF regional controls (p. 1501)
• AWS WAF controls (p. 1509)
• AWS WAFV2 controls (p. 1516)

Amazon API Gateway controls

Topics
• [CT.APIGATEWAY.PR.1] Require an Amazon API Gateway REST and WebSocket API to have logging activated (p. 247)
• [CT.APIGATEWAY.PR.2] Require an Amazon API Gateway REST API stage to have AWS X-Ray tracing activated (p. 253)
• [CT.APIGATEWAY.PR.3] Require that an Amazon API Gateway REST API stage has encryption at rest configured for cache data (p. 258)
• [CT.APIGATEWAY.PR.4] Require an Amazon API Gateway V2 stage to have access logging activated (p. 264)
• [CT.APIGATEWAY.PR.5] Require Amazon API Gateway V2 Websocket and HTTP routes to specify an authorization type (p. 269)
• [CT.APIGATEWAY.PR.6] Require an Amazon API Gateway REST domain to use a security policy that specifies a minimum TLS protocol version of TLSv1.2 (p. 274)

[CT.APIGATEWAY.PR.1] Require an Amazon API Gateway REST and WebSocket API to have logging activated

This control checks whether all methods in Amazon API Gateway stage have execution logging configured.

• Control objective: Establish logging and monitoring
• Implementation: AWS CloudFormation Guard Rule
• Control behavior: Proactive
• Resource types: AWS::ApiGateway::Stage
• AWS CloudFormation guard rule: [CT.APIGATEWAY.PR.1 rule specification (p. 249)]

Details and examples

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.APIGATEWAY.PR.1 rule specification (p. 249)]
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.APIGATEWAY.PR.1 example templates (p. 251)]

Explanation

Amazon API Gateway REST or WebSocket API stages should have relevant logs enabled. API Gateway REST and WebSocket API execution logging provides detailed records of requests made to API Gateway REST and WebSocket API stages. The stages include API integration backend responses, Lambda authorizer responses, and the requestId for AWS integration endpoints.
Usage considerations

- This control requires Amazon API Gateway stages to configure execution logging for all methods and resources (HttpMethod of * and ResourcePath of /*).

Remediation for rule failure

Configure execution logging on Amazon API Gateway stages with a MethodSetting that sets LoggingLevel to ERROR or INFO for all methods (HttpMethod of * and ResourcePath of /*). Ensure that you do not set LoggingLevel to OFF for any method setting.

The examples that follow show how to implement this remediation.

Amazon API Gateway Stage - Example

Amazon API Gateway stage configured with error level execution logging for all methods and resources. The example is shown in JSON and in YAML.

JSON example

```json
{
  "ApiGatewayStage": {
    "Type": "AWS::ApiGateway::Stage",
    "Properties": {
      "StageName": "Sample",
      "Description": "Sample Stage",
      "RestApiId": {
        "Ref": "RestApi"
      },
      "DeploymentId": {
        "Ref": "Deployment"
      },
      "MethodSettings": [
        {
          "ResourcePath": "/*",
          "HttpMethod": "*",
          "LoggingLevel": "ERROR"
        }
      ]
    }
  }
}
```

YAML example

```yaml
ApiGatewayStage:
  Type: AWS::ApiGateway::Stage
  Properties:
    StageName: Sample
    Description: Sample Stage
    RestApiId: !Ref 'RestApi'
    DeploymentId: !Ref 'Deployment'
    MethodSettings:
      - ResourcePath: "/*
        HttpMethod: "/*
        LoggingLevel: ERROR"
```
CT.APIGATEWAY.PR.1 rule specification

```
# ###################################################################
##       Rule Specification       ##
###################################################################
#
# Rule Identifier:
#   api_gw_v1_execution_logging_enabled_check
#
# Description:
#   This control checks whether all methods in Amazon API Gateway stage have execution
#   logging configured.
#
# Reports on:
#   AWS::ApiGateway::Stage
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any API Gateway stage resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an API Gateway stage resource
#     And: In the stage resource, 'MethodSettings' is not present or is provided and is
#           an empty list.
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an API Gateway stage resource
#     And: In the stage resource, Execution Logging is not configured for all HTTP
#           Methods and API resources (In
#           'MethodSettings', 'LoggingLevel' is omitted, or not set to 'ERROR' or 'INFO',
#           for 'HttpMethod' of '*' and
#           'ResourcePath' of '/*' )
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an API Gateway stage resource
#     And: In the stage resource, Execution Logging is configured for all HTTP Methods
#           and API resources (In
#           'MethodSettings', 'LoggingLevel' is set to 'ERROR' or 'INFO', for 'HttpMethod'
#           of '*' and
#           'ResourcePath' of '/*' )
#     And: 'LoggingLevel' has been set to 'OFF' for any other Method Setting
#     Then: FAIL
#   Scenario: 5
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an API Gateway stage resource
#     And: In the stage resource, Execution Logging is configured for all HTTP Methods
#           and API resources (In
#           'MethodSettings', 'LoggingLevel' is set to 'ERROR' or 'INFO', for 'HttpMethod'
#           of '*' and
```
# Proactive controls

# Constants

let API_GW_STAGE_TYPE = "AWS::ApiGateway::Stage"
let INPUT_DOCUMENT = this
let VALID_LOG_LEVELS = [ "ERROR", "INFO" ]

# Assignments

let api_gateway_stages = Resources.*[ Type == %API_GW_STAGE_TYPE ]

# Primary Rules

rule api_gw_v1_execution_logging_enabled_check when is_cfn_template(%INPUT_DOCUMENT) {
    %api_gateway_stages not empty {
        check(%api_gateway_stages.Properties) <<
        [CT.APIGATEWAY.PR.1]: Require an Amazon API Gateway REST and WebSocket API to have logging activated
        [FIX]: Configure execution logging on Amazon API Gateway stages with a 'MethodSetting' that sets 'LoggingLevel' to 'ERROR' or 'INFO' for all methods ('HttpMethod' of '*' and 'ResourcePath' of '/*'). Ensure that you do not set 'LoggingLevel' to 'OFF' for any method setting.
        >>
    }
}

rule api_gw_v1_execution_logging_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %API_GW_STAGE_TYPE) {
    check(%INPUT_DOCUMENT.%API_GW_STAGE_TYPE.resourceProperties) <<
    [CT.APIGATEWAY.PR.1]: Require an Amazon API Gateway REST and WebSocket API to have logging activated
    [FIX]: Configure execution logging on Amazon API Gateway stages with a 'MethodSetting' that sets 'LoggingLevel' to 'ERROR' or 'INFO' for all methods ('HttpMethod' of '*' and 'ResourcePath' of '/*'). Ensure that you do not set 'LoggingLevel' to 'OFF' for any method setting.
    >>
}

# Parameterized Rules

rule check(api_gateway_stage) {
    %api_gateway_stage {
        # Scenario 2
        MethodSettings exists
        MethodSettings is_list
        MethodSettings not empty

        # Scenario 3
        # At least one wildcard entry exists with valid logging enabled
        some MethodSettings[*] {
            HttpMethod exists
            ResourcePath exists
            LoggingLevel exists

            HttpMethod == "*"
            ResourcePath == "/*"
            LoggingLevel in %VALID_LOG_LEVELS
        }
    }
}
# Scenario 4, 5
# When other methods explicitly set/override logging settings, ensure that logging
is not disabled
MethodSettings[*] {
  when LoggingLevel exists {
    LoggingLevel in %VALID_LOG_LEVELS
  }
}
}

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.APIGATEWAY.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
RestApi:
  Type: AWS::ApiGateway::RestApi
  Properties:
    Name: ExampleRestApi
GetMethod:
  DependsOn: PutMethod
  Type: AWS::ApiGateway::Method
  Properties:
    HttpMethod: GET
    RestApiId:
      Ref: RestApi
    ResourceId:
      Fn::GetAtt:
        - "RestApi"
        - "RootResourceId"
    AuthorizationType: NONE
    MethodResponses:
      - StatusCode: "200"
        Integration:
          Type: MOCK
PutMethod:
  Type: AWS::ApiGateway::Method
  Properties:
    HttpMethod: PUT
    RestApiId:
      Ref: RestApi
    ResourceId:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.
[CT.APIGATEWAY.PR.2] Require an Amazon API Gateway REST API stage to have AWS X-Ray tracing activated

This control ensures that AWS X-Ray tracing is enabled on Amazon API Gateway REST APIs.

- **Control objective**: Establish logging and monitoring
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::ApiGateway::Stage
- **AWS CloudFormation guard rule**: [CT.APIGATEWAY.PR.2 rule specification](p. 254)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.APIGATEWAY.PR.2 rule specification](p. 254)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.APIGATEWAY.PR.2 example templates](p. 256)

**Explanation**

AWS X-Ray active tracing enables a more rapid response to performance changes in the underlying infrastructure. Changes in performance could result in a lack of availability of the API. X-Ray active tracing provides real-time metrics of user requests that flow through your API Gateway REST API operations and connected services.

**Remediation for rule failure**

Set `TracingEnabled` to `true`.

The examples that follow show how to implement this remediation.

**Amazon API Gateway Stage - Example**

Amazon API Gateway stage configured with AWS X-Ray tracing enabled. The example is shown in JSON and in YAML.
JSON example

```
{
  "ApiGatewayStage": {
    "Type": "AWS::ApiGateway::Stage",
    "Properties": {
      "StageName": "Sample",
      "Description": "Sample Stage",
      "TracingEnabled": true,
      "RestApiId": {
        "Ref": "RestApi"
      },
      "DeploymentId": {
        "Ref": "Deployment"
      }
    }
  }
}
```

YAML example

```
ApiGatewayStage:
  Type: AWS::ApiGateway::Stage
  Properties:
    StageName: Sample
    Description: Sample Stage
    TracingEnabled: true
    RestApiId: !Ref 'RestApi'
    DeploymentId: !Ref 'Deployment'
```

CT.APIGATEWAY.PR.2 rule specification

```
# ##################################################################
# Rule Specification                                            #
# ##################################################################
#
# Rule Identifier:
# api_gw_xray_enabled_check
#
# Description:
# This control ensures that AWS X-Ray tracing is enabled on Amazon API Gateway REST APIs.
#
# Reports on:
# AWS::ApiGateway::Stage
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document does not contain any API Gateway stage resources
# Then: SKIP
```
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an API Gateway stage resource
# And: 'TracingEnabled' is not present on the API Gateway stage
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an API Gateway stage resource
# And: 'TracingEnabled' is present on the API Gateway stage and is set to bool(false)
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an API Gateway stage resource
# And: 'TracingEnabled' is present on the API Gateway stage and is set to bool(true)
# Then: PASS

# Constants

let API_GW_STAGE_TYPE = "AWS::ApiGateway::Stage"
let INPUT_DOCUMENT = this

# Assignments

let api_gateway_stages = Resources.*[ Type == %API_GW_STAGE_TYPE ]

# Primary Rules

rule api_gw_xray_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
  %api_gateway_stages not empty {
    check(%api_gateway_stages.Properties)
    <<<
    [CT.APIGATEWAY.PR.2]: Require an Amazon API Gateway REST API stage to have AWS X-Ray tracing activated
    [FIX]: Set 'TracingEnabled' to 'true'.
    >>>
  }

rule api_gw_xray_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %API_GW_STAGE_TYPE) {
  check(%INPUT_DOCUMENT.%API_GW_STAGE_TYPE.resourceProperties)
  <<<
  [CT.APIGATEWAY.PR.2]: Require an Amazon API Gateway REST API stage to have AWS X-Ray tracing activated
  [FIX]: Set 'TracingEnabled' to 'true'.
  >>>
}

# Parameterized Rules

rule check(api_gateway_stage) {
  %api_gateway_stage {
    # Scenario 2, 3, 4
    TracingEnabled exists
    TracingEnabled == true
  }
}

# Utility Rules


CT.APIGATEWAY.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
- RestApi:
  - Type: AWS::ApiGateway::RestApi
  - Properties:
    - Name: Testing
  GetMethod:
    - DependsOn: PutMethod
    - Type: AWS::ApiGateway::Method
      - Properties:
        - HttpMethod: GET
        - RestApiId:
          - Ref: RestApi
        - ResourceId:
          - Fn::GetAtt:
            - "RestApi"
            - "RootResourceId"
        - AuthorizationType: NONE
        - MethodResponses:
          - StatusCode: "200"
  Integration:
    - Type: MOCK
  PutMethod:
    - Type: AWS::ApiGateway::Method
      - Properties:
        - HttpMethod: PUT
        - RestApiId:
          - Ref: RestApi
        - ResourceId:
          - Fn::GetAtt:
            - "RestApi"
            - "RootResourceId"
        - AuthorizationType: NONE
        - MethodResponses:
          - StatusCode: "200"
  Integration:
    - Type: MOCK
  Deployment:
    - DependsOn: GetMethod
    - Type: 'AWS::ApiGateway::Deployment'
    - Properties:
      - RestApiId:
        - Ref: RestApi
  ApiGatewayStage:
    - Type: AWS::ApiGateway::Stage
      - Properties:
        - StageName: Dev
        - Description: Dev Stage
        - TracingEnabled: true
        - RestApiId:
          - Ref: RestApi
        - DeploymentId:
          - Ref: Deployment
[CT.APIGATEWAY.PR.3] Require that an Amazon API Gateway REST API stage has encryption at rest configured for cache data

This control checks whether an Amazon API Gateway REST API stage that has caching enabled also encrypts the caches.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ApiGateway::Stage
- **AWS CloudFormation guard rule:** [CT.APIGATEWAY.PR.3 rule specification (p. 259)](https://aws.amazon.com/documentation/solutionsguide/

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.APIGATEWAY.PR.3 rule specification (p. 259)](https://aws.amazon.com/documentation/solutionsguide/
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.APIGATEWAY.PR.3 example templates (p. 262)](https://aws.amazon.com/documentation/solutionsguide/

**Explanation**

Encrypting data at rest reduces the risk that data stored on disk may be accessible by a user not authenticated to AWS. It adds another set of access controls to limit unauthorized users' ability to obtain the data. For example, API permissions are required to decrypt the data before it can be read.

For an added layer of security, API Gateway REST API caches should be encrypted at rest.

**Usage considerations**

- This control applies only to API Gateway stage resources with cache clustering enabled.
- Where cache clustering is enabled, this control requires cache encryption to be enabled for all resources and methods by specifying a MethodSetting entry with an HttpMethod of * and ResourcePath of /*.

**Remediation for rule failure**

Configure encryption on API Gateway caches with a MethodSetting that sets CacheDataEncrypted to true for all methods (HttpMethod of * and ResourcePath of /*). Ensure that you do not set CacheDataEncrypted to false for any method setting.

The examples that follow show how to implement this remediation.

**API Gateway stage examples**

This example shows the API Gateway stage configured to encrypt cache data for all methods (HttpMethod of * and ResourcePath of /*). The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ApiGatewayStage": {
    "Type": "AWS::ApiGateway::Stage",
```
"Properties": {
    "StageName": "Dev",
    "Description": "Development Stage",
    "CacheClusterEnabled": true,
    "CacheClusterSize": 0.5,
    "RestApiId": {
        "Ref": "RestApi"
    },
    "DeploymentId": {
        "Ref": "Deployment"
    },
    "MethodSettings": [
        {
            "ResourcePath": "/*",
            "HttpMethod": "*",
            "CacheDataEncrypted": true
        },
        {
            "ResourcePath": "/",
            "HttpMethod": "POST"
        }
    ]
}

YAML example

ApiGatewayStage:
  Type: AWS::ApiGateway::Stage
  Properties:
    StageName: Dev
    Description: Development Stage
    CacheClusterEnabled: true
    CacheClusterSize: 0.5
    RestApiId: !Ref 'RestApi'
    DeploymentId: !Ref 'Deployment'
    MethodSettings:
      - ResourcePath: /*
        HttpMethod: '*'
        CacheDataEncrypted: true
      - ResourcePath: /
        HttpMethod: "POST"

CT.APIGATEWAY.PR.3 rule specification

# ####################################################################
##       Rule Specification       ##
#  ####################################################################
# # Rule Identifier: #  api_gw_cache_encrypted_check
# # Description: #  This rule checks whether Amazon API Gateway REST API stages that have caching enabled
#                also encrypt the caches.
# # Reports on:
# AWS::ApiGateway::Stage

# Evaluates:
AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
None

# Scenarios:

Scenario: 1
Given: The input document is an AWS CloudFormation or CloudFormation hook document
And: The input document does not contain any Amazon API Gateway stage resources
Then: SKIP

Scenario: 2
Given: The input document is an AWS CloudFormation or CloudFormation hook document
And: The input document contains an Amazon API Gateway stage resource
And: 'CacheClusterEnabled' is not set, or is set to bool(false) on the API Gateway stage resource
Then: SKIP

Scenario: 3
Given: The input document is an AWS CloudFormation or CloudFormation hook document
And: The input document contains an Amazon API Gateway stage resource
And: 'CacheClusterEnabled' is set to bool(true) on the API Gateway stage resource
And: In the stage resource, 'MethodSettings' is not present or is provided and is an empty list.
Then: FAIL

Scenario: 4
Given: The input document is an AWS CloudFormation or CloudFormation hook document
And: The input document contains an Amazon API Gateway stage resource
And: 'CacheClusterEnabled' is set to bool(true) on the API Gateway stage resource
And: In the stage resource, cache data encryption is not enabled for all HTTP methods and API resources (In 'MethodSettings', 'CacheDataEncrypted' is omitted or set to bool(false) for 'HttpMethod' of '*' and 'ResourcePath' of '/*')
Then: FAIL

Scenario: 5
Given: The input document is an AWS CloudFormation or CloudFormation hook document
And: The input document contains an API Gateway stage resource
And: 'CacheClusterEnabled' is set to bool(true) on the API Gateway stage resource
And: In the stage resource, cache data encryption is configured for all 'MethodSettings' (CacheDataEncrypted is bool(true) for 'HttpMethod' of '*' and 'ResourcePath' of '/*')
And: 'CacheDataEncrypted' has been set to bool(false) for any other method settings
Then: FAIL

Scenario: 6
Given: The input document is an AWS CloudFormation or CloudFormation hook document
And: The input document contains an API Gateway stage resource
And: 'CacheClusterEnabled' is set to bool(true) on the API Gateway stage resource
And: In the stage resource cache data encryption is configured for all 'MethodSettings' (CacheDataEncrypted is bool(true) for 'HttpMethod' of '*' and 'ResourcePath' of '/*')
And: 'CacheDataEncrypted' has not been provided or set to bool(true) for all other method settings
Then: PASS

# Constants
let API_GW_STAGE_TYPE = "AWS::ApiGateway::Stage"
let INPUT_DOCUMENT = this

# Assignments
let api_gateway_stages = Resources.*[ Type == %API_GW_STAGE_TYPE ]
# Primary Rules

rule api_gw_cache_encrypted_check when is_cfn_template(%INPUT_DOCUMENT) {
  %api_gateway_stages not empty {
    check(%api_gateway_stages.Properties)
    // [CT.APIGATEWAY.PR.3]: Require that an Amazon API Gateway REST API stage has encryption at rest configured for cache data
    // [FIX]: Configure encryption on API Gateway caches with a 'MethodSetting' that sets 'CacheDataEncrypted' to true for all methods ('HttpMethod' of '*') and 'ResourcePath' of '/**'). Ensure that you do not set 'CacheDataEncrypted' to false for any method setting.
    }
  }
}

rule api_gw_cache_encrypted_check when is_cfn_hook(%INPUT_DOCUMENT, %API_GW_STAGE_TYPE) {
  check(%INPUT_DOCUMENT.%API_GW_STAGE_TYPE.resourceProperties)
  // [CT.APIGATEWAY.PR.3]: Require that an Amazon API Gateway REST API stage has encryption at rest configured for cache data
  // [FIX]: Configure encryption on API Gateway caches with a 'MethodSetting' that sets 'CacheDataEncrypted' to true for all methods ('HttpMethod' of '*') and 'ResourcePath' of '/**'). Ensure that you do not set 'CacheDataEncrypted' to false for any method setting.
  }
}

# Parameterized Rules

rule check(api_gateway_stage) {
  %api_gateway_stage [
    CacheClusterEnabled exists
    CacheClusterEnabled == true
  ] {
    // Scenario 2, 3, 4, 6
    cache_encrypted(this)
  }
}

rule cache_encrypted(api_gateway_stage) {
  %api_gateway_stage {
    MethodSettings exists
    MethodSettings is_list
    MethodSettings not empty
    some MethodSettings[*] {
      HttpMethod exists
      ResourcePath exists
      CacheDataEncrypted exists
      HttpMethod == "*"
      ResourcePath == "/**"
      CacheDataEncrypted == true
    }
    MethodSettings[*] {
      when CacheDataEncrypted exists {
        CacheDataEncrypted == true
      }
    }
  }
}

# Utility Rules
# is_cfn_template(doc) {
%doc {
    AWSTemplateFormatVersion exists or
    Resources exists
}
}

t# is_cfn_hook(doc, RESOURCE_TYPE) {
%doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.APIGATEWAY.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
RestApi:
    Type: AWS::ApiGateway::RestApi
    Properties:
        Name: ExampleRestApi
GetMethod:
    DependsOn: PutMethod
    Type: AWS::ApiGateway::Method
    Properties:
        HttpMethod: GET
        RestApiId:
            Ref: RestApi
        ResourceId:
            Fn::GetAtt:
                - "RestApi"
                - "RootResourceId"
        AuthorizationType: NONE
        MethodResponses:
            - StatusCode: "200"
        Integration:
            Type: MOCK
PutMethod:
    Type: AWS::ApiGateway::Method
    Properties:
        HttpMethod: PUT
        RestApiId:
            Ref: RestApi
        ResourceId:
            Fn::GetAtt:
                - "RestApi"
                - "RootResourceId"
        AuthorizationType: NONE
        MethodResponses:
            - StatusCode: "200"
        Integration:
            Type: MOCK
Deployment:
    DependsOn: GetMethod
    Type: 'AWS::ApiGateway::Deployment'
    Properties:
        RestApiId:
            Ref: RestApi
        ApiGatewayStage:
            Type: AWS::ApiGateway::Stage
Properties:
   StageName: Example
   Description: Example Stage
   CacheClusterEnabled: true
   CacheClusterSize: 0.5
   RestApiId:
      Ref: RestApi
   DeploymentId:
      Ref: Deployment
   MethodSettings:
      - ResourcePath: "/*"
        HttpMethod: "*"
        CacheDataEncrypted: true
      - ResourcePath: "/"
        HttpMethod: "POST"

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
RestApi:
   Type: AWS::ApiGateway::RestApi
   Properties:
      Name: ExampleRestApi
GetMethod:
   DependsOn: PutMethod
   Type: AWS::ApiGateway::Method
   Properties:
      HttpMethod: GET
      RestApiId:
         Ref: RestApi
      ResourceId:
         Fn::GetAtt:
            - "RestApi"
            - "RootResourceId"
      AuthorizationType: NONE
      MethodResponses:
         - StatusCode: "200"
      Integration:
         Type: MOCK
PutMethod:
   Type: AWS::ApiGateway::Method
   Properties:
      HttpMethod: PUT
      RestApiId:
         Ref: RestApi
      ResourceId:
         Fn::GetAtt:
            - "RestApi"
            - "RootResourceId"
      AuthorizationType: NONE
      MethodResponses:
         - StatusCode: "200"
      Integration:
         Type: MOCK
Deployment:
   DependsOn: GetMethod
   Type: 'AWS::ApiGateway::Deployment'
   Properties:
      RestApiId:
         Ref: RestApi
ApiGatewayStage:
   Type: AWS::ApiGateway::Stage
[CT.APIGATEWAY.PR.4] Require an Amazon API Gateway V2 stage to have access logging activated

This control checks whether Amazon API Gateway V2 stages have access logging enabled. Access logging is supported for HTTP and WebSocket APIs.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ApiGatewayV2::Stage
- **AWS CloudFormation guard rule:** [CT.APIGATEWAY.PR.4 rule specification (p. 265)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.APIGATEWAY.PR.4 rule specification (p. 265)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.APIGATEWAY.PR.4 example templates (p. 268)]

### Explanation

Access logging allows you to log who has called your API and how the caller gained access to the API. You can create your own log group or choose an existing log group that could be managed by API Gateway.

### Remediation for rule failure

Provide an AccessLogSettings configuration, setting DestinationArn to the ARN of an Amazon CloudWatch log group and Format to a single line log format configuration.

The examples that follow show how to implement this remediation.

### Amazon API Gateway HTTP API Stage - Example

Amazon API Gateway HTTP API stage configured to send API access logs to Amazon CloudWatch Logs. The example is shown in JSON and in YAML.

#### JSON example

```json
{
    "HttpApiStage": {
```
"Type": "AWS::ApiGatewayV2::Stage",
"Properties": {
    "StageName": "SampleStage",
    "Description": "Sample Stage",
    "ApiId": {
        "Ref": "HttpApi"
    },
    "AccessLogSettings": {
        "DestinationArn": {
            "Fn::GetAtt": [
                "LogGroup",
                "Arn"
            ]
        },
        "Format": "{"requestId": "$context.requestId", "ip": "$context.identity.sourceIp", "user": "$context.identity.user", "requestTime": "$context.requestTime"}"
    }
}

YAML example

HttpApiStage:
  Type: AWS::ApiGatewayV2::Stage
  Properties:
    StageName: SampleStage
    Description: Sample Stage
    ApiId: !Ref 'HttpApi'
    AccessLogSettings:
      DestinationArn: !GetAtt 'LogGroup.Arn'
      Format: '{"requestId":"$context.requestId", "ip": "$context.identity.sourceIp", "user":"$context.identity.user","requestTime":"$context.requestTime"}'

CT.APIGATEWAY.PR.4 rule specification

# ###################################################################################################
## Rule Specification
### Rule Identifier:
# api_gw_v2_access_logs_enabled_check
# Description:
# This control checks whether Amazon API Gateway V2 stages have access logging enabled. Access logging is supported for HTTP and WebSocket APIs.
### Reports on:
# AWS::ApiGatewayV2::Stage
### Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
### Rule Parameters:
# None
### Scenarios:

265
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
  # And: The input document does not contain any APIGatewayV2 stage resources
  # Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
  # And: The input document contains an APIGatewayV2 stage resource
  # And: 'AccessLogSettings' has not been provided
  # Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
  # And: The input document contains an APIGatewayV2 stage resource
  # And: 'AccessLogSettings' has been provided
  # And: 'AccessLogSettings.DestinationArn' has not been provided, or has been provided
  # as an empty string or invalid local reference
  # And: 'AccessLogSettings.Format' is provided as a non-empty string
  # Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
  # And: The input document contains an APIGatewayV2 stage resource
  # And: 'AccessLogSettings' has been provided
  # And: 'AccessLogSettings.DestinationArn' is provided as a non-empty string or valid
  # local reference
  # And: 'AccessLogSettings.Format' has not been provided, or is an empty string
  # Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
  # And: The input document contains an APIGatewayV2 stage resource
  # And: 'AccessLogSettings' has been provided
  # And: 'AccessLogSettings.DestinationArn' is provided as a non-empty string or valid
  # local reference
  # And: 'AccessLogSettings.Format' is provided as a non-empty string
  # Then: PASS

# Constants
let API_GW_V2_STAGE_TYPE = "AWS::ApiGatewayV2::Stage"
literal INPUT_DOCUMENT = this

# Assignments
let api_gateway_v2_stages = Resources.*[ Type == %API_GW_V2_STAGE_TYPE ]

# Primary Rules
# rule api_gw_v2_access_logs_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
  %api_gateway_v2_stages not empty {
    check(%api_gateway_v2_stages.Properties) <<
      [CT.APIGATEWAY.PR.4]: Require an Amazon API Gateway V2 stage to have access logging
      activated
      [FIX]: Provide an 'AccessLogSettings' configuration, setting 'DestinationArn' to the
      ARN of an Amazon CloudWatch log group and 'Format' to a single line log format
      configuration.
    >>
  }
rule api_gw_v2_access_logs_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %API_GW_V2_STAGE_TYPE) {
    check(%INPUT_DOCUMENT.%API_GW_V2_STAGE_TYPE.resourceProperties)
    <![CT.APIGATEWAY.PR.4]: Require an Amazon API Gateway V2 stage to have access logging activated
    [FIX]: Provide an 'AccessLogSettings' configuration, setting 'DestinationArn' to the ARN of an Amazon CloudWatch log group and 'Format' to a single line log format configuration.]
}

# Parameterized Rules

rule check(api_gateway_v2_stage) {
    %api_gateway_v2_stage {
        # Scenario 2
        AccessLogSettings exists
        AccessLogSettings is_struct
        AccessLogSettings {
            # Scenario 3
            DestinationArn exists
            check_is_string_and_not_empty(DestinationArn) or
            check_local_references(%INPUT_DOCUMENT, DestinationArn, "AWS::Logs::LogGroup")
            # Scenario 4, 5
            Format exists
            check_is_string_and_not_empty(Format)
        }
    }
}

# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_is_string_and_not_empty(value) {
    %value {
        this is_string
        this != /\s*/
    }
}

rule check_local_references(doc, reference_properties, referenced_resource_type) {
    %reference_properties {
        'Fn::GetAtt' {
            query_for_resource(%doc, this[0], %referenced_resource_type)
            <<<Local Stack reference was invalid>>
        } or Ref {
            query_for_resource(%doc, this, %referenced_resource_type)
            <<<Local Stack reference was invalid>>
        }
    }
}
rule query_for_resource(doc, resource_key, referenced_resource_type) {
    let referenced_resource = %doc.Resources[ keys == %resource_key ]
    %referenced_resource not empty
    %referenced_resource {
        Type == %referenced_resource_type
    }
}

CT.APIGATEWAY.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
LogGroup:
    Type: AWS::Logs::LogGroup
    Properties:
    RetentionInDays: 7
HttpApi:
    Type: AWS::ApiGatewayV2::Api
    Properties:
    Name: ExampleApi
    ProtocolType: HTTP
HttpApiStage:
    Type: 'AWS::ApiGatewayV2::Stage'
    Properties:
    StageName: ExampleStage
    Description: Example Stage
    ApiId:
    Ref: HttpApi
    AccessLogSettings:
    DestinationArn:
      Fn::GetAtt:
        - "LogGroup"
        - "Arn"
    Format: >-
        {"requestId": "$context.requestId", "ip": "$context.identity.sourceIp", "user": "$context.identity.user", "requestTime": "$context.requestTime"}

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
HttpApi:
    Type: AWS::ApiGatewayV2::Api
    Properties:
    Name: ExampleApi
    ProtocolType: HTTP
HttpApiStage:
    Type: 'AWS::ApiGatewayV2::Stage'
    Properties:
    StageName: ExampleStage
    Description: Example Stage
    ApiId:
    Ref: HttpApi
[CT.APIGATEWAY.PR.5] Require Amazon API Gateway V2 Websocket and HTTP routes to specify an authorization type

This control checks whether Amazon API Gateway V2 API routes have an authorization type set.

- **Control objective:** Use strong authentication
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ApiGatewayV2::Route, AWS::ApiGatewayV2::ApiGatewayManagedOverrides
- **AWS CloudFormation guard rule:** [CT.APIGATEWAY.PR.5 rule specification](p. 270)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.APIGATEWAY.PR.5 rule specification](p. 270)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.APIGATEWAY.PR.5 example templates](p. 273)

**Explanation**

API Gateway supports multiple mechanisms for controlling and managing access to your Websocket or HTTP API. By specifying an authorization type, you can restrict access to your API, to allow only required users or processes.

**Usage considerations**

- This control applies only to routes created by means of the AWS::ApiGatewayV2::Route resource, and to managed overrides that apply to HTTP API routes that are created through quick create.
- This control does not evaluate HTTP API routes imported using the Body or BodyS3Location properties of AWS::ApiGatewayV2::API resources.

**Remediation for rule failure**

For Amazon API Gateway V2 routes, set AuthorizationType to AWS_IAM, JWT or CUSTOM. For Amazon API Gateway V2 managed route overrides with AuthorizationType, set AuthorizationType to AWS_IAM, JWT or CUSTOM.

The examples that follow show how to implement this remediation.

**Amazon API Gateway V2 Route - Example**

Amazon API Gateway V2 route configured with AWS IAM authorization. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "ApiGatewayV2Route": {
        "Type": "AWS::ApiGatewayV2::Route",
        "Properties": {
            "ApiId": {
```

```
YAML example

```
ApiGatewayV2Route:
  Type: AWS::ApiGatewayV2::Route
  Properties:
    ApiId: !Ref 'WebsocketApi'
    RouteKey: $connect
    AuthorizationType: AWS_IAM
```

The examples that follow show how to implement this remediation.

**Amazon API Gateway V2 Managed Overrides - Example**

Amazon API Gateway V2 managed overrides configured with AWS IAM authorization. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "ApiGatewayManagedOverride": {
    "Type": "AWS::ApiGatewayV2::ApiGatewayManagedOverrides",
    "Properties": {
      "ApiId": {
        "Ref": "HttpApi"
      },
      "Route": {
        "AuthorizationType": "AWS_IAM"
      }
    }
  }
}
```

**YAML example**

```
ApiGatewayManagedOverride:
  Type: AWS::ApiGatewayV2::ApiGatewayManagedOverrides
  Properties:
    ApiId: !Ref 'HttpApi'
    Route:
      AuthorizationType: AWS_IAM
```

**CT.APIGATEWAY.PR.5 rule specification**
# Proactive controls

## Rule Specification

### Rule Identifier:

```
# api_gw_v2_authorization_type_configured_check
```

### Description:

This control checks whether Amazon API Gateway V2 API routes have an authorization type set.

### Reports on:

```
AWS::ApiGatewayV2::Route, AWS::ApiGatewayV2::ApiGatewayManagedOverrides
```

### Evaluates:

```
AWS CloudFormation, AWS CloudFormation hook
```

### Rule Parameters:

None

### Scenarios:

#### Scenario: 1

Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document does not contain any Amazon API Gateway V2 route or managed route overrides resources
Then: SKIP

#### Scenario: 2

Given: The input document contains an Amazon API Gateway V2 managed route overrides resource
And: In 'Route', 'AuthorizationType' has not been provided
Then: SKIP

#### Scenario: 3

Given: The input document contains an Amazon API Gateway V2 route resource
And: 'AuthorizationType' has not been provided
Then: FAIL

#### Scenario: 4

Given: The input document contains an Amazon API Gateway V2 route or managed route overrides resource
And: 'AuthorizationType' has been provided and set to a value other than 'AWS_IAM', 'JWT' or 'CUSTOM'
Then: FAIL

#### Scenario: 5

Given: The input document contains an Amazon API Gateway V2 route or managed route overrides resource
And: 'AuthorizationType' has been provided and set to a value of 'AWS_IAM', 'JWT' or 'CUSTOM'
Then: PASS

### Constants

```plaintext
let API_GW_ROUTE_TYPE = "AWS::ApiGatewayV2::Route"
let API_GW_MANAGED_OVERRIDE_TYPE = "AWS::ApiGatewayV2::ApiGatewayManagedOverrides"
let ALLOWED_AUTHORIZATION_TYPES = ["AWS_IAM", "JWT", "CUSTOM"]
let INPUT_DOCUMENT = this
```
# Assignments

let api_route = Resources.*[ Type == %API_GW_ROUTE_TYPE ]
let api_override = Resources.*[ Type == %API_GW_MANAGED_OVERRIDE_TYPE ]

# Primary Rules

# Parameterized Rules

rule check_api_route(api_route) {
    api_route {
        # Scenario 3
        AuthorizationType exists

        # Scenario 4 and 5
        AuthorizationType in %ALLOWED_AUTHORIZATION_TYPES
    }
}

rule api_gw_v2_authorization_type_configured_check when is_cfn_template(%INPUT_DOCUMENT) {
    check_api_route(api_route.Properties)
    api_route not empty {
        [CT.APIGATEWAY.PR.5]: Require Amazon API Gateway V2 Websocket and HTTP routes to specify an authorization type
        [FIX]: For Amazon API Gateway V2 routes, set 'AuthorizationType' to 'AWS_IAM', 'JWT' or 'CUSTOM'. For Amazon API Gateway V2 managed route overrides with 'AuthorizationType', set 'AuthorizationType' to 'AWS_IAM', 'JWT' or 'CUSTOM'.
    }
}

rule api_gw_v2_authorization_type_configured_check when is_cfn_template(%INPUT_DOCUMENT) {
    check_api_override(api_override.Properties)
    api_override not empty {
        [CT.APIGATEWAY.PR.5]: Require Amazon API Gateway V2 Websocket and HTTP routes to specify an authorization type
        [FIX]: For Amazon API Gateway V2 routes, set 'AuthorizationType' to 'AWS_IAM', 'JWT' or 'CUSTOM'. For Amazon API Gateway V2 managed route overrides with 'AuthorizationType', set 'AuthorizationType' to 'AWS_IAM', 'JWT' or 'CUSTOM'.
    }
}

rule api_gw_v2_authorization_type_configured_check when is_cfn_hook(%INPUT_DOCUMENT, %API_GW_ROUTE_TYPE) {
    check_api_route(%INPUT_DOCUMENT.%API_GW_ROUTE_TYPE.resourceProperties)
    api_route not empty {
        [CT.APIGATEWAY.PR.5]: Require Amazon API Gateway V2 Websocket and HTTP routes to specify an authorization type
        [FIX]: For Amazon API Gateway V2 routes, set 'AuthorizationType' to 'AWS_IAM', 'JWT' or 'CUSTOM'. For Amazon API Gateway V2 managed route overrides with 'AuthorizationType', set 'AuthorizationType' to 'AWS_IAM', 'JWT' or 'CUSTOM'.
    }
}

rule api_gw_v2_authorization_type_configured_check when is_cfn_hook(%INPUT_DOCUMENT, %API_GW_MANAGED_OVERRIDE_TYPE) {
    check_api_override(%INPUT_DOCUMENT.%API_GW_MANAGED_OVERRIDE_TYPE.resourceProperties)
    api_override not empty {
        [CT.APIGATEWAY.PR.5]: Require Amazon API Gateway V2 Websocket and HTTP routes to specify an authorization type
        [FIX]: For Amazon API Gateway V2 routes, set 'AuthorizationType' to 'AWS_IAM', 'JWT' or 'CUSTOM'. For Amazon API Gateway V2 managed route overrides with 'AuthorizationType', set 'AuthorizationType' to 'AWS_IAM', 'JWT' or 'CUSTOM'.
    }
}
CT.APIGATEWAY.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  ApiGatewayV2Route:
    Type: AWS::ApiGatewayV2::Route
    Properties:
      ApiId: a1bcdef2gh
      RouteKey: $connect
      AuthorizationType: AWS_IAM

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  ApiGatewayManagedOverride:
    Type: AWS::ApiGatewayV2::ApiGatewayManagedOverrides
    Properties:
      ApiId: a1bcdef2gh
      Route:
        AuthorizationType: AWS_IAM

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.
Resources:
ApiGatewayV2Route:
  Type: AWS::ApiGatewayV2::Route
  Properties:
    ApiId: abcd123efg
    RouteKey: $connect
    AuthorizationType: NONE

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
ApiGatewayManagedOverride:
  Type: AWS::ApiGatewayV2::ApiGatewayManagedOverrides
  Properties:
    ApiId: abcd123efg
    Route:
      AuthorizationType: NONE

[CT.APIGATEWAY.PR.6] Require an Amazon API Gateway REST domain to use a security policy that specifies a minimum TLS protocol version of TLSv1.2

This control checks whether an Amazon API Gateway REST API domain name requires a minimum Transport Layer Security (TLS) protocol version of TLSv1.2 by means of its security policy.

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ApiGateway::DomainName
- **AWS CloudFormation guard rule:** [CT.APIGATEWAY.PR.6 rule specification](p. 275)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.APIGATEWAY.PR.6 rule specification](p. 275)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.APIGATEWAY.PR.6 example templates](p. 277)

Explanation

The TLS protocol addresses network security problems, such as tampering and eavesdropping between a client and server. When your clients establish a TLS handshake to your API through the custom domain, you can choose a minimum Transport Layer Security (TLS) protocol version. This version is enforced for your Amazon API Gateway custom domain by setting a security policy, which is a predefined combination of minimum TLS version and cipher suite offered by Amazon API Gateway.

Usage considerations

- TLS protocol versions and ciphers used by Amazon API Gateway security policies depend on the type of API Gateway endpoint in use. For more about supported TLS protocol versions and ciphers for each endpoint type, review the Amazon API Gateway documentation.
Remediation for rule failure

Set the value of SecurityPolicy to TLS_1_2, or to adopt the default value, do not provide a value for SecurityPolicy.

The examples that follow show how to implement this remediation.

**Amazon API Gateway Domain Name - Example**

An Amazon API Gateway regional domain name configured with a security policy that requires a minimum of TLSv1.2 for API client connections. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "DomainName": {
      "Type": "AWS::ApiGateway::DomainName",
      "Properties": {
         "DomainName": "example.com",
         "RegionalCertificateArn": {
            "Ref": "AcmCertificate"
         },
         "EndpointConfiguration": {
            "Types": [
               "REGIONAL"
            ],
            "SecurityPolicy": "TLS_1_2"
         }
      }
   }
}
```

**YAML example**

```yaml
DomainName:
   Type: AWS::ApiGateway::DomainName
   Properties:
      DomainName: example.com
      RegionalCertificateArn: !Ref 'AcmCertificate'
      EndpointConfiguration:
         Types:
            - REGIONAL
         SecurityPolicy: TLS_1_2
```

**CT.APIGATEWAY.PR.6 rule specification**

```bash
# #################################################################
# Rule Specification
# #################################################################
#
# Rule Identifier:
#   api_gw_domain_tls_check
# #
# Description:
#   This control checks whether an Amazon API Gateway REST API domain name requires a minimum Transport Layer Security protocol version of TLSv1.2 by means of its security policy.
```
# Reports on:
# AWS::ApiGateway::DomainName
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any API Gateway domain name resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an API Gateway domain name resource
# And: 'SecurityPolicy' has been provided and set to a security policy that allows
# a minimum TLS protocol version earlier than TLSv1.2
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an API Gateway domain name resource
# And: 'SecurityPolicy' has not been provided
# Then: PASS
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an API Gateway domain name resource
# And: 'SecurityPolicy' has been provided and set to a security policy that requires
# a minimum TLS protocol version of TLSv1.2
# Then: PASS
#
# Constants
#
let API_GW_DOMAIN_NAME_TYPE = "AWS::ApiGateway::DomainName"
let ALLOWED_SECURITY_POLICIES = ["TLS_1_2"]
let INPUT_DOCUMENT = this
#
# Assignments
#
let api_gateway_domain_names = Resources.*[ Type == %API_GW_DOMAIN_NAME_TYPE ]
#
# Primary Rules
#
rule api_gw_domain_tls_check when is_cfn_template(%INPUT_DOCUMENT)
 %api_gateway_domain_names not empty {
   check(%api_gateway_domain_names.Properties)
   >>
   [CT.APIGATEWAY.PR.6]: Require an Amazon API Gateway REST domain to use a security
   policy that specifies a minimum TLS protocol version of TLSv1.2
   [FIX]: Set the value of SecurityPolicy to TLS_1_2, or to adopt the default value,
   do not provide a value for SecurityPolicy.
   >>
}
rule api_gw_domain_tls_check when is_cfn_hook(%INPUT_DOCUMENT, %API_GW_DOMAIN_NAME_TYPE) {
   check(%INPUT_DOCUMENT.%API_GW_DOMAIN_NAME_TYPE.resourceProperties)
   <<
Proactive controls

[CT.APIGATEWAY.PR.6]: Require an Amazon API Gateway REST domain to use a security policy that specifies a minimum TLS protocol version of TLSv1.2

[FIX]: Set the value of SecurityPolicy to TLS_1_2, or to adopt the default value, do not provide a value for SecurityPolicy.

```{# Parameterized Rules
#}
rule check(api_gateway_stage) {
  %api_gateway_stage {
    # Scenario 2, 3, 4
    SecurityPolicy not exists or
    SecurityPolicy in %ALLOWED_SECURITY_POLICIES
  }
}
```

```{# Utility Rules
#}
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
```

```rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

CT.APIGATEWAY.PR.6 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:

- DomainName:
  - Type: AWS::ApiGateway::DomainName
  - Properties:
    - DomainName: example.com
    - EndpointConfiguration:
      - Types:
        - REGIONAL
      - SecurityPolicy: TLS_1_2

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:

- DomainName:
  - Type: AWS::ApiGateway::DomainName
  - Properties:
    - DomainName: example.com
AWS Control Tower User Guide

Proactive controls

EndpointConfiguration:
  Types:
  - REGIONAL
  SecurityPolicy: TLS_1_0

AWS Certificate Manager controls

Topics

- [CT.ACM.PR.1] Require an AWS Private CA certificate to have a single domain name (p. 278)

[CT.ACM.PR.1] Require an AWS Private CA certificate to have a single domain name

This control checks whether any AWS Certificate Manager (ACM) Private CA certificates have wildcard domain names instead of single domain names.

- **Control objective:** Protect configurations
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CertificateManager::Certificate
- **AWS CloudFormation guard rule:** [CT.ACM.PR.1 rule specification (p. 280)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ACM.PR.1 rule specification (p. 280)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ACM.PR.1 example templates (p. 282)]

Explanation

AWS Private CA allows you to use wildcards (*) in the domain name, so you can protect several sites in the same domain. This type of certificate presents some risk, because if the private key of a certificate is compromised, all domain and subdomains with the compromised certificate are compromised. We recommend that you use single domain name certificates instead of wildcard certificates to reduce these associated risks.

Remediation for rule failure

Set DomainName and each entry within SubjectAlternativeNames to a fully qualified domain name (FQDN) that does not contain a wildcard (*).

The examples that follow show how to implement this remediation.

**AWS Certificate Manager Private CA Certificate - Example One**

AWS Certificate Manager Private CA certificate configured with a single domain and no subject alternative names. The example is shown in JSON and in YAML.

**JSON example**
The examples that follow show how to implement this remediation.

**AWS Certificate Manager Private CA Certificate - Example Two**

AWS Certificate Manager private CA certificate configured with a single domain and one subject alternative name. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "Resources": {
      "ACMCertificate": {
         "Type": "AWS::CertificateManager::Certificate",
         "Properties": {
            "DomainName": "example.com"
         }
      }
   }
}
```

**YAML example**

```yaml
Resources:
  ACMCertificate:
    Type: AWS::CertificateManager::Certificate
    Properties:
      DomainName: example.com
```

The examples that follow show how to implement this remediation.

**AWS Certificate Manager Private CA Certificate - Example Two**

AWS Certificate Manager private CA certificate configured with a single domain and one subject alternative name. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "Resources": {
      "ACMCertificate": {
         "Type": "AWS::CertificateManager::Certificate",
         "Properties": {
            "DomainName": "example.com",
            "SubjectAlternativeNames": [ "www.example.com" ]
         }
      }
   }
}
```

**YAML example**

```yaml
Resources:
  ACMCertificate:
    Type: AWS::CertificateManager::Certificate
    Properties:
      DomainName: example.com
      SubjectAlternativeNames: [ "www.example.com" ]
```
Properties:
  DomainName: example.com
  SubjectAlternativeNames:
    - www.example.com

CT.ACM.PR.1 rule specification

# ####################################################################
##       Rule Specification        ##
# ####################################################################
#
# Rule Identifier:
#   acm_certificate_domain_name_check
#
# Description:
#   This control checks whether any AWS Certificate Manager (ACM) Private CA certificates
#   have wildcard domain names instead of single domain names.
#
# Reports on:
#   AWS::CertificateManager::Certificate
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any ACM certificate resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an ACM certificate resource
#     And: 'CertificateAuthorityArn' has not been provided
#     Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an ACM certificate resource
#     And: 'DomainName' has not been provided
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an ACM certificate resource
#     And: 'CertificateAuthorityArn' has been provided
#     And: 'SubjectAlternativeNames' has not been provided or provided as an empty list
#     And: 'DomainName' has been provided with a string that begins with a wildcard
character ('*').
#     Then: FAIL
#   Scenario: 5
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an ACM certificate resource
And: 'CertificateAuthorityArn' has been provided
And: 'DomainName' has been provided with a string that does not begin with a wildcard character ('*').
And: 'SubjectAlternativeNames' has been provided as a non-empty list containing a string that begins with a wildcard character ('*').
Then: FAIL

Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an ACM certificate resource
And: 'CertificateAuthorityArn' has been provided
And: 'DomainName' has been provided with a string that does not begin with a wildcard character ('*').
And: 'SubjectAlternativeNames' has not been provided or provided as an empty list
Then: PASS

Scenario: 7
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an ACM certificate resource
And: 'CertificateAuthorityArn' has been provided
And: 'DomainName' has been provided with a string that does not begin with a wildcard character ('*').
And: 'SubjectAlternativeNames' has been provided as a non-empty list where no entries are strings that begin with a wildcard character ('*').
Then: PASS

# Constants

let ACM_CERTIFICATE_TYPE = "AWS::CertificateManager::Certificate"
let WILDCARD_DOMAIN_NAME_REGEX_PATTERN = /^(\*\.).*$/
let INPUT_DOCUMENT = this

# Assignments

let acm_certificates = Resources.*[ Type == ACM_CERTIFICATE_TYPE ]

# Primary Rules

rule acm_certificate_domain_name_check when is_cfn_template(INPUT_DOCUMENT)
%acm_certificates not empty {
    check(acm_certificates.Properties) %acm_certificates not empty {
        [CT.ACM.PR.1]: Require an AWS Private CA certificate to have a single domain name
        [FIX]: Set 'DomainName' and each entry within 'SubjectAlternativeNames' to a fully qualified domain name (FQDN) that does not contain a wildcard (*).
    }>
}

rule acm_certificate_domain_name_check when is_cfn_hook(INPUT_DOCUMENT,
    ACM_CERTIFICATE_TYPE) {
    check(INPUT_DOCUMENT.ACM_CERTIFICATE_TYPE.resourceProperties) {
        [CT.ACM.PR.1]: Require an AWS Private CA certificate to have a single domain name
        [FIX]: Set 'DomainName' and each entry within 'SubjectAlternativeNames' to a fully qualified domain name (FQDN) that does not contain a wildcard (*).
    }>
}

# Parameterized Rules

CT.ACM.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
ACMCertificate:
  Type: AWS::CertificateManager::Certificate
  Properties:
    DomainName: example.com
Proactive controls

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
  ACMCertificate:
    Type: AWS::CertificateManager::Certificate
    Properties:
      DomainName: '*.example.com'
```

AWS AppSync controls

Topics

- [CT.APPSYNC.PR.1] Require an AWS AppSync GraphQL API to have logging enabled (p. 283)
- [CT.APPSYNC.PR.2] Require an AWS AppSync GraphQL API to be configured with private visibility (p. 288)
- [CT.APPSYNC.PR.3] Require that an AWS AppSync GraphQL API is not authenticated with API keys (p. 292)
- [CT.APPSYNC.PR.4] Require an AWS AppSync GraphQL API cache to have encryption in transit enabled. (p. 296)
- [CT.APPSYNC.PR.5] Require an AWS AppSync GraphQL API cache to have encryption at rest enabled. (p. 300)

[CT.APPSYNC.PR.1] Require an AWS AppSync GraphQL API to have logging enabled

This control checks whether an AWS AppSync GraphQL API has been configured to send request-level and field-level logs to Amazon CloudWatch Logs.

- Control objective: Establish logging and monitoring
- Implementation: AWS CloudFormation guard rule
- Control behavior: Proactive
- Resource types: AWS::AppSync::GraphQLApi
- AWS CloudFormation guard rule: CT.APPSYNC.PR.1 rule specification (p. 284)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.APPSYNC.PR.1 rule specification (p. 284)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: CT.APPSYNC.PR.1 example templates (p. 287)

Explanation

AppSync logs are useful for debugging issues related to requests.

Remediation for rule failure

Within LogConfig, set FieldLogLevel to ALL or ERROR and set CloudWatchLogsRoleArn to the ARN of an AWS IAM role configured to allow AWS AppSync to send logs to Amazon CloudWatch Logs.
The examples that follow show how to implement this remediation.

**AWS AppSync GraphQL API - Example**

An AWS AppSync GraphQL API configured to send GraphQL operations and tracing to Amazon CloudWatch Logs. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "GraphQLApi": {
      "Type": "AWS::AppSync::GraphQLApi",
      "Properties": {
         "Name": "SampleApi",
         "AuthenticationType": "AWS_IAM",
         "LogConfig": {
            "FieldLogLevel": "ALL",
            "CloudWatchLogsRoleArn": {
               "Fn::GetAtt": [
                  "AppSyncLoggingRole",
                  "Arn"
               ]
            }
         }
      }
   }
}
```

**YAML example**

```yaml
GraphQLApi:
  Type: AWS::AppSync::GraphQLApi
  Properties:
    Name: SampleApi
    AuthenticationType: AWS_IAM
    LogConfig:
      FieldLogLevel: ALL
      CloudWatchLogsRoleArn: !GetAtt 'AppSyncLoggingRole.Ar
```

**CT.APPSYNC.PR.1 rule specification**

```
# ###################################
##       Rule Specification        ##
####################################
#
# Rule Identifier:
#   appsync_logging_enabled_check
#
# Description:
#   This control checks whether an AWS AppSync GraphQL API has been configured to send request-level and field-level logs to Amazon CloudWatch Logs.
#
# Reports on:
#   AWS::AppSync::GraphQLApi
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
```
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any AppSync GraphQL API resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an AppSync GraphQL API resource
# And: 'LogConfig' has not been provided
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an AppSync GraphQL API resource
# And: 'LogConfig' has been provided
# And: 'FieldLogLevel' in 'LogConfig' has not been provided or provided and set to a
# value other
# than 'ERROR' or 'ALL'
# And: 'CloudWatchLogsRoleArn' in 'LogConfig' has not been provided or provided and
# set to an empty
# string or invalid local reference
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an AppSync GraphQL API resource
# And: 'LogConfig' has been provided
# And: 'FieldLogLevel' in 'LogConfig' has been provided and set to 'ERROR' or 'ALL'
# And: 'CloudWatchLogsRoleArn' in 'LogConfig' has not been provided or provided and
# set to an empty
# string or invalid local reference
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an AppSync GraphQL API resource
# And: 'LogConfig' has been provided
# And: 'FieldLogLevel' in 'LogConfig' has not been provided or provided and set to a non-
# empty string or valid
# local reference
# Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an AppSync GraphQL API resource
# And: 'LogConfig' has been provided
# And: 'FieldLogLevel' in 'LogConfig' has been provided and set to 'ERROR' or 'ALL'
# And: 'CloudWatchLogsRoleArn' in 'LogConfig' has been provided and set to a non-
# empty string or valid
# local reference
# Then: PASS

# Constants
#
let APPSYNC_GRAPHQL_API_TYPE = "AWS::AppSync::GraphQLApi"
let ALLOWED_APPSYNC_LOG_LEVELS = [ "ERROR", "ALL" ]
let INPUT_DOCUMENT = this
#
# Assignments
#
let async_graphql_apis = Resources.*[ Type == %APPSYNC_GRAPHQL_API_TYPE ]
#
# Primary Rules
#
rule async_logging_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
  async_graphql_apis not empty {
    check(async_graphql_apis.Properties)
    [CT.APPSYNC.PR.1]: Require an AWS AppSync GraphQL API to have logging enabled
    [FIX]: Within 'LogConfig', set 'FieldLogLevel' to 'ALL' or 'ERROR' and set
    'CloudWatchLogsRoleArn' to the ARN of an AWS IAM role configured to allow AWS AppSync to
    send logs to Amazon CloudWatch Logs.
  }
rule async_logging_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %APPSYNC_GRAPHQL_API_TYPE) {
    check(%INPUT_DOCUMENT.%APPSYNC_GRAPHQL_API_TYPE.resourceProperties)
    [CT.APPSYNC.PR.1]: Require an AWS AppSync GraphQL API to have logging enabled
    [FIX]: Within 'LogConfig', set 'FieldLogLevel' to 'ALL' or 'ERROR' and set
    'CloudWatchLogsRoleArn' to the ARN of an AWS IAM role configured to allow AWS AppSync to
    send logs to Amazon CloudWatch Logs.
  }
#
# Parameterized Rules
#
rule check(async_graphql_api) {
  async_graphql_api {
    # Scenario 2
    LogConfig exists
    LogConfig is_struct
    LogConfig {
      # Scenarios 3, 4, 5 and 6
      FieldLogLevel exists
      FieldLogLevel in %ALLOWED_APPSYNC_LOG_LEVELS

      CloudWatchLogsRoleArn exists
      check_is_string_and_not_empty(CloudWatchLogsRoleArn) or
      check_local_references(%INPUT_DOCUMENT, CloudWatchLogsRoleArn,
      "AWS::IAM::Role")
    }
  }
}
#
# Utility Rules
#
rule is_cfn_template(doc) {
  doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
  doc.%RESOURCE_TYPE.resourceProperties exists
CT.APSSYNC.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
GraphQLApi:
  Type: AWS::AppSync::GraphQLApi
  Properties:
    Name:
      Fn::Sub: ${AWS::StackName}-example
    AuthenticationType: AWS_IAM
    LogConfig:
      FieldLogLevel: ALL
      CloudWatchLogsRoleArn:
        Fn::GetAtt:
          - AppSyncLoggingRole
          - Arn
    AppSyncLoggingRole:
      Type: AWS::IAM::Role
      Properties:
        AssumeRolePolicyDocument:
          Version: '2012-10-17'
          Statement:
            - Effect: Allow
              Principal:
                Service:
                  - appsync.amazonaws.com
              Action:
                - sts:AssumeRole
          Path: /
Policies:
- PolicyName: AppSyncLoggingPolicy
  PolicyDocument:
  Version: '2012-10-17'
  Statement:
  - Effect: Allow
    Action:
    - logs:CreateLogGroup
    - logs:CreateLogStream
    - logs:PutLogEvents
    Resource: '*'

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
GraphQLApi:
  Type: AWS::AppSync::GraphQLApi
  Properties:
  Name:
    Fn::Sub: ${AWS::StackName}-example
  AuthenticationType: AWS_IAM
  LogConfig:
    FieldLogLevel: NONE
    CloudWatchLogsRoleArn:
      Fn::GetAtt:
      - AppSyncLoggingRole
      - Arn
  AppSyncLoggingRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: '2012-10-17'
        Statement:
        - Effect: Allow
          Principal:
            Service:
            - appsync.amazonaws.com
          Action:
            - sts:AssumeRole
          Path: /
      Policies:
        - PolicyName: AppSyncLoggingPolicy
          PolicyDocument:
            Version: '2012-10-17'
            Statement:
            - Effect: Allow
              Action:
              - logs:CreateLogGroup
              - logs:CreateLogStream
              - logs:PutLogEvents
              Resource: '*'

[CT.APPSYNC.PR.2] Require an AWS AppSync GraphQL API to be configured with private visibility

This control checks whether an AWS AppSync GraphQL API has been configured with private visibility.

- Control objective: Limit network access
Proactive controls

- **Implementation**: AWS CloudFormation guard rule
- **Control behavior**: Proactive
- **Resource types**: AWS::AppSync::GraphQLApi
- **AWS CloudFormation guard rule**: CT.APPSYNC.PR.2 rule specification (p. 290)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.APPSYNC.PR.2 rule specification (p. 290)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: CT.APPSYNC.PR.2 example templates (p. 291)

Explanation

If you use Amazon Virtual Private Cloud (Amazon VPC), you can create AWS AppSync Private APIs, which are APIs that are accessible only from a Amazon VPC. With a Private API, you can restrict API access to your internal applications and connect to your GraphQL and Realtime endpoints without exposing data publicly.

**Usage considerations**

- This control requires AWS AppSync GraphQL APIs to be configured with private API features, so that they are accessible only from a Amazon VPC. If you require your AWS AppSync GraphQL APIs to be accessible from an AWS AppSync public endpoint, do not enable this control.

**Remediation for rule failure**

Set the Visibility property to PRIVATE.

The examples that follow show how to implement this remediation.

**AWS AppSync Private API - Example**

An AWS AppSync GraphQL API configured with private visibility. The example is shown in JSON and in YAML.

**JSON example**

```json
[
   "GraphQLApi": {
      "Type": "AWS::AppSync::GraphQLApi",
      "Properties": {
         "Name": "SampleApi",
         "AuthenticationType": "AWS_IAM",
         "Visibility": "PRIVATE"
      }
   }
]
```

**YAML example**

```yaml
GraphQLApi:
   Type: AWS::AppSync::GraphQLApi
```
Properties:
  Name: SampleApi
  AuthenticationType: AWS_IAM
  Visibility: PRIVATE

CT.APPSYNC.PR.2 rule specification

# ####################################################################
##       Rule Specification        ##
# ####################################################################
#
# Rule Identifier:
#  appsync_api_private_visibility_check
#
# Description:
#  This control checks whether an AWS AppSync GraphQL API has been configured with private visibility.
#
# Reports on:
#  AWS::AppSync::GraphQLApi
#
# Evaluates:
#  AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#  None
#
# Scenarios:
#  Scenario: 1
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#    And: The input document does not contain any AWS AppSync GraphQL API resources
#    Then: SKIP
#  Scenario: 2
#    Given: The input document contains an AWS AppSync GraphQL API resource
#    And: 'Visibility' has not been provided
#    Then: FAIL
#  Scenario: 3
#    Given: The input document contains an AWS AppSync GraphQL API resource
#    And: 'Visibility' has been provided and set to a value other than 'PRIVATE'
#    Then: FAIL
#  Scenario: 4
#    Given: The input document contains an AWS AppSync GraphQL API resource
#    And: 'Visibility' has been provided and set to 'PRIVATE'
#    Then: PASS
#
# Constants
#
let APPSYNC_GRAPHQL_API_TYPE = "AWS::AppSync::GraphQLApi"
let ALLOWED_VISIBILITY_LEVELS = [ "PRIVATE" ]
let INPUT_DOCUMENT = this
#
# Assignments
# Proactive controls

## CT.APPSYNC.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

```yaml
Resources:
  GraphQLApi:
    Type: AWS::AppSync::GraphQLApi
```

---
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FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
GraphQLApi:
  Type: AWS::AppSync::GraphQLApi
  Properties:
    Name:
      Fn::Sub: ${AWS::StackName}-example
    AuthenticationType: AWS_IAM
    Visibility: GLOBAL

[CT.APPSYNC.PR.3] Require that an AWS AppSync GraphQL API is not authenticated with API keys

This control checks that an AWS AppSync GraphQL API has been configured with an authentication type other than API_KEY authentication.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::AppSync::GraphQLApi
- **AWS CloudFormation guard rule:** [CT.APPSYNC.PR.3 rule specification (p. 293)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.APPSYNC.PR.3 rule specification (p. 293)]
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.APPSYNC.PR.3 example templates (p. 295)]

**Explanation**

One way to control throttling for unauthenticated GraphQL endpoints is through the use of API keys. API keys are recommended only for development purposes, or in scenarios where it is safe to expose a public API. If static API keys are stolen, an API can become vulnerable to replay attacks.

**Remediation for rule failure**

Set the AuthenticationType property to a value other than API_KEY, and ensure no entry in the AdditionalAuthenticationProviders property has an AuthenticationType value of API_KEY.

The examples that follow show how to implement this remediation.

**AWS AppSync GraphQL API - Example**

An AWS AppSync GraphQL API configured with IAM authorization. The example is shown in JSON and in YAML.
JSON example

```json
{
    "GraphQLApi": {
        "Type": "AWS::AppSync::GraphQLApi",
        "Properties": {
            "Name": "SampleApi",
            "AuthenticationType": "AWS_IAM"
        }
    }
}
```

YAML example

```yaml
GraphQLApi:
  Type: AWS::AppSync::GraphQLApi
  Properties:
    Name: SampleApi
    AuthenticationType: AWS_IAM
```

CT.APPSYNC.PR.3 rule specification

```plaintext
# ###################################
##       Rule Specification        
####################################
#
# Rule Identifier:
#   appsync_authorization_check
#
# Description:
#   This control checks that an AWS AppSync GraphQL API has been configured with an 
#   authentication type other than API_KEY authentication.
#
# Reports on:
#   AWS::AppSync::GraphQLApi
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
#            document 
#            And: The input document does not contain any AWS AppSync GraphQL API resources 
#            Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
#            document 
#            And: The input document contains an AWS AppSync GraphQL API resource 
#            And: 'AuthenticationType' has not been provided 
#            Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
#            document
```
# And: The input document contains an AWS AppSync GraphQL API resource
# And: 'AuthenticationType' has been provided and is equal to 'API_KEY'
# And: 'AdditionalAuthenticationProviders' has not been provided or provided as an empty list
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an AWS AppSync GraphQL API resource
# And: 'AuthenticationType' has been provided and is equal to a value other than 'API_KEY'
# And: 'AdditionalAuthenticationProviders' has been provided as a non-empty list
# And: An entry in 'AdditionalAuthenticationProviders' has 'AuthenticationType' equal to 'API_KEY'
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an AWS AppSync GraphQL API resource
# And: 'AuthenticationType' has been provided and is equal to a value other than 'API_KEY'
# And: 'AdditionalAuthenticationProviders' has not been provided or provided as an empty list
# Then: PASS
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an AWS AppSync GraphQL API resource
# And: 'AuthenticationType' has been provided and is equal to a value other than 'API_KEY'
# And: 'AdditionalAuthenticationProviders' has been provided as a non-empty list
# And: No entries in 'AdditionalAuthenticationProviders' have 'AuthenticationType' equal to 'API_KEY'
# Then: PASS

# Constants
#
let APPSYNC_GRAPHQL_API_TYPE = "AWS::AppSync::GraphQLApi"
let DISALLOWED_AUTHORIZATION_TYPES = [ "API_KEY" ]
let INPUT_DOCUMENT = this
#
# Assignments
#
let appsync_graphql_apis = Resources.*[ Type == %APPSYNC_GRAPHQL_API_TYPE ]
#
# Primary Rules
#
rule appsync_authorization_check when is_cfn_template(%INPUT_DOCUMENT)
    %appsync_graphql_apis not empty { check(%appsync_graphql_apis.Properties)
        [CT.APPSYNC.PR.3]: Require that an AWS AppSync GraphQL API is not authenticated with API keys
        [FIX]: Set the AuthenticationType property to a value other than API_KEY, and ensure no entry in the AdditionalAuthenticationProviders property has an AuthenticationType value of API_KEY.
    }
}

rule appsync_authorization_check when is_cfn_hook(%INPUT_DOCUMENT, %APPSYNC_GRAPHQL_API_TYPE) {
    check(%INPUT_DOCUMENT.%APPSYNC_GRAPHQL_API_TYPE.resourceProperties)
    <<
CT.APPSYNC.PR.3: Require that an AWS AppSync GraphQL API is not authenticated with API keys

[FIX]: Set the AuthenticationType property to a value other than API_KEY, and ensure no entry in the AdditionalAuthenticationProviders property has an AuthenticationType value of API_KEY.

# Parameterized Rules

rule check(appsync_graphql_api) {
  %appsync_graphql_api {
    # Scenarios 2, 3 and 5
    check_authentication_type(this)
  }

  %appsync_graphql_api [
    AdditionalAuthenticationProviders exists
    AdditionalAuthenticationProviders is_list
    AdditionalAuthenticationProviders not empty
  ] {
    AdditionalAuthenticationProviders[*] {
      # Scenarios 4 and 6
      check_authentication_type(this)
    }
  }
}

rule check_authentication_type(appsync_configuration) {
  %appsync_configuration {
    AuthenticationType exists
    AuthenticationType not in %DISALLOWED_AUTHORIZATION_TYPES
  }
}

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists  or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.APPSYNC.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
GraphQLApi:
  Type: AWS::AppSync::GraphQLApi
  Properties:
    Name:
      Fn::Sub: ${AWS::StackName}-example
[CT.APPSYNC.PR.4] Require an AWS AppSync GraphQL API cache to have encryption in transit enabled.

This control checks whether an AWS AppSync API cache has encryption in transit enabled.

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::AppSync::ApiCache
- **AWS CloudFormation guard rule:** CT.APPSYNC.PR.4 rule specification (p. 297)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.APPSYNC.PR.4 rule specification (p. 297)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: CT.APPSYNC.PR.4 example templates (p. 299)

**Explanation**

Enabling this feature ensures that requests between AWS AppSync, the cache, and the data sources (except insecure HTTP data sources) are encrypted at the network level. Because some processing is needed to encrypt and decrypt the data at the endpoints, in-transit encryption can affect performance.
Remediation for rule failure

Set the value of the TransitEncryptionEnabled property to true.

The examples that follow show how to implement this remediation.

AWS AppSync GraphQL API Cache - Example

An AWS AppSync GraphQL API cache configured with encryption in transit enabled. The example is shown in JSON and in YAML.

JSON example

```json
{
   "GraphQLApiCache": {
      "Type": "AWS::AppSync::ApiCache",
      "Properties": {
         "ApiId": {
            "Fn::GetAtt": "GraphQLApi.ApiId"
         },
         "Type": "SMALL",
         "ApiCachingBehavior": "FULL_REQUEST_CACHING",
         "Ttl": 1200,
         "TransitEncryptionEnabled": true
      }
   }
}
```

YAML example

```yaml
GraphQLApiCache:
  Type: AWS::AppSync::ApiCache
  Properties:
    ApiId: !GetAtt 'GraphQLApi.ApiId'
    Type: SMALL
    ApiCachingBehavior: FULL_REQUEST_CACHING
    Ttl: 1200
    TransitEncryptionEnabled: true
```

CT.APPSYNC.PR.4 rule specification

```
# ###################################
##       Rule Specification        
###################################
#
# Rule Identifier:
#   appsync_cache_encryption_in_transit_check
# # Description:
#   This control checks whether an AWS AppSync API cache has encryption in transit enabled.
# # Reports on:
#   AWS::AppSync::ApiCache
# # Evaluates:
```
# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any AWS AppSync GraphQL API cache
# resources
# Then: SKIP

# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an AWS AppSync GraphQL API cache resource
# And: 'TransitEncryptionEnabled' has not been provided
# Then: FAIL

# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an AWS AppSync GraphQL API cache resource
# And: 'TransitEncryptionEnabled' been provided and is equal to a value other than
# bool(true)
# Then: FAIL

# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an AWS AppSync GraphQL API cache resource
# And: 'TransitEncryptionEnabled' been provided and is equal to bool(true)
# Then: PASS

# Constants

let APPSYNC_GRAPHQL_API_CACHE_TYPE = "AWS::AppSync::ApiCache"
let INPUT_DOCUMENT = this

# Assignments

let appsync_graphql_api_caches = Resources.*[ Type == %APPSYNC_GRAPHQL_API_CACHE_TYPE ]

# Primary Rules

rule appsync_cache_encryption_in_transit_check when is_cfn_template(%INPUT_DOCUMENT)
%appsync_graphql_api_caches not empty {
    check(%appsync_graphql_api_caches.Properties)
    %appsync_graphql_api_caches not empty {
        [CT.APPSYNC.PR.4]: Require an AWS AppSync GraphQL API cache to have encryption in
        transit enabled.
        [FIX]: Set the value of the TransitEncryptionEnabled property to true.
        >>
    }
}

rule appsync_cache_encryption_in_transit_check when is_cfn_hook(%INPUT_DOCUMENT,
%APPSYNC_GRAPHQL_API_CACHE_TYPE) {
    check(%INPUT_DOCUMENT.%APPSYNC_GRAPHQL_API_CACHE_TYPE.resourceProperties)
    %appsync_graphql_api_caches not empty {
        [CT.APPSYNC.PR.4]: Require an AWS AppSync GraphQL API cache to have encryption in
        transit enabled.
        [FIX]: Set the value of the TransitEncryptionEnabled property to true.
        >>
    }
}
# Parameterized Rules

rule check(appsync_graphql_api_cache) {
  %appsync_graphql_api_cache {
    # Scenario 2
    TransitEncryptionEnabled exists
    # Scenarios 3 and 4
    TransitEncryptionEnabled == true
  }
}

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.APPSYNC.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
- GraphQLApi:
  - Type: AWS::AppSync::GraphQLApi
  - Properties:
    - Name:
      - Fn::Sub: '${AWS::StackName}-example'
    - AuthenticationType: AWS_IAM

- GraphQLApiCache:
  - Type: AWS::AppSync::ApiCache
  - Properties:
    - ApiId:
      - Fn::GetAtt: GraphQLApi.ApiId
    - Type: SMALL
    - ApiCachingBehavior: FULL_REQUEST_CACHING
    - Ttl: 1200
    - TransitEncryptionEnabled: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
- GraphQLApi:
  - Type: AWS::AppSync::GraphQLApi
  - Properties:
    - Name:
      - Fn::Sub: '${AWS::StackName}-example'
[CT.APPSYNC.PR.5] Require an AWS AppSync GraphQL API cache to have encryption at rest enabled.

This control checks whether an AWS AppSync API cache has encryption at rest enabled.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::AppSync::ApiCache
- **AWS CloudFormation guard rule:** [CT.APPSYNC.PR.5 rule specification](p. 301)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.APPSYNC.PR.5 rule specification](p. 301)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.APPSYNC.PR.5 example templates](p. 303)

**Explanation**

Data saved to disk from memory during swap operations is encrypted at the cache instance. Protecting data at rest is an important security best practice. It can mitigate the risk associated with unintended data exposure.

**Remediation for rule failure**

Set the value of the AtRestEncryptionEnabled property to true.

The examples that follow show how to implement this remediation.

**AWS AppSync GraphQL API Cache - Example**

An AWS AppSync GraphQL API cache configured with encryption at rest enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "GraphQLApiCache": {
    "Type": "AWS::AppSync::ApiCache",
    "Properties": {
      "ApiId": {
```
YAML example

GraphQLApiCache:
  Type: AWS::AppSync::ApiCache
  Properties:
    ApiId: !GetAtt 'GraphQLApi.ApiId'
    Type: SMALL
    ApiCachingBehavior: FULL_REQUEST_CACHING
    Ttl: 1200
    AtRestEncryptionEnabled: true

CT.APPSYNC.PR.5 rule specification

```yaml
# ###############################################################
# Rule Specification  ##
# ################################################################
#
# Rule Identifier:
#   appsync_cache_encryption_at_rest_check
#
# Description:
#   This control checks whether an AWS AppSync API cache has encryption at rest enabled.
#
# Reports on:
#   AWS::AppSync::ApiCache
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#  Scenario: 1
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#    And: The input document does not contain any AWS AppSync GraphQL API cache resources
#    Then: SKIP
#  Scenario: 2
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#    And: The input document contains an AWS AppSync GraphQL API cache resource
#    And: 'AtRestEncryptionEnabled' has not been provided
#    Then: FAIL
#  Scenario: 3
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
```
And: The input document contains an AWS AppSync GraphQL API cache resource
And: 'AtRestEncryptionEnabled' been provided and is equal to a value other than bool(true)
Then: FAIL

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an AWS AppSync GraphQL API cache resource
And: 'AtRestEncryptionEnabled' been provided and is equal to bool(true)
Then: PASS

Constants
let APPSYNC_GRAPHQL_API_CACHE_TYPE = "AWS::AppSync::ApiCache"
let INPUT DOCUMENT = this

Assignments
let appsync_graphql_api_caches = Resources.*[ Type == %APPSYNC_GRAPHQL_API_CACHE_TYPE ]

Primary Rules
rule appsync_cache_encryption_at_rest_check when is_cfn_template(%INPUT_DOCUMENT)
%appsync_graphql_api_caches not empty {
  check(%appsync_graphql_api_caches.Properties)
  [CT.APPSYNC.PR.5]: Require an AWS AppSync GraphQL API cache to have encryption at
  rest enabled.
  [FIX]: Set the value of the AtRestEncryptionEnabled property to true.
}

rule appsync_cache_encryption_at_rest_check when is_cfn_hook(%INPUT_DOCUMENT,
%APPSYNC_GRAPHQL_API_CACHE_TYPE) {
  check(%INPUT_DOCUMENT.%APPSYNC_GRAPHQL_API_CACHE_TYPE.resourceProperties)
  [CT.APPSYNC.PR.5]: Require an AWS AppSync GraphQL API cache to have encryption at
  rest enabled.
  [FIX]: Set the value of the AtRestEncryptionEnabled property to true.
}

Parameterized Rules
rule check(appsync_graphql_api_cache) {
  %appsync_graphql_api_cache {
    # Scenario 2
    AtRestEncryptionEnabled exists
    # Scenarios 3 and 4
    AtRestEncryptionEnabled == true
  }
}

Utility Rules
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
Proactive controls

```python
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

CT.APPSYNC.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```
Resources:
  GraphQLApi:
    Type: AWS::AppSync::GraphQLApi
    Properties:
      Name:
        Fn::Sub: ${AWS::StackName}-example
      AuthenticationType: AWS_IAM
  GraphQLApiCache:
    Type: AWS::AppSync::ApiCache
    Properties:
      ApiId:
        Fn::GetAtt: GraphQLApi.ApiId
      Type: SMALL
      ApiCachingBehavior: FULL_REQUEST_CACHING
      Ttl: 1200
      AtRestEncryptionEnabled: true
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
  GraphQLApi:
    Type: AWS::AppSync::GraphQLApi
    Properties:
      Name:
        Fn::Sub: ${AWS::StackName}-example
      AuthenticationType: AWS_IAM
  GraphQLApiCache:
    Type: AWS::AppSync::ApiCache
    Properties:
      ApiId:
        Fn::GetAtt: GraphQLApi.ApiId
      Type: SMALL
      ApiCachingBehavior: FULL_REQUEST_CACHING
      Ttl: 1200
      AtRestEncryptionEnabled: false
```

Amazon Athena controls

Topics

- [CT.ATHENA.PR.1] Require an Amazon Athena workgroup to encrypt Athena query results at rest (p. 304)
• [CT.ATHENA.PR.2] Require an Amazon Athena workgroup to encrypt Athena query results at rest with an AWS Key Management Service (KMS) key (p. 308)

[CT.ATHENA.PR.1] Require an Amazon Athena workgroup to encrypt Athena query results at rest

This control checks whether an Amazon Athena workgroup requires query results to be encrypted at rest.

• Control objective: Encrypt data at rest
• Implementation: AWS CloudFormation guard rule
• Control behavior: Proactive
• Resource types: AWS::Athena::WorkGroup
• AWS CloudFormation guard rule: CT.ATHENA.PR.1 rule specification (p. 305)

Details and examples

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ATHENA.PR.1 rule specification (p. 305)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.ATHENA.PR.1 example templates (p. 307)

Explanation

For an added layer of security, you can encrypt the results of all Athena queries in Amazon S3. The location where Athena stores these query results is known as the Amazon S3 results location.

Usage considerations

• This control requires Athena workgroups to override client settings by requiring the EnforceWorkGroupConfiguration property to be provided and set to true, or omitted to adopt the default value of true.

Remediation for rule failure

In the WorkGroupConfiguration.ResultConfiguration parameter, provide an EncryptionConfiguration configuration with an EncryptionOption value set to one of CSE_KMS, SSE_KMS or SSE_S3.

The examples that follow show how to implement this remediation.

Amazon Athena workgroup - Example

Amazon Athena workgroup configured to encrypt Athena query results with Amazon S3-managed keys (SSE_S3). The example is shown in JSON and in YAML.

JSON example

```
{
  "AthenaWorkGroup": {
    "Type": "AWS::Athena::WorkGroup",
    "Properties": {
      "Name": {
        "Fn::Sub": "${AWS::StackName}-example"
      },
      "Description": "Example workgroup",
      "State": "ENABLED",
```
"WorkGroupConfiguration": {  
"ResultConfiguration": {  
"EncryptionConfiguration": {  
"EncryptionOption": "SSE_S3"  
}  
}  
}  
}  
}  
]}

YAML example

AthenaWorkGroup:  
  Type: AWS::Athena::WorkGroup  
  Properties:  
  Name: !Sub '${AWS::StackName}-example'  
  Description: Example workgroup  
  State: ENABLED  
  WorkGroupConfiguration:  
    ResultConfiguration:  
      EncryptionConfiguration:  
        EncryptionOption: SSE_S3

CT.ATHENA.PR.1 rule specification

# ################################################################  
## Rule Specification  ##  
# ################################################################  

# Rule Identifier:  
#   athena_workgroup_results_encrypted_at_rest_check  
#  
# Description:  
#   This control checks whether an Amazon Athena workgroup requires query results to be  
#   encrypted at rest.  
#  
# Reports on:  
#   AWS::Athena::WorkGroup  
#  
# Evaluates:  
#   AWS CloudFormation, AWS CloudFormation hook  
#  
# Rule Parameters:  
#   None  
#  
# Scenarios:  
#   Scenario: 1  
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook  
#     document  
#      And: The input document does not contain any Athena workgroup resources  
#      Then: SKIP  
#   Scenario: 2  
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook  
#     document  
#      And: The input document contains an Athena workgroup resource  
#      And: 'EnforceWorkGroupConfiguration' in 'WorkGroupConfiguration' has been provided  
#      And:  
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# set to a value other than bool(true)
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#   And: The input document contains an Athena workgroup resource
#   And: 'EnforceWorkGroupConfiguration' in 'WorkGroupConfiguration' has not been
#        provided or provided
#   And: 'EncryptionConfiguration' in 'WorkGroupConfiguration.ResultConfiguration' has
#        not been provided
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#   And: The input document contains an Athena workgroup resource
#   And: 'EnforceWorkGroupConfiguration' in 'WorkGroupConfiguration' has not been
#        provided or provided
#   And: 'EncryptionConfiguration' in 'WorkGroupConfiguration.ResultConfiguration' has
#        been provided
#   And: 'EncryptionOption' in 'EncryptionConfiguration' has not been provided or
#        provided as an empty string
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#   And: The input document contains an Athena workgroup resource
#   And: 'EnforceWorkGroupConfiguration' in 'WorkGroupConfiguration' has not been
#        provided or provided
#   And: 'EncryptionConfiguration' in 'WorkGroupConfiguration.ResultConfiguration' has
#        been provided
#   And: 'EncryptionOption' in 'EncryptionConfiguration' has been provided as a non-
#        empty string
# Then: PASS

# Constants
let ATHENA_WORKGROUP_TYPE = "AWS::Athena::WorkGroup"
let INPUT_DOCUMENT = this

# Assignments
let athena_workgroups = Resources.*[ Type == %ATHENA_WORKGROUP_TYPE ]

# Primary Rules
rule athena_workgroup_results_encrypted_at_rest_check when is_cfn_template(%INPUT_DOCUMENT)
[
  %athena_workgroups not empty {
    check(%athena_workgroups.Properties)
    <<
    [CT.ATHENA.PR.1]: Require an Amazon Athena workgroup to encrypt Athena query
    results at rest
    [FIX]: In the 'WorkGroupConfiguration.ResultConfiguration' parameter, provide an
    'EncryptionConfiguration' configuration with an 'EncryptionOption' value set to one of
    'CSE_KMS', 'SSE_KMS' or 'SSE_S3'.
    >>
  }
]

rule athena_workgroup_results_encrypted_at_rest_check when is_cfn_hook(%INPUT_DOCUMENT,
  %ATHENA_WORKGROUP_TYPE) {
  check(%INPUT_DOCUMENT.%ATHENA_WORKGROUP_TYPE.resourceProperties)
[CT.ATHENA.PR.1]: Require an Amazon Athena workgroup to encrypt Athena query results at rest

[Fix]: In the 'WorkGroupConfiguration.ResultConfiguration' parameter, provide an 'EncryptionConfiguration' configuration with an 'EncryptionOption' value set to one of 'CSE_KMS', 'SSE_KMS' or 'SSE_S3'.

## Parameterized Rules

```plaintext
# Parameterized Rules
#
rule check(athena_workgroup) {
    %athena_workgroup {
        WorkGroupConfiguration exists
        WorkGroupConfiguration is_struct

        WorkGroupConfiguration {
            # Scenario 2
            EnforceWorkGroupConfiguration not exists or
            EnforceWorkGroupConfiguration == true

            ResultConfiguration exists
            ResultConfiguration is_struct
            ResultConfiguration {
                # Scenario 3
                EncryptionConfiguration exists
                EncryptionConfiguration is_struct

                EncryptionConfiguration {
                    # Scenarios 4 and 5
                    EncryptionOption exists
                    check_is_string_and_not_empty(EncryptionOption)
                }
            }
        }
    }
}
```

## Utility Rules

```plaintext
# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_is_string_and_not_empty(value) {
    %value {
        this is_string
        this != /\A\s*\z/
    }
}
```

### CT.ATHENA.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.
PASS Example - Use this template to verify a compliant resource creation.

```
Resources:
  AthenaWorkGroup:
    Type: AWS::Athena::WorkGroup
    Properties:
      Name: Fn::Sub: ${AWS::StackName}-example
      Description: Example workgroup
      State: ENABLED
      WorkGroupConfiguration:
        ResultConfiguration:
          EncryptionConfiguration:
            EncryptionOption: SSE_S3
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
  AthenaWorkGroup:
    Type: AWS::Athena::WorkGroup
    Properties:
      Name: Fn::Sub: ${AWS::StackName}-example
      Description: Example workgroup
      State: ENABLED
      WorkGroupConfiguration:
        EnforceWorkGroupConfiguration: false
```

[CT.ATHENA.PR.2] Require an Amazon Athena workgroup to encrypt Athena query results at rest with an AWS Key Management Service (KMS) key

This control checks whether an Amazon Athena workgroup is configured to encrypt query results at rest with an AWS KMS key.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Athena::WorkGroup
- **AWS CloudFormation guard rule:** [CT.ATHENA.PR.2 rule specification (p. 310)](#)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ATHENA.PR.2 rule specification (p. 310)](#)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ATHENA.PR.2 example templates (p. 313)](#)

Explanation

For an added layer of security, you can encrypt the results of Athena queries in the workgroup with AWS Key Management Service (KMS).
Usage considerations

- This control requires an Athena workgroup to override client settings by requiring the EnforceWorkGroupConfiguration property to be provided and set to true, or omitted to adopt the default value of true.

Remediation for rule failure

In the WorkGroupConfiguration.ResultConfiguration parameter, provide an EncryptionConfiguration configuration with an EncryptionOption set to a KMS-based encryption option, and with KmsKey set to the identifier or ARN of an AWS KMS key, or the name of an AWS KMS key alias.

The examples that follow show how to implement this remediation.

Amazon Athena workgroup - Example

Amazon Athena workgroup configured to encrypt Athena query results with AWS KMS (SSE_KMS). The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "AthenaWorkGroup": {
        "Type": "AWS::Athena::WorkGroup",
        "Properties": {
            "Name": {
                "Fn::Sub": "${AWS::StackName}-example"
            },
            "Description": "Example workgroup",
            "State": "ENABLED",
            "WorkGroupConfiguration": {
                "EnforceWorkGroupConfiguration": true,
                "ResultConfiguration": {
                    "EncryptionConfiguration": {
                        "KmsKey": {
                            "Ref": "Key"
                        },
                        "EncryptionOption": "SSE_KMS"
                    }
                }
            }
        }
    }
}
```

**YAML example**

```yaml
AthenaWorkGroup:
  Type: AWS::Athena::WorkGroup
  Properties:
    Name: !Sub '${AWS::StackName}-example'
    Description: Example workgroup
    State: ENABLED
    WorkGroupConfiguration:
      EnforceWorkGroupConfiguration: true
      ResultConfiguration:
        EncryptionConfiguration:
          KmsKey: !Ref 'Key'
```
EncryptionOption: SSE_KMS

CT.ATHENA.PR.2 rule specification

# ###########################################################################
##       Rule Specification        ##
###########################################################################
#
# Rule Identifier:
#   athena_workgroup_results_encrypted_at_rest_kms_check
#
# Description:
#   This control checks whether an Amazon Athena workgroup is configured to encrypt query
#   results at rest with an AWS KMS key.
#
# Reports on:
#   AWS::Athena::WorkGroup
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#          document
#             And: The input document does not contain any Athena workgroup resources
#             Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#          document
#             And: The input document contains an Athena workgroup resource
#             And: 'EnforceWorkGroupConfiguration' in 'WorkGroupConfiguration' has been provided
#                 and set to a value other than bool(true)
#             Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#          document
#             And: The input document contains an Athena workgroup resource
#             And: 'EnforceWorkGroupConfiguration' in 'WorkGroupConfiguration' has not been
#                 provided or provided
#                 and set to bool(true)
#             And: 'EncryptionConfiguration' in 'WorkGroupConfiguration.ResultConfiguration' has
#                 not been provided
#             Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#          document
#             And: The input document contains an Athena workgroup resource
#             And: 'EnforceWorkGroupConfiguration' in 'WorkGroupConfiguration' has not been
#                 provided or provided
#                 and set to bool(true)
#             And: 'EncryptionConfiguration' in 'WorkGroupConfiguration.ResultConfiguration' has
#                 been provided
#             And: 'EncryptionOption' in 'EncryptionConfiguration' has not been provided or
#                 provided as an empty string
#             And: 'KmsKey' in 'EncryptionConfiguration' has not been provided or provided as an
#                 empty string or
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Athena workgroup resource
# And: 'EnforceWorkGroupConfiguration' in 'WorkGroupConfiguration' has not been
# provided or provided
# and set to bool(true)
# And: 'EncryptionConfiguration' in 'WorkGroupConfiguration.ResultConfiguration' has
# been provided
# And: 'EncryptionOption' in 'EncryptionConfiguration' has been provided as a non-
# empty string
# And: 'KmsKey' in 'EncryptionConfiguration' has not been provided or provided as an
# empty string or
# invalid local reference
# Then: FAIL

# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Athena workgroup resource
# And: 'EnforceWorkGroupConfiguration' in 'WorkGroupConfiguration' has not been
# provided or provided
# and set to bool(true)
# And: 'EncryptionConfiguration' in 'WorkGroupConfiguration.ResultConfiguration' has
# been provided
# And: 'EncryptionOption' in 'EncryptionConfiguration' has not been provided or
# provided as an empty string
# And: 'KmsKey' in 'EncryptionConfiguration' has been provided as a non-empty string
# or valid local reference to
# a KMS key or key alias
# Then: FAIL

# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Athena workgroup resource
# And: 'EnforceWorkGroupConfiguration' in 'WorkGroupConfiguration' has not been
# provided or provided
# and set to bool(true)
# And: 'EncryptionConfiguration' in 'WorkGroupConfiguration.ResultConfiguration' has
# been provided
# And: 'EncryptionOption' in 'EncryptionConfiguration' has been provided as a non-
# empty string
# And: 'KmsKey' in 'EncryptionConfiguration' has been provided as a non-empty string
# or valid local reference to
# a KMS key or key alias
# Then: PASS

# Constants
# let ATHENA_WORKGROUP_TYPE = "AWS::Athena::WorkGroup"
# let INPUT_DOCUMENT = this

# Assignments
# let athena_workgroups = Resources.*[ Type == %ATHENA_WORKGROUP_TYPE ]

# Primary Rules
# rule athena_workgroup_results_encrypted_at_rest_kms_check when
# is_cfn_template(%INPUT_DOCUMENT)
# %athena_workgroups not empty
#
check(%athena_workgroups.Properties)
<<
[CT.ATHENA.PR.2]: Require an Amazon Athena workgroup to encrypt Athena query results at rest with an AWS Key Management Service (KMS) key
[FIX]: In the 'WorkGroupConfiguration.ResultConfiguration' parameter, provide an 'EncryptionConfiguration' configuration with an 'EncryptionOption' set to a KMS-based encryption option, and with 'KmsKey' set to the identifier or ARN of an AWS KMS key, or the name of an AWS KMS key alias.
>>

rule athena_workgroup_results_encrypted_at_rest_kms_check when is_cfn_hook(%INPUT_DOCUMENT, %ATHENA_WORKGROUP_TYPE) {
  check(%INPUT_DOCUMENT.%ATHENA_WORKGROUP_TYPE.resourceProperties)
<<
[CT.ATHENA.PR.2]: Require an Amazon Athena workgroup to encrypt Athena query results at rest with an AWS Key Management Service (KMS) key
[FIX]: In the 'WorkGroupConfiguration.ResultConfiguration' parameter, provide an 'EncryptionConfiguration' configuration with an 'EncryptionOption' set to a KMS-based encryption option, and with 'KmsKey' set to the identifier or ARN of an AWS KMS key, or the name of an AWS KMS key alias.
>>
}

# Parameterized Rules
#
rule check(athena_workgroup) {
  athena_workgroup {
    WorkGroupConfiguration exists
    WorkGroupConfiguration is_struct
    WorkGroupConfiguration {
      # Scenario 2
      EnforceWorkGroupConfiguration not exists or
      EnforceWorkGroupConfiguration == true

      ResultConfiguration exists
      ResultConfiguration is_struct
      ResultConfiguration {
        # Scenario 3
        EncryptionConfiguration exists
        EncryptionConfiguration is_struct
        EncryptionConfiguration {
          # Scenarios 4, 5, 6 and 7
          EncryptionOption exists
          check_is_string_and_not_empty(EncryptionOption)

          KmsKey exists
          check_is_string_and_not_empty(KmsKey) or
          check_local_references(%INPUT_DOCUMENT, KmsKey, "AWS::KMS::Key") or
          check_local_references(%INPUT_DOCUMENT, KmsKey, "AWS::KMS::Alias")
        }
      }
    }
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
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rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_is_string_and_not_empty(value) {
    %value {
        this is_string
        this !~ /\A\s*\z/
    }
}

rule check_local_references(doc, reference_properties, referenced_resource_type) {
    %reference_properties {
        'Fn::GetAtt' {
            query_for_resource(%doc, this[0], %referenced_resource_type)
            <<Local Stack reference was invalid>>
        } or Ref {
            query_for_resource(%doc, this, %referenced_resource_type)
            <<Local Stack reference was invalid>>
        }
    }
}

rule query_for_resource(doc, resource_key, referenced_resource_type) {
    let referenced_resource = %doc.Resources[ keys == %resource_key ]
    %referenced_resource not empty
    %referenced_resource {
        Type == %referenced_resource_type
    }
}

CT.ATHENA.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
Key:
  Type: AWS::KMS::Key
  Properties:
    KeyPolicy:
      Version: 2012-10-17
      Id: example-policy
      Statement:
      - Sid: Enable IAM user permissions
        Principal:
        Action: kms:*
        Resource: '*'
        Effect: Allow
        AWS:
          Fn::Sub: arn:${AWS::Partition}:iam::${AWS::AccountId}:root
          KeySpec: SYMMETRIC_DEFAULT
AthenaWorkGroup:
  Type: AWS::Athena::WorkGroup
  Properties:
    Name:
    Fn::Sub: ${AWS::StackName}-example
Description: Example workgroup
State: ENABLED
WorkGroupConfiguration:
  EnforceWorkGroupConfiguration: true
ResultConfiguration:
  EncryptionConfiguration:
    KmsKey:
      Ref: Key
    EncryptionOption: SSE_KMS

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
AthenaWorkGroup:
  Type: AWS::Athena::WorkGroup
  Properties:
    Name:
      Fn::Sub: ${AWS::StackName}-example
    Description: Example workgroup
    State: ENABLED
  WorkGroupConfiguration:
    ResultConfiguration:
      EncryptionConfiguration:
        EncryptionOption: SSE_S3

Amazon CloudFront controls

Topics
- [CT.CLOUDFRONT.PR.1] Require an Amazon CloudFront distribution to have a default root object configured (p. 315)
- [CT.CLOUDFRONT.PR.2] Require any Amazon CloudFront distributions with Amazon S3 backed origins to have an origin access identity configured (p. 319)
- [CT.CLOUDFRONT.PR.3] Require an Amazon CloudFront distribution to have encryption in transit configured (p. 327)
- [CT.CLOUDFRONT.PR.4] Require an Amazon CloudFront distribution to have origin failover configured (p. 333)
- [CT.CLOUDFRONT.PR.5] Require any Amazon CloudFront distribution to have logging enabled (p. 339)
- [CT.CLOUDFRONT.PR.6] Require an Amazon CloudFront distribution to use custom SSL/TLS certificates (p. 345)
- [CT.CLOUDFRONT.PR.7] Require an Amazon CloudFront distribution to use SNI to serve HTTPS requests (p. 351)
- [CT.CLOUDFRONT.PR.8] Require an Amazon CloudFront distribution to encrypt traffic to custom origins (p. 358)
- [CT.CLOUDFRONT.PR.9] Require an Amazon CloudFront distribution to have a security policy of TLSv1.2 as a minimum (p. 366)
- [CT.CLOUDFRONT.PR.10] Require any Amazon CloudFront distributions with Amazon S3 backed origins to have origin access control configured (p. 372)
- [CT.CLOUDFRONT.PR.11] Require an Amazon CloudFront distribution to use updated SSL protocols between edge locations and custom origins (p. 379)
[CT.CLOUDFRONT.PR.1] Require an Amazon CloudFront distribution to have a default root object configured

This control checks whether an Amazon CloudFront distribution is configured to return a specific object that is the default root object.

- **Control objective:** Protect configurations
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CloudFront::Distribution
- **AWS CloudFormation guard rule:** [CT.CLOUDFRONT.PR.1 rule specification](p. 316)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CLOUDFRONT.PR.1 rule specification](p. 316)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.CLOUDFRONT.PR.1 example templates](p. 318)

Explanation

A user could possibly request a distribution's root URL instead of an object in the distribution. In this situation, specifying a default root object can help you to avoid exposing the contents of your web distribution.

Remediation for rule failure

Specify a default root object in the `DefaultRootObject` property.

The examples that follow show how to implement this remediation.

Amazon CloudFront Distribution - Example

Amazon CloudFront distribution configured with a default root object. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "CloudFrontDistribution": {
        "Type": "AWS::CloudFront::Distribution",
        "Properties": {
            "DistributionConfig": {
                "Enabled": false,
                "Origins": [
                    {
                        "Id": "sampleOrigin",
                        "DomainName": "example.com",
                        "CustomOriginConfig": {
                            "OriginProtocolPolicy": "https-only"
                        }
                    }
                ],
                "DefaultCacheBehavior": {
                    "ViewerProtocolPolicy": "https-only",
                    "DefaultRootObject": "index.html"
                }
            }
        }
    }
}
```
YAML example

CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      Origins:
        - Id: sampleOrigin
          DomainName: example.com
          CustomOriginConfig:
            OriginProtocolPolicy: https-only
      DefaultCacheBehavior:
        ViewerProtocolPolicy: https-only
        TargetOriginId: sampleOrigin
        CachePolicyId: !Ref 'CachePolicy'
        DefaultRootObject: index.html

CT.CLOUDFRONT.PR.1 rule specification

# ###########################
# Rule Specification      #
# ###########################
# Rule Identifier:        #
#  cloudfront_default_root_object_configured_check  #
# Description:           #
#  This control checks whether an Amazon CloudFront distribution is configured to return a
#  specific object that is the default root object.  #
# Reports on:             #
#  AWS::CloudFront::Distribution  #
# Evaluates:             #
#  AWS CloudFormation, AWS CloudFormation hook  #
# Rule Parameters:       #
#  None  #
# Scenarios:             #
#  Scenario: 1
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#           document
#    And: The input document does not contain any CloudFront distribution resources
#    Then: SKIP
#  Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CloudFront distribution resource
# And: 'DefaultRootObject' is not present on the CloudFront distribution resource or
# is present and
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CloudFront distribution resource
# And: 'DefaultRootObject' is present on the CloudFront distribution resource and is
# a non-empty string
# Then: PASS

# Constants

let CLOUDFRONT_DISTRIBUTION_TYPE = "AWS::CloudFront::Distribution"
let INPUT_DOCUMENT = this

# Assignments

let cloudfront_distributions = Resources.*[ Type == %CLOUDFRONT_DISTRIBUTION_TYPE ]

# Primary Rules

rule cloudfront_default_root_object_configured_check when is_cfn_template(%INPUT_DOCUMENT)
  %cloudfront_distributions not empty {
    check(%cloudfront_distributions.Properties)
    <<
    [CT.CLOUDFRONT.PR.1]: Require an Amazon CloudFront distribution to have a default root object configured
    [FIX]: Specify a default root object in the 'DefaultRootObject' property.
    >>
  }

rule cloudfront_default_root_object_configured_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDFRONT_DISTRIBUTION_TYPE) {
  check(%INPUT_DOCUMENT.%CLOUDFRONT_DISTRIBUTION_TYPE.resourceProperties)
  <<
  [CT.CLOUDFRONT.PR.1]: Require an Amazon CloudFront distribution to have a default root object configured
  [FIX]: Specify a default root object in the 'DefaultRootObject' property.
  >>
}

# Parameterized Rules

rule check(cloudfront_distribution) {
  %cloudfront_distribution {
    DistributionConfig exists
    DistributionConfig is_struct

    DistributionConfig {
      # Scenario 2
      DefaultRootObject exists
      # Scenario 3
      check_is_string_and_not_empty(DefaultRootObject)
    }
  }
}
# Utility Rules

## rule check_is_string_and_not_empty(value)

```python
%value {
  this is_string
  this !== /\A\s*\z/}
```

## rule is_cfn_template(doc)

```python
%doc {
  AWSTemplateFormatVersion exists or
  Resources exists}
```

## rule is_cfn_hook(doc, RESOURCE_TYPE)

```python
%doc.%RESOURCE_TYPE.resourceProperties exists
```

## CT.CLOUDFRONT.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

### PASS Example - Use this template to verify a compliant resource creation.

```yaml
Resources:
  CachePolicy:
    Type: AWS::CloudFront::CachePolicy
    Properties:
      CachePolicyConfig:
        DefaultTTL: 20
        MaxTTL: 20
        MinTTL: 19
        Name:
          Fn::Sub: ${AWS::StackName}-example-cache-policy
      ParametersInCacheKeyAndForwardedToOrigin:
        CookiesConfig:
          CookieBehavior: none
          EnableAcceptEncodingGzip: false
        HeadersConfig:
          HeaderBehavior: none
        QueryStringsConfig:
          QueryStringBehavior: none
  CloudFrontDistribution:
    Type: AWS::CloudFront::Distribution
    Properties:
      DistributionConfig:
        Enabled: false
        Origins:
          - Id: exampleOrigin
            DomainName: example.com
            CustomOriginConfig:
              OriginProtocolPolicy: https-only
              DefaultCacheBehavior:
                ViewerProtocolPolicy: https-only
              TargetOriginId: exampleOrigin
              CachePolicyId:
                Ref: CachePolicy
```
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FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
CachePolicy:
  Type: AWS::CloudFront::CachePolicy
  Properties:
    CachePolicyConfig:
      DefaultTTL: 20
      MaxTTL: 20
      MinTTL: 19
      Name:
        Fn::Sub: ${AWS::StackName}-example-cache-policy
    ParametersInCacheKeyAndForwardedToOrigin:
      CookiesConfig:
        CookieBehavior: none
        EnableAcceptEncodingGzip: false
        HeadersConfig:
          HeaderBehavior: none
        QueryStringsConfig:
          QueryStringBehavior: none
CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      Origins:
        - Id: exampleOrigin
          DomainName: example.com
          CustomOriginConfig:
            OriginProtocolPolicy: https-only
            DefaultCacheBehavior:
              ViewerProtocolPolicy: https-only
              TargetOriginId: exampleOrigin
            CachePolicyId:
              Ref: CachePolicy

[CT.CLOUDFRONT.PR.2] Require any Amazon CloudFront distributions with Amazon S3 backed origins to have an origin access identity configured

This control checks whether Amazon CloudFront distributions backed by Amazon S3 are configured with an origin access identity.

- **Control objective**: Protect configurations
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::CloudFront::Distribution
- **AWS CloudFormation guard rule**: CT.CLOUDFRONT.PR.2 rule specification (p. 321)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see: CT.CLOUDFRONT.PR.2 rule specification (p. 321)
For examples of PASS and FAIL CloudFormation Templates related to this control, see:
*CT.CLOUDFRONT.PR.2 example templates (p. 325)*

### Explanation

CloudFront OAI prevents users from gaining direct access to Amazon S3 bucket content. With direct access to an Amazon S3 bucket, a user bypasses the CloudFront distribution and any permissions that are applied to the underlying S3 bucket content.

#### Usage considerations

- This control applies only to Amazon CloudFront distributions that are configured with one or more origins that are backed by Amazon S3.

### Remediation for rule failure

Configure Amazon S3 backed origins by means of the Origins property. For each origin backed by Amazon S3, configure an origin access identity by means of the OriginAccessIdentity property within an S3OriginConfig configuration.

The examples that follow show how to implement this remediation.

#### Amazon CloudFront Distribution - Example

Amazon CloudFront distribution with an Amazon S3 bucket origin and origin access identity. The example is shown in JSON and in YAML.

### JSON example

```json
{
    "CloudFrontDistribution": {
        "Type": "AWS::CloudFront::Distribution",
        "Properties": {
            "DistributionConfig": {
                "Enabled": false,
                "Origins": [
                    {
                        "Id": "sampleS3Origin",
                        "DomainName": {
                            "Fn::GetAtt": [
                                "OriginBucket",
                                "RegionalDomainName"
                            ]
                        },
                        "S3OriginConfig": {
                            "OriginAccessIdentity": {
                                "Fn::Join": [
                                    "",
                                    [ "origin-access-identity/cloudfront/",
                                    {
                                        "Ref": "OriginBucketOai"
                                    } ]
                                ]
                            }
                        }
                    }
                ]
            }
        }
    }
}
```
"DefaultCacheBehavior": {  
  "ViewerProtocolPolicy": "https-only",  
  "TargetOriginId": "sampleS3Origin",  
  "CachePolicyId": {  
    "Ref": "CachePolicy"  
  }  
}  
}  
}  
}  
}  

YAML example

CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      Origins:
        - Id: sampleS3Origin
          DomainName: !GetAtt 'OriginBucket.RegionalDomainName'
          S3OriginConfig:
            OriginAccessIdentity: !Join
            - ''
            - - origin-access-identity/cloudfront/
            - !Ref 'OriginBucketOai'
      DefaultCacheBehavior:
        ViewerProtocolPolicy: https-only
        TargetOriginId: sampleS3Origin
        CachePolicyId: !Ref 'CachePolicy'

CT.CLOUDFRONT.PR.2 rule specification

# # Rule Specification
#
# Rule Identifier:  
# cloudfront_origin_access_identity_enabled_check  
# Description:  
# This control checks whether Amazon CloudFront distributions backed by Amazon S3 are configured with an origin access identity.  
# Reports on:  
# AWS::CloudFront::Distribution  
# Evaluates:  
# AWS CloudFormation, AWS CloudFormation hook  
# Rule Parameters:  
# None  
# Scenarios:  
# Scenario: 1  
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# Proactive controls

## Scenario: 2
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CloudFront distribution resource
And: No S3 backed 'Origins' are provided on the CloudFront distribution resource or 'Origins' is not present on the CloudFront distribution resource or is present and an empty list
Then: SKIP

## Scenario: 3
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CloudFront distribution resource
And: 'S3Origin' is present on the CloudFront distribution resource
Then: FAIL

## Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CloudFront distribution resource
And: One or more S3 backed 'Origins' are configured on the CloudFront distribution resource
And: 'OriginAccessIdentity' is not present or is an empty string in the 'S3OriginConfig' property or invalid local reference
Then: FAIL

## Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CloudFront distribution resource
And: One or more S3 backed 'Origins' are provided on the CloudFront distribution resource
And: 'S3OriginConfig' is present with an 'OriginAccessIdentity' for each S3 backed 'Origin' on the CloudFront distribution resource that is a non-empty string or valid local reference
Then: PASS

## Constants

```plaintext
let CLOUDFRONT_DISTRIBUTION_TYPE = "AWS::CloudFront::Distribution"
let S3_BUCKET_DNS_NAME_PATTERN = /(.*)\s3(-external-d[\-\[a-z]*-[a-z]*-\[0-9])?\amazonaws\.\com(\.cn)?$/
let INPUT_DOCUMENT = this
```

## Assignments

```plaintext
let cloudfront_distributions = Resources.*[ Type == %CLOUDFRONT_DISTRIBUTION_TYPE ]
```

## Primary Rules

```plaintext
rule cloudfront_origin_access_identity_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%cloudfront_distributions not empty {
  check(%cloudfront_distributions.Properties)
  %cloudfront_distributions not empty {
    [CT.CLOUDFRONT.PR.2]: Require any Amazon CloudFront distributions with Amazon S3 backed origins to have an origin access identity configured
    [FIX]: Configure Amazon S3 backed origins by means of the 'Origins' property. For each origin backed by Amazon S3, configure an origin access identity by means of the 'OriginAccessIdentity' property within an 'S3OriginConfig' configuration.
  }
}
```
rule cloudfront_origin_access_identity_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDFRONT_DISTRIBUTION_TYPE) {
    check(%INPUT_DOCUMENT.%CLOUDFRONT_DISTRIBUTION_TYPE.resourceProperties)
    <<
    [CT.CLOUDFRONT.PR.2]: Require any Amazon CloudFront distributions with Amazon S3 backed origins to have an origin access identity configured
    [FIX]: Configure Amazon S3 backed origins by means of the 'Origins' property. For each origin backed by Amazon S3, configure an origin access identity by means of the 'OriginAccessIdentity' property within an 'S3OriginConfig' configuration.
  >>
}

# Parameterized Rules
#
rule check(cloudfront_distribution) {
  %cloudfront_distribution[
    filter_cloudfront_distribution_with_legacy_s3_origins(this)
  ] {
    DistributionConfig {
      # Scenario 3
      S3Origin not exists
    }
  }

  %cloudfront_distribution[
    # Scenario 2
    filter_cloudfront_distribution_with_origins(this)
  ] {
    DistributionConfig {
      # Scenario 4
      Origins [
        DomainName == %S3_BUCKET_DNS_NAME_PATTERN or
        check_origin_domain_name_get_att(DomainName)
      ] {
        S3OriginConfig exists
        S3OriginConfig is_struct
        S3OriginConfig {
          # Scenario 3 and 5
          OriginAccessIdentity exists
          check_is_string_and_not_empty(OriginAccessIdentity) or
          check_local_oai(OriginAccessIdentity)
        }
      }
    }
  }
}

rule check_origin_domain_name_get_att(domain) {
  %domain {
    'Fn::GetAtt' {
      this is_list
      this not empty
      this[1] == "DomainName" or
      this[1] == "RegionalDomainName"
    }
    check_local_references(%INPUT_DOCUMENT, this, "AWS::S3::Bucket")
  }
}

rule check_local_oai(oai) {
  %oai {
    'Fn::Join' {
      this[1] exists
      this[1] is_list
      this[1] not empty
  }
some this[1].* {  
    check_local_references(%INPUT_DOCUMENT, this,  
    "AWS::CloudFront::CloudFrontOriginAccessIdentity")  
}  
} or  
'Fn::Sub' {  
    when this is_list {  
        this[1] exists  
        this[1] is_struct  
        some this[1].* {  
            check_local_references(%INPUT_DOCUMENT, this,  
            "AWS::CloudFront::CloudFrontOriginAccessIdentity")  
        }  
    when this is_string {  
        check_is_string_and_not_empty(this)  
    }  
}  
}  
}

rule filter_cloudfront_distribution_with_origins(cloudfront_distribution) {  
    %cloudfront_distribution {  
        DistributionConfig exists  
        DistributionConfig is_struct  
        DistributionConfig {  
            Origins exists  
            Origins is_list  
            Origins not empty  
        }  
    }  
}

rule filter_cloudfront_distribution_with_legacy_s3_origins(cloudfront_distribution) {  
    %cloudfront_distribution {  
        DistributionConfig exists  
        DistributionConfig is_struct  
        DistributionConfig {  
            S3Origin exists  
        }  
    }  
}

# Utility Rules  
#  
rule check_is_string_and_not_empty(value) {  
    %value {  
        this is_string  
        this != /\s*/z/  
    }  
}

rule is_cfn_template(doc) {  
    %doc {  
        AWSTemplateFormatVersion exists or  
        Resources exists  
    }  
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {  
    %doc.%RESOURCE_TYPE.resourceProperties exists  
}
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Proactive controls

```ruby
rule check_local_references(doc, reference_properties, referenced_resource_type) {
  %reference_properties {
    'Fn::GetAtt' {
      query_for_resource(%doc, this[0], %referenced_resource_type)
      <<Local Stack reference was invalid>>
    } or Ref {
      query_for_resource(%doc, this, %referenced_resource_type)
      <<Local Stack reference was invalid>>
    }
  }
}

rule query_for_resource(doc, resource_key, referenced_resource_type) {
  let referenced_resource = %doc.Resources[ keys == %resource_key ]
  %referenced_resource not empty
  %referenced_resource {
    Type == %referenced_resource_type
  }
}
```

CT.CLOUDFRONT.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```
Resources:
  CachePolicy:
    Type: AWS::CloudFront::CachePolicy
    Properties:
      CachePolicyConfig:
        DefaultTTL: 20
        MaxTTL: 20
        MinTTL: 19
        Name: 
          Fn::Sub: ${AWS::StackName}-example-cache-policy
  ParametersInCacheKeyAndForwardedToOrigin:
    CookiesConfig:
      CookieBehavior: none
      EnableAcceptEncodingGzip: false
    HeadersConfig:
      HeaderBehavior: none
    QueryStringsConfig:
      QueryStringBehavior: none
  OriginBucketOai:
    Type: AWS::CloudFront::CloudFrontOriginAccessIdentity
    Properties:
      CloudFrontOriginAccessIdentityConfig:
        Comment:
          Fn::Sub: ${AWS::StackName}-example-oai
  OriginBucket:
    Type: AWS::S3::Bucket
  OriginBucketPolicy:
    Type: AWS::S3::BucketPolicy
    Properties:
      Bucket:
        Ref: OriginBucket
      PolicyDocument:
        Version: 2012-10-17
        Statement:
          - Action:
```
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- 's3:GetObject'
  Effect: Allow
  Resource:
    Fn::Join:
      - ''
      - - 'arn:aws:s3:::
          - Ref: OriginBucket
        - /*
  Principal:
    AWS:
      Fn::Join:
        - ''
        - - 'arn:aws:iam::cloudfront:user/CloudFront Origin Access Identity '
          - Ref: OriginBucketOai

CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      Origins:
        - Id: exampleS3Origin
          DomainName:
            Fn::GetAtt:
              - OriginBucket
              - RegionalDomainName
          S3OriginConfig:
            OriginAccessIdentity:
              Fn::Join:
                - ''
                - - "origin-access-identity/cloudfront/"
                  - Ref: OriginBucketOai
      DefaultCacheBehavior:
        ViewerProtocolPolicy: https-only
        TargetOriginId: exampleS3Origin
        CachePolicyId:
          Ref: CachePolicy

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  CachePolicy:
    Type: AWS::CloudFront::CachePolicy
    Properties:
      CachePolicyConfig:
        DefaultTTL: 20
        MaxTTL: 20
        MinTTL: 19
        Name:
          Fn::Sub: ${AWS::StackName}-example-cache-policy
        ParametersInCacheKeyAndForwardedToOrigin:
          CookiesConfig:
            CookieBehavior: none
          EnableAcceptEncodingGzip: false
          HeadersConfig:
            HeaderBehavior: none
          QueryStringsConfig:
            QueryStringBehavior: none
      CloudFrontDistribution:
        Type: AWS::CloudFront::Distribution
        Properties:
          DistributionConfig:
            Enabled: false
Proactive controls

[CT.CLOUDFRONT.PR.3] Require an Amazon CloudFront distribution to have encryption in transit configured

This control checks whether your Amazon CloudFront distributions use HTTPS, either directly or through a redirection.

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CloudFront::Distribution
- **AWS CloudFormation guard rule:** [CT.CLOUDFRONT.PR.3 rule specification (p. 329)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see: [CT.CLOUDFRONT.PR.3 rule specification (p. 329)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.CLOUDFRONT.PR.3 example templates (p. 332)]

Explanation

HTTPS (TLS) can help prevent potential attackers from attempting person-in-the-middle or similar attacks, which can eavesdrop on or manipulate network traffic. Only encrypted connections over HTTPS (TLS) should be allowed. Encrypting data in transit can affect performance. We recommend that you test your application with this feature to understand the performance profile and the impact of TLS.

Remediation for rule failure

Set `ViewerProtocolPolicy` in `DefaultCacheBehavior` and `CacheBehavior` to `https-only` or `redirect-to-https`.

The examples that follow show how to implement this remediation.

**Amazon CloudFront Distribution - Example One**

Amazon CloudFront distribution configured with a default cache behavior that requires viewer connections to use HTTPS. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "CloudFrontDistribution": {
```
YAML example

CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      Origins:
        - Id: sampleOrigin
          DomainName: example.com
          CustomOriginConfig:
            OriginProtocolPolicy: https-only
      DefaultCacheBehavior:
        ViewerProtocolPolicy: https-only
        TargetOriginId: sampleOrigin
        CachePolicyId:
          Ref: 'CachePolicy'

The examples that follow show how to implement this remediation.

Amazon CloudFront Distribution - Example Two

Amazon CloudFront distribution configured with a cache behavior that redirects viewer HTTP connections to HTTPS. The example is shown in JSON and in YAML.

JSON example

```json

[  
  "CloudFrontDistribution": {  
    "Type": "AWS::CloudFront::Distribution",  
    "Properties": {  
      "DistributionConfig": {  
        "Enabled": false,
        "Origins": [
          {  
            "Id": "sampleOrigin",
            "DomainName": "example.com",
            "CustomOriginConfig": {  
              "OriginProtocolPolicy": "https-only"
            }
          }
        ],
        "DefaultCacheBehavior": {  
          "ViewerProtocolPolicy": "https-only",
          "TargetOriginId": "sampleOrigin",
          "CachePolicyId": {  
            "Ref": "CachePolicy"
          }
        }
      }
    }
  }
]
```
"Origins": [
  {
    "Id": "sampleOrigin",
    "DomainName": "example.com",
    "CustomOriginConfig": {
      "OriginProtocolPolicy": "https-only"
    }
  }
],
"DefaultCacheBehavior": {
  "ViewerProtocolPolicy": "https-only",
  "TargetOriginId": "sampleOrigin",
  "CachePolicyId": {
    "Ref": "CachePolicy"
  }
},
"CacheBehaviors": [
  {
    "ViewerProtocolPolicy": "redirect-to-https",
    "TargetOriginId": "sampleOrigin",
    "PathPattern": "*"
  }
]
}

YAML example

CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      Origins:
        - Id: sampleOrigin
          DomainName: example.com
          CustomOriginConfig:
            OriginProtocolPolicy: https-only
      DefaultCacheBehavior:
        ViewerProtocolPolicy: https-only
        TargetOriginId: sampleOrigin
        CachePolicyId: !Ref 'CachePolicy'
      CacheBehaviors:
        - ViewerProtocolPolicy: redirect-to-https
          TargetOriginId: sampleOrigin
          PathPattern: '*'

CT.CLOUDFRONT.PR.3 rule specification

# ####################################################
##       Rule Specification       ##
# ####################################
#
# Rule Identifier:
#      cloudfront_viewer_policy_https_check
#
# Description:
#   This control checks whether your Amazon CloudFront distributions use HTTPS, either
directly or through a redirection.
#
# Reports on:
#   AWS::CloudFront::Distribution
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any CloudFront distribution resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a CloudFront distribution resource
#     And: 'DistributionConfig.DefaultCacheBehavior' is missing on the CloudFront
distribution resource
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a CloudFront distribution resource
#     And: 'DistributionConfig.DefaultCacheBehavior' is present on the CloudFront
distribution resource
#     And: 'ViewerProtocolPolicy' in 'DefaultCacheBehavior' is missing or set to a value
#          other than 'https-only' or
#          'redirect-to-https' (e.g. 'allow-all')
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a CloudFront distribution resource
#     And: 'DistributionConfig.CacheBehavior' is provided on the CloudFront distribution
#          resource
#     And: 'ViewerProtocolPolicy' in the 'CacheBehavior' is missing or set to a value
#          other than 'https-only' or
#          'redirect-to-https' (e.g. 'allow-all')
#     Then: FAIL
#   Scenario: 5
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a CloudFront distribution resource
#     And: 'DistributionConfig.DefaultCacheBehavior' is present on the CloudFront
distribution resource
#     And: 'ViewerProtocolPolicy' in 'DefaultCacheBehavior' is set to 'https-only' or
#          'redirect-to-https'
#     Then: PASS
#   Scenario: 6
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a CloudFront distribution resource
#     And: 'DistributionConfig.CacheBehavior' are provided on the CloudFront distribution
#          resource as a non-empty list
#     And: 'ViewerProtocolPolicy' in the 'CacheBehavior' is set to 'https-only' or
#          'redirect-to-https'
#     Then: PASS
#
# Constants

```
let CLOUDFRONT_DISTRIBUTION_TYPE = "AWS::CloudFront::Distribution"
let ALLOWED_VIEWER_PROTOCOL_POLICIES = [ "https-only", "redirect-to-https" ]
let INPUT_DOCUMENT = this
```

# Assignments

```
let cloudfront_distributions = Resources.*[ Type == %CLOUDFRONT_DISTRIBUTION_TYPE ]
```

# Primary Rules

```
rule cloudfront_viewer_policy_https_check when is_cfn_template(%INPUT_DOCUMENT)
%cloudfront_distributions not empty {
    check(%cloudfront_distributions.Properties)
    <<
    [CT.CLOUDFRONT.PR.3]: Require an Amazon CloudFront distribution to have encryption
    in transit configured
    [FIX]: Set 'ViewerProtocolPolicy' in 'DefaultCacheBehavior' and 'CacheBehavior'
    to 'https-only' or 'redirect-to-https'.
    >>
}
```

```
rule cloudfront_viewer_policy_https_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDFRONT_DISTRIBUTION_TYPE) {
    check(%INPUT_DOCUMENT.%CLOUDFRONT_DISTRIBUTION_TYPE.resourceProperties)
    <<
    [CT.CLOUDFRONT.PR.3]: Require an Amazon CloudFront distribution to have encryption
    in transit configured
    [FIX]: Set 'ViewerProtocolPolicy' in 'DefaultCacheBehavior' and 'CacheBehavior'
    to 'https-only' or 'redirect-to-https'.
    >>
}
```

# Parameterized Rules

```
rule check(cloudfront_distribution) {
%cloudfront_distribution {
    DistributionConfig exists
    DistributionConfig is_struct
    DistributionConfig {
        DefaultCacheBehavior exists
        DefaultCacheBehavior is_struct
        DefaultCacheBehavior {
            # Scenarios 2 and 4
            check_viewer_protocol_policy(this)
        }
    when CacheBehaviors exists
    CacheBehaviors is_list
    CacheBehaviors not empty {
        CacheBehaviors[*] {
            # Scenarios 3 and 5
            check_viewer_protocol_policy(this)
        }
    }
}
```
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CT.CLOUDFRONT.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
- CachePolicy:
  - Type: AWS::CloudFront::CachePolicy
  - Properties:
    - CachePolicyConfig:
      - DefaultTTL: 20
      - MaxTTL: 20
      - MinTTL: 19
  - Name: Fn::Sub: ${AWS::StackName}-example-cache-policy
  - ParametersInCacheKeyAndForwardedToOrigin:
    - CookiesConfig:
      - CookieBehavior: none
      - EnableAcceptEncodingGzip: false
    - HeadersConfig:
      - HeaderBehavior: none
    - QueryStringsConfig:
      - QueryStringBehavior: none
  - CloudFrontDistribution:
    - Type: AWS::CloudFront::Distribution
    - Properties:
      - DistributionConfig:
        - Enabled: false
        - Origins:
          - Id: exampleOrigin
            - DomainName: example.com
            - CustomOriginConfig:
              - OriginProtocolPolicy: https-only
        - DefaultCacheBehavior:
          - ViewerProtocolPolicy: https-only
          - TargetOriginId: exampleOrigin
          - CachePolicyId: Ref: CachePolicy
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
CachePolicy:
  Type: AWS::CloudFront::CachePolicy
  Properties:
    CachePolicyConfig:
      DefaultTTL: 20
      MaxTTL: 20
      MinTTL: 19
      Name:
        Fn::Sub: ${AWS::StackName}-example-cache-policy
    ParametersInCacheKeyAndForwardedToOrigin:
      CookiesConfig:
        CookieBehavior: none
        EnableAcceptEncodingGzip: false
      HeadersConfig:
        HeaderBehavior: none
      QueryStringsConfig:
        QueryStringBehavior: none
CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
    Origins:
      - Id: exampleOrigin
        DomainName: example.com
        CustomOriginConfig:
          OriginProtocolPolicy: https-only
    DefaultCacheBehavior:
      ViewerProtocolPolicy: allow-all
      TargetOriginId: exampleOrigin
      CachePolicyId:
        Ref: CachePolicy

[CT.CLOUDFRONT.PR.4] Require an Amazon CloudFront distribution to have origin failover configured

This control checks whether your Amazon CloudFront distribution is configured with an origin group that contains two origin group members.

- **Control objective**: Improve availability
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::CloudFront::Distribution
- **AWS CloudFormation guard rule**: [CT.CLOUDFRONT.PR.4 rule specification](p. 335)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CLOUDFRONT.PR.4 rule specification](p. 335)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.CLOUDFRONT.PR.4 example templates](p. 338)
**Explanation**

CloudFront origin failover can increase availability. Origin failover automatically redirects traffic to a secondary origin if the primary origin is unavailable or if it returns specific HTTP response status codes.

**Remediation for rule failure**

Configure an origin group on the Amazon CloudFront Distribution with two origin group members.

The examples that follow show how to implement this remediation.

**Amazon CloudFront Distribution - Example One**

Amazon CloudFront distribution configured with an origin group that contains two origin group members. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "CloudFrontDistribution": {
      "Type": "AWS::CloudFront::Distribution",
      "Properties": {
         "DistributionConfig": {
            "Enabled": false,
            "Origins": [
               {
                  "Id": "sampleOrigin",
                  "DomainName": "one.example.com",
                  "CustomOriginConfig": { "OriginProtocolPolicy": "https-only" }
               },
               {
                  "Id": "sampleOrigin2",
                  "DomainName": "two.example.com",
                  "CustomOriginConfig": { "OriginProtocolPolicy": "https-only" }
               }
            ],
            "DefaultCacheBehavior": { "ViewerProtocolPolicy": "https-only", "TargetOriginId": "sampleOrigin", "CachePolicyId": { "Ref": "CachePolicy" } },
            "OriginGroups": { "Quantity": 1, "Items": [ { "Id": "ExampleOriginGroup", "FailoverCriteria": { "StatusCodes": [ { "Items": [ 400 ], "Quantity": 1 } ] }, "Members": { "Quantity": 2, "Items": [ ["sampleOrigin", "one.example.com"], ["sampleOrigin2", "two.example.com"] ] } } ]
         }
      }
   }
}
```
YAML example

```yaml
CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      Origins:
        - Id: sampleOrigin
          DomainName: one.example.com
          CustomOriginConfig:
            OriginProtocolPolicy: https-only
        - Id: sampleOrigin2
          DomainName: two.example.com
          CustomOriginConfig:
            OriginProtocolPolicy: https-only
    DefaultCacheBehavior:
      ViewerProtocolPolicy: https-only
      TargetOriginId: sampleOrigin
      CachePolicyId: !Ref 'CachePolicy'
      OriginGroups:
        Quantity: 1
        Items:
          - Id: ExampleOriginGroup
            FailoverCriteria:
              StatusCodes:
                Items:
                  - 400
                Quantity: 1
                Members:
                  Quantity: 2
                  Items:
                    - OriginId: sampleOrigin
                    - OriginId: sampleOrigin2
```

CT.CLOUDFRONT.PR.4 rule specification

```bash
# ###################################################################
## Rule Specification
# ###################################################################
#
# Rule Identifier:
```
# cloudfront_origin_failover_enabled_check

# Description:
# This control checks whether your Amazon CloudFront distribution is configured with an origin group that contains two origin group members.

# Reports on:
# AWS::CloudFront::Distribution

# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document does not contain any CloudFront distribution resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CloudFront distribution resource
# And: 'OriginGroups' is not present on the CloudFront distribution resource
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CloudFront distribution resource
# And: 'OriginGroups' is present on the CloudFront distribution resource
# And: 'Quantity' within 'OriginGroups' is 0
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CloudFront distribution resource
# And: 'OriginGroups' is present on the CloudFront distribution resource
# And: 'Quantity' within 'OriginGroups' is >= 1
# And: 'Quantity' within 'Members' is < 2
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CloudFront distribution resource
# And: 'OriginGroups' is present on the CloudFront distribution resource
# And: 'Quantity' within 'OriginGroups' is >= 1
# And: 'Quantity' within 'Members' is == 2
# Then: PASS

# Constants

let CLOUDFRONT_DISTRIBUTION_TYPE = "AWS::CloudFront::Distribution"
let INPUT_DOCUMENT = this

# Assignments

let cloudfront_distributions = Resources.*[ Type == %CLOUDFRONT_DISTRIBUTION_TYPE ]

# Primary Rules

rule cloudfront_origin_failover_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%cloudfront_distributions not empty {
%cloudfront_distributions.Properties
<<
[CT.CLOUDFRONT.PR.4]: Require an Amazon CloudFront distribution to have origin failover configured
[FIX]: Configure an origin group on the Amazon CloudFront Distribution with two origin group members.
>>
}

rule cloudfront_origin_failover_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDFRONT_DISTRIBUTION_TYPE) {
%INPUT_DOCUMENT.%CLOUDFRONT_DISTRIBUTION_TYPE.resourceProperties
<<
[CT.CLOUDFRONT.PR.4]: Require an Amazon CloudFront distribution to have origin failover configured
[FIX]: Configure an origin group on the Amazon CloudFront Distribution with two origin group members.
>>
}

# Parameterized Rules
#
rule check(cloudfront_distribution) {
%cloudfront_distribution {
DistributionConfig exists
DistributionConfig is_struct

DistributionConfig {
  # Scenario 2
  OriginGroups exists
  OriginGroups is_struct

  OriginGroups {
    # Scenario 3
    Quantity exists
    Quantity >= 1

    Items exists
    Items is_list
    Items not empty

    Items[*] {
      Members exists
      Members is_struct
      Members {
        # Scenarios 4 and 5
        Quantity == 2
      }
    }
  }
}
}

# Utility Rules
#
rule is_cfn_template(doc) {
%doc {
  AWSTemplateFormatVersion exists or
  Resources exists
}
}
CT.CLOUDFRONT.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```yaml
Resources:
  CachePolicy:
    Type: AWS::CloudFront::CachePolicy
    Properties:
      CachePolicyConfig:
        DefaultTTL: 20
        MaxTTL: 20
        MinTTL: 19
        Name:
          Fn::Sub: ${AWS::StackName}-example-cache-policy
  ParametersInCacheKeyAndForwardedToOrigin:
    CookiesConfig:
      CookieBehavior: none
      EnableAcceptEncodingGzip: false
    HeadersConfig:
      HeaderBehavior: none
    QueryStringsConfig:
      QueryStringBehavior: none
  CloudFrontDistribution:
    Type: AWS::CloudFront::Distribution
    Properties:
      DistributionConfig:
        Enabled: false
        Origins:
          - Id: exampleOrigin
            DomainName: one.example.com
            CustomOriginConfig:
              OriginProtocolPolicy: https-only
          - Id: exampleOrigin2
            DomainName: two.example.com
            CustomOriginConfig:
              OriginProtocolPolicy: https-only
      DefaultCacheBehavior:
        ViewerProtocolPolicy: https-only
        TargetOriginId: exampleOrigin
        CachePolicyId:
          Ref: CachePolicy
      OriginGroups:
        Quantity: 1
        Items:
          - Id: ExampleOriginGroup
            FailoverCriteria:
              StatusCodes:
                Items:
                  - 400
                Quantity: 1
            Members:
              Quantity: 2
              Items:
                - OriginId: exampleOrigin
                - OriginId: exampleOrigin2
```
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FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
  CachePolicy:
    Type: AWS::CloudFront::CachePolicy
    Properties:
      CachePolicyConfig:
        DefaultTTL: 20
        MaxTTL: 20
        MinTTL: 19
        Name:
          Fn::Sub: ${AWS::StackName}-example-cache-policy
      ParametersInCacheKeyAndForwardedToOrigin:
        CookiesConfig:
          CookieBehavior: none
          EnableAcceptEncodingGzip: false
          HeadersConfig:
            HeaderBehavior: none
          QueryStringsConfig:
            QueryStringBehavior: none
  CloudFrontDistribution:
    Type: AWS::CloudFront::Distribution
    Properties:
      DistributionConfig:
        Enabled: false
        Origins:
          - Id: exampleOrigin
            DomainName: example.com
            CustomOriginConfig:
              OriginProtocolPolicy: https-only
        DefaultCacheBehavior:
          ViewerProtocolPolicy: https-only
          TargetOriginId: exampleOrigin
          CachePolicyId:
            Ref: CachePolicy
```

[CT.CLOUDFRONT.PR.5] Require any Amazon CloudFront distribution to have logging enabled

This control checks whether Amazon CloudFront distributions are configured with access logging.

- **Control objective**: Establish logging and monitoring
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::CloudFront::Distribution
- **AWS CloudFormation guard rule**: CT.CLOUDFRONT.PR.5 rule specification (p. 341)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.CLOUDFRONT.PR.5 rule specification (p. 341)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.CLOUDFRONT.PR.5 example templates (p. 343)
Explanation

CloudFront access logs provide detailed information about every user request that CloudFront receives. Each log contains information such as the date and time the request was received, the IP address of the viewer that made the request, the source of the request, and the port number of the request from the viewer.

These access logs are useful for applications such as security and access audits, and in forensic investigation.

Remediation for rule failure

Set Bucket in DistributionConfig.Logging to an Amazon S3 bucket that has been configured to receive Amazon CloudFront distribution access logs.

The examples that follow show how to implement this remediation.

Amazon CloudFront Distribution - Example

Amazon CloudFront distribution configured with access logging enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "CloudFrontDistribution": {
    "Type": "AWS::CloudFront::Distribution",
    "Properties": {
      "DistributionConfig": {
        "Enabled": false,
        "Origins": [
          {
            "Id": "sampleOrigin",
            "DomainName": "example.com",
            "CustomOriginConfig": {
              "OriginProtocolPolicy": "https-only"
            }
          }
        ],
        "DefaultCacheBehavior": {
          "ViewerProtocolPolicy": "https-only",
          "TargetOriginId": "sampleOrigin",
          "CachePolicyId": {
            "Ref": "CachePolicy"
          }
        },
        "Logging": {
          "Bucket": {
            "Fn::GetAtt": [
              "LoggingBucket",
              "RegionalDomainName"
            ]
          }
        }
      }
    }
  }
}
```

**YAML example**

```yaml
---
"CloudFrontDistribution": {
  "Type": "AWS::CloudFront::Distribution",
  "Properties": {
    "DistributionConfig": {
      "Enabled": false,
      "Origins": [
        {
          "Id": "sampleOrigin",
          "DomainName": "example.com",
          "CustomOriginConfig": {
            "OriginProtocolPolicy": "https-only"
          }
        }
      ],
      "DefaultCacheBehavior": {
        "ViewerProtocolPolicy": "https-only",
        "TargetOriginId": "sampleOrigin",
        "CachePolicyId": {
          "Ref": "CachePolicy"
        }
      },
      "Logging": {
        "Bucket": {
          "Fn::GetAtt": [
            "LoggingBucket",
            "RegionalDomainName"
          ]
        }
      }
    }
  }
}---
```
CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
Properties:
  DistributionConfig:
    Enabled: false
  Origins:
    - Id: sampleOrigin
      DomainName: example.com
      CustomOriginConfig:
        OriginProtocolPolicy: https-only
  DefaultCacheBehavior:
    ViewerProtocolPolicy: https-only
    TargetOriginId: sampleOrigin
    CachePolicyId: !Ref 'CachePolicy'
  Logging:
    Bucket: !GetAtt 'LoggingBucket.RegionalDomainName'

CT.CLOUDFRONT.PR.5 rule specification

# ####################################################################
# Rule Specification      #
# ####################################################################
#
# Rule Identifier:        
# cloudfront_access_logs_enabled_check
#
# Description:           
# This control checks whether Amazon CloudFront distributions are configured with access logging.
#
# Reports on:            
# AWS::CloudFront::Distribution
#
# Evaluates:             
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:       
# None
#
# Scenarios:             
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document does not contain any CloudFront distribution resources
#   Then: SKIP
# Scenario: 2
#   Given: The input document contains a CloudFront distribution resource
#   And: 'DistributionConfig.Logging.Bucket' configuration is not present on the CloudFront distribution resource
#   Then: FAIL
# Scenario: 3
#   Given: The input document contains a CloudFront distribution resource
#   And: 'DistributionConfig.Logging.Bucket' configuration is present on the CloudFront distribution resource
#   And: 'Bucket' has been provided in the 'DistributionConfig.Logging' configuration with with an empty string or
invalid local reference
Then: FAIL
Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CloudFront distribution resource
And: 'DistributionConfig.Logging' configuration is present on the CloudFront distribution resource
And: A 'Bucket' property has been provided within the 'DistributionConfig.Logging' configuration with a non-empty string or valid local stack reference
Then: PASS

Constants

let CLOUDFRONT_DISTRIBUTION_TYPE = "AWS::CloudFront::Distribution"
let S3_BUCKET_TYPE = "AWS::S3::Bucket"
let INPUT_DOCUMENT = this

Assignments

let cloudfront_distributions = Resources.*[ Type == %CLOUDFRONT_DISTRIBUTION_TYPE ]

Primary Rules

rule cloudfront_access_logs_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%cloudfront_distributions not empty {
  check(%cloudfront_distributions.Properties)
  <<
  [CT.CLOUDFRONT.PR.5]: Require any Amazon CloudFront distribution to have logging enabled
  [FIX]: Set 'Bucket' in 'DistributionConfig.Logging' to an Amazon S3 bucket that has been configured to receive Amazon CloudFront distribution access logs.
  >>
}

rule cloudfront_access_logs_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDFRONT_DISTRIBUTION_TYPE) {
  check(%INPUT_DOCUMENT.%CLOUDFRONT_DISTRIBUTION_TYPE.resourceProperties)
  <<
  [CT.CLOUDFRONT.PR.5]: Require any Amazon CloudFront distribution to have logging enabled
  [FIX]: Set 'Bucket' in 'DistributionConfig.Logging' to an Amazon S3 bucket that has been configured to receive Amazon CloudFront distribution access logs.
  >>
}

Parameterized Rules

rule check(cloudfront_distribution) {
  %cloudfront_distribution {
    DistributionConfig exists
    DistributionConfig is_struct
    DistributionConfig {
      Logging exists
      Logging is_struct
      Logging {
        # Scenario 2
        Bucket exists
        # Scenarios 3 and 4
      }
    }
  }
}
check_is_string_and_not_empty(Bucket) or check_local_references(%INPUTDOCUMENT, Bucket, %S3_BUCKET_TYPE)
}
}

# Utility Rules
#
rule check_is_string_and_not_empty(value) {
  %value {
    this is_string
    this != /\A\s*\z/
  }
}

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_local_references(doc, reference_properties, referenced_resource_type) {
  %reference_properties {
    'Fn::GetAtt' {
      query_for_resource(%doc, this[0], %referenced_resource_type)
      <<Local Stack reference was invalid>>
    } or Ref {
      query_for_resource(%doc, this, %referenced_resource_type)
      <<Local Stack reference was invalid>>
    }
  }
}

rule query_for_resource(doc, resource_key, referenced_resource_type) {
  let referenced_resource = %doc.Resources[ keys == %resource_key ]
  %referenced_resource not empty
  %referenced_resource {
    Type == %referenced_resource_type
  }
}

CT.CLOUDFRONT.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  CachePolicy:
    Type: AWS::CloudFront::CachePolicy
    Properties:
      CachePolicyConfig:
        DefaultTTL: 20
        MaxTTL: 20
        MinTTL: 19
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  CachePolicy:
    Type: AWS::CloudFront::CachePolicy
    Properties:
      CachePolicyConfig:
        DefaultTTL: 20
[CT.CLOUDFRONT.PR.6] Require an Amazon CloudFront distribution to use custom SSL/TLS certificates

This control checks whether the certificate associated with an Amazon CloudFront distribution is a custom SSL/TLS certificate.

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CloudFront::Distribution
- **AWS CloudFormation guard rule:** [CT.CLOUDFRONT.PR.6 rule specification](p. 347)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CLOUDFRONT.PR.6 rule specification](p. 347)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.CLOUDFRONT.PR.6 example templates](p. 350)

Explanation

Custom SSL/TLS certificates give your users access to content by using alternate domain names. You can store custom certificates in AWS Certificate Manager (recommended), or in IAM.

Usage considerations

- This control requires a viewer certificate configuration compatible only with Amazon CloudFront distributions that use Aliases, also known as alternate domain names or CNAMEs.
Remediation for rule failure


The examples that follow show how to implement this remediation.

Amazon CloudFront Distribution - Example

Amazon CloudFront distribution configured with an AWS Certificate Manager SSL certificate. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "CloudFrontDistribution": {
    "Type": "AWS::CloudFront::Distribution",
    "Properties": {
      "DistributionConfig": {
        "Enabled": false,
        "Origins": [
          {
            "Id": "sampleOrigin",
            "DomainName": "example.com",
            "CustomOriginConfig": {
              "OriginProtocolPolicy": "https-only"
            }
          }
        ],
        "DefaultCacheBehavior": {
          "ViewerProtocolPolicy": "https-only",
          "TargetOriginId": "sampleOrigin",
          "CachePolicyId": {
            "Ref": "CachePolicy"
          }
        },
        "ViewerCertificate": {
          "AcmCertificateArn": {
            "Ref": "ACMCertificate"
          },
          "MinimumProtocolVersion": "TLSv1.2_2021",
          "SslSupportMethod": "sni-only"
        }
      }
    }
  }
}
```

**YAML example**

```yaml
CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      Origins:
        - Id: sampleOrigin
          DomainName: example.com
          CustomOriginConfig:
            OriginProtocolPolicy: https-only
```
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DefaultCacheBehavior:
  ViewerProtocolPolicy: https-only
  TargetOriginId: sampleOrigin
  CachePolicyId: !Ref 'CachePolicy'
ViewerCertificate:
  AcmCertificateArn: !Ref 'ACMCertificate'
  MinimumProtocolVersion: TLSv1.2_2021
  SslSupportMethod: sni-only

CT.CLOUDFRONT.PR.6 rule specification

# ###################################################################################################
##       Rule Specification                        ##
# ###################################################################################################
#
# Rule Identifier:
#  cloudfront_custom_ssl_certificate_check
#
# Description:
#  This control checks whether the certificate associated with an Amazon CloudFront distribution is a custom SSL/TLS certificate.
#
# Reports on:
#  AWS::CloudFront::Distribution
#
# Evaluates:
#  AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#  None
#
# Scenarios:
#  Scenario: 1
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#    And: The input document does not contain any CloudFront distribution resources
#    Then: SKIP
#  Scenario: 2
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#    And: The input document contains a CloudFront distribution resource
#    And: 'ViewerCertificate' is not present on the CloudFront distribution resource
#    Then: FAIL
#  Scenario: 3
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#    And: The input document contains a CloudFront distribution resource
#    And: 'ViewerCertificate' is present on the CloudFront distribution resource
#    And: 'CloudFrontDefaultCertificate' is set to bool(true)
#    Then: FAIL
#  Scenario: 4
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#    And: The input document contains a CloudFront distribution resource
#    And: 'ViewerCertificate' is present on the CloudFront distribution resource
#    And: One of 'AcmCertificateArn' or 'IamCertificateId' are not provided or provided as empty strings or invalid
#      local references
#    And: One of 'MinimumProtocolVersion' and 'SslSupportMethod' is not provided or provided as an empty string
#    Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a CloudFront distribution resource
# And: 'ViewerCertificate' is present on the CloudFront distribution resource
# And: 'AcmCertificateArn' or 'IamCertificateId' are provided in the
'ViewerCertificate' configuration as
# non-empty strings or 'AcmCertificateArn' is a valid local reference
# And: 'MinimumProtocolVersion' and 'SslSupportMethod' are provided as non-empty
strings
# Then: PASS

# Constants
#
let CLOUDFRONT_DISTRIBUTION_TYPE = "AWS::CloudFront::Distribution"
let INPUT_DOCUMENT = this
#
# Assignments
#
let cloudfront_distributions = Resources.*[ Type == %CLOUDFRONT_DISTRIBUTION_TYPE ]
#
# Primary Rules
#
rule cloudfront_custom_ssl_certificate_check when is_cfn_template(%INPUT_DOCUMENT)
%cloudfront_distributions not empty {
  check(%cloudfront_distributions.Properties)
  <<<
  [CT.CLOUDFRONT.PR.6]: Require an Amazon CloudFront distribution to use custom SSL/
  TLS certificates
  [FIX]: Provide a 'ViewerCertificate' configuration with values for
  'AcmCertificateArn', 'MinimumProtocolVersion', and 'SslSupportMethod'.
  >>>
}
rule cloudfront_custom_ssl_certificate_check when is_cfn_hook(%INPUT_DOCUMENT,
%CLOUDFRONT_DISTRIBUTION_TYPE) {
  check(%INPUT_DOCUMENT.%CLOUDFRONT_DISTRIBUTION_TYPE.resourceProperties)
  <<<
  [CT.CLOUDFRONT.PR.6]: Require an Amazon CloudFront distribution to use custom SSL/
  TLS certificates
  [FIX]: Provide a 'ViewerCertificate' configuration with values for
  'AcmCertificateArn', 'MinimumProtocolVersion', and 'SslSupportMethod'.
  >>>
}
#
# Parameterized Rules
#
rule check(cloudfront_distribution) {
  %cloudfront_distribution {
    DistributionConfig exists
    DistributionConfig is_struct
    
    DistributionConfig {
      ViewerCertificate exists
      ViewerCertificate is_struct
      
      ViewerCertificate {
        CloudFrontDefaultCertificate not exists or
        CloudFrontDefaultCertificate == false
        
        check_custom_acm_certificate_provided(AcmCertificateArn,
        "AWS::CertificateManager::Certificate") or
      }
check_custom_iam_certificate_provided(IamCertificateId)

MinimumProtocolVersion exists
check_is_string_and_not_empty(MinimumProtocolVersion)

SslSupportMethod exists
check_is_string_and_not_empty(SslSupportMethod)
}
}
}
}
}
}
}

rule check_custom_acm_certificate_provided(certificate, cfn_type) {
%certificate {
this exists
check_is_string_and_not_empty(this) or
check_local_references(%INPUT_DOCUMENT, this, %cfn_type)
}
}

rule check_custom_iam_certificate_provided(certificate) {
%certificate {
this exists
check_is_string_and_not_empty(this)
}
}

# Utility Rules

# rule check_is_string_and_not_empty(value) {
# %value {
# this is_string
# this != /\A\s*\z/
# }
#}

rule is_cfn_template(doc) {
%doc {
AWSTemplateFormatVersion exists or
Resources exists
}
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
%doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_local_references(doc, reference_properties, referenced_resource_type) {
%reference_properties {
'Fn::GetAtt' {
query_for_resource(%doc, this[0], %referenced_resource_type)
<<Local Stack reference was invalid>>
} or Ref {
query_for_resource(%doc, this, %referenced_resource_type)
<<Local Stack reference was invalid>>
}
}

rule query_for_resource(doc, resource_key, referenced_resource_type) {
let referenced_resource = %doc.Resources[ keys == %resource_key ]
%referenced_resource not empty
%referenced_resource {
Type == %referenced_resource_type
}
CT.CLOUDFRONT.PR.6 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
CachePolicy:
  Type: AWS::CloudFront::CachePolicy
  Properties:
    CachePolicyConfig:
      DefaultTTL: 20
      MaxTTL: 20
      MinTTL: 19
      Name:
        Fn::Sub: ${AWS::StackName}-example-cache-policy
  ParametersInCacheKeyAndForwardedToOrigin:
    CookiesConfig:
      CookieBehavior: none
    EnableAcceptEncodingGzip: false
    HeadersConfig:
      HeaderBehavior: none
    QueryStringsConfig:
      QueryStringBehavior: none
ACMCertificate:
  Type: "AWS::CertificateManager::Certificate"
  Properties:
    DomainName: example.com
    ValidationMethod: DNS
    DomainValidationOptions:
      DomainName: www.example.com
    HostedZoneId: ZZZHHHHWWWWAAA
CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      Origins:
        - Id: exampleOrigin
          DomainName: example.com
          CustomOriginConfig:
            OriginProtocolPolicy: https-only
            DefaultCacheBehavior:
              ViewerProtocolPolicy: https-only
              TargetOriginId: exampleOrigin
              CachePolicyId:
                Ref: CachePolicy
              ViewerCertificate:
                AcmCertificateArn:
                  Ref: ACMCertificate
                MinimumProtocolVersion: TLSv1.2_2021
                SslSupportMethod: sni-only

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.
[CT.CLOUDFRONT.PR.7] Require an Amazon CloudFront distribution to use SNI to serve HTTPS requests

This control checks whether your Amazon CloudFront distributions are configured to use SNI to serve HTTPS requests.

- **Control objective:** Encrypt data in transit, Improve availability
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CloudFront::Distribution
- **AWS CloudFormation guard rule:** [CT.CLOUDFRONT.PR.7 rule specification](p. 353)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CLOUDFRONT.PR.7 rule specification](p. 353)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.CLOUDFRONT.PR.7 example templates](p. 356)

**Explanation**
Server Name Indication (SNI) is an extension to the TLS protocol. It is supported by browsers and clients released after 2010. If you configure CloudFront to serve HTTPS requests using SNI, CloudFront associates your alternate domain name with an IP address for each edge location. When a viewer submits an HTTPS request for your content, DNS routes the request to the IP address for the correct edge location. The IP address for your domain name is determined during the SSL/TLS handshake negotiation; the IP address isn't dedicated to your distribution.

**Usage considerations**

- This control requires a viewer certificate configuration which is only compatible with Amazon CloudFront distributions that use Aliases (also known as alternate domain names or CNAMEs)

**Remediation for rule failure**

Within ViewerCertificate, set SslSupportMethod to sni-only, MinimumProtocolVersion to a protocol that supports SNI (TLSv1 or greater), and AcmCertificateArn to the ARN of an AWS ACM certificate.

The examples that follow show how to implement this remediation.

**Amazon CloudFront Distribution - Example**

Amazon CloudFront distribution configured to use SNI to serve HTTPS requests. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "CloudFrontDistribution": {
    "Type": "AWS::CloudFront::Distribution",
    "Properties": {
      "DistributionConfig": {
        "Enabled": false,
        "Origins": [
          {
            "Id": "sampleOrigin",
            "DomainName": "example.com",
            "CustomOriginConfig": {
              "OriginProtocolPolicy": "https-only"
            }
          }
        ],
        "DefaultCacheBehavior": {
          "ViewerProtocolPolicy": "https-only",
          "TargetOriginId": "sampleOrigin",
          "CachePolicyId": {
            "Ref": "CachePolicy"
          }
        },
        "ViewerCertificate": {
          "AcmCertificateArn": {
            "Ref": "ACMCertificate"
          },
          "MinimumProtocolVersion": "TLSv1.2_2021",
          "SslSupportMethod": "sni-only"
        }
      }
    }
  }
}
```
YAML example

CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      Origins:
        - Id: sampleOrigin
          DomainName: example.com
          CustomOriginConfig:
            OriginProtocolPolicy: https-only
      DefaultCacheBehavior:
        ViewerProtocolPolicy: https-only
        TargetOriginId: sampleOrigin
        CachePolicyId: !Ref 'CachePolicy'
        ViewerCertificate:
          AcmCertificateArn: !Ref 'ACMCertificate'
          MinimumProtocolVersion: TLSv1.2_2021
          SslSupportMethod: sni-only

CT.CLOUDFRONT.PR.7 rule specification

```
# ###################################
##       Rule Specification        
# ###################################
#
# Rule Identifier:
#   cloudfront_sni_enabled_check
#
# Description:
#   This control checks whether your Amazon CloudFront distributions are configured to use SNI to serve HTTPS requests.
#
# Reports on:
#   AWS::CloudFront::Distribution
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any CloudFront distribution resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains a CloudFront distribution resource
#     And: 'ViewerCertificate' is not present on the CloudFront distribution resource
#     Then: FAIL
#   Scenario: 3
```
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CloudFront distribution resource
# And: 'ViewerCertificate' is present on the CloudFront distribution resource
# And: 'CloudFrontDefaultCertificate' is set to bool(true)
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CloudFront distribution resource
# And: 'ViewerCertificate' is present on the CloudFront distribution resource
# And: 'AcmCertificateArn' or 'IamCertificateId' are provided in the 'ViewerCertificate' configuration
# And: 'MinimumProtocolVersion' is provided in the 'ViewerCertificate' configuration with a protocol that does not support SNI (SSLv3)
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CloudFront distribution resource
# And: 'ViewerCertificate' is present on the CloudFront distribution resource
# And: 'AcmCertificateArn' or 'IamCertificateId' are provided in the 'ViewerCertificate' configuration
# And: 'MinimumProtocolVersion' is provided in the 'ViewerCertificate' configuration with a protocol that supports SNI (TLSv1 or greater)
# And: 'SslSupportMethod' is set to 'vip'
# Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CloudFront distribution resource
# And: 'ViewerCertificate' is present on the CloudFront distribution resource
# And: 'AcmCertificateArn' or 'IamCertificateId' are provided in the 'ViewerCertificate' configuration
# And: 'MinimumProtocolVersion' is provided in the 'ViewerCertificate' configuration with a protocol that supports SNI (TLSv1 or greater)
# And: 'SslSupportMethod' is set to 'sni-only'
# Then: PASS

# Constants

let CLOUDFRONT_DISTRIBUTION_TYPE = "AWS::CloudFront::Distribution"
let UNSUPPORTED_PROTOCOLS_FOR_SNI = [ "SSLv3" ]
let INPUT_DOCUMENT = this

# Assignments

let cloudfront_distributions = Resources.*[ Type == %CLOUDFRONT_DISTRIBUTION_TYPE ]

# Primary Rules

# rule cloudfront_sni_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
#   %cloudfront_distributions not empty {
#     check(%cloudfront_distributions.Properties)
#       <<
#       [CT.CLOUDFRONT.PR.7]: Require an Amazon CloudFront distribution to use SNI to serve HTTPS requests
#       [FIX]: Within 'ViewerCertificate', set 'SslSupportMethod' to 'sni-only', 'MinimumProtocolVersion' to a protocol that supports SNI ('TLSv1' or greater), and 'AcmCertificateArn' to the ARN of an AWS ACM certificate.
rule cloudfront_sni_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDFRONT_DISTRIBUTION_TYPE) {
    check(%INPUT_DOCUMENT.%CLOUDFRONT_DISTRIBUTION_TYPE.resourceProperties)
}

[CT.CLOUDFRONT.PR.7]: Require an Amazon CloudFront distribution to use SNI to serve HTTPS requests

[FIX]: Within 'ViewerCertificate', set 'SslSupportMethod' to 'sni-only', 'MinimumProtocolVersion' to a protocol that supports SNI ('TLSv1' or greater), and 'AcmCertificateArn' to the ARN of an AWS ACM certificate.

# Parameterized Rules

rule check(cloudfront_distribution) {
    %cloudfront_distribution {
        DistributionConfig exists
        DistributionConfig is_struct
        DistributionConfig {
            ViewerCertificate exists
            ViewerCertificate is_struct
            ViewerCertificate {
                CloudFrontDefaultCertificate not exists or
                CloudFrontDefaultCertificate == false
                check_custom_acm_certificate_provided(AcmCertificateArn, "AWS::CertificateManager::Certificate") or
                check_custom_iam_certificate_provided(IamCertificateId)
                MinimumProtocolVersion exists
                MinimumProtocolVersion not in %UNSUPPORTED_PROTOCOLS_FOR_SNI
                SslSupportMethod exists
                SslSupportMethod == "sni-only"
            }
        }
    }
}

rule check_custom_acm_certificate_provided(certificate, cfn_type) {
    %certificate {
        this exists
        check_is_string_and_not_empty(this) or
        check_local_references(%INPUT_DOCUMENT, this, %cfn_type)
    }
}

rule check_custom_iam_certificate_provided(certificate) {
    %certificate {
        this exists
        check_is_string_and_not_empty(this)
    }
}

# Utility Rules

rule check_is_string_and_not_empty(value) {
    %value {
        this is_string
    }
}
CT.CLOUDFRONT.PR.7 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

<table>
<thead>
<tr>
<th>Resources:</th>
</tr>
</thead>
<tbody>
<tr>
<td>CachePolicy:</td>
</tr>
<tr>
<td>Type: AWS::CloudFront::CachePolicy</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>CachePolicyConfig:</td>
</tr>
<tr>
<td>DefaultTTL: 20</td>
</tr>
<tr>
<td>MaxTTL: 20</td>
</tr>
<tr>
<td>MinTTL: 19</td>
</tr>
<tr>
<td>Name:</td>
</tr>
<tr>
<td>Fn::Sub: ${AWS::StackName}-example-cache-policy</td>
</tr>
<tr>
<td>ParametersInCacheKeyAndForwardedToOrigin:</td>
</tr>
<tr>
<td>CookiesConfig:</td>
</tr>
<tr>
<td>CookieBehavior: none</td>
</tr>
<tr>
<td>EnableAcceptEncodingGzip: false</td>
</tr>
<tr>
<td>HeadersConfig:</td>
</tr>
<tr>
<td>HeaderBehavior: none</td>
</tr>
<tr>
<td>QueryStringsConfig:</td>
</tr>
<tr>
<td>QueryStringBehavior: none</td>
</tr>
<tr>
<td>ACMCertificate:</td>
</tr>
<tr>
<td>Type: &quot;AWS::CertificateManager::Certificate&quot;</td>
</tr>
</tbody>
</table>
Properties:
  DomainName: example.com
  ValidationMethod: DNS
  DomainValidationOptions:
    - DomainName: www.example.com
    - HostedZoneId: ZZZHHHHWWWWAAA

CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      Origins:
        - Id: exampleOrigin
          DomainName: example.com
          CustomOriginConfig:
            OriginProtocolPolicy: https-only
      DefaultCacheBehavior:
        ViewerProtocolPolicy: https-only
        TargetOriginId: exampleOrigin
        CachePolicyId:
          Ref: CachePolicy
      ViewerCertificate:
        AcmCertificateArn:
          Ref: ACMCertificate
        MinimumProtocolVersion: TLSv1.2_2021
        SslSupportMethod: sni-only

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  CachePolicy:
    Type: AWS::CloudFront::CachePolicy
    Properties:
      CachePolicyConfig:
        DefaultTTL: 20
        MaxTTL: 20
        MinTTL: 19
        Name:
          Fn::Sub: ${AWS::StackName}-example-cache-policy
      ParametersInCacheKeyAndForwardedToOrigin:
        CookiesConfig:
          CookieBehavior: none
          EnableAcceptEncodingGzip: false
        HeadersConfig:
          HeaderBehavior: none
        QueryStringsConfig:
          QueryStringBehavior: none
  ACMCertificate:
    Type: "AWS::CertificateManager::Certificate"
    Properties:
      DomainName: example.com
      ValidationMethod: DNS
      DomainValidationOptions:
        - DomainName: www.example.com
        - HostedZoneId: ZZZHHHHWWWWAAA
  CloudFrontDistribution:
    Type: AWS::CloudFront::Distribution
    Properties:
      DistributionConfig:
        Enabled: false
        Origins:
          - Id: exampleOrigin
[CT.CLOUDFRONT.PR.8] Require an Amazon CloudFront distribution to encrypt traffic to custom origins

This control checks whether your Amazon CloudFront distributions are encrypting traffic to custom origins.

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** `AWS::CloudFront::Distribution`
- **AWS CloudFormation guard rule:** [CT.CLOUDFRONT.PR.8 rule specification](p. 361)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CLOUDFRONT.PR.8 rule specification](p. 361)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.CLOUDFRONT.PR.8 example templates](p. 364)

Explanation

HTTPS (TLS) can help prevent eavesdropping or manipulation of network traffic. Only encrypted connections over HTTPS (TLS) should be allowed.

**Usage considerations**

- This control applies only to Amazon CloudFront distributions that have one or more origins configured.

Remediation for rule failure

For Amazon CloudFront custom origins, set `OriginProtocolPolicy` to `https-only` or `match-viewer`. When setting `OriginProtocolPolicy` to `match-viewer`, do not set `ViewerProtocolPolicy` to `allow-all` for any cache behaviors.

The examples that follow show how to implement this remediation.

**Amazon CloudFront Distribution - Example One**

Amazon CloudFront distribution configured to require HTTPS connections to custom origins, by means of an origin protocol policy of `https-only`. The example is shown in JSON and in YAML.
JSON example

```
{
  "CloudFrontDistribution": {
    "Type": "AWS::CloudFront::Distribution",
    "Properties": {
      "DistributionConfig": {
        "Enabled": false,
        "DefaultCacheBehavior": {
          "ViewerProtocolPolicy": "https-only",
          "TargetOriginId": "sampleOrigin",
          "CachePolicyId": {
            "Ref": "CachePolicy"
          }
        }
      },
      "CacheBehaviors": [
        {
          "ViewerProtocolPolicy": "https-only",
          "TargetOriginId": "sampleOrigin",
          "PathPattern": "*",
          "CachePolicyId": {
            "Ref": "CachePolicy"
          }
        }
      ],
      "Origins": [
        {
          "Id": "sampleOrigin",
          "DomainName": "example.com",
          "CustomOriginConfig": {
            "OriginProtocolPolicy": "https-only"
          }
        }
      ]
    }
  }
}
```

YAML example

```
CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
    DefaultCacheBehavior:
      ViewerProtocolPolicy: https-only
      TargetOriginId: sampleOrigin
      CachePolicyId: !Ref 'CachePolicy'
    CacheBehaviors:
      - ViewerProtocolPolicy: https-only
        TargetOriginId: sampleOrigin
        PathPattern: '*'
        CachePolicyId: !Ref 'CachePolicy'
    Origins:
      - Id: sampleOrigin
        DomainName: example.com
        CustomOriginConfig:
          OriginProtocolPolicy: https-only
```
The examples that follow show how to implement this remediation.

**Amazon CloudFront Distribution - Example Two**

Amazon CloudFront distribution configured to require HTTPS connections to custom origins, by means of an origin protocol policy of match-viewer. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "CloudFrontDistribution": {
    "Type": "AWS::CloudFront::Distribution",
    "Properties": {
      "DistributionConfig": {
        "Enabled": false,
        "DefaultCacheBehavior": {
          "ViewerProtocolPolicy": "https-only",
          "TargetOriginId": "sampleOrigin",
          "CachePolicyId": {
            "Ref": "CachePolicy"
          }
        },
        "CacheBehaviors": [
          {
            "ViewerProtocolPolicy": "https-only",
            "TargetOriginId": "sampleOrigin",
            "PathPattern": "**",
            "CachePolicyId": {
              "Ref": "CachePolicy"
            }
          }
        ],
        "Origins": [
          {
            "Id": "sampleOrigin",
            "DomainName": "example.com",
            "CustomOriginConfig": {
              "OriginProtocolPolicy": "match-viewer"
            }
          }
        ]
      }
    }
  }
}
```

**YAML example**

```yaml
CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      DefaultCacheBehavior:
        ViewerProtocolPolicy: https-only
        TargetOriginId: sampleOrigin
        CachePolicyId: !Ref 'CachePolicy'
      CacheBehaviors:
```
CT.CLOUDFRONT.PR.8 rule specification

```plaintext
# #####################################################################
##       Rule Specification        ##
# #####################################################################
#
# Rule Identifier:
#   cloudfront_traffic_to_origin_encrypted_check
# Description:
#   This control checks whether your Amazon CloudFront distributions are encrypting traffic
to custom origins.
# Reports on:
#   AWS::CloudFront::Distribution
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any CloudFront distribution resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a CloudFront distribution resource
#     And: 'Origins' is not present or is an empty list
#     Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a CloudFront distribution resource
#     And: One or more 'Origins' has been configured
#     And: There are no 'Origins' with a 'CustomOriginConfig'
#     Then: SKIP
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a CloudFront distribution resource
#     And: 'CustomOrigin' is present on the CloudFront distribution resource
#     Then: FAIL
#   Scenario: 5
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a CloudFront distribution resource
```
And: One or more 'Origins' has been configured
And: There one or more 'Origins' with a 'CustomOriginConfig'
And: At least one 'Origins' with a 'CustomOriginConfig' has an
-OriginProtocolPolicy' of 'http-only'
Then: FAIL
Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains a CloudFront distribution resource
And: One or more 'Origins' has been configured
And: There one or more 'Origins' with a 'CustomOriginConfig'
And: At least one 'Origins' with a 'CustomOriginConfig' has an
-OriginProtocolPolicy' of 'match-viewer'
And: Any 'ViewerProtocolPolicy' is set to 'allow-all' for 'DefaultCacheBehavior' or
any configured
 'CacheBehaviors'
Then: FAIL
Scenario: 7
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains a CloudFront distribution resource
And: One or more 'Origins' has been configured
And: There one or more 'Origins' with a 'CustomOriginConfig'
And: All 'Origins' with a 'CustomOriginConfig' have an 'OriginProtocolPolicy' of
'https-only'
Then: PASS
Scenario: 8
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains a CloudFront Distribution resource
And: One or more 'Origins' has been configured
And: There one or more 'Origins' with a 'CustomOriginConfig'
And: At least one 'Origins' with a 'CustomOriginConfig' has an
-OriginProtocolPolicy' of 'match-viewer'
And: 'ViewerProtocolPolicy' is not set to 'allow-all' for both 'DefaultCacheBehavior' and any configured
 'CacheBehaviors'
Then: PASS

# Constants
let CLOUDFRONT_DISTRIBUTION_TYPE = "AWS::CloudFront::Distribution"
let INPUT_DOCUMENT = this

# Assignments
let cloudfront_distributions = Resources.*[ Type == %CLOUDFRONT_DISTRIBUTION_TYPE ]

# Primary Rules
rule cloudfront_traffic_to_origin_encrypted_check when is_cfn_template(%INPUT_DOCUMENT)
%cloudfront_distributions not empty
{
    check(%cloudfront_distributions.Properties)
    <<
        [CT.CLOUDFRONT.PR.8]: Require an Amazon CloudFront distribution to encrypt traffic
to custom origins
        [FIX]: For Amazon CloudFront custom origins, set 'OriginProtocolPolicy' to
'https-only' or match-viewer'. When setting 'OriginProtocolPolicy' to 'match-viewer', do
not set 'ViewerProtocolPolicy' to 'allow-all' for any cache behaviors.
    >>
}
rule cloudfront_traffic_to_origin_encrypted_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDFRONT DISTRIBUTION TYPE) {
    check(%INPUT DOCUMENT, %CLOUDFRONT DISTRIBUTION TYPE.resourceProperties)
    
    [CT.CLOUDFRONT.PR.8]: Require an Amazon CloudFront distribution to encrypt traffic to custom origins
    [FIX]: For Amazon CloudFront custom origins, set 'OriginProtocolPolicy' to 'https-only' or match-viewer'. When setting 'OriginProtocolPolicy' to 'match-viewer', do not set 'ViewerProtocolPolicy' to 'allow-all' for any cache behaviors.
    
} 

# Parameterized Rules
# 
rule check(cloudfront_distribution) {
    %cloudfront_distribution[
        filter_cloudfront_distribution_with_legacy_origins(this)
    ] {
        DistributionConfig {
            # Scenario 4
            CustomOrigin not exists
        }
    }

    %cloudfront_distribution [
        # Scenario 2
        filter_cloudfront_distribution_with_origins(this)
    ] {
        let cloudfront_distro = this
        DistributionConfig {
            Origins [
                # Scenario 3
                CustomOriginConfig exists
                CustomOriginConfig is_struct
            ] {
                CustomOriginConfig {
                    # Scenario 5
                    OriginProtocolPolicy != "http-only"
                    # Scenario 6
                    OriginProtocolPolicy == "https-only" or
                    # Scenario 6 and 8
                    match_viewer_policy_with_no_allow_all_viewer_protocol_policy(OriginProtocolPolicy, %cloudfront_distro)
                }
            }
        }
    }
}

rule match_viewer_policy_with_no_allow_all_viewer_protocol_policy(origin_protocol_policy, cloudfront_distribution) {
    %origin_protocol_policy {
        this == "match-viewer"
        %cloudfront_distribution {
            DistributionConfig {
                DefaultCacheBehavior exists
                DefaultCacheBehavior is_struct
                DefaultCacheBehavior {
                    check_viewer_protocol_policy(this)
                }
            }
        }
    }
}
when CacheBehaviors exists
  CacheBehaviors is_list
  CacheBehaviors not empty {

    CacheBehaviors[*] {
      check_viewer_protocol_policy(this)
    }

  }

}

rule check_viewer_protocol_policy(cacheBehaviour) {
  %cacheBehaviour {
    ViewerProtocolPolicy exists
    ViewerProtocolPolicy \!="allow-all"
  }

}

rule filter_cloudfront_distribution_with_origins(cloudfront_distribution) {
  %cloudfront_distribution {
    DistributionConfig exists
    DistributionConfig is_struct

    DistributionConfig {
      Origins exists
      Origins is_list
      Origins not empty
    }

  }

}

rule filter_cloudfront_distribution_with_legacy_origins(cloudfront_distribution) {
  %cloudfront_distribution {
    DistributionConfig exists
    DistributionConfig is_struct

    DistributionConfig {
      CustomOrigin exists
    }

  }

}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.CLOUDFRONT.PR.8 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.
Resources:
  CachePolicy:
    Type: AWS::CloudFront::CachePolicy
    Properties:
      CachePolicyConfig:
        DefaultTTL: 20
        MaxTTL: 20
        MinTTL: 19
        Name:
          Fn::Sub: ${AWS::StackName}-example-cache-policy
      ParametersInCacheKeyAndForwardedToOrigin:
        CookiesConfig:
          CookieBehavior: none
          EnableAcceptEncodingGzip: false
        HeadersConfig:
          HeaderBehavior: none
        QueryStringsConfig:
          QueryStringBehavior: none
  CloudFrontDistribution:
    Type: AWS::CloudFront::Distribution
    Properties:
      DistributionConfig:
        Enabled: false
        DefaultCacheBehavior:
          ViewerProtocolPolicy: https-only
          TargetOriginId: exampleOrigin
          CachePolicyId:
            Ref: CachePolicy
          CacheBehaviors:
            - ViewerProtocolPolicy: https-only
              TargetOriginId: exampleOrigin
              PathPattern: '*'
              CachePolicyId:
                Ref: CachePolicy
          Origins:
            - Id: exampleOrigin
              DomainName: example.com
            CustomOriginConfig:
              OriginProtocolPolicy: https-only

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  CachePolicy:
    Type: AWS::CloudFront::CachePolicy
    Properties:
      CachePolicyConfig:
        DefaultTTL: 20
        MaxTTL: 20
        MinTTL: 19
        Name:
          Fn::Sub: ${AWS::StackName}-example-cache-policy
      ParametersInCacheKeyAndForwardedToOrigin:
        CookiesConfig:
          CookieBehavior: none
          EnableAcceptEncodingGzip: false
        HeadersConfig:
          HeaderBehavior: none
        QueryStringsConfig:
          QueryStringBehavior: none
[CT.CLOUDFRONT.PR.9] Require an Amazon CloudFront distribution to have a security policy of TLSv1.2 as a minimum

This control checks whether your Amazon CloudFront distributions are using a minimum security policy and cipher suite of TLSv1.2 or greater for viewer connections.

- **Control objective**: Manage vulnerabilities
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::CloudFront::Distribution
- **AWS CloudFormation guard rule**: [CT.CLOUDFRONT.PR.9 rule specification](p. 368)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CLOUDFRONT.PR.9 rule specification](p. 368)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.CLOUDFRONT.PR.9 example templates](p. 370)

**Explanation**

AWS Control Tower recommends that you use SSL/TLS to communicate with AWS resources. We recommend TLS version 1.2 or later.

You can specify the security policy CloudFront will use for HTTPS connections with viewers. The security policy determines two settings: 1) the minimum SSL/TLS protocol that CloudFront can use to communicate with viewers, and 2) the ciphers that CloudFront can use to encrypt the content that it returns to viewers.

**Usage considerations**

- This control requires a viewer certificate configuration compatible only with Amazon CloudFront distributions that use Aliases, also known as alternate domain names or CNAMEs.

**Remediation for rule failure**

Provide a ViewerCertificate configuration with MinimumProtocolVersion set to TLSv1.2 or higher.
The examples that follow show how to implement this remediation.

Amazon CloudFront Distribution - Example

Amazon CloudFront distribution configured to use TLS version 1.2 for viewer HTTPS connections. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "CloudFrontDistribution": {
        "Type": "AWS::CloudFront::Distribution",
        "Properties": {
            "DistributionConfig": {
                "Enabled": false,
                "Origins": [
                    {
                        "Id": "sampleOrigin",
                        "DomainName": "example.com",
                        "CustomOriginConfig": {
                            "OriginProtocolPolicy": "https-only"
                        }
                    }
                ],
                "DefaultCacheBehavior": {
                    "ViewerProtocolPolicy": "https-only",
                    "TargetOriginId": "sampleOrigin",
                    "CachePolicyId": {
                        "Ref": "CachePolicy"
                    }
                },
                "ViewerCertificate": {
                    "MinimumProtocolVersion": "TLSv1.2_2018",
                    "AcmCertificateArn": {
                        "Ref": "ACMCertificate"
                    },
                    "SslSupportMethod": "vip"
                }
            }
        }
    }
}
```

**YAML example**

```yaml
CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      Origins:
      - Id: sampleOrigin
        DomainName: example.com
        CustomOriginConfig:
          OriginProtocolPolicy: https-only
    DefaultCacheBehavior:
      ViewerProtocolPolicy: https-only
      TargetOriginId: sampleOrigin
      CachePolicyId: !Ref 'CachePolicy'
    ViewerCertificate:
```
MinimumProtocolVersion: TLSv1.2_2018
AcmCertificateArn: !Ref 'ACMCertificate'
SslSupportMethod: vip

CT.CLOUDFRONT.PR.9 rule specification

# ######################################################################
## Rule Specification
# ######################################################################
#
# Rule Identifier:
# cloudFront_security_policy_check
#
# Description:
# This control checks whether your Amazon CloudFront distributions are using a minimum
# security policy and cipher suite of TLSv1.2 or greater for viewer connections.
#
# Reports on:
# AWS::CloudFront::Distribution
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any CloudFront distribution resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a CloudFront distribution resource
# And: `DistributionConfig.ViewerCertificate` is not present on the CloudFront
distribution resource
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a CloudFront distribution resource
# And: `DistributionConfig.ViewerCertificate` is present on the CloudFront
distribution resource
# And: `CloudFrontDefaultCertificate` in `ViewerCertificate` is set to bool(true)
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a CloudFront distribution resource
# And: `DistributionConfig.ViewerCertificate` is present on the CloudFront
distribution resource
# And: `CloudFrontDefaultCertificate` is not provided in `ViewerCertificate` or
# provided and set to bool(false)
# And: `MinimumProtocolVersion` is not provided in `ViewerCertificate` or provided as
# an empty string
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains a CloudFront distribution resource
And: 'DistributionConfig.ViewerCertificate' is present on the CloudFront distribution resource
And: 'CloudFrontDefaultCertificate' is not provided in 'ViewerCertificate' or provided and set to bool(false)
And: 'MinimumProtocolVersion' is provided in 'ViewerCertificate' and is to one of SSLv3, TLSv1, TLSv1_2016, or TLSv1.1_2016
Then: FAIL
Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CloudFront distribution resource
And: 'DistributionConfig.ViewerCertificate' is present on the CloudFront distribution resource
And: 'CloudFrontDefaultCertificate' is not provided in 'ViewerCertificate' or provided and set to bool(false)
And: 'MinimumProtocolVersion' is provided in 'ViewerCertificate' and is not set to SSLv3, TLSv1, TLSv1_2016, or TLSv1.1_2016
Then: PASS

# Constants

let CLOUDFRONT_DISTRIBUTION_TYPE = "AWS::CloudFront::Distribution"
let INPUT_DOCUMENT = this
let NON_COMPLIANT_TLS_POLICIES_LIST = ["SSLv3", "TLSv1", "TLSv1_2016", "TLSv1.1_2016"]

# Assignments

let cloudfront_distributions = Resources.*[ Type == %CLOUDFRONT_DISTRIBUTION_TYPE ]

# Primary Rules

rule cloudfront_security_policy_check when is_cfn_template(%INPUT_DOCUMENT)
    %cloudfront_distributions not empty {
        check(%cloudfront_distributions.Properties)
        "[CT.CLOUDFRONT.PR.9]: Require an Amazon CloudFront distribution to have a security policy of TLSv1.2 as a minimum
[FIX]: Provide a 'ViewerCertificate' configuration with 'MinimumProtocolVersion' set to TLSv1.2 or higher."
    }

rule cloudfront_security_policy_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDFRONT_DISTRIBUTION_TYPE) {
    check(%INPUT_DOCUMENT.%CLOUDFRONT_DISTRIBUTION_TYPE.resourceProperties)
    "[CT.CLOUDFRONT.PR.9]: Require an Amazon CloudFront distribution to have a security policy of TLSv1.2 as a minimum
[FIX]: Provide a 'ViewerCertificate' configuration with 'MinimumProtocolVersion' set to TLSv1.2 or higher."
}

# Parameterized Rules

rule check(cloudfront_distribution) {
    %cloudfront_distribution {
        DistributionConfig exists
        DistributionConfig is_struct
    }
}
DistributionConfig {
    # Scenario 2
    ViewerCertificate exists
    ViewerCertificate is_struct

    ViewerCertificate {
        # Scenario 3
        CloudFrontDefaultCertificate not exists or
        CloudFrontDefaultCertificate == false
        # Scenario 4, 5 and 6
        MinimumProtocolVersion exists

        check_is_string_and_not_empty(MinimumProtocolVersion)
        MinimumProtocolVersion not in %NON_COMPLIANT_TLS_POLICIES_LIST
    }
}

# Utility Rules

# rule check_is_string_and_not_empty(value) {
#   %value {
#       this is_string
#       this != /\A\s*\z/
#   }
#}
# rule is_cfn_template(doc) {
#   %doc {
#       AWSTemplateFormatVersion exists  or
#       Resources exists
#   }
#}
# rule is_cfn_hook(doc, RESOURCE_TYPE) {
#   %doc.%RESOURCE_TYPE.resourceProperties exists
#
# CT.CLOUDFRONT.PR.9 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
    CachePolicy:
        Type: AWS::CloudFront::CachePolicy
        Properties:
            CachePolicyConfig:
                DefaultTTL: 20
                MaxTTL: 20
                MinTTL: 19
            Name:
                Fn::Sub: ${AWS::StackName}-example-cache-policy
            ParametersInCacheKeyAndForwardedToOrigin:
                CookiesConfig:
                    CookieBehavior: none
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
CachePolicy:
  Type: AWS::CloudFront::CachePolicy
  Properties:
    CachePolicyConfig:
      DefaultTTL: 20
      MaxTTL: 20
      MinTTL: 19
      Name:
        Fn::Sub: ${AWS::StackName}-example-cache-policy
    ParametersInCacheKeyAndForwardedToOrigin:
      CookiesConfig:
        CookieBehavior: none
        EnableAcceptEncodingGzip: false
      HeadersConfig:
        HeaderBehavior: none
      QueryStringsConfig:
        QueryStringBehavior: none
    ACMCertificate:
      Type: "AWS::CertificateManager::Certificate"
      Properties:
        DomainName: example.com
        ValidationMethod: DNS
        DomainValidationOptions:
          - DomainName: www.example.com
          HostedZoneId: ZZZHHHHWWWWAAA
    CloudFrontDistribution:
      Type: AWS::CloudFront::Distribution
      Properties:
        DistributionConfig:
          Enabled: false
          Origins:
            - Id: exampleOrigin
              DomainName: example.com
              CustomOriginConfig:
                OriginProtocolPolicy: https-only
            DefaultCacheBehavior:
              ViewerProtocolPolicy: https-only
              TargetOriginId: exampleOrigin
              CachePolicyId:
                Ref: CachePolicy
            ViewerCertificate:
              MinimumProtocolVersion: TLSv1.2_2018
              AcmCertificateArn:
                Ref: ACMCertificate
              SslSupportMethod: sni-only

EnableAcceptEncodingGzip: false
HeadersConfig:
  HeaderBehavior: none
QueryStringsConfig:
  QueryStringBehavior: none
ACMCertificate:
  Type: "AWS::CertificateManager::Certificate"
  Properties:
    DomainName: example.com
    ValidationMethod: DNS
    DomainValidationOptions:
      - DomainName: www.example.com
      HostedZoneId: ZZZHHHHWWWWAAA
CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      Origins:
        - Id: exampleOrigin
          DomainName: example.com
          CustomOriginConfig:
            OriginProtocolPolicy: https-only
          DefaultCacheBehavior:
            ViewerProtocolPolicy: https-only
            TargetOriginId: exampleOrigin
            CachePolicyId:
              Ref: CachePolicy
          ViewerCertificate:
            MinimumProtocolVersion: TLSv1
            AcmCertificateArn:
              Ref: ACMCertificate
            SslSupportMethod: vip

[CT.CLOUDFRONT.PR.10] Require any Amazon CloudFront distributions with Amazon S3 backed origins to have origin access control configured

This control checks whether your Amazon CloudFront distributions backed by Amazon S3 are configured to use an origin access control.

- **Control objective:** Enforce least privilege, Protect configurations
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CloudFront::Distribution
- **AWS CloudFormation guard rule:** [CT.CLOUDFRONT.PR.10 rule specification](p. 374)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CLOUDFRONT.PR.10 rule specification](p. 374)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.CLOUDFRONT.PR.10 example templates](p. 377)

Explanation

CloudFront OAC prevents users from gaining direct access to an Amazon S3 bucket's content. Direct access an S3 bucket bypasses the CloudFront distribution and any permissions that are applied to the underlying S3 bucket content.

**Usage considerations**

- This control applies only to Amazon CloudFront distributions that have one or more origins backed by Amazon S3 configured.

Remediation for rule failure

The Origins property configures origins backed by Amazon S3. For each origin backed by Amazon S3, configure an origin access control identifier using the OriginAccessControlId property.
The examples that follow show how to implement this remediation.

**Amazon CloudFront Distribution - Example**

Amazon CloudFront distribution with an Amazon S3 bucket origin, configured with an origin access control. The example is shown in JSON and in YAML.

**JSON example**

```json

{
   "CloudFrontDistribution": {
      "Type": "AWS::CloudFront::Distribution",
      "Properties": {
         "DistributionConfig": {
            "Enabled": false,
            "Origins": [
               {
                  "Id": "sampleOrigin",
                  "DomainName": {
                     "Fn::GetAtt": [
                        "OriginBucket",
                        "RegionalDomainName"
                     ]
                  },
                  "OriginAccessControlId": {
                     "Ref": "OriginAccessControl"
                  },
                  "S3OriginConfig": {}
               }
            ],
            "DefaultCacheBehavior": {
               "ViewerProtocolPolicy": "https-only",
               "TargetOriginId": "sampleOrigin",
               "CachePolicyId": {
                  "Ref": "CachePolicy"
               }
            }
         }
      }
   }
}
```

**YAML example**

```yaml
CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      Origins:
        - Id: sampleOrigin
          DomainName: !GetAtt 'OriginBucket.RegionalDomainName'
          OriginAccessControlId: !Ref 'OriginAccessControl'
          S3OriginConfig: {}
      DefaultCacheBehavior:
        ViewerProtocolPolicy: https-only
        TargetOriginId: sampleOrigin
        CachePolicyId: !Ref 'CachePolicy'
```
# Rule Specification

## Rule Identifier:
- cloudfront_origin_access_control_enabled_check

## Description:
- This control checks whether your Amazon CloudFront distributions backed by Amazon S3 are configured to use an origin access control.

## Reports on:
- AWS::CloudFront::Distribution

## Evaluates:
- AWS CloudFormation, AWS CloudFormation hook

## Rule Parameters:
- None

## Scenarios:
- **Scenario: 1**
  - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
  - And: The input document does not contain any CloudFront distribution resources
  - Then: SKIP

- **Scenario: 2**
  - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
  - And: The input document contains a CloudFront distribution resource
  - And: No S3 backed 'Origins' are provided on the CloudFront distribution resource or 'Origins' is not present on the CloudFront distribution resource or is present and an empty list
  - Then: SKIP

- **Scenario: 3**
  - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
  - And: The input document contains a CloudFront distribution resource
  - And: 'S3Origin' is present on the CloudFront distribution resource
  - Then: FAIL

- **Scenario: 4**
  - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
  - And: The input document contains a CloudFront distribution resource
  - And: One or more S3 backed 'Origins' are configured on the CloudFront distribution resource
  - And: 'OriginAccessControlId' is not present for the 'Origin' or is an empty string or invalid local reference
  - Then: FAIL

- **Scenario: 5**
  - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
  - And: The input document contains a CloudFront distribution resource
  - And: One or more S3 backed 'Origins' are provided on the CloudFront distribution resource
  - And: 'OriginAccessControlId' is present for each S3 backed 'Origin' and is a non-empty string or valid local reference
  - Then: PASS
# CLOUDFRONT_DISTRIBUTION_TYPE = "AWS::CloudFront::Distribution"
let CLOUDFRONT_ORIGIN_ACCESS_CONTROL_TYPE = "AWS::CloudFront::OriginAccessControl"
let S3_BUCKET_DNS_NAME_PATTERN = /(.*).s3(-external-\d\-\d\-[a-z]*-[a-z]*-[0-9])?\amazonaws\.?com(\.cn)?$/
let INPUT_DOCUMENT = this

# Assignments

let cloudfront_distributions = Resources.*[ Type == %CLOUDFRONT_DISTRIBUTION_TYPE ]

# Primary Rules

rule cloudfront_origin_access_control_enabled_check when is_cfn_template(%INPUT_DOCUMENT) {
  %cloudfront_distributions not empty {
    check(%cloudfront_distributions.Properties)
    %cloudfront_distributions not empty {
      [CT.CLOUDFRONT.PR.10]: Require any Amazon CloudFront distributions with Amazon S3 backed origins to have origin access control configured
      [FIX]: The 'Origins' property configures origins backed by Amazon S3. For each origin backed by Amazon S3, configure an origin access control identifier using the 'OriginAccessControlId' property.
    }
  }
}

rule cloudfront_origin_access_control_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDFRONT_DISTRIBUTION_TYPE) {
  check(%INPUT_DOCUMENT.%CLOUDFRONT_DISTRIBUTION_TYPE.resourceProperties)
  [CT.CLOUDFRONT.PR.10]: Require any Amazon CloudFront distributions with Amazon S3 backed origins to have origin access control configured
  [FIX]: The 'Origins' property configures origins backed by Amazon S3. For each origin backed by Amazon S3, configure an origin access control identifier using the 'OriginAccessControlId' property.
}

# Parameterized Rules

rule check(cloudfront_distribution) {
  %cloudfront_distribution[filter_cloudfront_distribution_with_legacy_s3_origins(this)] {
    DistributionConfig {
      # Scenario 3
      S3Origin not exists
    }
  }

  %cloudfront_distribution[filter_cloudfront_distribution_with_origins(this)] {
    DistributionConfig {
      Origins [
        # Scenario 4
        DomainName == %S3_BUCKET_DNS_NAME_PATTERN or
        check_origin_domain_name_get_att(DomainName)
      ] {
        # Scenario 3 and 5
        OriginAccessControlId exists
        check_is_string_and_not_empty(OriginAccessControlId) or
        check_is_string_and_not_empty(OriginAccessControlId) or
        check_is_string_and_not_empty(OriginAccessControlId) or
      }
    }
  }
}
check_local_references(%INPUT_DOCUMENT, OriginAccessControlId, %CLOUDFRONT_ORIGIN_ACCESS_CONTROL_TYPE)
}
}
}
}
}
rule filter_cloudfront_distribution_with_legacy_s3_origins(cloudfront_distribution) {
  %cloudfront_distribution {
    DistributionConfig exists
    DistributionConfig is_struct
    DistributionConfig {
      S3Origin exists
    }
  }
}

rule filter_cloudfront_distribution_with_origins(cloudfront_distribution) {
  %cloudfront_distribution {
    DistributionConfig exists
    DistributionConfig is_struct
    DistributionConfig {
      Origins exists
      Origins is_list
      Origins not empty
    }
  }
}

rule check_origin_domain_name_get_att(domain) {
  %domain {
    'Fn::GetAtt' {
      this is_list
      this not empty
      this[1] == "DomainName" or
      this[1] == "RegionalDomainName"
    }
    check_local_references(%INPUT_DOCUMENT, this, "AWS::S3::Bucket")
  }
}
#
# Utility Rules
#
rule check_is_string_and_not_empty(value) {
  %value {
    this is_string
    this != /\s*/
  }
}

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_local_references(doc, reference_properties, referenced_resource_type) {
  %reference_properties{
CT.CLOUDFRONT.PR.10 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```yaml
Resources:
  CachePolicy:
    Type: AWS::CloudFront::CachePolicy
    Properties:
      CachePolicyConfig:
        DefaultTTL: 20
        MaxTTL: 20
        MinTTL: 19
        Name:
          Fn::Sub: $\{AWS::StackName\}-example-cache-policy
  ParametersInCacheKeyAndForwardedToOrigin:
    CookiesConfig:
      CookieBehavior: none
      EnableAcceptEncodingGzip: false
    HeadersConfig:
      HeaderBehavior: none
    QueryStringsConfig:
      QueryStringBehavior: none
  OriginAccessControl:
    Type: AWS::CloudFront::OriginAccessControl
    Properties:
      OriginAccessControlConfig:
        Name:
          Fn::Sub: $\{AWS::StackName\}-example-oac
        OriginAccessControlOriginType: s3
        SigningBehavior: always
        SigningProtocol: sigv4
  OriginBucket:
    Type: AWS::S3::Bucket
  OriginBucketPolicy:
    Type: AWS::S3::BucketPolicy
    Properties:
      Bucket:
        Ref: OriginBucket
      PolicyDocument:
        Version: 2012-10-17
        Statement:
```
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- Action:
  - 's3:GetObject'
Effect: Allow
Resource:
  Fn::Join:
  - ''
  - - 'arn:aws:s3:::'
  - Ref: OriginBucket
  - /*
Principal:
  Service: cloudfront.amazonaws.com
Condition:
  StringEquals:
    "AWS:SourceArn":
    Fn::Join:
    - ''
    - - 'arn:aws:cloudfront::'
    - Ref: AWS::AccountId
    - ':distribution/
    - Ref: CloudFrontDistribution
CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      Origins:
        - Id: exampleOrigin
          DomainName:
            Fn::GetAtt:
            - OriginBucket
            - RegionalDomainName
          OriginAccessControlId:
            Ref: OriginAccessControl
          S3OriginConfig: {}
          DefaultCacheBehavior:
            ViewerProtocolPolicy: https-only
            TargetOriginId: exampleOrigin
            CachePolicyId:
              Ref: CachePolicy

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  CachePolicy:
    Type: AWS::CloudFront::CachePolicy
    Properties:
      CachePolicyConfig:
        DefaultTTL: 20
        MaxTTL: 20
        MinTTL: 19
        Name:
        Fn::Sub: ${AWS::StackName}-example-cache-policy
      ParametersInCacheKeyAndForwaredToOrigin:
        CookiesConfig:
          CookieBehavior: none
        EnableAcceptEncodingGzip: false
        HeadersConfig:
          HeaderBehavior: none
        QueryStringsConfig:
          QueryStringBehavior: none
      OriginBucketOai:
        Type: AWS::CloudFront::CloudFrontOriginAccessIdentity
Properties:
  CloudFrontOriginAccessIdentityConfig:
    Comment:
      Fn::Sub: ${AWS::StackName}-example-oai
OriginBucket:
  Type: AWS::S3::Bucket
OriginBucketPolicy:
  Type: AWS::S3::BucketPolicy
Properties:
  Bucket:
    Ref: OriginBucket
PolicyDocument:
  Version: 2012-10-17
Statement:
  - Action:
    - 's3:GetObject'
  Effect: Allow
  Resource:
    Fn::Join:
      - ''
      - - 'arn:aws:s3:::'
      - Ref: OriginBucket
      - /*
  Principal:
    AWS:
      Fn::Join:
      - ''
      - - 'arn:aws:iam::cloudfront:user/CloudFront Origin Access Identity '
      - Ref: OriginBucketOai
CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
Properties:
  DistributionConfig:
    Enabled: false
  Origins:
    - Id: exampleS3Origin
      DomainName:
        Fn::GetAtt:
        - OriginBucket
        - RegionalDomainName
      S3OriginConfig:
        OriginAccessIdentity:
          Fn::Sub: "origin-access-identity/cloudfront/${OriginBucketOai}"
  DefaultCacheBehavior:
    ViewerProtocolPolicy: https-only
    TargetOriginId: exampleS3Origin
    CachePolicyId:
      Ref: CachePolicy

[CT.CLOUDFRONT.PR.11] Require an Amazon CloudFront distribution to use updated SSL protocols between edge locations and custom origins

This control checks whether your Amazon CloudFront distributions are using deprecated SSL protocols for HTTPS communication between CloudFront edge locations and custom origins.

- **Control objective:** Manage vulnerabilities
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CloudFront::Distribution
- **AWS CloudFormation guard rule:** [CT.CLOUDFRONT.PR.11 rule specification (p. 381)](#)
Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CLOUDFRONT.PR.11 rule specification (p. 381)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.CLOUDFRONT.PR.11 example templates (p. 384)]

Explanation

In 2015, the Internet Engineering Task Force (IETF) officially announced that SSL 3.0 should be deprecated, because the protocol is insufficiently secure. We recommend that you use TLSv1.2 or later for HTTPS communication to your custom origins.

Usage considerations

- This control applies only to Amazon CloudFront distributions that have one or more custom origins configured.

Remediation for rule failure

Remove deprecated SSL protocols from OriginSSLProtocols in Origins that have CustomOriginConfig configurations.

The examples that follow show how to implement this remediation.

Amazon CloudFront Distribution - Example

Amazon CloudFront distribution configured to use TLS v1.2 as an origin SSL protocol. The example is shown in JSON and in YAML.

JSON example

```json
{
    "CloudFrontDistribution": { 
        "Type": "AWS::CloudFront::Distribution",
        "Properties": { 
            "DistributionConfig": { 
                "Enabled": false,
                "DefaultCacheBehavior": { 
                    "ViewerProtocolPolicy": "https-only",
                    "TargetOriginId": "sampleOrigin",
                    "CachePolicyId": { 
                        "Ref": "CachePolicy"
                    }
                }
            }
        },
        "Origins": [ 
            { 
                "Id": "sampleOrigin",
                "DomainName": "example.com",
                "CustomOriginConfig": { 
                    "OriginProtocolPolicy": "https-only",
                    "OriginSSLProtocols": [ 
                        "TLSv1.2"
                    ]
                }
            }
        ]
    }
}
```
YAML example

CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      DefaultCacheBehavior:
        ViewerProtocolPolicy: https-only
        TargetOriginId: sampleOrigin
        CachePolicyId: !Ref 'CachePolicy'
    Origins:
      - Id: sampleOrigin
        DomainName: example.com
        CustomOriginConfig:
          OriginProtocolPolicy: https-only
          OriginSslProtocols:
            - TLSv1.2

CT.CLOUDFRONT.PR.11 rule specification

# ####################################################################
##       Rule Specification        
# ####################################################################
#
# Rule Identifier:
#   cloudfront_no_deprecated_ssl_protocols_check
#
# Description:
#   This control checks whether your Amazon CloudFront distributions are using deprecated
#   SSL protocols for HTTPS communication between CloudFront edge locations and custom
#   origins.
#
# Reports on:
#   AWS::CloudFront::Distribution
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any CloudFront distribution resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a CloudFront distribution resource
#     And: 'Origins' is not present or is an empty list
#     Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a CloudFront distribution resource
# And: One or more 'Origins' has been configured
# And: There are no 'Origins' with a 'CustomOriginConfig'
# Then: SKIP
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CloudFront distribution resource
# And: One or more 'Origins' has been configured
# And: There one or more 'Origins' with a 'CustomOriginConfig'
# And: All 'Origins' with a 'CustomOriginConfig' have an 'OriginProtocolPolicy' of 'http-only'
# Then: SKIP
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CloudFront distribution resource
# And: 'CustomOrigin' is present on the CloudFront distribution resource
# Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CloudFront distribution resource
# And: One or more 'Origins' has been configured
# And: There one or more 'Origins' with a 'CustomOriginConfig'
# And: One or more 'Origins' with a 'CustomOriginConfig' have an 'OriginProtocolPolicy' not equal to 'http-only'
# And: 'OriginSSLProtocols' has not been specified or specified as an empty list
# Then: FAIL
# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CloudFront distribution resource
# And: One or more 'Origins' has been configured
# And: There one or more 'Origins' with a 'CustomOriginConfig'
# And: One or more 'Origins' with a 'CustomOriginConfig' have an 'OriginProtocolPolicy' not equal to 'http-only'
# And: 'OriginSSLProtocols' has been specified as a non-empty list and contains 'SSLv3'
# Then: FAIL
# Scenario: 8
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CloudFront distribution resource
# And: One or more 'Origins' has been configured
# And: There one or more 'Origins' with a 'CustomOriginConfig'
# And: One or more 'Origins' with a 'CustomOriginConfig' have an 'OriginProtocolPolicy' not equal to 'http-only'
# And: 'OriginSSLProtocols' has been specified as a non-empty list and does not contain 'SSLv3'
# Then: PASS
#
#
# Constants
#
let CLOUDFRONT_DISTRIBUTION_TYPE = "AWS::CloudFront::Distribution"
let UNSUPPORTED_ORIGIN_SSL_PROTOCOLS = [ "SSLv3" ]
let OUT_OF_SCOPE_PROTOCOL_POLICIES = [ "http-only" ]
let INPUT_DOCUMENT = this
#
# Assignments
#
let cloudfront_distributions = Resources.*[ Type == %CLOUDFRONT_DISTRIBUTION_TYPE ]
# Primary Rules

rule cloudfront_no_deprecated_ssl_protocols_check when is_cfn_template(%INPUT_DOCUMENT) %cloudfront_distributions not empty
{
    check(%cloudfront_distributions.Properties)
    [CT.CLOUDFRONT.PR.11]: Require an Amazon CloudFront distribution to use updated SSL protocols between edge locations and custom origins
    [FIX]: Remove deprecated SSL protocols from 'OriginSSLProtocols' in 'Origins' that have 'CustomOriginConfig' configurations.
    >>
}

rule cloudfront_no_deprecated_ssl_protocols_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDFRONT_DISTRIBUTION_TYPE) {
    check(%INPUT_DOCUMENT.%CLOUDFRONT_DISTRIBUTION_TYPE.resourceProperties)
    [CT.CLOUDFRONT.PR.11]: Require an Amazon CloudFront distribution to use updated SSL protocols between edge locations and custom origins
    [FIX]: Remove deprecated SSL protocols from 'OriginSSLProtocols' in 'Origins' that have 'CustomOriginConfig' configurations.
    >>
}

# Parameterized Rules

rule check(cloudfront_distribution) {
    %cloudfront_distribution[
        filter_cloudfront_distribution_with_legacy_origins(this)
    ] {
        DistributionConfig {
            # Scenario 5
            CustomOrigin not exists
        }
    }

    %cloudfront_distribution[
        filter_cloudfront_distribution_with_origins(this)
    ] {
        DistributionConfig {
            Origins [
                # Scenario 3 and 4
                CustomOriginConfig exists
                CustomOriginConfig is_struct
                filter_custom_origin_config(CustomOriginConfig)
            ] {
                CustomOriginConfig {
                    # Scenario 6, 7 and 8
                    OriginSSLProtocols exists
                    OriginSSLProtocols is_list
                    OriginSSLProtocols not empty
                    %UNSUPPORTED_ORIGIN_SSL_PROTOCOLS.* not in OriginSSLProtocols
                }
            }
        }
    }
}

rule filter_cloudfront_distribution_with_origins(cloudfront_distribution) {
    %cloudfront_distribution {
        DistributionConfig exists
        DistributionConfig is_struct
    }
}
CT.CLOUDFRONT.PR.11 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
CachePolicy:
  Type: AWS::CloudFront::CachePolicy
  Properties:
    CachePolicyConfig:
      DefaultTTL: 20
      MaxTTL: 20
      MinTTL: 19
    Name:
      Fn::Sub: ${AWS::StackName}-example-cache-policy
    ParametersInCacheKeyAndForwardedToOrigin:
      CookiesConfig:
        CookieBehavior: none
        EnableAcceptEncodingGzip: false
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  CachePolicy:
    Type: AWS::CloudFront::CachePolicy
    Properties:
      CachePolicyConfig:
        DefaultTTL: 20
        MaxTTL: 20
        MinTTL: 19
        Name:
        Fn::Sub: \{{AWS::StackName\}-example-cache-policy

ParametersInCacheKeyAndForwardedToOrigin:
  CookiesConfig:
    CookieBehavior: none
  EnableAcceptEncodingGzip: false
  HeadersConfig:
    HeaderBehavior: none
  QueryStringsConfig:
    QueryStringBehavior: none

CloudFrontDistribution:
  Type: AWS::CloudFront::Distribution
  Properties:
    DistributionConfig:
      Enabled: false
      DefaultCacheBehavior:
        ViewerProtocolPolicy: https-only
        TargetOriginId: exampleOrigin
        CachePolicyId:
        Ref: CachePolicy
    Origins:
      - Id: exampleOrigin
        DomainName: example.com
        CustomOriginConfig:
          OriginProtocolPolicy: https-only
          OriginSSLProtocols:
            - SSLv3
AWS CloudTrail controls

Topics

- **[CT.CLOUDTRAIL.PR.1]** Require an AWS CloudTrail trail to have encryption at rest activated (p. 386)
- **[CT.CLOUDTRAIL.PR.2]** Require an AWS CloudTrail trail to have log file validation activated (p. 392)
- **[CT.CLOUDTRAIL.PR.3]** Require an AWS CloudTrail trail to have an Amazon CloudWatch Logs log group configuration (p. 397)
- **[CT.CLOUDTRAIL.PR.4]** Require an AWS CloudTrail Lake event data store to enable encryption at rest with an AWS KMS key (p. 403)

**[CT.CLOUDTRAIL.PR.1]** Require an AWS CloudTrail trail to have encryption at rest activated

This control checks whether your AWS CloudTrail is configured to use the server-side encryption (SSE) AWS KMS key encryption.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CloudTrail::Trail
- **AWS CloudFormation guard rule:** [CT.CLOUDTRAIL.PR.1 rule specification (p. 387)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CLOUDTRAIL.PR.1 rule specification (p. 387)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.CLOUDTRAIL.PR.1 example templates (p. 389)]

Explanation

For an added layer of security for your sensitive CloudTrail log files, you should use server-side encryption with AWS KMS keys (SSE-KMS) for your CloudTrail log files for encryption at rest. Note that by default, the log files delivered by CloudTrail to your buckets are encrypted by Amazon server-side encryption with Amazon S3-managed encryption keys (SSE-S3).

**Remediation for rule failure**

Set the KMSKeyId property to a valid KMS key.

The examples that follow show how to implement this remediation.

**AWS CloudTrail trail - Example**

AWS CloudTrail Trail configured to use server-side encryption with AWS KMS keys (SSE-KMS). The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "CloudTrail": {
      "Type": "AWS::CloudTrail::Trail",
      "Properties": {
```
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YAML example

CloudTrail:
  Type: AWS::CloudTrail::Trail
  Properties:
    IsLogging: true
    KMSKeyId: !Ref 'KMSKey'
    S3BucketName: !Ref 'LoggingBucket'

CT.CLOUDTRAIL.PR.1 rule specification

# ###################################################################
# Rule Specification  ##
# ###################################################################
#
# Rule Identifier:
#   cloud_trail_encryption_enabled_check
#
# Description:
#   This rule checks whether AWS CloudTrail is configured to use the server-side encryption
#   (SSE) AWS KMS key encryption.
#
# Reports on:
#   AWS::CloudTrail::Trail
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#        And: The input document does not contain any AWS CloudTrail trails
#        Then: SKIP
#   Scenario: 2
#     Given: The input document is a CloudTrail trail resource
#        And: 'KMSKeyId' is not present
#        Then: FAIL
#   Scenario: 3
#     Given: 'KMSKeyId' has been provided and is set to an empty string or a non-valid
#        local reference to a KMS key or
#        Alias
# Scenario 4

Given: The input document is an AWS CloudFormation or CloudFormation hook document
And: The input document contains a CloudTrail trail resource
And: 'KMSKeyId' has been provided and is a non-empty string or a valid reference to a KMS key or Alias.

Then: PASS

# Constants

let CLOUDTRAIL_TRAIL_TYPE = "AWS::CloudTrail::Trail"
let INPUT_DOCUMENT = this

# Assignments

let cloudtrail_trails = Resources.*[ Type == %CLOUDTRAIL_TRAIL_TYPE ]

# Primary Rules

rule cloud_trail_encryption_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
  %cloudtrail_trails not empty {
    check_cloudtrail_kms_key_configuration(%cloudtrail_trails.Properties)
    <<
    [CT.CLOUDTRAIL.PR.1]: Require an AWS CloudTrail trail to have encryption at rest activated
    [FIX]: Set the 'KMSKeyId' property to a valid KMS key.
    >>
  }

rule cloud_trail_encryption_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDTRAIL_TRAIL_TYPE) {
  check_cloudtrail_kms_key_configuration(%INPUT_DOCUMENT, %CLOUDTRAIL_TRAIL_TYPE.resourceProperties)
  <<
  [CT.CLOUDTRAIL.PR.1]: Require an AWS CloudTrail trail to have encryption at rest activated
  [FIX]: Set the 'KMSKeyId' property to a valid KMS key.
  >>
}

# Parameterized Rules

rule check_cloudtrail_kms_key_configuration(cloudtrail_trail){
  %cloudtrail_trail {
    # Scenario 2
    KMSKeyId exists
    # Scenario 3 and 4
    check_is_string_and_not_empty(KMSKeyId) or
    check_kms_key_id_local_ref(KMSKeyId)
  }
}

rule check_kms_key_id_local_ref(key_ref) {
  %key_ref {
    check_local_references(%INPUT_DOCUMENT, this, "AWS::KMS::Key") or
    check_local_references(%INPUT_DOCUMENT, this, "AWS::KMS::Alias")
  }
}

# Utility Rules

#
CT.CLOUDTRAIL.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
KMSKey:
  Type: AWS::KMS::Key
  Properties:
    KeyPolicy:
      Version: 2012-10-17
      Id: example-cloudtrail-key-policy
      Statement:
        - Sid: Enable IAM User Permissions
          Principal:
            AWS:
              Fn::Sub: arn:${AWS::Partition}:iam::${AWS::AccountId}:root
          Action: kms:*
          Resource: '*'
        - Sid: Allow CloudTrail to encrypt logs
          Effect: Allow
Action: "kms:GenerateDataKey"
Principal:
  Service: "cloudtrail.amazonaws.com"
Resource: '*'
Condition:
  StringLike:
    "kms:EncryptionContext:aws:cloudtrail:arn": [
      Fn::Sub: "arn:aws:cloudtrail:*:${AWS::AccountId}:trail/*"
    ]
StringEquals:
  "aws:SourceArn":
    Fn::Sub: "arn:aws:cloudtrail:${AWS::Region}:${AWS::AccountId}:trail/
${AWS::StackName}-example-trail"
- Sid: Allow CloudTrail to describe key
  Effect: Allow
Principal:
  Service: "cloudtrail.amazonaws.com"
Action: kms:DescribeKey
Resource: '*'
- Sid: Allow principals in the account to decrypt log files
  Effect: Allow
Principal:
  AWS: "*
Action:
  - "kms:Decrypt"
  - "kms:ReEncryptFrom"
Resource: '*'
Condition:
  StringEquals:
    "kms:CallerAccount":
      Ref: AWS::AccountId
    "kms:EncryptionContext:aws:cloudtrail:arn":
      Fn::Sub: "arn:aws:cloudtrail:*:${AWS::AccountId}:trail/*"
LoggingBucket:
  Type: AWS::S3::Bucket
LoggingBucketPolicy:
  Type: AWS::S3::BucketPolicy
Properties:
  Bucket:
    Ref: LoggingBucket
  PolicyDocument:
    Version: 2012-10-17
    Statement:
      - Action:
          - 's3:GetBucketAcl'
        Effect: Allow
        Resource:
          Fn::Join:
            - ''
            - - 'arn:aws:s3:::'
            - Ref: LoggingBucket
        Principal:
          Service: "cloudtrail.amazonaws.com"
        Condition:
          StringEquals:
            "aws:SourceArn":
              Fn::Sub: "arn:aws:cloudtrail:${AWS::Region}:${AWS::AccountId}:trail/
${AWS::StackName}-example-trail"
      - Action:
          - 's3:PutObject'
        Effect: Allow
        Resource:
          Fn::Join:
            - ''
            - - 'arn:aws:s3:::'
            - Ref: LoggingBucket
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  LoggingBucket:
    Type: AWS::S3::Bucket
  LoggingBucketPolicy:
    Type: AWS::S3::BucketPolicy
    Properties:
      Bucket:
        Ref: LoggingBucket
      PolicyDocument:
        Version: 2012-10-17
        Statement:
          - Action:
            - 's3:GetBucketAcl'
            Effect: Allow
            Resource:
              Fn::Join:
                - ''
                - - 'arn:aws:s3:::'
                - Ref: LoggingBucket
          - Action:
            - 's3:PutObject'
            Effect: Allow
            Resource:
              Fn::Join:
                - ''
                - - 'arn:aws:s3:::'
                - Ref: LoggingBucket
              - /AWSLogs/
              - Ref: AWS::AccountId
              - */
            Principal:
Service: "cloudtrail.amazonaws.com"
Condition:
  StringEquals:
  's3:x-amz-acl': 'bucket-owner-full-control'
  "aws:SourceArn":
    Fn::Sub: "arn:aws:cloudtrail:${AWS::Region}:${AWS::AccountId}:trail/
${AWS::StackName}-example-trail"

CloudTrail:
  Type: AWS::CloudTrail::Trail
  Properties:
    IsLogging: true
    TrailName:
      Fn::Sub: ${AWS::StackName}-example-trail
    S3BucketName:
      Ref: LoggingBucket

[CT.CLOUDTRAIL.PR.2] Require an AWS CloudTrail trail to have log file validation activated

This control checks whether log file integrity validation is enabled on an AWS CloudTrail trail.

- **Control objective:** Manage secrets
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CloudTrail::Trail
- **AWS CloudFormation guard rule:** [CT.CLOUDTRAIL.PR.2 rule specification](p. 393)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CLOUDTRAIL.PR.2 rule specification](p. 393)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.CLOUDTRAIL.PR.2 example templates](p. 395)

**Explanation**

CloudTrail log file validation creates a digitally-signed digest file that contains a hash of each log that CloudTrail writes to Amazon S3. You can use these digest files to determine whether a log file was changed, deleted, or unchanging after CloudTrail delivered the log.

AWS Control Tower recommends that you enable file validation on all trails. Log file validation provides additional integrity checks of CloudTrail logs.

**Remediation for rule failure**

Set the CloudTrail resource EnableLogFileValidation property to true.

The examples that follow show how to implement this remediation.

**AWS CloudTrail trail - Example**

AWS CloudTrail trail configured with log file validation. The example is shown in JSON and in YAML.

**JSON example**

```json
```
YAML example

```yaml
CloudTrail:
  Type: AWS::CloudTrail::Trail
  Properties:
    IsLogging: true
    S3BucketName: !Ref 'LoggingBucket'
    KMSKeyId: !Ref 'KMSKey'
    EnableLogFileValidation: true
```

CT.CLOUDTRAIL.PR.2 rule specification

```yaml
# #####################################################################
# Rule Specification
# #####################################################################
# # Rule Identifier:
# # cloud_trail_log_file_validation_enabled_check
# # Description:
# # This control checks whether log file integrity validation is enabled on an AWS
# # CloudTrail trail.
# # Reports on:
# # AWS::CloudTrail::Trail
# # Evaluates:
# # AWS CloudFormation, AWS CloudFormation hook
# # Rule Parameters:
# # None
# # Scenarios:
# # Scenario: 1
# #   Given: The input document is an AWS CloudFormation or CloudFormation hook document
# #   And: The input document does not contain any CloudTrail trails
# #   Then: SKIP
# # Scenario: 2
# #   Given: The input document is an AWS CloudFormation or CloudFormation hook document
# #   And: The input document contains a CloudTrail trail resource
# #   And: 'EnableLogFileValidation' is not present
# #   Then: FAIL
```
# Scenario: 3
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains a CloudTrail trail resource
# And: 'EnableLogFileValidation' is present and and is set to a value other than bool(true)
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains a CloudTrail trail resource
# And: 'EnableLogFileValidation' is present and set to bool(true)
# Then: PASS

# Constants

let CLOUDTRAIL_TRAIL_TYPE = "AWS::CloudTrail::Trail"
let INPUT_DOCUMENT = this

# Assignments

let cloudtrail_trails = Resources.*[ Type == %CLOUDTRAIL_TRAIL_TYPE ]

# Primary Rules

rule cloud_trail_log_file_validation_enabled_check when is_cfn_template(%INPUT_DOCUMENT) %cloudtrail_trails not empty {
    check(%cloudtrail_trails.Properties)
    <<
        [CT.CLOUDTRAIL.PR.2]: Require an AWS CloudTrail trail to have log file validation activated
        [FIX]: Set the CloudTrail resource 'EnableLogFileValidation' property to true.
    >>
}

rule cloud_trail_log_file_validation_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDTRAIL_TRAIL_TYPE) {
    check(%INPUT_DOCUMENT.%CLOUDTRAIL_TRAIL_TYPE.resourceProperties)
    <<
        [CT.CLOUDTRAIL.PR.2]: Require an AWS CloudTrail trail to have log file validation activated
        [FIX]: Set the CloudTrail resource 'EnableLogFileValidation' property to true.
    >>
}

# Parameterized Rules

rule check(cloudtrail_trail) {
    %cloudtrail_trail {
        # Scenario 2
        EnableLogFileValidation exists
        # Scenario 3 and 4
        EnableLogFileValidation == true
    }
}

# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
CT.CLOUDTRAIL.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```json
Resources:
  LoggingBucket:
    Type: AWS::S3::Bucket
  LoggingBucketPolicy:
    Type: AWS::S3::BucketPolicy
    Properties:
      Bucket:
        Ref: LoggingBucket
      PolicyDocument:
        Version: 2012-10-17
        Statement:
          - Action:
            - 's3:GetBucketAcl'
            Effect: Allow
            Resource:
              Fn::Join:
                - ''
                - - 'arn:aws:s3:::'
                - Ref: LoggingBucket
            Principal:
              Service: "cloudtrail.amazonaws.com"
            Condition:
              StringEquals:
                "aws:SourceArn":
                Fn::Sub: "arn:aws:cloudtrail:${AWS::Region}:${AWS::AccountId}:trail/${AWS::StackName}-example-trail"
          - Action:
            - 's3:PutObject'
            Effect: Allow
            Resource:
              Fn::Join:
                - ''
                - - 'arn:aws:s3:::'
                - Ref: LoggingBucket
                - /AWSLogs/
                - Ref: AWS::AccountId
                - /*
            Principal:
              Service: "cloudtrail.amazonaws.com"
            Condition:
              StringEquals:
                "s3:x-amz-acl": 'bucket-owner-full-control'
                "aws:SourceArn":
                Fn::Sub: "arn:aws:cloudtrail:${AWS::Region}:${AWS::AccountId}:trail/${AWS::StackName}-example-trail"
  CloudTrail:
    Type: AWS::CloudTrail::Trail
    Properties:
      IsLogging: true
```
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FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
LoggingBucket:
  Type: AWS::S3::Bucket
LoggingBucketPolicy:
  Type: AWS::S3::BucketPolicy
  Properties:
    Bucket:
      Ref: LoggingBucket
    PolicyDocument:
      Version: 2012-10-17
      Statement:
        - Action:
          - 's3:GetBucketAcl'
        Effect: Allow
        Resource:
          Fn::Join:
            - ''
              - - 'arn:aws:s3:::'
              - Ref: LoggingBucket
        Principal:
          Service: "cloudtrail.amazonaws.com"
        Condition:
          StringEquals:
            "aws:SourceArn":
              Fn::Sub: "arn:aws:cloudtrail:${AWS::Region}:${AWS::AccountId}:trail/
$({AWS::StackName})-example-trail"
        - Action:
          - 's3:GetObject'
        Effect: Allow
        Resource:
          Fn::Join:
            - ''
              - - 'arn:aws:s3:::'
              - Ref: LoggingBucket
              /AWSLogs/
              - Ref: AWS::AccountId
              /*
        Principal:
          Service: "cloudtrail.amazonaws.com"
        Condition:
          StringEquals:
            's3:x-amz-acl': 'bucket-owner-full-control'
            "aws:SourceArn":
              Fn::Sub: "arn:aws:cloudtrail:${AWS::Region}:${AWS::AccountId}:trail/
$({AWS::StackName})-example-trail"
    CloudTrail:
      Type: AWS::CloudTrail::Trail
      Properties:
        IsLogging: true
        TrailName:
          Fn::Sub: ${AWS::StackName}-example-trail
        S3BucketName:
          Ref: LoggingBucket
        EnableLogFileValidation: false
[CT.CLOUDTRAIL.PR.3] Require an AWS CloudTrail trail to have an Amazon CloudWatch Logs log group configuration

This control checks whether your AWS CloudTrail trail is configured to send logs to Amazon CloudWatch Logs Logs.

- **Control objective**: Establish logging and monitoring
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::CloudTrail::Trail
- **AWS CloudFormation guard rule**: CT.CLOUDTRAIL.PR.3 rule specification (p. 398)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.CLOUDTRAIL.PR.3 rule specification (p. 398)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.CLOUDTRAIL.PR.3 example templates (p. 401)

Explanation

CloudTrail records AWS API calls that are made in a given account. The recorded information includes: the identity of the API caller, the time of the API call, the source IP address of the API caller, the request parameters and the response elements returned by the AWS service.

CloudTrail uses Amazon S3 for log file storage and delivery. You can capture CloudTrail logs in a specified S3 bucket for long-term analysis. To perform real-time analysis, you can configure CloudTrail to send logs to CloudWatch Logs.

For a trail that is enabled in all AWS Regions in an account, CloudTrail sends log files from all of those Regions to a CloudWatch Logs log group.

AWS CloudTrail recommends that you send CloudTrail logs to CloudWatch Logs. Note that this recommendation is intended to ensure that account activity is captured, monitored, and appropriately alarmed on. You can use CloudWatch Logs to set this up with your AWS services. This recommendation does not preclude the use of a different solution.

Sending CloudTrail logs to CloudWatch Logs facilitates real-time and historic activity logging based on user, API, resource, and IP address. You can use this approach to establish alarms and notifications for anomalous or sensitivity account activity.

Remediation for rule failure

Set the CloudWatchLogsLogGroupArn and CloudWatchLogsRoleArn properties.

The examples that follow show how to implement this remediation.

**AWS CloudTrail trail - Example**

AWS CloudTrail trail configured to send events to Amazon CloudWatch Logs. The example is shown in JSON and in YAML.

**JSON example**
Proactive controls

YAML example

```yaml
CloudTrail:
  Type: AWS::CloudTrail::Trail
  Properties:
    IsLogging: true
    S3BucketName: !Ref 'LoggingBucket'
    CloudWatchLogsRoleArn: !GetAtt 'LogRole.Arn'
    CloudWatchLogsLogGroupArn: !GetAtt 'LogGroup.Arn'
```

CT.CLOUDTRAIL.PR.3 rule specification

```plaintext
# ######################################################################
##       Rule Specification       ##
# ######################################################################
#
# Rule Identifier:  cloud_trail_cloud_watch_logs_enabled_check
#
# Description:   This rule checks whether AWS CloudTrail trails are configured to send logs to Amazon CloudWatch Logs.
#
# Reports on:    AWS::CloudTrail::Trail
#
# Evaluates:     AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:  None
#
# Scenarios:
```
### Scenario: 1

Given: The input document is an AWS CloudFormation or CloudFormation hook document and the input document does not contain any AWS CloudTrail trails

Then: SKIP

### Scenario: 2

Given: The input document is an AWS CloudFormation or CloudFormation hook document and the input document contains an AWS CloudTrail trail resource and 'CloudWatchLogsLogGroupArn' or 'CloudWatchLogsRoleArn' is not present

Then: FAIL

### Scenario: 3

Given: The input document is an AWS CloudFormation or CloudFormation hook document and the input document contains an AWS CloudTrail trail resource and 'CloudWatchLogsLogGroupArn' is set to a non-empty string or a valid local reference to a log group and 'CloudWatchLogsRoleArn' is set to an empty string or a non-valid local reference

Then: FAIL

### Scenario: 4

Given: The input document is an AWS CloudFormation or CloudFormation hook document and the input document contains an AWS CloudTrail trail resource and 'CloudWatchLogsLogGroupArn' is set to an empty string or an invalid local reference and 'CloudWatchLogsRoleArn' is set to a non-empty string or a valid local reference to an IAM role

Then: FAIL

### Scenario: 5

Given: The input document is an AWS CloudFormation or CloudFormation hook document and the input document contains an AWS CloudTrail trail resource and 'CloudWatchLogsRoleArn' is set to a non-empty string or a valid local reference to an IAM role and 'CloudWatchLogsLogGroupArn' is set to a non-empty string or a valid local reference to a log group

Then: PASS

### Constants

let CLOUDTRAIL_TRAIL_TYPE = "AWS::CloudTrail::Trail"

let INPUT_DOCUMENT = this

### Assignments

let cloudtrail_trails = Resources.*[ Type == %CLOUDTRAIL_TRAIL_TYPE ]

### Primary Rules

rule cloud_trail_cloud_watch_logs_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
  %cloudtrail_trails not empty {
      check_cloudtrail_log_group_configuration(%cloudtrail_trails.Properties)
      <<
      [CT.CLOUDTRAIL.PR.3]: Require an AWS CloudTrail trail to have a CloudTrail log group configuration
      [FIX]: Set the 'CloudWatchLogsLogGroupArn' and 'CloudWatchLogsRoleArn' properties.
      >>
  }

rule cloud_trail_cloud_watch_logs_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDTRAIL_TRAIL_TYPE) {
  check_cloudtrail_log_group_configuration(%INPUT_DOCUMENT, %CLOUDTRAIL_TRAIL_TYPE.resourceProperties)
  <<
  [CT.CLOUDTRAIL.PR.3]: Require an AWS CloudTrail trail to have a CloudTrail log group configuration
  [FIX]: Set the 'CloudWatchLogsLogGroupArn' and 'CloudWatchLogsRoleArn' properties.
# Parameterized Rules

## Scenario 2

CloudWatchLogsLogGroupArn exists
CloudWatchLogsRoleArn exists

## Scenario 3, 4 and 5

check_cloudwatch_log_group_arn(CloudWatchLogsLogGroupArn)
check_cloudwatch_log_role_arn(CloudWatchLogsRoleArn)

## Scenario 2

CloudWatchLogsLogGroupArn exists
CloudWatchLogsRoleArn exists

## Utility Rules

### Rule 1

check_is_string_and_not_empty(value)

### Rule 2

is_cfn_template(doc)

### Rule 3

is_cfn_hook(doc, RESOURCE_TYPE)

### Rule 4

check_local_references(doc, reference_properties, referenced_RESOURCE_TYPE)
let referenced_resource = %doc.Resources[ keys == %resource_key ]
%referenced_resource not empty
%referenced_resource {
    Type == %reference RESOURCE_TYPE
}

CT.CLOUDTRAIL.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
LoggingBucket:
    Type: AWS::S3::Bucket
LoggingBucketPolicy:
    Type: AWS::S3::BucketPolicy
    Properties:
        Bucket:
            Ref: LoggingBucket
        PolicyDocument:
            Version: 2012-10-17
            Statement:
                - Action:
                    - 's3:GetBucketAcl'
                    - 's3:PutObject'
                Effect: Allow
                Resource:
                    Fn::Join:
                        - ''
                        - - 'arn:aws:s3:::'
                        - Ref: LoggingBucket
                Principal:
                    Service: "cloudtrail.amazonaws.com"
                Condition:
                    StringEquals:
                        "aws:SourceArn":
                        Fn::Sub: "arn:aws:cloudtrail:${AWS::Region}:${AWS::AccountId}:trail/${AWS::StackName}-example-trail"

CloudWatchLogsRole:
    Type: "AWS::IAM::Role"
    Properties:
AssumeRolePolicyDocument:
  Version: '2012-10-17'
  Statement:
    - Sid: AssumeRole
      Effect: Allow
      Principal:
        Service: 'cloudtrail.amazonaws.com'
        Action: 'sts:AssumeRole'
  Policies:
    - PolicyName: 'cloudtrail-policy'
      PolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Action:
              - 'logs:CreateLogStream'
              - 'logs:PutLogEvents'
            Resource:
              Fn::GetAtt: [LogGroup, Arn]

LogGroup:
  Type: AWS::Logs::LogGroup
  Properties: {}

CloudTrail:
  Type: AWS::CloudTrail::Trail
  Properties:
    IsLogging: true
    TrailName:
      Fn::Sub: ${AWS::StackName}-example-trail
    S3BucketName:
      Ref: LoggingBucket
    CloudWatchLogsRoleArn:
      Fn::GetAtt:
        - CloudWatchLogsRole
        - Arn
    CloudWatchLogsLogGroupArn:
      Fn::GetAtt:
        - LogGroup
        - Arn

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  LoggingBucket:
    Type: AWS::S3::Bucket
  LoggingBucketPolicy:
    Type: AWS::S3::BucketPolicy
    Properties:
      Bucket:
        Ref: LoggingBucket
      PolicyDocument:
        Version: 2012-10-17
        Statement:
          - Action:
            - 's3:GetBucketAcl'
            Effect: Allow
            Resource:
              Fn::Join:
                - ''
                - - 'arn:aws:s3:::'
                  - Ref: LoggingBucket
            Principal:
              Service: "cloudtrail.amazonaws.com"
**CT.CLOUDTRAIL.PR.4** Require an AWS CloudTrail Lake event data store to enable encryption at rest with an AWS KMS key

This control checks whether a CloudTrail Lake event data store is encrypted at rest with a KMS key.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CloudTrail::EventDataStore
- **AWS CloudFormation guard rule:** [CT.CLOUDTRAIL.PR.4 rule specification (p. 404)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CLOUDTRAIL.PR.4 rule specification (p. 404)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.CLOUDTRAIL.PR.4 example templates (p. 407)]

**Explanation**

Encrypting data at rest reduces the risk that a user not authenticated to AWS may obtain access to data stored on disk. For added control over encryption keys, you can use customer-managed keys from AWS KMS. You have full control over these KMS keys. You can establish and maintain their key policies, IAM...
policies, and grants, enable and disable the keys, rotate their cryptographic material, add tags, create aliases that refer to the KMS keys, and schedule the KMS keys for deletion.

**Usage considerations**

- All events in an AWS CloudTrail Lake event data store are encrypted by CloudTrail using a KMS key that AWS owns and manages for you. For added control over encryption keys, you can use customer-managed keys from AWS KMS. For more information, see [AWS KMS Concepts](#) in the [AWS KMS Developer Guide](#).

**Remediation for rule failure**

Set the `KmsKeyId` parameter to the ARN of an AWS KMS customer-managed key, configured with permissions that allow the CloudTrail service principal to use the key.

The examples that follow show how to implement this remediation.

**CloudTrail Lake event data store - Example**

CloudTrail Lake event data store configured to encrypt data at rest with an AWS KMS key. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "CloudTrailEventDataStore": {
    "Type": "AWS::CloudTrail::Datastore",
    "Properties": {
      "Name": {
        "Fn::Sub": "${AWS::StackName}-example"
      },
      "TerminationProtectionEnabled": false,
      "KmsKeyId": {
        "Fn::GetAtt": [
          "KMSKey",
          "Arn"
        ]
      }
    }
  }
}
```

**YAML example**

```
CloudTrailEventDataStore:
  Type: AWS::CloudTrail::EventDataStore
  Properties:
    Name: !Sub '${AWS::StackName}-example'
    TerminationProtectionEnabled: false
    KmsKeyId: !GetAtt 'KMSKey.Arn'
```

**CT.CLOUDTRAIL.PR.4 rule specification**
# Rule Identifier:
# cloud_trail_event_datastore_encrypted_at_rest_kms_check
#
# Description:
# This control checks whether a CloudTrail Lake event data store is encrypted at rest
# with a KMS key.
#
# Reports on:
# AWS::CloudTrail::EventDataStore
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
# document
# And: The input document does not contain any CloudTrail event data store resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
# document
# And: The input document contains a CloudTrail event data store resource
# And: 'KmsKeyId' has not been provided
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
# document
# And: The input document contains a CloudTrail event data store resource
# And: 'KmsKeyId' has been provided as an empty string or invalid local reference
# to a KMS keyID or alias
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation Hook
# Document
# And: The input document contains a CloudTrail event data store resource
# And: 'KmsKeyId' has been provided as a non-empty string or valid local reference
# to a KMS keyID or alias
# Then: PASS
#
# Constants
#
let CLOUDTRAIL_EVENT_DATASTORE_TYPE = "AWS::CloudTrail::EventDataStore"
let INPUT_DOCUMENT = this
#
# Assignments
#
let cloudtrail_event_datastores = Resources.*[ Type == %CLOUDTRAIL_EVENT_DATASTORE_TYPE ]
#
# Primary Rules
#
rule cloud_trail_event_datastore_encrypted_at_rest_kms_check when
is_cfn_template(%INPUT_DOCUMENT)
%cloudtrail_event_datastores not empty {
  check(%cloudtrail_event_datastores.Properties)
AWS Control Tower User Guide
Proactive controls
<<
[CT.CLOUDTRAIL.PR.4]: Require an CloudTrail Lake event data store to enable
encryption at rest with an AWS KMS key
[FIX]: Set the 'KmsKeyId' parameter to the ARN of an AWS KMS customer-managed key,
configured with permissions that allow the CloudTrail service principal to use the key.
>>

}

rule cloud_trail_event_datastore_encrypted_at_rest_kms_check when
is_cfn_hook(%INPUT_DOCUMENT, %CLOUDTRAIL_EVENT_DATASTORE_TYPE) {
check(%INPUT_DOCUMENT.%CLOUDTRAIL_EVENT_DATASTORE_TYPE.resourceProperties)
<<
[CT.CLOUDTRAIL.PR.4]: Require an CloudTrail Lake event data store to enable
encryption at rest with an AWS KMS key
[FIX]: Set the 'KmsKeyId' parameter to the ARN of an AWS KMS customer-managed key,
configured with permissions that allow the CloudTrail service principal to use the key.
>>
}
#
# Parameterized Rules
#
rule check(cloudtrail_event_datastore) {
%cloudtrail_event_datastore {
# Scenario 2
KmsKeyId exists

}

}

# Scenario 3 and 4
check_is_string_and_not_empty(KmsKeyId) or
check_local_references(%INPUT_DOCUMENT, KmsKeyId, "AWS::KMS::Key") or
check_local_references(%INPUT_DOCUMENT, KmsKeyId, "AWS::KMS::Alias")

#
# Utility Rules
#
rule check_is_string_and_not_empty(value) {
%value {
this is_string
this != /\A\s*\z/
}
}
rule is_cfn_template(doc) {
%doc {
AWSTemplateFormatVersion exists
Resources exists
}
}

or

rule is_cfn_hook(doc, RESOURCE_TYPE) {
%doc.%RESOURCE_TYPE.resourceProperties exists
}
rule check_local_references(doc, reference_properties, referenced_RESOURCE_TYPE) {
%reference_properties {
'Fn::GetAtt' {
query_for_resource(%doc, this[0], %referenced_RESOURCE_TYPE)
<<Local Stack reference was invalid>>
} or Ref {
query_for_resource(%doc, this, %referenced_RESOURCE_TYPE)
<<Local Stack reference was invalid>>
}
}
}
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rule query_for_resource(doc, resource_key, referenced_RESOURCE_TYPE) {
    let referenced_resource = %doc.Resources[ keys == %resource_key ]
    %referenced_resource not empty
    %referenced_resource {
        Type == %referenced_RESOURCE_TYPE
    }
}

CT.CLOUDTRAIL.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
KMSKey:
   Type: AWS::KMS::Key
   Properties:
      KeyPolicy:
         Version: 2012-10-17
         Id: example-policy
         Statement:
            - Sid: Enable IAM User Permissions
              Effect: Allow
              Principal:
                AWS:
                  Fn::Sub: arn:${AWS::Partition}:iam::${AWS::AccountId}:root
                  Action: kms:*
                  Resource: '*'
            - Sid: Allow CloudTrail to encrypt event data store
              Effect: Allow
              Principal:
                Service: "cloudtrail.amazonaws.com"
                Action:
                - "kms:GenerateDataKey"
                - "kms:Decrypt"
              Resource: "*"
      KeySpec: SYMMETRIC_DEFAULT
      EnableKeyRotation: true

CloudTrailEventDataStore:
   Type: AWS::CloudTrail::EventDataStore
   Properties:
      Name:
        Fn::Sub: ${AWS::StackName}-example
      TerminationProtectionEnabled: false
      MultiRegionEnabled: false
      KmsKeyId:
        Fn::GetAtt:
        - KMSKey
        - Arn

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
CloudTrailEventDataStore:
Amazon CloudWatch controls

Topics

- [CT.CLOUDWATCH.PR.1] Require an Amazon CloudWatch alarm to have an action configured for the alarm state (p. 408)
- [CT.CLOUDWATCH.PR.2] Require an Amazon CloudWatch log group to be retained for at least one year (p. 412)
- [CT.CLOUDWATCH.PR.3] Require an Amazon CloudWatch log group to be encrypted at rest with an AWS KMS key (p. 415)
- [CT.CLOUDWATCH.PR.4] Require an Amazon CloudWatch alarm to have actions activated (p. 420)

[CT.CLOUDWATCH.PR.1] Require an Amazon CloudWatch alarm to have an action configured for the alarm state

This control checks whether an Amazon CloudWatch alarm has at least one action configured for the alarm state.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CloudWatch::Alarm
- **AWS CloudFormation guard rule:** [CT.CLOUDWATCH.PR.1 rule specification](p. 409)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CLOUDWATCH.PR.1 rule specification](p. 409)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.CLOUDWATCH.PR.1 example templates](p. 411)

Explanation

AWS Control Tower recommends configuring actions for alarms to alert you automatically when an alarm is in the alarm state and the monitored metric is outside the defined threshold. This configuration ensures that alarms are monitored, and that necessary actions are taken when the alarm is triggered. Monitoring alarms help you identify unusual activities and respond quickly to security and operational issues. You can specify the actions an alarm should take when it goes into OK, ALARM, and INSUFFICIENT_DATA states. The most common CloudWatch alarm action in the alarm state is to notify one or more users by sending a message to an Amazon Simple Notification Service (Amazon SNS) topic.

Remediation for rule failure

Set AlarmActions to a list with one or more alarm action values.
The examples that follow show how to implement this remediation.

**Amazon CloudWatch Alarm - Example**

An Amazon CloudWatch alarm configured to notify an SNS topic when the CloudWatch alarm is in the alarm state. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "Alarm": {
      "Type": "AWS::CloudWatch::Alarm",
      "Properties": {
         "ComparisonOperator": "GreaterThanOrEqualToThreshold",
         "EvaluationPeriods": 1,
         "Period": 300,
         "Threshold": 1.0,
         "Namespace": "AWS/Lambda",
         "MetricName": "Errors",
         "TreatMissingData": "missing",
         "Statistic": "Sum",
         "DatapointsToAlarm": 1,
         "ActionsEnabled": true,
         "AlarmActions": [
            {
               "Ref": "Topic"
            }
         ]
      }
   }
}
```

**YAML example**

```
Alarm:
  Type: AWS::CloudWatch::Alarm
  Properties:
    ComparisonOperator: GreaterThanOrEqualToThreshold
    EvaluationPeriods: 1
    Period: 300
    Threshold: 1.0
    Namespace: AWS/Lambda
    MetricName: Errors
    TreatMissingData: missing
   Statistic: Sum
    DatapointsToAlarm: 1
    ActionsEnabled: true
    AlarmActions:
      - !Ref 'Topic'
```

**CT.CLOUDWATCH.PR.1 rule specification**

```
# //////////////////////////////////////////
##       Rule Specification        ##
####################################
```

409
# Rule Identifier:
# cloudwatch_alarm_action_check
#
# Description:
# This control checks whether an Amazon CloudWatch alarm has at least one action
# configured for the alarm state.
#
# Reports on:
# AWS::CloudWatch::Alarm
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#      And: The input document does not contain any CloudWatch alarm resources
#      Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#      And: The input document contains a CloudWatch alarm resource
#      And: 'AlarmActions' has not been provided
#      Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#      And: The input document contains a CloudWatch alarm resource
#      And: 'AlarmActions' has been provided as an empty list
#      Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation Hook
Document
#      And: The input document contains a CloudWatch alarm resource
#      And: 'AlarmActions' has been provided as a non-empty list
#      Then: PASS
#
# Constants
#
let CLOUDWATCH_ALARM_TYPE = "AWS::CloudWatch::Alarm"
let INPUT_DOCUMENT = this
#
# Assignments
#
let cloudwatch_alarms = Resources.*[ Type == %CLOUDWATCH_ALARM_TYPE ]
#
# Primary Rules
# rule cloudwatch_alarm_action_check when is_cfn_template(%INPUT_DOCUMENT)
%cloudwatch_alarms not empty {
    check(%cloudwatch_alarms.Properties)
    <=
        [CT.CLOUDWATCH.PR.1]: Require an Amazon CloudWatch alarm to have an action
        configured for the alarm state
        [FIX]: Set 'AlarmActions' to a list with one or more alarm action values.
    >>
}
rule cloudwatch_alarm_action_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDWATCH_ALARM_TYPE) {
    check(%INPUT_DOCUMENT.%CLOUDWATCH_ALARM_TYPE.resourceProperties) <<
    [CT.CLOUDWATCH.PR.1]: Require an Amazon CloudWatch alarm to have an action configured for the alarm state
    [FIX]: Set 'AlarmActions' to a list with one or more alarm action values.
    } >>
}
#
# Parameterized Rules
#
rule check(cloudwatch_alarm){
    %cloudwatch_alarm {
        # Scenario 2
        AlarmActions exists
        # Scenarios 3 and 4
        AlarmActions is_list
        AlarmActions not empty
    }
}
#
# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or Resources exists
    }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.CLOUDWATCH.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
    Topic:
        Type: AWS::SNS::Topic
        Properties: {}
    Alarm:
        Type: AWS::CloudWatch::Alarm
        Properties:
            ComparisonOperator: GreaterThanOrEqualToThreshold
            EvaluationPeriods: 1
            Period: 300
            Threshold: 1.0
            Namespace: AWS/Lambda
            MetricName: Errors
            TreatMissingData: missing
            Statistic: Sum
            DatapointsToAlarm: 1
            ActionsEnabled: true
            AlarmActions:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
Alarm:
  Type: AWS::CloudWatch::Alarm
  Properties:
    ComparisonOperator: GreaterThanOrEqualToThreshold
    EvaluationPeriods: 1
    Period: 300
    Threshold: 1.0
    Namespace: AWS/Lambda
    MetricName: Errors
    TreatMissingData: missing
    Statistic: Sum
    DatapointsToAlarm: 1
    ActionsEnabled: true

[CT.CLOUDWATCH.PR.2] Require an Amazon CloudWatch log group to be retained for at least one year

This control checks whether an Amazon CloudWatch Log Group retention period is set to a value greater than or equal to 365 days.

- **Control objective**: Establish logging and monitoring
- **Implementation**: AWS CloudFormation guard rule
- **Control behavior**: Proactive
- **Resource types**: AWS::Logs::LogGroup
- **AWS CloudFormation guard rule**: [CT.CLOUDWATCH.PR.2 rule specification](p. 413)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CLOUDWATCH.PR.2 rule specification](p. 413)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.CLOUDWATCH.PR.2 example templates](p. 415)

Explanation

Amazon CloudWatch Logs centralizes the logs from all of your systems, applications, and AWS services in a single, highly scalable service. You can use Amazon CloudWatch Logs to monitor, store, and retrieve your log files from Amazon EC2 instances, CloudTrail, Route 53, and other sources. Retaining your logs for at least one year can help you comply with log retention standards.

Remediation for rule failure

Omit the field value of RetentionInDays to adopt the default retention setting of Never expire, or set RetentionInDays to an integer value greater than or equal to 365.

The examples that follow show how to implement this remediation.
Amazon CloudWatch Log Group - Example

An Amazon CloudWatch log group configured to retain logs for one year (365 days). The example is shown in JSON and in YAML.

**JSON example**

```
{
  "LogGroup": {
    "Type": "AWS::Logs::LogGroup",
    "Properties": {
      "RetentionInDays": 365
    }
  }
}
```

**YAML example**

```
LogGroup:
  Type: AWS::Logs::LogGroup
  Properties:
    RetentionInDays: 365
```

**CT.CLOUDWATCH.PR.2 rule specification**

```
# ##################################################################
##       Rule Specification       #
# ##################################################################
#
# Rule Identifier:
#   cloudwatch_log_group_retention_period_check
#
# Description:
#   This control checks whether an Amazon CloudWatch Log Group retention period is set to a
#   value greater than or equal to 365 days.
#
# Reports on:
#   AWS::Logs::LogGroup
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#             document
#     And: The input document does not contain any CloudWatch log group resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#             document
#     And: The input document contains a CloudWatch log group resource
#     And: 'RetentionInDays' has been provided and set to a non integer value or
```
integer value less than 365

Scenario: 3
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains a CloudWatch log group resource
- And: 'RetentionInDays' has not been provided
- Then: FAIL

Scenario: 4
- Given: The input document is an AWS CloudFormation or AWS CloudFormation Hook Document
- And: The input document contains a CloudWatch log group resource
- And: 'RetentionInDays' has been provided and set to an integer value greater than or equal to 365
- Then: PASS

Constants

let CLOUDWATCH_LOGS_TYPE = "AWS::Logs::LogGroup"
let MINIMUM_RETENTION_IN_DAYS = 365
let INPUT_DOCUMENT = this

Assignments

let cloudwatch_log_groups = Resources.*[ Type == %CLOUDWATCH_LOGS_TYPE ]

Primary Rules

rule cloudwatch_log_group_retention_period_check when is_cfn_template(%INPUT_DOCUMENT)
%cloudwatch_log_groups not empty {
  check(%cloudwatch_log_groups.Properties)
  <<
  [CT.CLOUDWATCH.PR.2]: Require an Amazon CloudWatch log group to be retained for at least one year
  [FIX]: Omit the field value of 'RetentionInDays' to adopt the default retention setting of 'Never expire', or set 'RetentionInDays' to an integer value greater than or equal to 365.
  >>
}

rule cloudwatch_log_group_retention_period_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDWATCH_LOGS_TYPE) {
  check(%INPUT_DOCUMENT.%CLOUDWATCH_LOGS_TYPE.resourceProperties)
  <<
  [CT.CLOUDWATCH.PR.2]: Require an Amazon CloudWatch log group to be retained for at least one year
  [FIX]: Omit the field value of 'RetentionInDays' to adopt the default retention setting of 'Never expire', or set 'RetentionInDays' to an integer value greater than or equal to 365.
  >>
}

Parameterized Rules

rule check(cloudwatch_log_group)
%cloudwatch_log_group {
  # Scenario 3
  RetentionInDays not exists or
  # Scenarios 2 and 4
  RetentionInDays >= %MINIMUM_RETENTION_IN_DAYS
}
# Utility Rules

```cfn
def is_cfn_template(doc):
    %doc {
        AWSTemplateFormatVersion exists or Resources exists
    }

def is_cfn_hook(doc, RESOURCE_TYPE):
    %doc.%RESOURCE_TYPE.resourceProperties exists
```

CT.CLOUDWATCH.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```
Resources:
  LogGroup:
    Type: AWS::Logs::LogGroup
    Properties:
      RetentionInDays: 365
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
  LogGroup:
    Type: AWS::Logs::LogGroup
    Properties:
      RetentionInDays: 1
```

CT.CLOUDWATCH.PR.3] Require an Amazon CloudWatch log group to be encrypted at rest with an AWS KMS key

This control checks whether an Amazon CloudWatch Logs log group is encrypted at rest with an AWS KMS key

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Logs::LogGroup
- **AWS CloudFormation guard rule:** CT.CLOUDWATCH.PR.3 rule specification (p. 416)

Details and examples
AWS Control Tower User Guide
Proactive controls

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.CLOUDWATCH.PR.3 rule specification (p. 416)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: CT.CLOUDWATCH.PR.3 example templates (p. 419)

Explanation

Amazon CloudWatch Logs log groups are encrypted by default using server-side encryption. For added control over encryption keys, you can use customer-managed keys from AWS KMS. You have full control over these KMS keys, including establishing and maintaining their key policies, IAM policies, and grants, enabling and disabling the keys, rotating their cryptographic material, adding tags, creating aliases that refer to the KMS keys, and scheduling the KMS keys for deletion.

Remediation for rule failure

Set KmsKeyId to the ARN of an AWS KMS customer-managed key configured with permissions that allow the CloudWatch service principal to use the key.

The examples that follow show how to implement this remediation.

Amazon CloudWatch Logs Group - Example

An Amazon CloudWatch log group configured to encrypt logs with an AWS KMS customer-managed key. The example is shown in JSON and in YAML.

JSON example

```
{
  "LogGroup": {
    "Type": "AWS::Logs::LogGroup",
    "Properties": {
      "KmsKeyId": {
        "Fn::GetAtt": [
          "KMSKey",
          "Arn"
        ]
      }
    }
  }
}
```

YAML example

```
LogGroup:
  Type: AWS::Logs::LogGroup
  Properties:
    KmsKeyId: !GetAtt 'KMSKey.Arn'
```

CT.CLOUDWATCH.PR.3 rule specification

```
# ******************************************************************************
```
## Rule Specification

### Rule Identifier:
cloudwatch_log_group_encrypted_check

### Description:
This control checks whether an Amazon CloudWatch log group is encrypted at rest with an AWS KMS key

### Reports on:
AWS::Logs::LogGroup

### Evaluates:
AWS CloudFormation, AWS CloudFormation hook

### Rule Parameters:
None

### Scenarios:

#### Scenario: 1
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document does not contain any CloudWatch log group resources
- Then: SKIP

#### Scenario: 2
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains a CloudWatch log group resource
- And: 'KmsKeyId' has not been provided
- Then: FAIL

#### Scenario: 3
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains a CloudWatch log group resource
- And: 'KmsKeyId' has been provided as an empty string or invalid local reference to a KMS Key
- Then: FAIL

#### Scenario: 4
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains a CloudWatch log group resource
- And: 'KmsKeyId' has been provided as a non-empty string or valid local reference to a KMS Key
- Then: PASS

### Constants

let CLOUDWATCH_LOGS_TYPE = "AWS::Logs::LogGroup"
let INPUT_DOCUMENT = this

### Assignments

let cloudwatch_log_groups = Resources.*[ Type == %CLOUDWATCH_LOGS_TYPE ]

### Primary Rules

rule cloudwatch_log_group_encrypted_check when is_cfn_template(%INPUT_DOCUMENT) %cloudwatch_log_groups not empty {
  check(%cloudwatch_log_groups.Properties) <<
  [CT.CLOUDWATCH.PR.3]: Require an Amazon CloudWatch log group to be encrypted at rest with an AWS KMS key
[Fix]: Set 'KmsKeyId' to the ARN of an AWS KMS customer managed key configured with permissions that allow the CloudWatch service principal to use the key.

```python
rule cloudwatch_log_group_encrypted_check when is_cfn_hook(%INPUT_DOCUMENT, %CLOUDWATCH_Logs_Type) {
    check(%INPUT_DOCUMENT.%CLOUDWATCH_Logs_Type.resourceProperties)
    
    [CT.CLOUDWATCH.PR.3]: Require an Amazon CloudWatch log group to be encrypted at rest with an AWS KMS key.
    [Fix]: Set 'KmsKeyId' to the ARN of an AWS KMS customer managed key configured with permissions that allow the CloudWatch service principal to use the key.
}
```

# Parameterized Rules

```
rule check(cloudwatch_log_group) {
    %cloudwatch_log_group {
        # Scenario 2
        KmsKeyId exists
        # Scenario 3 and 4
        check_is_string_and_not_empty(KmsKeyId) or
        check_local_references(%INPUT_DOCUMENT, KmsKeyId, "AWS::KMS::Key")
    }
}
```

# Utility Rules

```
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
```

```
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

```
rule check_is_string_and_not_empty(value) {
    %value {
        this is_string
        this != /\A\s*\z/
    }
}
```

```
rule check_local_references(doc, reference_properties, referenced_resource_type) {
    %reference_properties {
        'Fn::GetAtt' {
            query_for_resource(%doc, this[0], %referenced_resource_type)
            <<Local Stack reference was invalid>>
        } or Ref {
            query_for_resource(%doc, this, %referenced_resource_type)
            <<Local Stack reference was invalid>>
        }
    }
}
```

```
rule query_for_resource(doc, resource_key, resource_type) {
    let referenced_resource = %doc.Resources[ keys == %resource_key ]
    %referenced_resource not empty
    %referenced_resource {
```
CT.CLOUDWATCH.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```
Resources:
  KMSKey:
    Type: AWS::KMS::Key
    Properties:
      KeyPolicy:
        Version: 2012-10-17
        Id: example-cloudwatch-logs-key-policy
        Statement:
          - Sid: Enable IAM User Permissions
            Effect: Allow
            Principal:
              AWS:
                Fn::Sub: arn:${AWS::Partition}:iam::${AWS::AccountId}:root
            Action: kms:*
            Resource: "*"
          - Sid: Enable Logs
            Effect: Allow
            Principal:
              Service:
                Fn::Sub: logs.${AWS::Region}.amazonaws.com
            Action:
              - kms:Encrypt*
              - kms:Decrypt*
              - kms:ReEncrypt*
              - kms:GenerateDataKey*
              - kms:Describe
            Resource: "*"
            Condition:
              ArnEquals:
                kms:EncryptionContext:aws:logs:arn:
                Fn::Sub: arn:${AWS::Partition}:logs:${AWS::Region}:${AWS::AccountId}:*

  LogGroup:
    Type: AWS::Logs::LogGroup
    Properties:
      KmsKeyId:
        Fn::GetAtt:
          - KMSKey
          - Arn
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
  LogGroup:
    Type: AWS::Logs::LogGroup
    Properties: {}
```
[CT.CLOUDWATCH.PR.4] Require an Amazon CloudWatch alarm to have actions activated

This control checks whether an Amazon CloudWatch alarm has actions enabled.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CloudWatch::Alarm
- **AWS CloudFormation guard rule:** CT.CLOUDWATCH.PR.4 rule specification (p. 421)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.CLOUDWATCH.PR.4 rule specification (p. 421)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: CT.CLOUDWATCH.PR.4 example templates (p. 423)

Explanation

Alarm actions automatically alert you when a monitored metric is outside the defined threshold. If the alarm action is deactivated, no actions are executed when the alarm changes state, so you won’t be alerted to changes in monitored metrics. AWS Control Tower recommends activating CloudWatch alarm actions to help you respond quickly to security and operational issues.

**Remediation for rule failure**

Set `ActionsEnabled` to `true` or do not provide the `ActionsEnabled` property.

The examples that follow show how to implement this remediation.

**Amazon CloudWatch Alarm - Example**

An Amazon CloudWatch alarm configured with alarm actions enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "Alarm": {
      "Type": "AWS::CloudWatch::Alarm",
      "Properties": {
         "AlarmActions": [
            {
               "Ref": "Topic"
            }
         ],
         "ComparisonOperator": "GreaterThanOrEqualToThreshold",
         "EvaluationPeriods": 1,
         "Period": 300,
         "Threshold": 1.0,
         "Namespace": "AWS/Lambda",
         "MetricName": "Errors",
         "TreatMissingData": "missing",
         "Statistic": "Sum",
         "DatapointsToAlarm": 1,
         "ActionsEnabled": true
      }
   }
}
```
YAML example

```yaml
Alarm:
  Type: AWS::CloudWatch::Alarm
  Properties:
    AlarmActions:
      - !Ref 'Topic'
    ComparisonOperator: GreaterThanOrEqualToThreshold
    EvaluationPeriods: 1
    Period: 300
    Threshold: 1.0
    Namespace: AWS/Lambda
    MetricName: Errors
    TreatMissingData: missing
    Statistic: Sum
    DatapointsToAlarm: 1
    ActionsEnabled: true
```

CT.CLOUDWATCH.PR.4 rule specification

```yaml
# ######################################################################
# Rule Specification  ##
# ######################################################################
#
# Rule Identifier:
#   cloudwatch_alarm_action_enabled_check
#
# Description:
#   This control checks whether an Amazon CloudWatch alarm has actions enabled.
#
# Reports on:
#   AWS::CloudWatch::Alarm
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any CloudWatch alarm resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains a CloudWatch alarm resource
#     And: 'ActionsEnabled' has been provided and set to a value other than bool(true)
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains a CloudWatch alarm resource
```
And: 'ActionsEnabled' has not been provided
Then: PASS
Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation Hook Document
And: The input document contains a CloudWatch alarm resource
And: 'ActionsEnabled' has been provided with a value of bool(true)
Then: PASS

# Constants
#
let CLOUDWATCH_ALARM_TYPE = "AWS::CloudWatch::Alarm"
let INPUT_DOCUMENT = this
#
# Assignments
#
let cloudwatch_alarms = Resources.*[ Type == %CLOUDWATCH_ALARM_TYPE ]
#
# Primary Rules
#
rule cloudwatch_alarm_action_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%cloudwatch_alarms not empty {
check(%cloudwatch_alarms.Properties)
<<
[CT.CLOUDWATCH.PR.4]: Require an Amazon CloudWatch alarm to have actions activated
[FIX]: Set 'ActionsEnabled' to 'true' or do not provide the 'ActionsEnabled'
property.
>>
}
rule cloudwatch_alarm_action_enabled_check when is_cfn_hook(%INPUT_DOCUMENT,
%CLOUDWATCH_ALARM_TYPE) {
check(%INPUT_DOCUMENT.%CLOUDWATCH_ALARM_TYPE.resourceProperties)
<<
[CT.CLOUDWATCH.PR.4]: Require an Amazon CloudWatch alarm to have actions activated
[FIX]: Set 'ActionsEnabled' to 'true' or do not provide the 'ActionsEnabled'
property.
>>
}
#
# Parameterized Rules
#
rule check(cloudwatch_alarm){
%cloudwatch_alarm {
    # Scenario 3
    ActionsEnabled not exists or
    # Scenarios 2 and 4
    ActionsEnabled == true
}
}
#
# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
Topic:
   Type: AWS::SNS::Topic
   Properties: {}
Alarm:
   Type: AWS::CloudWatch::Alarm
   Properties:
      AlarmActions:
         - Ref: Topic
      ComparisonOperator: GreaterThanOrEqualToThreshold
      EvaluationPeriods: 1
      Period: 300
      Threshold: 1.0
      Namespace: AWS/Lambda
      MetricName: Errors
      TreatMissingData: missing
      Statistic: Sum
      DatapointsToAlarm: 1
      ActionsEnabled: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
Topic:
   Type: AWS::SNS::Topic
   Properties: {}
Alarm:
   Type: AWS::CloudWatch::Alarm
   Properties:
      AlarmActions:
         - Ref: Topic
      ComparisonOperator: GreaterThanOrEqualToThreshold
      EvaluationPeriods: 1
      Period: 300
      Threshold: 1.0
      Namespace: AWS/Lambda
      MetricName: Errors
      TreatMissingData: missing
      Statistic: Sum
      DatapointsToAlarm: 1
      ActionsEnabled: false
[CT.CODEBUILD.PR.1] Require OAuth on GitHub or Bitbucket source repository URLs for AWS CodeBuild projects (p. 424)

[CT.CODEBUILD.PR.2] Require any AWS CodeBuild project environment variable to encrypt credentials in environment variables (p. 432)

[CT.CODEBUILD.PR.3] Require any AWS CodeBuild project environment to have logging configured (p. 438)

[CT.CODEBUILD.PR.4] Require any AWS CodeBuild project to deactivate privileged mode when running (p. 446)

[CT.CODEBUILD.PR.5] Require encryption on all AWS CodeBuild project artifacts (p. 452)

[CT.CODEBUILD.PR.6] Require encryption on all Amazon S3 logs for AWS CodeBuild projects (p. 461)

[CT.CODEBUILD.PR.1] Require OAuth on GitHub or Bitbucket source repository URLs for AWS CodeBuild projects

This control checks whether the GitHub or Bitbucket source repository URL contains either personal access tokens or a user name and password.

- **Control objective**: Use strong authentication
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::CodeBuild::Project
- **AWS CloudFormation guard rule**: CT.CODEBUILD.PR.1 rule specification (p. 427)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.CODEBUILD.PR.1 rule specification (p. 427)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.CODEBUILD.PR.1 example templates (p. 430)

Explanation

Authentication credentials should never be stored or transmitted in clear text or appear in the repository URL. Instead of personal access tokens or username and password, you should use OAuth to grant authorization for accessing GitHub or Bitbucket repositories. Using personal access tokens or a username and password could expose your credentials to unintended data exposure and unauthorized access.

**Usage considerations**

- This control applies only to AWS CodeBuild projects with a primary or secondary source type of GitHub or Bitbucket.

Remediation for rule failure

Remove any embedded credentials from repository URLs in AWS CodeBuild project source configurations. Instead, connect your CodeBuild projects to GitHub or Bitbucket repositories by configuring GitHub Access Token or Bitbucket App Password credentials in the AWS Management Console or AWS CLI.

The examples that follow show how to implement this remediation.
AWS CodeBuild Project - Example One

AWS CodeBuild project configured with a GitHub primary source location that does not contain a personal access token. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "CodeBuildProject": {
    "Type": "AWS::CodeBuild::Project",
    "Properties": {
      "Artifacts": {
        "Type": "NO_ARTIFACTS"
      },
      "Environment": {
        "ComputeType": "BUILD_GENERAL1_SMALL",
        "Image": "aws/codebuild/standard:4.0",
        "Type": "LINUX_CONTAINER"
      },
      "ServiceRole": {
        "Fn::GetAtt": [
          "CodeBuildServiceRole",
          "Arn"
        ]
      },
      "Source": {
        "BuildSpec": "version: 0.2
phases:
  install:
    commands:
      - npm install
  build:
    commands:
      - npm test
artifacts:
  files:
    - '**/*'
      "Type": "GITHUB",
      "Location": "https://github.com/username/repo.git"
    }
  }
}
```

**YAML example**

```yaml
CodeBuildProject:
  Type: AWS::CodeBuild::Project
  Properties:
    Artifacts:
      Type: NO_ARTIFACTS
    Environment:
      ComputeType: BUILD_GENERAL1_SMALL
      Image: aws/codebuild/standard:4.0
      Type: LINUX_CONTAINER
    ServiceRole: !GetAtt 'CodeBuildServiceRole.Arn'
    Source:
      BuildSpec: |
        version: 0.2
        phases:
          install:
            commands:
              - npm install
          build:
            commands:
              - npm test
            artifacts:
              files:
                - '***/*'
              Type: GITHUB
```
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The examples that follow show how to implement this remediation.

AWS CodeBuild Project - Example Two

AWS CodeBuild project configured with primary and secondary source locations that do not contain credentials or personal access tokens. The example is shown in JSON and in YAML.

JSON example

```
{
  "CodeBuildProject": {
    "Type": "AWS::CodeBuild::Project",
    "Properties": {
      "Artifacts": {
        "Type": "NO_ARTIFACTS"
      },
      "Environment": {
        "ComputeType": "BUILD_GENERAL1_SMALL",
        "Image": "aws/codebuild/standard:4.0",
        "Type": "LINUX_CONTAINER"
      },
      "ServiceRole": {
        "Fn::GetAtt": [
          "CodeBuildServiceRole",
          "Arn"
        ]
      },
      "Source": {
        "BuildSpec": "version: 0.2\nphases:
  install:
    commands:
      - npm install
  build:
    commands:
      - npm test
artifacts:
  files:
    - '**/*'
  Type: BITBUCKET",
        "Location": "https://bitbucket.org/user/repo.git"
      },
      "SecondarySources": [
        {
          "Type": "GITHUB",
          "Location": "https://github.com/username/repo.git",
          "SourceIdentifier": "GitHubSource"
        }
      ]
    }
  }
}
```

YAML example

```
CodeBuildProject:
  Type: AWS::CodeBuild::Project
  Properties:
    Artifacts:
      Type: NO_ARTIFACTS
    Environment:
      ComputeType: BUILD_GENERAL1_SMALL
      Image: aws/codebuild/standard:4.0
      Type: LINUX_CONTAINER
    ServiceRole: !GetAtt 'CodeBuildServiceRole.Arn'
```
Source:
  BuildSpec: |
  version: 0.2
  phases:
    install:
      commands:
      - npm install
    build:
      commands:
      - npm test
  artifacts:
    files:
      - '***/***'
Type: BITBUCKET
  Location: https://bitbucket.org/user/repo.git
SecondarySources:
  - Type: GITHUB
    Location: https://github.com/username/repo.git
  SourceIdentifier: GitHubSource

CT.CODEBUILD.PR.1 rule specification

# ####################################################################
##       Rule Specification        ##
# ########################################################################
#
# Rule Identifier:
#   codebuild_project_source_repo_url_check
##
# Description:
#   This control checks whether the GitHub or Bitbucket source repository URL contains 
either personal access tokens or a username and password.
#
# Reports on:
#   AWS::CodeBuild::Project
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
document
#     And: The input document does not contain any CodeBuild project resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
document
#     And: The input document contains a CodeBuild project resource
#     And: 'Source' configuration is not of 'Type' 'GITHUB' or 'BITBUCKET'
#     And: 'SecondarySources' configuration is not provided or is provided and does not 
have any item of 'Type'
#     'GITHUB' or 'BITBUCKET'
#     Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
document
#     And: The input document contains a CodeBuild project resource
# Proactive controls

## Scenario: 4

Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CodeBuild project resource
And: 'SecondarySources' configuration is provided
And: 'SecondarySources' configuration has one or more items of 'Type' 'GITHUB' or 'BITBUCKET'
And: 'SecondarySources' configuration has one or more items with 'Location' that contains credentials (username and password for BitBucket and Access Token for GitHub)
Then: FAIL

## Scenario: 5

Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CodeBuild project resource
And: 'Source' configuration is of 'Type' 'GITHUB' or 'BITBUCKET'
And: 'Source' configuration has a 'Location' that contains credentials (username and password for BitBucket and Access Token for GitHub)
And: 'SecondarySources' configuration is not provided or is provided and does not have any item of 'Type' 'GITHUB' or 'BITBUCKET'
Then: PASS

## Scenario: 6

Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CodeBuild project resource
And: 'Source' configuration is of 'Type' 'GITHUB' or 'BITBUCKET'
And: 'Source' configuration has a 'Location' that does not contain credentials (username and password for BitBucket and Access Token for GitHub)
And: 'SecondarySources' configuration is provided
And: 'SecondarySources' configuration has one or more items of 'Type' 'GITHUB' or 'BITBUCKET'
And: 'SecondarySources' configuration has one or more items with 'Location' that does not contain credentials (username and password for BitBucket and Access Token for GitHub)
Then: PASS

### Constants

let CODEBUILD_PROJECT_TYPE = "AWS::CodeBuild::Project"
let INPUT_DOCUMENT = this
let GITHUB_COMPLIANT_URL_PATTERN = /^(http(s)?)(://github.com/)([^/]+)(\[w\.-]+)(\.git)?$/
let BITBUCKET_COMPLIANT_URL_PATTERN = /^https?://bitbucket.org/
Proactive controls

[CT.CODEBUILD.PR.1]: Require OAuth on GitHub or Bitbucket source repository URLs for AWS CodeBuild projects

[FIX]: Remove any embedded credentials from repository URLs in AWS CodeBuild project source configurations. Instead, connect your CodeBuild projects to 'GitHub' or 'Bitbucket' repositories by configuring 'GitHub Access Token' or 'Bitbucket App Password' credentials in the AWS Management Console or AWS CLI.

```plaintext
> rule codebuild_project_source_repo_url_check when is_cfn_hook(%INPUT_DOCUMENT, %CODEBUILD_PROJECT_TYPE) {
    check(%INPUT_DOCUMENT.%CODEBUILD_PROJECT_TYPE.resourceProperties)
    <<
    [CT.CODEBUILD.PR.1]: Require OAuth on GitHub or Bitbucket source repository URLs for AWS CodeBuild projects
    [FIX]: Remove any embedded credentials from repository URLs in AWS CodeBuild project source configurations. Instead, connect your CodeBuild projects to 'GitHub' or 'Bitbucket' repositories by configuring 'GitHub Access Token' or 'Bitbucket App Password' credentials in the AWS Management Console or AWS CLI.
    >>
}
```

## Parameterized Rules

```plaintext
# Parameterized Rules
#
rule check(codebuild_project) {
    %codebuild_project[
        filter_github_or_bitbucket_source_configuration(this) or
        filter_github_or_bitbucket_secondary_sources_configuration(this)
    ] {
        # Scenario 3, 5 and 6
        check_source(Source)
        # Scenario 4 and 6
        check_secondary_sources(this)
    }
}
```

```plaintext
rule filter_github_or_bitbucket_source_configuration(codebuild_project) {
    %codebuild_project {
        Source exists
        Source is_struct
        Source {
            Type == "GITHUB" or
            Type == "BITBUCKET"
        }
    }
}
```

```plaintext
rule filter_github_or_bitbucket_secondary_sources_configuration(codebuild_project) {
    %codebuild_project {
        SecondarySources exists
        SecondarySources is_list
        SecondarySources not empty
        some SecondarySources[*] {
            Type == "GITHUB" or
            Type == "BITBUCKET"
        }
    }
}
```

```plaintext
rule check_source(codebuild_source) {
    %codebuild_source [
        Type == "GITHUB"
    ] {
        Location exists
    }
}
```
CT.CODEBUILD.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  CodeBuildServiceRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Principal:
              Service: codebuild.amazonaws.com
            Action: sts:AssumeRole

  CodeBuildProject:
    Type: AWS::CodeBuild::Project
    Properties:
      Artifacts:
        Type: NO_ARTIFACTS
      Environment:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
CodeBuildServiceRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service: codebuild.amazonaws.com
          Action: sts:AssumeRole

CodeBuildProject:
  Type: AWS::CodeBuild::Project
  Properties:
    Artifacts:
      Type: NO_ARTIFACTS
    Environment:
      ComputeType: BUILD_GENERAL1_SMALL
      Image: aws/codebuild/standard:4.0
      Type: LINUX_CONTAINER
    ServiceRole:
      Fn::GetAtt:
        - CodeBuildServiceRole
        - Arn
    Source:
      BuildSpec: |
        version: 0.2
        phases:
          install:
            commands:
              - npm install
          build:
            commands:
              - npm test
        artifacts:
          files:
            - '***/*'
[CT.CODEBUILD.PR.2] Require any AWS CodeBuild project environment variable to encrypt credentials in environment variables

This control checks whether AWS CodeBuild projects contain environment variables AWS_ACCESS_KEY_ID and AWS_SECRET_ACCESS_KEY stored as PLAINTEXT.

- **Control objective:** Use strong authentication
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CodeBuild::Project
- **AWS CloudFormation guard rule:** [CT.CODEBUILD.PR.2 rule specification](p. 434)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CODEBUILD.PR.2 rule specification](p. 434)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.CODEBUILD.PR.2 example templates](p. 436)

**Explanation**

Authentication credentials AWS_ACCESS_KEY_ID and AWS_SECRET_ACCESS_KEY should never be stored in clear text, as this could lead to unintended data exposure and unauthorized access.

**Usage considerations**

- This control only applies to AWS CodeBuild projects configured with AWS_ACCESS_KEY_ID and AWS_SECRET_ACCESS_KEY environment variables

**Remediation for rule failure**

Use PARAMETER_STORE or SECRETS_MANAGER to store values for environment variables named AWS_ACCESS_KEY_ID or AWS_SECRET_ACCESS_KEY.

The examples that follow show how to implement this remediation.

**AWS CodeBuild Project - Example**

AWS CodeBuild project configured to use credentials stored in AWS Secrets Manager. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "CodeBuildProject": {
        "Type": "AWS::CodeBuild::Project",
        "Properties": {
            "Artifacts": {
                "Type": "NO_ARTIFACTS"
            }
        }
    }
}
```
"Environment": {  
"ComputeType": "BUILD_GENERAL1_SMALL",  
"Image": "aws/codebuild/standard:4.0",  
"Type": "LINUX_CONTAINER",  
"EnvironmentVariables": [  
{  
"Name": "AWS_ACCESS_KEY_ID",  
"Type": "SECRETS_MANAGER",  
"Value": "sample_secret:access_key_id" 
},  
{  
"Name": "AWS_SECRET_ACCESS_KEY",  
"Type": "SECRETS_MANAGER",  
"Value": "sample_secret:secret_access_key" 
}  
],  
"ServiceRole": {  
"Fn::GetAtt": [  
"CodeBuildServiceRole",  
"Arn" 
]  
},  
"Source": {  
"Type": "NO_SOURCE",  
"BuildSpec": "version: 0.2
phases:
  install:
    commands:
      - npm install
  build:
    commands:
      - npm test
artifacts:
  files:
    - '**/*' 
} 
} 

YAML example

CodeBuildProject:  
Type: AWS::CodeBuild::Project  
Properties:  
  Artifacts:  
    Type: NO_ARTIFACTS  
  Environment:  
    ComputeType: BUILD_GENERAL1_SMALL  
    Image: aws/codebuild/standard:4.0  
    Type: LINUX_CONTAINER  
    EnvironmentVariables:  
      - Name: AWS_ACCESS_KEY_ID  
        Type: SECRETS_MANAGER  
        Value: sample_secret:access_key_id  
      - Name: AWS_SECRET_ACCESS_KEY  
        Type: SECRETS_MANAGER  
        Value: sample_secret:secret_access_key  
  ServiceRole: !GetAtt 'CodeBuildServiceRole.Arn'  
Source:  
  Type: NO_SOURCE  
  BuildSpec: |  
      version: 0.2  
    phases:  
      install:  
        commands:  
          - npm install  
        build:  
        commands:  
          - npm test  
  artifacts:
files:
  - '*/*'

CT.CODEBUILD.PR.2 rule specification

```
# ###################################
##       Rule Specification        ##
####################################
#
# Rule Identifier:
# codebuild_project_envvar_awscred_check
#
# Description:
# This control checks whether AWS CodeBuild projects contain environment variables
# 'AWS_ACCESS_KEY_ID' and 'AWS_SECRET_ACCESS_KEY' stored as 'PLAINTEXT'.
#
# Reports on:
# AWS::CodeBuild::Project
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation Hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document does not contain any CodeBuild project resources
#       Then: SKIP
# Scenario: 2
#   Given: The input document contains a CodeBuild project resource
#       And: 'Environment' configuration does not contain 'EnvironmentVariables'
#       Then: SKIP
# Scenario: 3
#   Given: The input document contains a CodeBuild project resource
#       And: 'EnvironmentVariables' contain variables named 'AWS_ACCESS_KEY_ID' or
#            'AWS_SECRET_ACCESS_KEY'
#       And: 'Type' is not provided for 'AWS_ACCESS_KEY_ID' and 'AWS_SECRET_ACCESS_KEY'
#       environment variables or is provided as an empty string.
#       Then: FAIL
# Scenario: 4
#   Given: The input document contains a CodeBuild project resource
#       And: 'EnvironmentVariables' contain variables named 'AWS_ACCESS_KEY_ID' or
#            'AWS_SECRET_ACCESS_KEY'
#       And: 'Type' is set to 'PLAINTEXT' for 'AWS_ACCESS_KEY_ID' or
#            'AWS_SECRET_ACCESS_KEY' environment variables
#       Then: FAIL
# Scenario: 5
#   Given: The input document contains a CodeBuild project resource
```
And: The input document contains a CodeBuild project resource
And: 'Environment' configuration contains 'EnvironmentVariables'
And: 'EnvironmentVariables' does not contain variables named 'AWS_ACCESS_KEY_ID' or 'AWS_SECRET_ACCESS_KEY'
Then: PASS
# Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CodeBuild project resource
And: 'Environment' configuration contains 'EnvironmentVariables'
And: 'EnvironmentVariables' contain variables named 'AWS_ACCESS_KEY_ID' or 'AWS_SECRET_ACCESS_KEY'
And: 'Type' is provided as a non-empty string and not set to 'PLAINTEXT' for 'AWS_ACCESS_KEY_ID' or 'AWS_SECRET_ACCESS_KEY' environment variables
Then: PASS

# Constants

let CODEBUILD_PROJECT_TYPE = "AWS::CodeBuild::Project"
let AWS_CREDENTIAL_ENV_VAR_NAMES = [ "AWS_ACCESS_KEY_ID", "AWS_SECRET_ACCESS_KEY" ]
let INPUT_DOCUMENT = this

# Assignments

let codebuild_project = Resources.*[ Type == %CODEBUILD_PROJECT_TYPE ]

# Primary Rules

rule codebuild_project_envvar_awscred_check when is_cfn_template(%INPUT_DOCUMENT)
%codebuild_project not empty {
   check(%codebuild_project.Properties)
   %codebuild_project not empty {
      [CT.CODEBUILD.PR.2]: Require any AWS CodeBuild project environment variable to encrypt credentials in environment variables
      [FIX]: Use 'PARAMETER_STORE' or 'SECRETS_MANAGER' to store values for environment variables named 'AWS_ACCESS_KEY_ID' or 'AWS_SECRET_ACCESS_KEY'.
   }
}

rule codebuild_project_envvar_awscred_check when is_cfn_hook(%INPUT_DOCUMENT, %CODEBUILD_PROJECT_TYPE) {
   check(%INPUT_DOCUMENT.%CODEBUILD_PROJECT_TYPE.resourceProperties)
   %codebuild_project not empty {
      [CT.CODEBUILD.PR.2]: Require any AWS CodeBuild project environment variable to encrypt credentials in environment variables
      [FIX]: Use 'PARAMETER_STORE' or 'SECRETS_MANAGER' to store values for environment variables named 'AWS_ACCESS_KEY_ID' or 'AWS_SECRET_ACCESS_KEY'.
   }
}

# Parameterized Rules

rule check(codebuild_project) {
   %codebuild_project [
      # Scenario 2
      filter_codebuild_projects_with_environment_variables(this)
   ] {
      Environment exists
      Environment is struct
      Environment {
EnvironmentVariables exists  
EnvironmentVariables is_list  
EnvironmentVariables not empty  
EnvironmentVariables [
    # Scenario 3, 4 and 6
    Name in %AWS_CREDENTIAL_ENV_VAR_NAMES
] {  
    # Scenario 3
    Type exists
    check_is_string_and_not_empty(Type)  
    # Scenario 4 and 6
    Type != "PLAINTEXT"
}
}
}

rule filter_codebuild_projects_with_environment_variables(codebuild_project) {
    %codebuild_project {
        Environment exists  
        Environment is_struct  
        Environment {
            # Scenario 2
            EnvironmentVariables exists  
            EnvironmentVariables is_list  
            EnvironmentVariables not empty
        }
    }
}

# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_is_string_and_not_empty(value) {
    %value {
        this is_string
        this != /\A\s*\z/
    }
}

CT.CODEBUILD.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
    CodeBuildServiceRole:
        Type: AWS::IAM::Role
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
CodeBuildServiceRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service: codebuild.amazonaws.com
          Action: sts:AssumeRole

CodeBuildProject:
  Type: AWS::CodeBuild::Project
  Properties:
    Artifacts:
      Type: NO_ARTIFACTS
    Environment:
      ComputeType: BUILD_GENERAL1_SMALL
      Image: aws/codebuild/standard:4.0
      Type: LINUX_CONTAINER
      EnvironmentVariables:
      - Name: AWS_ACCESS_KEY_ID
        Type: SECRETS_MANAGER
        Value: example_secret:access_key_id
      - Name: AWS_SECRET_ACCESS_KEY
        Type: SECRETS_MANAGER
        Value: example_secret:secret_access_key
      - Name: some_other_variable
        Type: PLAINTEXT
        Value: example
    ServiceRole:
      Fn::GetAtt:
        - CodeBuildServiceRole
        - Arn
    Source:
      Type: NO_SOURCE
    BuildSpec: |
      version: 0.2
      phases:
        install:
          commands:
            - npm install
        build:
          commands:
            - npm test
        artifacts:
          files:
            - '**/*'
[CT.CODEBUILD.PR.3] Require any AWS CodeBuild project environment to have logging configured

This control checks whether AWS CodeBuild projects environment has at least one logging option enabled.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CodeBuild::Project
- **AWS CloudFormation guard rule:** [CT.CODEBUILD.PR.3 rule specification](p. 441)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CODEBUILD.PR.3 rule specification](p. 441)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.CODEBUILD.PR.3 example templates](p. 445)

**Explanation**

From a security perspective, logging is an important feature to enable, to assist future forensics efforts in case of a security incident. Correlating anomalies in CodeBuild projects with threat detections can increase confidence in the accuracy of those threat detections.
Remediation for rule failure

Set LogsConfig with a CloudWatchLogs or S3Logs configuration.

The examples that follow show how to implement this remediation.

AWS CodeBuild Project - Example One

AWS CodeBuild project configured to enable logging, by means of Amazon CloudWatch Logs. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "CodeBuildProject": {
      "Type": "AWS::CodeBuild::Project",
      "Properties": {
         "Artifacts": {
            "Type": "NO_ARTIFACTS"
         },
         "Environment": {
            "ComputeType": "BUILD_GENERAL1_SMALL",
            "Image": "aws/codebuild/standard:4.0",
            "Type": "LINUX_CONTAINER"
         },
         "ServiceRole": {
            "Fn::GetAtt": [
               "CodeBuildServiceRole",
               "Arn"
            ]
         },
         "Source": {
            "Type": "NO_SOURCE",
            "BuildSpec": "version: 0.2\nphases:
  install:
    commands:
      - npm install
  build:
    commands:
      - npm test"
         },
         "LogsConfig": {
            "CloudWatchLogs": {
               "Status": "ENABLED"
            }
         }
      }
   }
}
```

**YAML example**

```yaml
CodeBuildProject:
  Type: AWS::CodeBuild::Project
  Properties:
    Artifacts:
      Type: NO_ARTIFACTS
    Environment:
      ComputeType: BUILD_GENERAL1_SMALL
      Image: aws/codebuild/standard:4.0
      Type: LINUX_CONTAINER
    ServiceRole: !GetAtt 'CodeBuildServiceRole.Arn'
  Source:
    Type: NO_SOURCE
```

The examples that follow show how to implement this remediation.

**AWS CodeBuild Project - Example Two**

AWS CodeBuild project configured to enable logging, by means of Amazon S3. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "CodeBuildProject": {
        "Type": "AWS::CodeBuild::Project",
        "Properties": {
            "Artifacts": {
                "Type": "NO_ARTIFACTS"
            },
            "Environment": {
                "ComputeType": "BUILD_GENERAL1_SMALL",
                "Image": "aws/codebuild/standard:4.0",
                "Type": "LINUX_CONTAINER"
            },
            "ServiceRole": {
                "Fn::GetAtt": [
                    "CodeBuildServiceRole",
                    "Arn"
                ]
            },
            "Source": {
                "Type": "NO_SOURCE",
                "BuildSpec": "version: 0.2
phases:
  install:
    commands:
      - npm install
  build:
    commands:
      - npm test"
            },
            "LogsConfig": {
                "S3Logs": {
                    "Status": "ENABLED",
                    "Location": {
                        "Fn::Join": [
                            "/",
                            [
                                {
                                    "Ref": "S3Bucket"
                                },
                                "path/to/directory"
                            ]
                        ]
                    }
                }
            }
        }
    }
}
```

**YAML example**

```yaml
BuildSpec: "version: 0.2
phases:
  install:
    commands:
      - npm install
  build:
    commands:
      - npm test"
LogsConfig: CloudWatchLogs:
  Status: ENABLED
```

The examples that follow show how to implement this remediation.

**AWS CodeBuild Project - Example Two**

AWS CodeBuild project configured to enable logging, by means of Amazon S3. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "CodeBuildProject": {
        "Type": "AWS::CodeBuild::Project",
        "Properties": {
            "Artifacts": {
                "Type": "NO_ARTIFACTS"
            },
            "Environment": {
                "ComputeType": "BUILD_GENERAL1_SMALL",
                "Image": "aws/codebuild/standard:4.0",
                "Type": "LINUX_CONTAINER"
            },
            "ServiceRole": {
                "Fn::GetAtt": [
                    "CodeBuildServiceRole",
                    "Arn"
                ]
            },
            "Source": {
                "Type": "NO_SOURCE",
                "BuildSpec": "version: 0.2
phases:
  install:
    commands:
      - npm install
  build:
    commands:
      - npm test"
            },
            "LogsConfig": {
                "S3Logs": {
                    "Status": "ENABLED",
                    "Location": {
                        "Fn::Join": [
                            "/",
                            [
                                {
                                    "Ref": "S3Bucket"
                                },
                                "path/to/directory"
                            ]
                        ]
                    }
                }
            }
        }
    }
}
```

**YAML example**

```yaml
BuildSpec: "version: 0.2
phases:
  install:
    commands:
      - npm install
  build:
    commands:
      - npm test"
LogsConfig: CloudWatchLogs:
  Status: ENABLED
```
CodeBuildProject:
  Type: AWS::CodeBuild::Project
  Properties:
    Artifacts:
      Type: NO_ARTIFACTS
    Environment:
      ComputeType: BUILD_GENERAL1_SMALL
      Image: aws/codebuild/standard:4.0
      Type: LINUX_CONTAINER
      ServiceRole: !GetAtt 'CodeBuildServiceRole.Arn'
    Source:
      Type: NO_SOURCE
      BuildSpec: "version: 0.2
        phases:
          install:
            commands:
              - npm install
          build:
            commands:
              - npm test"
    LogsConfig:
      S3Logs:
        Status: ENABLED
        Location: !Join
          - /
          - !Ref 'S3Bucket'
          - path/to/directory

CT.CODEBUILD.PR.3 rule specification

# ###################################################################
## Rule Specification      ##
# ###################################################################
#
# Rule Identifier:
# codebuild_project_logging_enabled_check
#
# Description:
# This control checks whether AWS CodeBuild projects environment has at least one logging
# option enabled.
#
# Reports on:
# AWS::CodeBuild::Project
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
# document
#   And: The input document does not contain any CodeBuild project resources
#   Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
# document
#   And: The input document contains a CodeBuild project resource
#   And: 'LogsConfig' is not provided on the CodeBuild project resource
#   Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
# document
#   And: The input document contains a CodeBuild project resource
# And: 'LogsConfig' is provided on the CodeBuild project resource
# And: Neither 'CloudWatchLogs' or 'S3Logs' are present in 'LogsConfig'
# Then: FAIL

## Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CodeBuild project resource
# And: 'LogsConfig' is provided on the CodeBuild project resource
# And: 'CloudWatchLogs' is not present in 'LogsConfig'
# And: 'S3Logs' is present in 'LogsConfig' with 'Status' set to 'DISABLED'
# Then: FAIL

## Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CodeBuild project resource
# And: 'LogsConfig' is provided on the CodeBuild project resource
# And: 'S3Logs' is not present in 'LogsConfig'
# And: 'CloudWatchLogs' is present in 'LogsConfig' with 'Status' set to 'DISABLED'
# Then: FAIL

## Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CodeBuild project resource
# And: 'LogsConfig' is provided on the CodeBuild project resource
# And: 'CloudWatchLogs' and 'S3Logs' are present in 'LogsConfig' with 'Status' set to 'DISABLED'
# Then: FAIL

## Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CodeBuild project resource
# And: 'LogsConfig' is provided on the CodeBuild project resource
# And: 'CloudWatchLogs' is not present in 'LogsConfig'
# And: 'S3Logs' is present in 'LogsConfig' with 'Status' set to 'ENABLED'
# And: 'Location' has not been provided in 'S3Logs', or has been provided as an empty string or invalid local reference
# Then: FAIL

## Scenario: 8
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CodeBuild project resource
# And: 'LogsConfig' is provided on the CodeBuild project resource
# And: 'CloudWatchLogs' is not present in 'LogsConfig'
# And: 'S3Logs' is present in 'LogsConfig' with 'Status' set to 'ENABLED'
# Then: PASS

## Scenario: 9
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CodeBuild project resource
# And: 'LogsConfig' is provided on the CodeBuild project resource
# And: 'CloudWatchLogs' is present in 'LogsConfig' with 'Status' set to 'ENABLED'
# And: 'S3Logs' is present in 'LogsConfig' with 'Status' set to 'ENABLED'
# And: 'Location' has been provided in 'S3Logs' as a non-empty string or valid local reference
# Then: PASS

## Scenario: 10
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a CodeBuild project resource
# And: 'LogsConfig' is provided on the CodeBuild project resource
# And: 'CloudWatchLogs' is present in 'LogsConfig' with 'Status' set to 'ENABLED'
# And: 'S3Logs' is present in 'LogsConfig' with 'Status' set to 'ENABLED'
# And: 'Location' has been provided in 'S3Logs' as a non-empty string or valid local reference
# Then: PASS
# Constants

let CODEBUILD_PROJECT_TYPE = "AWS::CodeBuild::Project"
let INPUT_DOCUMENT = this

# Assignments

let codebuild_project = Resources.*[ Type == %CODEBUILD_PROJECT_TYPE ]

# Primary Rules

# Primary Rules

rule codebuild_project_logging_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%codebuild_project not empty {
  check(%codebuild_project.Properties)
  %codebuild_project not empty {
    [CT.CODEBUILD.PR.3]: Require any AWS CodeBuild project environment to have logging configured
    [FIX]: Set 'LogsConfig' with a 'CloudWatchLogs' or 'S3Logs' configuration.
  }
}

rule codebuild_project_logging_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %CODEBUILD_PROJECT_TYPE) {
  check(%INPUT_DOCUMENT.%CODEBUILD_PROJECT_TYPE.resourceProperties)
  [CT.CODEBUILD.PR.3]: Require any AWS CodeBuild project environment to have logging configured
  [FIX]: Set 'LogsConfig' with a 'CloudWatchLogs' or 'S3Logs' configuration.
}

# Parameterized Rules

# Parameterized Rules

rule check(codebuild_project) {
  %codebuild_project {
    # Scenario 2
    LogsConfig exists
    LogsConfig is_struct
    LogsConfig {
      # Scenario 3
      check_cloudwatch_logs(this) or
      check_s3_logs(this)
    }
  }
}

rule check_cloudwatch_logs(codebuild_project) {
  %codebuild_project {
    # Scenario 4
    CloudWatchLogs exists
    CloudWatchLogs is_struct
    CloudWatchLogs {
      # Scenario 5, 6, 8 and 10
      Status exists
      Status == "ENABLED"
    }
  }
}
### Rule: `check_s3_logs(codebuild_project)`

```plaintext
%codebuild_project {
    # Scenario 4
    S3Logs exists
    S3Logs is_struct
    S3Logs {
        # Scenario 4, 6, 9 and 10
        Status exists
        Status == "ENABLED"
        # Scenario 7, 9 and 10
        Location exists
        check_is_string_and_not_empty(Location) or
        check_local_references(%INPUT_DOCUMENT, Location, "AWS::S3::Bucket") or
        check_join_references(%INPUT_DOCUMENT, Location, "AWS::S3::Bucket")
    }
}
```

### Rule: `check_join_references(doc, reference_properties, referenced_resource_type)`

```plaintext
%reference_properties {
    'Fn::Join' {
        this is_list
        this not empty
        some this[1]["""] {
            check_local_references(%doc, this, %referenced_resource_type)
        }
    }
}
```

### Utility Rules

#### Rule: `is_cfn_template(doc)`

```plaintext
%doc {
    AWSTemplateFormatVersion exists or
    Resources exists
}
```

#### Rule: `is_cfn_hook(doc, RESOURCE_TYPE)`

```plaintext
%doc.%RESOURCE_TYPE.resourceProperties exists
}
```

#### Rule: `check_is_string_and_not_empty(value)`

```plaintext
%value {
    this is_string
    this != /\A\s*\z/
}
```

#### Rule: `check_local_references(doc, reference_properties, referenced_resource_type)`

```plaintext
%reference_properties {
    'Fn::GetAtt' {
        query_for_resource(%doc, this[0], %referenced_resource_type)
        <<Local Stack reference was invalid>>
    } or Ref {
        query_for_resource(%doc, this, %referenced_resource_type)
        <<Local Stack reference was invalid>>
    }
}
```

#### Rule: `query_for_resource(doc, resource_key, referenced_resource_type)`

```plaintext
query_for_resource(%doc, resource_key, %referenced_resource_type) {
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let referenced_resource = %doc.Resources[ keys == %resource_key ]
%referenced_resource not empty
%referenced_resource {
  Type == %referenced_resource_type
}
}

**CT.CODEBUILD.PR.3 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

Resources:

**CodeBuildServiceRole:**
Type: AWS::IAM::Role
Properties:
  AssumeRolePolicyDocument:
    Version: '2012-10-17'
    Statement:
      - Effect: Allow
        Principal:
          Service: codebuild.amazonaws.com
        Action: sts:AssumeRole
        Path: /
    Policies:
      - PolicyName: CodeBuildProjectPolicy
        PolicyDocument:
          Version: '2012-10-17'
          Statement:
            - Effect: Allow
              Action:
                - logs:CreateLogGroup
                - logs:CreateLogStream
                - logs:PutLogEvents
               Resource: '*'

**CodeBuildProject:**
Type: AWS::CodeBuild::Project
Properties:
  Artifacts:
    Type: NO_ARTIFACTS
  Environment:
    ComputeType: BUILD_GENERAL1_SMALL
    Image: aws/codebuild/standard:4.0
    Type: LINUX_CONTAINER
  ServiceRole:
    Fn::GetAtt:
    - CodeBuildServiceRole
    - Arn
  Source:
    Type: NO_SOURCE
    BuildSpec:
      version: 0.2
      phases:
        install:
        commands:
          - npm install
        build:
        commands:
          - npm test
  LogsConfig:
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CloudWatchLogs:
  Status: ENABLED

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  CodeBuildServiceRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Principal:
              Service: codebuild.amazonaws.com
            Action: sts:AssumeRole
  CodeBuildProject:
    Type: AWS::CodeBuild::Project
    Properties:
      Artifacts:
        Type: NO_ARTIFACTS
      Environment:
        ComputeType: BUILD_GENERAL1_SMALL
        Image: aws/codebuild/standard:4.0
        Type: LINUX_CONTAINER
      ServiceRole:
        Fn::GetAtt:
          - CodeBuildServiceRole
          - Arn
      Source:
        Type: NO_SOURCE
      BuildSpec:
        version: 0.2
        phases:
          install:
            commands:
              - npm install
          build:
            commands:
              - npm test
      LogsConfig:
        S3Logs:
          Status: DISABLED
        CloudWatchLogs:
          Status: DISABLED

[CT.CODEBUILD.PR.4] Require any AWS CodeBuild project to deactivate privileged mode when running

This control checks whether AWS CodeBuild projects have privileged mode turned off.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CodeBuild::Project
- **AWS CloudFormation guard rule:** [CT.CODEBUILD.PR.4 rule specification](p. 449)
Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the:  
  CT.CODEBUILD.PR.4 rule specification (p. 449)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see:  
  CT.CODEBUILD.PR.4 example templates (p. 451)

Explanation

By default, Docker containers do not allow access to any devices. Privileged mode grants a build project Docker container access to all devices. Setting privilegedMode with value true enables the Docker daemon to run inside a Docker container. The Docker daemon listens for Docker API requests, and it manages Docker objects such as images, containers, networks, and volumes. This parameter should be set to true if the build project is intended to build Docker images. Otherwise, this setting should be deactivated, to prevent unintended access to Docker APIs, or to the container’s underlying hardware. Unintended access to privilegedMode may expose your system to risk of malicious tampering, or deletion of critical resources.

Remediation for rule failure

Within Environment, set PrivilegedMode to false or omit the PrivilegedMode property.

The examples that follow show how to implement this remediation.

AWS CodeBuild Project - Example One

AWS CodeBuild project configured to deactivate privileged mode, by means of AWS CloudFormation defaults. The example is shown in JSON and in YAML.

JSON example

```json
{
  "CodeBuildProject": {
    "Type": "AWS::CodeBuild::Project",
    "Properties": {
      "Environment": {
        "ComputeType": "BUILD_GENERAL1_SMALL",
        "Image": "aws/codebuild/standard:4.0",
        "Type": "LINUX_CONTAINER"
      },
      "ServiceRole": {
        "Fn::GetAtt": [
          "CodeBuildServiceRole",
          "Arn"
        ]
      },
      "Source": {
        "Type": "NO_SOURCE",
        "BuildSpec": "version: 0.2
install
install
build:
commands:
- npm install
- npm test
artifacts:
files:
- **/*"
      }
    }
  }
}
```

YAML example

```yaml
CodeBuildProject:
```
AWS Control Tower User Guide
Proactive controls

Type: AWS::CodeBuild::Project
Properties:
  Environment:
    ComputeType: BUILD_GENERAL1_SMALL
    Image: aws/codebuild/standard:4.0
    Type: LINUX_CONTAINER
    PrivilegedMode: false
  ServiceRole: !GetAtt 'CodeBuildServiceRole.Arn'
Source:
  Type: NO_SOURCE
  BuildSpec: |
    version: 0.2
    phases:
      install:
        commands:
          - npm install
      build:
        commands:
          - npm test
      artifacts:
        files:
          - '**/*'

The examples that follow show how to implement this remediation.

AWS CodeBuild Project - Example Two

AWS CodeBuild project configured to deactivate privileged mode, by means of the PrivilegedMode property. The example is shown in JSON and in YAML.

JSON example

```json
{
  "CodeBuildProject": {
    "Type": "AWS::CodeBuild::Project",
    "Properties": {
      "Environment": {
        "ComputeType": "BUILD_GENERAL1_SMALL",
        "Image": "aws/codebuild/standard:4.0",
        "Type": "LINUX_CONTAINER",
        "PrivilegedMode": false
      },
      "ServiceRole": {
        "Fn::GetAtt": [
          "CodeBuildServiceRole",
          "Arn"
        ]
      },
      "Source": {
        "Type": "NO_SOURCE",
        "BuildSpec": "version: 0.2
phases:
  install:
    commands:
      - npm install
  build:
    commands:
      - npm test
artifacts:
  files:
    - '**/*'
      
    

YAML example

```
CodeBuildProject:
  Type: AWS::CodeBuild::Project
  Properties:
    Environment:
      ComputeType: BUILD_GENERAL1_SMALL
      Image: aws/codebuild/standard:4.0
      Type: LINUX_CONTAINER
      PrivilegedMode: false
      ServiceRole: !GetAtt 'CodeBuildServiceRole.Arn'
    Source:
      Type: NO_SOURCE
      BuildSpec: |
      version: 0.2
      phases:
        install:
          commands:
            - npm install
        build:
          commands:
            - npm test
      artifacts:
        files:
          - '***/*'

CT.CODEBUILD.PR.4 rule specification

# #####################################################################
## Rule Specification
# #####################################################################
# Rule Identifier:
#   codebuild_project_environment_privileged_check
# Description:
#   This control checks whether AWS CodeBuild projects have privileged mode turned off.
# Reports on:
#   AWS::CodeBuild::Project
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters:
#   None
# Scenarios:
#  Scenario: 1
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#    And: The input document does not contain any CodeBuild project resources
#    Then: SKIP
#  Scenario: 2
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#    And: The input document contains a CodeBuild project resource
#    And: 'Environment' configuration is not provided
#    Then: FAIL
#  Scenario: 3
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#    And: The input document contains a CodeBuild project resource
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And: 'Environment' configuration is provided
And: 'PrivilegedMode' within the 'Environment' configuration is provided and set to bool(true)
Then: FAIL

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CodeBuild project resource
And: 'Environment' configuration is provided
And: 'PrivilegedMode' within 'Environment' configuration is not provided
Then: PASS

Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CodeBuild project resource
And: 'Environment' configuration is provided
And: 'PrivilegedMode' within 'Environment' configuration is set to bool(false)
Then: PASS

# Constants

let CODEBUILD_PROJECT_TYPE = "AWS::CodeBuild::Project"
let INPUT_DOCUMENT = this

# Assignments

let codebuild_projects = Resources.*[ Type == %CODEBUILD_PROJECT_TYPE ]

# Primary Rules

rule codebuild_project_environment_privileged_check when is_cfn_template(%INPUT_DOCUMENT)
%codebuild_projects not empty {
    check(%codebuild_projects.Properties)
    %codebuild_projects not empty {
        [CT.CODEBUILD.PR.4]: Require any AWS CodeBuild project to deactivate privileged mode when running
        [FIX]: Within 'Environment', set 'PrivilegedMode' to 'false' or omit the 'PrivilegedMode' property.
    }
}

rule codebuild_project_environment_privileged_check when is_cfn_hook(%INPUT_DOCUMENT, %CODEBUILD_PROJECT_TYPE) {
    check(%INPUT_DOCUMENT.%CODEBUILD_PROJECT_TYPE.resourceProperties)
    %INPUT_DOCUMENT.%CODEBUILD_PROJECT_TYPE.resourceProperties {
        [CT.CODEBUILD.PR.4]: Require any AWS CodeBuild project to deactivate privileged mode when running
        [FIX]: Within 'Environment', set 'PrivilegedMode' to 'false' or omit the 'PrivilegedMode' property.
    }
}

# Parameterized Rules

rule check(codebuild_project) {
    %codebuild_project {
        # Scenario 2
        Environment exists
        Environment is_struct
        Environment {
            # Scenario 4
            PrivilegedMode not exists or
# Scenario 3 and 5
PrivilegedMode == false
#

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.CODEBUILD.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  CodeBuildServiceRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Principal:
              Service: codebuild.amazonaws.com
            Action: sts:AssumeRole
  CodeBuildProject:
    Type: AWS::CodeBuild::Project
    Properties:
      Artifacts:
        Type: NO_ARTIFACTS
      Environment:
        ComputeType: BUILD_GENERAL1_SMALL
        Image: aws/codebuild/standard:4.0
        Type: LINUX_CONTAINER
      ServiceRole:
        Fn::GetAtt:
          - CodeBuildServiceRole
          - Arn
      Source:
        Type: NO_SOURCE
        BuildSpec: |
          version: 0.2
          phases:
            install:
              commands:
                - npm install
            build:
              commands:
                - npm test
            artifacts:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
CodeBuildServiceRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service: codebuild.amazonaws.com
          Action: sts:AssumeRole

CodeBuildProject:
  Type: AWS::CodeBuild::Project
  Properties:
    Artifacts:
      Type: NO_ARTIFACTS
    Environment:
      ComputeType: BUILD_GENERAL1_SMALL
      Image: aws/codebuild/standard:4.0
      Type: LINUX_CONTAINER
      PrivilegedMode: true
    ServiceRole:
      Fn::GetAtt:
        - CodeBuildServiceRole
        - Arn
    Source:
      Type: NO_SOURCE
      BuildSpec: |
        version: 0.2
        phases:
          install:
            commands:
              - npm install
          build:
            commands:
              - npm test
          artifacts:
            files:
              - '**/*'
• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the:
CT.CODEBUILD.PR.5 rule specification (p. 456)

• For examples of PASS and FAIL CloudFormation Templates related to this control, see:
CT.CODEBUILD.PR.5 example templates (p. 458)

Explanation

Encryption of data at rest is a recommended best practice. It adds a layer of access management around
your data. In case of a compromise to your CodeBuild artifacts, encryption at rest ensures that your data
is protected from unintended access.

Usage considerations

• This control applies only to AWS CodeBuild projects configured to return primary or
secondary artifacts as output.

Remediation for rule failure

Set the EncryptionDisabled property in Artifacts and any SecondaryArtifacts to false, or
omit the EncryptionDisabled property.

The examples that follow show how to implement this remediation.

AWS CodeBuild Project - Example One

AWS CodeBuild project configured to return primary artifacts as output with artifact encryption enabled,
by means of AWS CloudFormation defaults. The example is shown in JSON and in YAML.

JSON example

```json
{
"CodeBuildProject": {
  "Type": "AWS::CodeBuild::Project",
  "Properties": {
    "Environment": {
      "ComputeType": "BUILD_GENERAL1_SMALL",
      "Image": "aws/codebuild/standard:4.0",
      "Type": "LINUX_CONTAINER"
    },
    "ServiceRole": {
      "Fn::GetAtt": [
        "CodeBuildServiceRole",
        "Arn"
      ]
    },
    "Source": {
      "Type": "NO_SOURCE",
      "BuildSpec": "version: 0.2\ninstall:\n  build:\ncommands:\n  npm install\n  npm test\nartifacts:\nfiles:\n  '**/**'
    },
    "Artifacts": {
      "Type": "S3",
      "Location": {
        "Ref": "S3Bucket"
      }
    }
  }
}
```
YAML example

```yaml
CodeBuildProject:
  Type: AWS::CodeBuild::Project
  Properties:
    Environment:
      ComputeType: BUILD_GENERAL1_SMALL
      Image: aws/codebuild/standard:4.0
      Type: LINUX_CONTAINER
    ServiceRole: !GetAtt 'CodeBuildServiceRole.Arn'
  Source:
    Type: NO_SOURCE
    BuildSpec: |
    version: 0.2
    phases:
      install:
        commands:
          - npm install
      build:
        commands:
          - npm test
    artifacts:
      files:
        - '**/*'
  secondary-artifacts:
    secondaryArtifact:
      files:
        - 'directory/file1'
```

The examples that follow show how to implement this remediation.

**AWS CodeBuild Project - Example Two**

AWS CodeBuild project configured to return primary and secondary artifacts as output with artifact encryption enabled, by means of the EncryptionDisabled property. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "CodeBuildProject": {
    "Type": "AWS::CodeBuild::Project",
    "Properties": {
      "Environment": {
        "ComputeType": "BUILD_GENERAL1_SMALL",
        "Image": "aws/codebuild/standard:4.0",
        "Type": "LINUX_CONTAINER"
      },
      "ServiceRole": {
        "Fn::GetAtt": [
          "CodeBuildServiceRole",
          "Arn"
        ]
      },
      "Source": {
        "Type": "NO_SOURCE",
        "BuildSpec": "version: 0.2\ninstall:\n  commands:\n    - npm install\nbuild:\n  commands:\n    - npm test\nartifacts:\n  files:\n    - '**/*'
secondary-artifacts:\n  secondaryArtifact:\n    files:\n      - 'directory/file1'"
    }
  }
}
```
"Artifacts": {  
  "Type": "S3",  
  "EncryptionDisabled": false,  
  "Location": {  
    "Ref": "S3Bucket"  
  }  
},  
"SecondaryArtifacts": [  
  {  
    "Type": "S3",  
    "EncryptionDisabled": false,  
    "ArtifactIdentifier": "secondaryArtifact",  
    "Location": {  
      "Ref": "S3Bucket"  
    }  
  }  
]  
}

YAML example

CodeBuildProject:  
  Type: AWS::CodeBuild::Project  
  Properties:  
    Environment:  
      ComputeType: BUILD_GENERAL1_SMALL  
      Image: aws/codebuild/standard:4.0  
      Type: LINUX_CONTAINER  
      ServiceRole: !GetAtt 'CodeBuildServiceRole.Arn'  
    Source:  
      Type: NO_SOURCE  
      BuildSpec: |  
        version: 0.2  
        phases:  
          install:  
            commands:  
              - npm install  
          build:  
            commands:  
              - npm test  
          artifacts:  
            files:  
              - '***/*'  
            secondary-artifacts:  
              secondaryArtifact:  
                files:  
                  - 'directory/file1'  
        Artifacts:  
          Type: S3  
          EncryptionDisabled: false  
          Location: !Ref 'S3Bucket'  
        SecondaryArtifacts:  
          - Type: S3  
            EncryptionDisabled: false  
            ArtifactIdentifier: secondaryArtifact  
            Location: !Ref 'S3Bucket'
CT.CODEBUILD.PR.5 rule specification

# ###############################################################################
#       Rule Specification       #
# ###############################################################################
#
# Rule Identifier:
#   codebuild_project_artifact_encryption_check
#
# Description:
#   This control checks whether AWS CodeBuild projects are configured to encrypt artifacts.
#
# Reports on:
#   AWS::CodeBuild::Project
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario 1:
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#        And: The input document does not contain any CodeBuild project resources
#        Then: SKIP
#   Scenario 2:
#     Given: The input document contains a CodeBuild project resource
#     And: 'Artifacts' configuration is provided and is of 'Type' 'NO_ARTIFACTS'
#     And: 'SecondaryArtifacts' configuration is not provided or provided with an empty
#       list
#     Then: SKIP
#   Scenario 3:
#     Given: The input document contains a CodeBuild project resource
#     And: 'Artifacts' configuration is provided and is not of 'Type' 'NO_ARTIFACTS'
#     And: 'EncryptionDisabled' within 'Artifacts' configuration is provided and set to
#       bool(true)
#     Then: FAIL
#   Scenario 4:
#     Given: The input document contains a CodeBuild project resource
#     And: 'EncryptionDisabled' within 'Artifacts' configuration is provided and set to
#       bool(false)
#     Then: FAIL
#   Scenario 5:
#     Given: The input document contains a CodeBuild project resource
#     And: 'EncryptionDisabled' within 'SecondaryArtifacts' configuration is provided
#     Then: FAIL
#   Scenario 6:
#     Given: The input document contains a CodeBuild project resource
#     And: 'Artifacts.EncryptionDisabled' is not provided, or is set to bool(false)
And: There exists no item in 'SecondaryArtifacts' which has 'EncryptionDisabled' set to bool(true)
Then: PASS

# Constants
let CODEBUILD_PROJECT_TYPE = "AWS::CodeBuild::Project"
let INPUT_DOCUMENT = this

# Assignments
let codebuild_project = Resources.*[ Type == %CODEBUILD_PROJECT_TYPE ]

# Primary Rules
rule codebuild_project_artifact_encryption_check when is_cfn_template(%INPUT_DOCUMENT) %codebuild_project not empty {
    check(%codebuild_project.Properties)
    <<
    [CT.CODEBUILD.PR.5]: Require encryption on all AWS CodeBuild project artifacts
    [FIX]: Set the 'EncryptionDisabled' property in 'Artifacts' and any
    'SecondaryArtifacts' to 'false', or omit the 'EncryptionDisabled' property.
    >>
}

rule codebuild_project_artifact_encryption_check when is_cfn_hook(%INPUT_DOCUMENT, %CODEBUILD_PROJECT_TYPE) {
    check(%INPUT_DOCUMENT.%CODEBUILD_PROJECT_TYPE.resourceProperties)
    <<
    [CT.CODEBUILD.PR.5]: Require encryption on all AWS CodeBuild project artifacts
    [FIX]: Set the 'EncryptionDisabled' property in 'Artifacts' and any
    'SecondaryArtifacts' to 'false', or omit the 'EncryptionDisabled' property.
    >>
}

# Parameterized Rules
# rule check(codebuild_project) {
#    %codebuild_project [ filter_codebuild_projects(this) ] {
#        Artifacts {
#            # Scenario 4 and 6
#            check_artifact(this)
#        }
#        # Scenario 5
#        SecondaryArtifacts not exists or
#        check_secondary_artifacts(this)
#    }
#}

rule check_secondary_artifacts(codebuild_project) {
    %codebuild_project {
        SecondaryArtifacts is_list
        SecondaryArtifacts[*] {
            # Scenario 5 and 6
            check_artifact(this)
        }
    }
}

rule check_artifact(artifact) {

%artifact {
  EncryptionDisabled not exists or
  EncryptionDisabled == false
}
}

rule filter_codebuild_projects(codebuild_project) {
  %codebuild_project {
    # Scenario 2 and 3
    Artifacts exists
    Artifacts is_struct
    Artifacts {
      filter_artifact(this)
    } or
    filter_secondary_artifacts(this)
  }
}

rule filter_secondary_artifacts(codebuild_project) {
  %codebuild_project {
    # Scenario 2
    SecondaryArtifacts exists
    SecondaryArtifacts is_list
    SecondaryArtifacts not empty
    SecondaryArtifacts[*] {
      # Scenario 3
      filter_artifact(this)
    }
  }
}

rule filter_artifact(artifact) {
  %artifact {
    Type exists
    Type != "NO_ARTIFACTS"
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.CODEBUILD.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  CodeBuildServiceRole:
    Type: AWS::IAM::Role
Properties:
  AssumeRolePolicyDocument:
    Version: '2012-10-17'
    Statement:
    - Effect: Allow
      Principal:
        Service: codebuild.amazonaws.com
      Action: sts:AssumeRole
      Path: /
    Policies:
    - PolicyName: CodeBuildProjectPolicy
      PolicyDocument:
        Version: '2012-10-17'
        Statement:
        - Effect: Allow
          Action:
            - logs:CreateLogGroup
            - logs:CreateLogStream
            - logs:PutLogEvents
          Resource: '*'
        - Effect: Allow
          Action:
            - s3:PutObject
            - s3:GetBucketAcl
            - s3:GetBucketLocation
          Resource:
            - Fn::GetAtt:
              - S3Bucket
            - Arn
            - Fn::Join:
              - '
              - Fn::GetAtt:
                - S3Bucket
                - Arn
              - '/*'
S3Bucket:
  Type: AWS::S3::Bucket
  Properties: {}
CodeBuildProject:
  Type: AWS::CodeBuild::Project
  Properties:
    Environment:
      ComputeType: BUILD_GENERAL1_SMALL
      Image: aws/codebuild/standard:4.0
      Type: LINUX_CONTAINER
    ServiceRole:
      Fn::GetAtt:
        - CodeBuildServiceRole
            Arn
    Source:
      Type: NO_SOURCE
    BuildSpec:
      version: 0.2
      phases:
        install:
          commands:
            - npm install
        build:
          commands:
            - npm test
      artifacts:
        files:
          - '***/*'
Artifacts:
  Type: S3
  Location:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
CodeBuildServiceRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service: codebuild.amazonaws.com
          Action: sts:AssumeRole
          Path: /
      Policies:
        - PolicyName: CodeBuildProjectPolicy
          PolicyDocument:
            Version: '2012-10-17'
            Statement:
              - Effect: Allow
                Action:
                  - logs:CreateLogGroup
                  - logs:CreateLogStream
                  - logs:PutLogEvents
                Resource: '*'
              - Effect: Allow
                Action:
                  - s3:PutObject
                  - s3:GetBucketAcl
                  - s3:GetBucketLocation
                Resource:
                  - Fn::GetAtt:
                    - S3Bucket
                    - Arn
                  - Fn::Join:
                    - ''
                    - - Fn::GetAtt:
                      - S3Bucket
                      - Arn
                    - "/*"
**[CT.CODEBUILD.PR.6] Require encryption on all Amazon S3 logs for AWS CodeBuild projects**

This control checks whether AWS CodeBuild projects configured with Amazon S3 logs have encryption enabled.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::CodeBuild::Project
- **AWS CloudFormation guard rule:** [CT.CODEBUILD.PR.6 rule specification (p. 464)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.CODEBUILD.PR.6 rule specification (p. 464)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.CODEBUILD.PR.6 example templates (p. 466)]

**Explanation**

Encryption of data at rest is a recommended best practice. It adds a layer of access management around your data. In case of a compromise to your CodeBuild artifacts, encryption at rest ensures that your data is protected from unintended access.

**Usage considerations**

- This control applies only to AWS CodeBuild projects with log delivery to Amazon S3 enabled.

**Remediation for rule failure**

Set `EncryptionDisabled` in `S3Logs` to `false`, or do not specify the `EncryptionDisabled` property.

The examples that follow show how to implement this remediation.

**AWS CodeBuild Project - Example One**

AWS CodeBuild project configured to encrypt logs delivered to an Amazon S3 logging destination, by means of AWS CloudFormation defaults. The example is shown in JSON and in YAML.
JSON example

```json
{
    "CodeBuildProject": {
        "Type": "AWS::CodeBuild::Project",
        "Properties": {
            "Artifacts": {
                "Type": "NO_ARTIFACTS"
            },
            "Environment": {
                "ComputeType": "BUILD_GENERAL1_SMALL",
                "Image": "aws/codebuild/standard:4.0",
                "Type": "LINUX_CONTAINER"
            },
            "ServiceRole": {
                "Fn::GetAtt": [
                    "CodeBuildServiceRole",
                    "Arn"
                ]
            },
            "Source": {
                "Type": "NO_SOURCE",
                "BuildSpec": "version: 0.2
phases:
  install:
    commands:
      - npm install
  build:
    commands:
      - npm test
artifacts:
  files:
    - '**/*'""",
            "LogsConfig": {
                "S3Logs": {
                    "Status": "ENABLED",
                    "Location": {
                        "Ref": "S3Bucket"
                    }
                }
            }
        }
    }
}
```

YAML example

```yaml
CodeBuildProject:
  Type: AWS::CodeBuild::Project
Properties:
  Artifacts:
    Type: NO_ARTIFACTS
Environment:
  ComputeType: BUILD_GENERAL1_SMALL
  Image: aws/codebuild/standard:4.0
  Type: LINUX_CONTAINER
ServiceRole: !GetAtt 'CodeBuildServiceRole.Arn'
Source:
  Type: NO_SOURCE
BuildSpec: |
    version: 0.2
    phases:
      install:
        commands:
          - npm install
      build:
        commands:
          - npm test
    artifacts:
```
The examples that follow show how to implement this remediation.

**AWS CodeBuild Project - Example Two**

AWS CodeBuild project configured to encrypt logs delivered to an Amazon S3 logging destination, by means of the `EncryptionDisabled` property. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "CodeBuildProject": {
      "Type": "AWS::CodeBuild::Project",
      "Properties": {
         "Artifacts": {
            "Type": "NO_ARTIFACTS"
         },
         "Environment": {
            "ComputeType": "BUILD_GENERAL1_SMALL",
            "Image": "aws/codebuild/standard:4.0",
            "Type": "LINUX_CONTAINER"
         },
         "ServiceRole": {
            "Fn::GetAtt": [
               "CodeBuildServiceRole",
               "Arn"
            ]
         },
         "Source": {
            "Type": "NO_SOURCE",
            "BuildSpec": "version: 0.2
phases:
  install:
    commands:
      - npm install
  build:
    commands:
      - npm test\nartifacts:
  files:\n  - '***/*'
   LogsConfig": {
      "S3Logs": {
         "Status": "ENABLED",
         "Location": {
            "Ref": "S3Bucket"
         },
         "EncryptionDisabled": false
      }
   }
}
```

**YAML example**

```yaml
CodeBuildProject:
  Type: AWS::CodeBuild::Project
  Properties:
    Artifacts:
      - "***/*"
LogsConfig:
  S3Logs:
    Status: ENABLED
    Location: !Ref 'S3Bucket'
```

The examples that follow show how to implement this remediation.

**AWS CodeBuild Project - Example Two**

AWS CodeBuild project configured to encrypt logs delivered to an Amazon S3 logging destination, by means of the `EncryptionDisabled` property. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "CodeBuildProject": {
      "Type": "AWS::CodeBuild::Project",
      "Properties": {
         "Artifacts": {
            "Type": "NO_ARTIFACTS"
         },
         "Environment": {
            "ComputeType": "BUILD_GENERAL1_SMALL",
            "Image": "aws/codebuild/standard:4.0",
            "Type": "LINUX_CONTAINER"
         },
         "ServiceRole": {
            "Fn::GetAtt": [
               "CodeBuildServiceRole",
               "Arn"
            ]
         },
         "Source": {
            "Type": "NO_SOURCE",
            "BuildSpec": "version: 0.2
phases:
  install:
    commands:
      - npm install
  build:
    commands:
      - npm test\nartifacts:
  files:\n  - '***/*'
   LogsConfig": {
      "S3Logs": {
         "Status": "ENABLED",
         "Location": {
            "Ref": "S3Bucket"
         },
         "EncryptionDisabled": false
      }
   }
}
```

**YAML example**

```yaml
CodeBuildProject:
  Type: AWS::CodeBuild::Project
  Properties:
    Artifacts:
      - "***/*"
LogsConfig:
  S3Logs:
    Status: ENABLED
    Location: !Ref 'S3Bucket'
```

The examples that follow show how to implement this remediation.

**AWS CodeBuild Project - Example Two**

AWS CodeBuild project configured to encrypt logs delivered to an Amazon S3 logging destination, by means of the `EncryptionDisabled` property. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "CodeBuildProject": {
      "Type": "AWS::CodeBuild::Project",
      "Properties": {
         "Artifacts": {
            "Type": "NO_ARTIFACTS"
         },
         "Environment": {
            "ComputeType": "BUILD_GENERAL1_SMALL",
            "Image": "aws/codebuild/standard:4.0",
            "Type": "LINUX_CONTAINER"
         },
         "ServiceRole": {
            "Fn::GetAtt": [
               "CodeBuildServiceRole",
               "Arn"
            ]
         },
         "Source": {
            "Type": "NO_SOURCE",
            "BuildSpec": "version: 0.2
phases:
  install:
    commands:
      - npm install
  build:
    commands:
      - npm test\nartifacts:
  files:\n  - '***/*'
   LogsConfig": {
      "S3Logs": {
         "Status": "ENABLED",
         "Location": {
            "Ref": "S3Bucket"
         },
         "EncryptionDisabled": false
      }
   }
}
```

**YAML example**

```yaml
CodeBuildProject:
  Type: AWS::CodeBuild::Project
  Properties:
    Artifacts:
      - "***/*"
LogsConfig:
  S3Logs:
    Status: ENABLED
    Location: !Ref 'S3Bucket'
```
Type: NO_ARTIFACTS
Environment:
  ComputeType: BUILD_GENERAL1_SMALL
  Image: aws/codebuild/standard:4.0
  Type: LINUX_CONTAINER
ServiceRole: !GetAtt 'CodeBuildServiceRole.Arn'
Source:
  Type: NO_SOURCE
BuildSpec: |
    version: 0.2
    phases:
      install:
        commands:
          - npm install
      build:
        commands:
          - npm test
    artifacts:
      files:
        - '***/*'
LogsConfig:
  S3Logs:
    Status: ENABLED
    Location: !Ref 'S3Bucket'
    EncryptionDisabled: false

CT.CODEBUILD.PR.6 rule specification

# ###################################
##       Rule Specification        ##
###################################
#
# Rule Identifier:
#   codebuild_project_s3_logs_encrypted_check
#
# Description:
#   This control checks whether AWS CodeBuild projects configured with Amazon S3 logs have encryption enabled.
#
# Reports on:
#   AWS::CodeBuild::Project
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario 1:
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any CodeBuild project resources
#     Then: SKIP
#   Scenario 2:
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains a CodeBuild project resource
#     And: 'S3Logs' in 'LogsConfig' configuration is not provided
#     Then: SKIP
#   Scenario 3:
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CodeBuild project resource
And: 'S3Logs' in 'LogsConfig' configuration is provided and its 'Status' is set to 'DISABLED'
Then: SKIP

Scenario 4:
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CodeBuild project resource
And: 'S3Logs' in 'LogsConfig' configuration is provided and its 'Status' is set to 'ENABLED'
And: 'EncryptionDisabled' within 'S3Logs' is provided and set to bool(true)
Then: FAIL

Scenario 5:
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CodeBuild project resource
And: 'S3Logs' in 'LogsConfig' configuration is provided and its 'Status' is set to 'ENABLED'
And: 'EncryptionDisabled' within 'S3Logs' is not provided
Then: PASS

Scenario 6:
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a CodeBuild project resource
And: 'S3Logs' in 'LogsConfig' configuration is provided and its 'Status' is set to 'ENABLED'
And: 'EncryptionDisabled' within 'S3Logs' is provided and set to bool(false)
Then: PASS

Constants

let CODEBUILD_PROJECT_TYPE = "AWS::CodeBuild::Project"
let INPUT_DOCUMENT = this

Assignments

let codebuild_project = Resources.*[ Type == %CODEBUILD_PROJECT_TYPE ]

Primary Rules

rule codebuild_project_s3_logs_encrypted_check when is_cfn_template(%INPUT_DOCUMENT)
%codebuild_project not empty {
  check(%codebuild_project.Properties)
  <<
  [CT.CODEBUILD.PR.6]: Require encryption on all Amazon S3 logs for AWS CodeBuild projects
  [FIX]: Set 'EncryptionDisabled' in 'S3Logs' to 'false', or do not specify the 'EncryptionDisabled' property.
  >>
}

rule codebuild_project_s3_logs_encrypted_check when is_cfn_hook(%INPUT_DOCUMENT, %CODEBUILD_PROJECT_TYPE)
{
  check(%INPUT_DOCUMENT.%CODEBUILD_PROJECT_TYPE.resourceProperties)
  <<
  [CT.CODEBUILD.PR.6]: Require encryption on all Amazon S3 logs for AWS CodeBuild projects
  [FIX]: Set 'EncryptionDisabled' in 'S3Logs' to 'false', or do not specify the 'EncryptionDisabled' property.
  >>
}
# Parameterized Rules

```py
rule check(codebuild_project) {
    %codebuild_project [
        # Scenario 2 and 3
        filter_codebuild_projects(this)
    ] {
        LogsConfig {
            S3Logs {
                # Scenario 5
                EncryptionDisabled not exists or
                # Scenario 4 and 6
                EncryptionDisabled == false
            }
        }
    }
}
```

```py
rule filter_codebuild_projects(codebuild_project) {
    %codebuild_project {
        LogsConfig exists
        LogsConfig is_struct
        LogsConfig {
            # Scenario 2 and 3
            S3Logs exists
            S3Logs is_struct
            S3Logs {
                Status exists
                # Scenario 3 and 4
                Status == "ENABLED"
            }
        }
    }
}
```

# Utility Rules

```py
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
```

```py
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

## CT.CODEBUILD.PR.6 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

```
Resources:
CodeBuildServiceRole:
    Type: AWS::IAM::Role
    Properties:
```
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**AssumeRolePolicyDocument:**

```json
Version: '2012-10-17'
Statement:
- Effect: Allow
  Principal:
    Service: codebuild.amazonaws.com
  Action: sts:AssumeRole
Path: /
Policies:
- PolicyName: CodeBuildProjectPolicy
  PolicyDocument:
    Version: '2012-10-17'
    Statement:
      - Effect: Allow
        Action:
        - logs:CreateLogGroup
        - logs:CreateLogStream
        - logs:PutLogEvents
        Resource: '*'
      - Effect: Allow
        Action:
        - s3:PutObject
        - s3:GetBucketAcl
        - s3:GetBucketLocation
        Resource:
          - Fn::GetAtt:
            - S3Bucket
            - Arn
          - Fn::Join:
            - ''
            - - Fn::GetAtt:
              - S3Bucket
              - Arn
            - '/'
S3Bucket:
  Type: AWS::S3::Bucket
  Properties: {}
CodeBuildProject:
  Type: AWS::CodeBuild::Project
  Properties:
    Artifacts:
      Type: NO_ARTIFACTS
    Environment:
      ComputeType: BUILD_GENERAL1_SMALL
      Image: aws/codebuild/standard:4.0
      Type: LINUX_CONTAINER
    ServiceRole:
      Fn::GetAtt:
      - CodeBuildServiceRole
      - Arn
    Source:
      Type: NO_SOURCE
    BuildSpec: |
      version: 0.2
      phases:
        install:
          commands:
            - npm install
        build:
          commands:
            - npm test
        artifacts:
          files:
            - '***/*'
    LogsConfig:
    S3Logs:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

<table>
<thead>
<tr>
<th>Resources:</th>
</tr>
</thead>
<tbody>
<tr>
<td>CodeBuildServiceRole:</td>
</tr>
<tr>
<td>Type: AWS::IAM::Role</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>AssumeRolePolicyDocument:</td>
</tr>
<tr>
<td>Version: '2012-10-17'</td>
</tr>
<tr>
<td>Statement:</td>
</tr>
<tr>
<td>- Effect: Allow</td>
</tr>
<tr>
<td>Principal:</td>
</tr>
<tr>
<td>Service: codebuild.amazonaws.com</td>
</tr>
<tr>
<td>Action: sts:AssumeRole</td>
</tr>
<tr>
<td>Path: /</td>
</tr>
<tr>
<td>Policies:</td>
</tr>
<tr>
<td>- PolicyName: CodeBuildProjectPolicy</td>
</tr>
<tr>
<td>PolicyDocument:</td>
</tr>
<tr>
<td>Version: '2012-10-17'</td>
</tr>
<tr>
<td>Statement:</td>
</tr>
<tr>
<td>- Effect: Allow</td>
</tr>
<tr>
<td>Action:</td>
</tr>
<tr>
<td>- logs:CreateLogGroup</td>
</tr>
<tr>
<td>- logs:CreateLogStream</td>
</tr>
<tr>
<td>- logs:PutLogEvents</td>
</tr>
<tr>
<td>Resource: '*'</td>
</tr>
<tr>
<td>- Effect: Allow</td>
</tr>
<tr>
<td>Action:</td>
</tr>
<tr>
<td>- s3:PutObject</td>
</tr>
<tr>
<td>- s3:GetBucketAcl</td>
</tr>
<tr>
<td>- s3:GetBucketLocation</td>
</tr>
<tr>
<td>Resource:</td>
</tr>
<tr>
<td>- Fn::GetAtt:</td>
</tr>
<tr>
<td>- S3Bucket</td>
</tr>
<tr>
<td>- Arn</td>
</tr>
<tr>
<td>- Fn::Join:</td>
</tr>
<tr>
<td>- ''</td>
</tr>
<tr>
<td>- - Fn::GetAtt:</td>
</tr>
<tr>
<td>- S3Bucket</td>
</tr>
<tr>
<td>- Arn</td>
</tr>
<tr>
<td>- '<em>/</em>'</td>
</tr>
<tr>
<td>S3Bucket:</td>
</tr>
<tr>
<td>Type: AWS::S3::Bucket</td>
</tr>
<tr>
<td>Properties: {}</td>
</tr>
<tr>
<td>CodeBuildProject:</td>
</tr>
<tr>
<td>Type: AWS::CodeBuild::Project</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>Artifacts:</td>
</tr>
<tr>
<td>Type: NO_ARTIFACTS</td>
</tr>
<tr>
<td>Environment:</td>
</tr>
<tr>
<td>ComputeType: BUILD_GENERAL1_SMALL</td>
</tr>
<tr>
<td>Image: aws/codebuild/standard:4.0</td>
</tr>
<tr>
<td>Type: LINUX_CONTAINER</td>
</tr>
<tr>
<td>ServiceRole:</td>
</tr>
<tr>
<td>Fn::GetAtt:</td>
</tr>
<tr>
<td>- CodeBuildServiceRole</td>
</tr>
<tr>
<td>- Arn</td>
</tr>
<tr>
<td>Source:</td>
</tr>
<tr>
<td>Type: NO_SOURCE</td>
</tr>
</tbody>
</table>
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BuildSpec: |
version: 0.2
phases:
install:
  commands:
  - npm install
build:
  commands:
  - npm test
artifacts:
  files:
  - '**/*'
LogsConfig:
  S3Logs:
    Status: ENABLED
    Location:
      Ref: S3Bucket
    EncryptionDisabled: true

AWS Database Migration Service (AWS DMS) controls

Topics

- [CT.DMS.PR.1] Require that a public AWS DMS replication instance is not public (p. 469)
- [CT.DMS.PR.2] Require an AWS Database Migration Service (DMS) Endpoint to encrypt connections for source and target endpoints (p. 472)

[CT.DMS.PR.1] Require that a public AWS DMS replication instance is not public

This control checks whether your AWS DMS replication instance is public.

- Control objective: Limit network access, Enforce least privilege
- Implementation: AWS CloudFormation Guard Rule
- Control behavior: Proactive
- Resource types: AWS::DMS::ReplicationInstance
- AWS CloudFormation guard rule: CT.DMS.PR.1 rule specification (p. 470)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.DMS.PR.1 rule specification (p. 470)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.DMS.PR.1 example templates (p. 472)

Explanation

A private replication instance has a private IP address that you cannot access outside of the replication network. You use a private instance when both source and target databases are in the same network that is connected to the replication instance's VPC. The network can be connected to the VPC by using a VPN, AWS Direct Connect, or VPC peering.

Remediation for rule failure

Set PubliclyAccessible to false.
The examples that follow show how to implement this remediation.

**AWS DMS Replication Instance - Example**

AWS DMS replication instance configured with public access disabled. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "DMSReplicationInstance": {
    "Type": "AWS::DMS::ReplicationInstance",
    "Properties": {
      "ReplicationInstanceClass": "dms.t3.micro",
      "PubliclyAccessible": false
    }
  }
}
```

**YAML example**

```
DMSReplicationInstance:
  Type: AWS::DMS::ReplicationInstance
  Properties:
    ReplicationInstanceClass: dms.t3.micro
    PubliclyAccessible: false
```

**CT.DMS.PR.1 rule specification**

```
# ###################################
##       Rule Specification        ##
####################################
# Rule Identifier:
#   dms_replication_instance_not_public_check
# Description:
#   This control checks whether your AWS DMS replication instance is public.
# Reports on:
#   AWS::DMS::ReplicationInstance
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters:
#   None
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any AWS DMS replication instance resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
```
## Proactive controls

### Scenario 1

- And: The input document contains a AWS DMS replication instance resource
- And: 'PubliclyAccessible' is not present on the AWS DMS replication instance
- Then: FAIL
- Scenario: 3
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains a AWS DMS replication instance resource
- And: 'PubliclyAccessible' is present on the AWS DMS replication instance
- and is set to bool(true)
- Then: FAIL

### Scenario 4

- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains a AWS DMS replication instance resource
- And: 'PubliclyAccessible' is present on the AWS DMS replication instance
- and is set to bool(false)
- Then: PASS

### Constants

```
let DMS_REPLICATION_INSTANCE_TYPE = "AWS::DMS::ReplicationInstance"
let INPUT_DOCUMENT = this
```

### Assignments

```
let dms_replication_instances = Resources.*[ Type == %DMS_REPLICATION_INSTANCE_TYPE ]
```

### Primary Rules

```
rule dms_replication_instance_not_public_check when is_cfn_template(%INPUT_DOCUMENT) {
  %dms_replication_instances not empty {
    %dms_replication_instances.Properties
    <<
    [CT.DMS.PR.1]: Require that a public AWS DMS replication instance is not public
    [FIX]: Set 'PubliclyAccessible' to 'false'.
    >>
  }
}
rule dms_replication_instance_not_public_check when is_cfn_hook(%INPUT_DOCUMENT, %DMS_REPLICATION_INSTANCE_TYPE) {
  check(%INPUT_DOCUMENT.%DMS_REPLICATION_INSTANCE_TYPE.resourceProperties)
  <<
  [CT.DMS.PR.1]: Require that a public AWS DMS replication instance is not public
  [FIX]: Set 'PubliclyAccessible' to 'false'.
  >>
}
```

### Parameterized Rules

```
rule check(dms_replication_instances) {
  %dms_replication_instances {
    # Scenario 2
    PubliclyAccessible exists
    # Scenario 3 and 4
    PubliclyAccessible == false
  }
}
```

### Utility Rules

```
rule is_cfn_template(doc) {
```
CT.DMS.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```yaml
Resources:
  DMSReplicationInstance:
    Type: AWS::DMS::ReplicationInstance
    Properties:
      ReplicationInstanceClass: dms.t3.micro
      PubliclyAccessible: false
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```yaml
Resources:
  DMSReplicationInstance:
    Type: AWS::DMS::ReplicationInstance
    Properties:
      ReplicationInstanceClass: dms.t3.micro
      PubliclyAccessible: true
```

[CT.DMS.PR.2] Require an AWS Database Migration Service (DMS) Endpoint to encrypt connections for source and target endpoints

This control checks whether an AWS Database Migration Service (AWS DMS) Endpoint is configured to encrypt connections for source and target endpoints by using Secure Sockets Layer (SSL).

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::DMS::Endpoint
- **AWS CloudFormation guard rule:** CT.DMS.PR.2 rule specification (p. 474)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.DMS.PR.2 rule specification (p. 474)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: CT.DMS.PR.2 example templates (p. 476)
Explanation

You can encrypt connections for source and target endpoints by using Secure Sockets Layer (SSL). By enabling encryption in-transit with SSL, you can protect the confidentiality of data during AWS DMS data migrations.

Usage considerations

- This control applies only to AWS DMS endpoints with an EngineName property of mysql, oracle, postgres, mariadb, aurora, aurora-postgresql, db2, sybase, mongodb, docdb, or sqlserver.
- Not all SSL modes work with all database endpoints. See Using SSL with AWS Database Migration Service in the AWS Database Migration Service User Guide for information on which SSL modes are supported for each database engine, and limitations of using SSL with AWS DMS.

Remediation for rule failure

Set the value of the SslMode property to a supported encryption mode for the endpoint engine (one of require, verify-ca, or verify-full).

The examples that follow show how to implement this remediation.

AWS DMS Endpoint - Example

An AWS DMS endpoint configured with a postgres database target and connection encryption using SSL (TLS). The example is shown in JSON and in YAML.

**JSON example**

```
{
  "Endpoint": {
    "Type": "AWS::DMS::Endpoint",
    "Properties": {
      "DatabaseName": "sample-db",
      "EndpointType": "target",
      "Username": {
        "Fn::Sub": "${DMSEndpointSecret}:username"}
      },
      "Password": {
        "Fn::Sub": "${DMSEndpointSecret}:password"}
      },
      "Port": 1234,
      "ServerName": "server.db.example.com",
      "EngineName": "postgres",
      "SslMode": "require"
    }
  }
}
```

**YAML example**

```
Endpoint:
  Type: AWS::DMS::Endpoint
  Properties:
    DatabaseName: sample-db
    EndpointType: target
```
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Username: !Sub '{{resolve:secretsmanager:${DMSEndpointSecret}::username}}'
Password: !Sub '{{resolve:secretsmanager:${DMSEndpointSecret}::password}}'
Port: 1234
ServerName: server.db.example.com
EngineName: postgres
SslMode: require

CT.DMS.PR.2 rule specification

```
# # Rule Specification #
# # Rule Identifier:  
# #    dms_endpoint_ssl_configured_check
# # Description:  
#   This control checks whether an AWS Database Migration Service (AWS DMS) Endpoint is  
#   configured to encrypt connections for source and target endpoints by using  
#   Secure Sockets Layer (SSL).  
# # Reports on:  
#   AWS::DMS::Endpoint  
# # Evaluates:  
#   AWS CloudFormation, AWS CloudFormation hook  
# # Rule Parameters:  
#   None  
# # Scenarios:  
#   Scenario: 1  
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook  
#     document  
#     And: The input document does not contain any AWS DMS endpoint resources  
#     Then: SKIP  
#   Scenario: 2  
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook  
#     document  
#     And: 'EngineName' has been set to an engine other than an engine that supports  
#          configuration of SSL connections via 'SslMode' (values other than 'mysql',  
#          'oracle', 'postgres', 'mariadb', 'aurora', 'aurora-postgresql', 'db2',  
#          'sybase', 'mongodb', 'docdb', 'sqlserver')  
#     Then: SKIP  
#   Scenario: 3  
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook  
#     document  
#     And: The input document contains a AWS DMS endpoint resource  
#     And: 'EngineName' has been set to an engine that supports configuration of SSL  
#          connections via 'SslMode'  
#     Then: FAIL  
#   Scenario: 4  
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook  
#     document  
#     And: The input document contains a AWS DMS endpoint resource
```
And: 'EngineName' has been set to an engine that supports configuration of SSL connections via 'SslMode'
    ('mysql', 'oracle', 'postgres', 'mariadb', 'aurora', 'aurora-postgresql',
    'db2', 'sybase', 'mongodb', 'docdb', 'sqlserver')
And: 'SslMode' has been provided and set to a value other than 'require', 'verify-ca' or 'verify-full'
Then: FAIL

Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a AWS DMS endpoint resource
And: 'EngineName' has been set to an engine that supports configuration of SSL connections via 'SslMode'
    ('mysql', 'oracle', 'postgres', 'mariadb', 'aurora', 'aurora-postgresql',
    'db2', 'sybase', 'mongodb', 'docdb', 'sqlserver')
And: 'SslMode' has been provided and set to 'require', 'verify-ca' or 'verify-full'
Then: PASS

Constants

let INPUT_DOCUMENT = this
let DMS_ENDPOINT_TYPE = "AWS::DMS::Endpoint"
let DMS_ENGINE_NAMES_WITH_SSL_SUPPORT = [
    "mysql",
    "oracle",
    "postgres",
    "mariadb",
    "aurora",
    "aurora-postgresql",
    "db2",
    "sybase",
    "mongodb",
    "docdb",
    "sqlserver"
]  
let ALLOWED_DMS_SSL_MODES = [
    "require",
    "verify-ca",
    "verify-full"
]

Assignments

let dms_endpoints = Resources.*[ Type == %DMS_ENDPOINT_TYPE ]

Primary Rules

rule dms_endpoint_ssl_configured_check when is_cfn_template(%INPUT_DOCUMENT)
    %dms_endpoints not empty {
        check(%dms_endpoints.Properties)
        <<
        [CT.DMS.PR.2]: Require an AWS Database Migration Service (AWS DMS) Endpoint to encrypt connections for source and target endpoints
        [FIX]: Set the value of the SslMode property to a supported encryption mode for the endpoint engine (one of require, verify-ca, or verify-full).
        >>
    }

rule dms_endpoint_ssl_configured_check when is_cfn_hook(%INPUT_DOCUMENT, %DMS_ENDPOINT_TYPE) {
    check(%INPUT_DOCUMENT.%DMS_ENDPOINT_TYPE.resourceProperties)
    ""
[CT.DMS.PR.2]: Require an AWS Database Migration Service (AWS DMS) Endpoint to encrypt connections for source and target endpoints

[FIX]: Set the value of the SslMode property to a supported encryption mode for the endpoint engine (one of require, verify-ca, or verify-full).

## Parameterized Rules

```
rule check(dms_endpoint) {
  %dms_endpoint [ 
    # Scenario 2
    EngineName exists 
    EngineName in %DMS_ENGINE_NAMES_WITH_SSL_SUPPORT
  ] {
    # Scenario 3
    SslMode exists
    # Scenarios 4 and 5
    SslMode in %ALLOWED_DMS_SSL_MODES
  }
}
```

## Utility Rules

```
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
```

```
rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

### CT.DMS.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

```
Resources:
  DMSEndpointSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: Example DMS endpoint secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "exampleuser"}';
        GenerateStringKey: password
        PasswordLength: 22
        ExcludeCharacters: '"@/\;+%{},'
  Endpoint:
    Type: AWS::DMS::Endpoint
    Properties:
      DatabaseName: example-db
      EndpointType: target
      Username:
        Fn::Sub: '{{resolve:secretsmanager:${DMSEndpointSecret}::username}}'
      Password:
```
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FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:

DMSEndpointSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: Example DMS endpoint secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "exampleuser"}'
      GenerateStringKey: password
      PasswordLength: 22
      ExcludeCharacters: '@/\;+%{},'

Endpoint:
  Type: AWS::DMS::Endpoint
  Properties:
    DatabaseName: example-db
    EndpointType: target
    Username:
      Fn::Sub: '{\{resolve:secretsmanager:${DMSEndpointSecret}::username\}'}
    Password:
      Fn::Sub: '{\{resolve:secretsmanager:${DMSEndpointSecret}::password\}'}
    Port: 1234
    ServerName: server.db.example.com
    EngineName: postgres

Amazon DocumentDB controls

Topics

• [CT.DOCUMENTDB.PR.1] Require an Amazon DocumentDB cluster to be encrypted at rest (p. 477)
• [CT.DOCUMENTDB.PR.2] Require an Amazon DocumentDB cluster to have a backup retention period greater than or equal to seven days (p. 481)

[CT.DOCUMENTDB.PR.1] Require an Amazon DocumentDB cluster to be encrypted at rest

This control checks whether storage encryption is enabled for an Amazon DocumentDB (with MongoDB compatibility) cluster.

• **Control objective:** Encrypt data at rest
• **Implementation:** AWS CloudFormation guard rule
• **Control behavior:** Proactive
• **Resource types:** AWS::DocDB::DBCluster
• **AWS CloudFormation guard rule:** CT.DOCUMENTDB.PR.1 rule specification (p. 479)

Details and examples
• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.DOCUMENTDB.PR.1 rule specification (p. 479)
• For examples of PASS and FAIL CloudFormation templates related to this control, see: CT.DOCUMENTDB.PR.1 example templates (p. 480)

Explanation

You encrypt data at rest in your Amazon DocumentDB cluster by specifying the storage encryption option when you create your cluster. Storage encryption is enabled cluster-wide, and it is applied to all instances, including the primary instance and any replicas. It also is applied to your cluster's storage volume, data, indexes, logs, automated backups, and snapshots.

Clusters that you create using AWS CloudFormation have encryption at rest turned off by default. Therefore, you must explicitly enable encryption at rest using the StorageEncrypted property.

Remediation for rule failure

Set the value of the StorageEncrypted parameter to true.

The examples that follow show how to implement this remediation.

Amazon DocumentDB Cluster - Example

An Amazon DocumentDB cluster configured with storage encryption enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "DocumentDBCluster": {
        "Type": "AWS::DocDB::DBCluster",
        "Properties": {
            "MasterUsername": {
                "Fn::Sub": "{{resolve:secretsmanager:${DocumentDBClusterSecret}::username}}"
            },
            "MasterUserPassword": {
                "Fn::Sub": "{{resolve:secretsmanager:${DocumentDBClusterSecret}::password}}"
            },
            "StorageEncrypted": true
        }
    }
}
```

**YAML example**

```yaml
DocumentDBCluster:
  Type: AWS::DocDB::DBCluster
  Properties:
    MasterUsername: !Sub '{{resolve:secretsmanager:${DocumentDBClusterSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DocumentDBClusterSecret}::password}}'
    StorageEncrypted: true
```
CT.DOCUMENTDB.PR.1 rule specification

```plaintext
# ######################################################################
##       Rule Specification        ##
######################################################################
#
# Rule Identifier:
#   docdb_cluster_encrypted_check
#
# Description:
#   This control checks whether storage encryption is enabled for an Amazon DocumentDB
#   (with MongoDB compatibility) cluster.
#
# Reports on:
#   AWS::DocDB::DBCluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any Document DB cluster resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a Document DB cluster resource
#     And: 'StorageEncrypted' has not been provided
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a Document DB cluster resource
#     And: 'StorageEncrypted' has been provided and set to a value other than bool(true)
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a Document DB cluster resource
#     And: 'StorageEncrypted' has been provided and set to bool(true)
#     Then: PASS
#
# Constants
#
let DOCUMENT_DB_CLUSTER_TYPE = "AWS::DocDB::DBCluster"
let INPUT_DOCUMENT = this
#
# Assignments
#
let document_db_clusters = Resources.*[ Type == DOCUMENT_DB_CLUSTER_TYPE ]
#
# Primary Rules
#
rule docdb_cluster_encrypted_check when is_cfn_template(INPUT_DOCUMENT)
  %document_db_clusters not empty {
    check(%document_db_clusters.Properties)
  }
```
CT.DOCUMENTDB.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
DocumentDBClusterSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    GenerateSecretString:
      SecretStringTemplate: '{"username": "exampleuser"}'
      GenerateStringKey: password
      PasswordLength: 16
      ExcludeCharacters: "@/\"

DocumentDBCluster:
  Type: AWS::DocDB::DBCluster
  Properties:
    MasterUsername:
      Fn::Sub: '{{resolve:secretsmanager:${DocumentDBClusterSecret}::username}}'
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
DocumentDBClusterSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    GenerateSecretString:
      SecretStringTemplate: '{"username": "exampleuser"}'
      GenerateStringKey: password
      PasswordLength: 16
      ExcludeCharacters: "@/\"
DocumentDBCluster:
  Type: AWS::DocDB::DBCluster
  Properties:
    MasterUsername:
      Fn::Sub: '{resolve:secretsmanager:${DocumentDBClusterSecret}::username}'
    MasterUserPassword:
      Fn::Sub: '{resolve:secretsmanager:${DocumentDBClusterSecret}::password}'
    StorageEncrypted: false

[CT.DOCUMENTDB.PR.2] Require an Amazon DocumentDB cluster to have a backup retention period greater than or equal to seven days

This control checks whether an Amazon DocumentDB cluster retention period is set to seven or more days (>=7). The default retention period is one day.

- **Control objective:** Improve resiliency
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::DocDB::DBCluster
- **AWS CloudFormation guard rule:** [CT.DOCUMENTDB.PR.2 rule specification (p. 482)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.DOCUMENTDB.PR.2 rule specification (p. 482)]
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.DOCUMENTDB.PR.2 example templates (p. 484)]

Explanation

Amazon DocumentDB creates daily automatic snapshots of your cluster during your cluster's backup window. Amazon DocumentDB saves the automatic snapshots of your cluster according to the backup retention period that you specify, allowing you to restore to any point within the backup retention period. This daily snapshot strengthens the resilience of your systems, and it can help you recover quickly from a security incident.
Remediation for rule failure

Set the value of the BackupRetentionPeriod parameter to an integer value between 7 and 35 days (inclusive).

The examples that follow show how to implement this remediation.

Amazon DocumentDB Cluster - Example

An Amazon DocumentDB cluster configured with a backup retention period of seven (7) days. The example is shown in JSON and in YAML.

JSON example

```json
{
  "DocumentDBCluster": {
    "Type": "AWS::DocDB::DBCluster",
    "Properties": {
      "MasterUsername": {
        "Fn::Sub": "{{resolve:secretsmanager:${DocumentDBClusterSecret}::username}}"
      },
      "MasterUserPassword": {
        "Fn::Sub": "{{resolve:secretsmanager:${DocumentDBClusterSecret}::password}}"
      },
      "BackupRetentionPeriod": 7
    }
  }
}
```

YAML example

```yaml
DocumentDBCluster:
  Type: AWS::DocDB::DBCluster
  Properties:
    MasterUsername: !Sub '{{resolve:secretsmanager:${DocumentDBClusterSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DocumentDBClusterSecret}::password}}'
    BackupRetentionPeriod: 7
```

CT.DOCUMENTDB.PR.2 rule specification

```yaml
# ####################################################################
##       Rule Specification       
# ####################################################################
#
# Rule Identifier:
#   docdb_cluster_backup_retention_check
#
# Description:
#   This control checks whether an Amazon DocumentDB cluster retention period is set to
#   seven or more days (>=7).
#
# Reports on:
#   AWS::DocDB::DBCluster
```
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document does not contain any Document DB cluster resources
#   Then: SKIP
# Scenario: 2
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains a Document DB cluster resource
#   And: 'BackupRetentionPeriod' has not been provided
#   Then: FAIL
# Scenario: 3
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains a Document DB cluster resource
#   And: 'BackupRetentionPeriod' has been provided and set to an integer value less than seven (<7)
#   Then: FAIL
# Scenario: 4
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains a Document DB cluster resource
#   And: 'BackupRetentionPeriod' has been provided and set to an integer value greater than or equal to seven (>=7)
#   Then: PASS
#
# Constants
#
# let DOCUMENT_DB_CLUSTER_TYPE = "AWS::DocDB::DBCluster"
# let INPUT_DOCUMENT = this
#
# Assignments
#
# let document_db_clusters = Resources.*[ Type == %DOCUMENT_DB_CLUSTER_TYPE ]
#
# Primary Rules
#
# rule docdb_cluster_backup_retention_check when is_cfn_template(%INPUT_DOCUMENT) {
#   check(%document_db_clusters.Properties)
#   %document_db_clusters not empty {
#     "<<
#     [CT.DOCUMENTDB.PR.2]: Require an Amazon DocumentDB cluster to have automatic backups enabled
#     [FIX]: Set the value of the 'BackupRetentionPeriod' parameter to an integer value between 7 and 35 days (inclusive).
#     ">
#   }
# }
#
# rule docdb_cluster_backup_retention_check when is_cfn_hook(%INPUT_DOCUMENT, %DOCUMENT_DB_CLUSTER_TYPE) {
#   check(%INPUT_DOCUMENT.%DOCUMENT_DB_CLUSTER_TYPE.resourceProperties)
#   "<<
#   [CT.DOCUMENTDB.PR.2]: Require an Amazon DocumentDB cluster to have automatic backups enabled
#   [FIX]: Set the value of the 'BackupRetentionPeriod' parameter to an integer value between 7 and 35 days (inclusive).
#   ">
# Parameterized Rules

```ini
rule check(document_db_cluster) {
  %document_db_cluster {
    # Scenario 2
    BackupRetentionPeriod exists
    # Scenarios 3 and 4
    BackupRetentionPeriod >= 7
  }}
}
```

# Utility Rules

```ini
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

**CT.DOCUMENTDB.PR.2 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

**Resources:**
- **DocumentDBClusterSecret:**
  - Type: `AWS::SecretsManager::Secret`
  - Properties:
    - `GenerateSecretString`
      - `SecretStringTemplate`: `{"username": "exampleuser"}`
      - `GenerateStringKey`: `password`
      - `PasswordLength`: `16`
      - `ExcludeCharacters`: `'\"@/\'`
- **DocumentDBCluster:**
  - Type: `AWS::DocDB::DBCluster`
  - Properties:
    - `MasterUsername`:
      - Fn::Sub: `{resolve:secretsmanager:${DocumentDBClusterSecret}::username}`
    - `MasterUserPassword`:
      - Fn::Sub: `{resolve:secretsmanager:${DocumentDBClusterSecret}::password}`
    - `BackupRetentionPeriod`: `7`

**FAIL Example** - Use this template to verify that the control prevents non-compliant resource creation.

**Resources:**
- **DocumentDBClusterSecret:**
  - Type: `AWS::SecretsManager::Secret`
Amazon DynamoDB controls

Topics

- [CT.DYNAMODB.PR.1] Require that point-in-time recovery for an Amazon DynamoDB table is activated (p. 485)
- [CT.DYNAMODB.PR.2] Require an Amazon DynamoDB table to be encrypted at rest using an AWS KMS key (p. 489)

[CT.DYNAMODB.PR.1] Require that point-in-time recovery for an Amazon DynamoDB table is activated

This control checks whether point-in-time recovery (PITR) is enabled for an Amazon DynamoDB table.

- **Control objective:** Improve resiliency
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::DynamoDB::Table
- **AWS CloudFormation guard rule:** [CT.DYNAMODB.PR.1 rule specification (p. 486)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.DYNAMODB.PR.1 rule specification (p. 486)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.DYNAMODB.PR.1 example templates (p. 488)]

Explanation

Backups help you to recover more quickly from a security incident. They also strengthen the resilience of your systems. Amazon DynamoDB point-in-time recovery (PITR) automates backups for DynamoDB tables, which can reduce the time required to recover from accidental delete or write operations. DynamoDB tables that have PITR enabled can be restored to any point in time within the last 35 days.

Remediation for rule failure

Provide a PointInTimeRecoverySpecification configuration and set PointInTimeRecoveryEnabled to true.

The examples that follow show how to implement this remediation.
Amazon DynamoDB Table - Example

Amazon DynamoDB table configured with point-in-time recovery activated. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "DynamoDBTable": {
        "Type": "AWS::DynamoDB::Table",
        "Properties": {
            "AttributeDefinitions": [
                {
                    "AttributeName": "PK",
                    "AttributeType": "S"
                }
            ],
            "BillingMode": "PAY_PER_REQUEST",
            "KeySchema": [
                {
                    "AttributeName": "PK",
                    "KeyType": "HASH"
                }
            ],
            "PointInTimeRecoverySpecification": {
                "PointInTimeRecoveryEnabled": true
            }
        }
    }
}
```

**YAML example**

```yaml
DynamoDBTable:
  Type: AWS::DynamoDB::Table
  Properties:
    AttributeDefinitions:
      - AttributeName: PK
        AttributeType: S
    BillingMode: PAY_PER_REQUEST
    KeySchema:
      - AttributeName: PK
        KeyType: HASH
    PointInTimeRecoverySpecification:
      PointInTimeRecoveryEnabled: true
```

**CT.DYNAMODB.PR.1 rule specification**

```bash
# ************************************************************
# # Rule Specification #
# ************************************************************
# Rule Identifier:
#   dynamodb_table_pitr_enabled_check
# # Description:
#   This control checks whether point-in-time recovery (PITR) is enabled for an Amazon DynamoDB table.
```
# Reports on:
# AWS::DynamoDB::Table
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any DynamoDB table resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contains a DynamoDB table resource
# And: 'PointInTimeRecoverySpecification' is not present on the DynamoDB table
resource
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contains a DynamoDB table resource
# And: 'PointInTimeRecoverySpecification' is present on the DynamoDB table resource
# And: 'PointInTimeRecoveryEnabled' in 'PointInTimeRecoverySpecification' is missing
or is a value
# other than bool(true)
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contains a DynamoDB table resource
# And: 'PointInTimeRecoverySpecification' is present on the DynamoDB table resource
# And: 'PointInTimeRecoveryEnabled' in 'PointInTimeRecoverySpecification' is present
and set to bool(true)
# Then: PASS
#
# Constants
#
let DYNAMODB_TABLE_TYPE = "AWS::DynamoDB::Table"
let INPUT_DOCUMENT = this
#
# Assignments
#
let dynamodb_tables = Resources.*[ Type == %DYNAMODB_TABLE_TYPE ]
#
# Primary Rules
#
rule dynamodb_table_pitr_enabled_check when is_cfn_template(%INPUT_DOCUMENT) %dynamodb_tables not empty {
  check(%dynamodb_tables.Properties) 
<<
  [CT.DYNAMODB.PR.1]: Require that point-in-time recovery for an Amazon DynamoDB
table is activated
  [FIX]: Provide a 'PointInTimeRecoverySpecification' configuration and set
  'PointInTimeRecoveryEnabled' to 'true'.
>>
rule dynamodb_table_pitr_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %DYNAMODB_TABLE_TYPE) {
    check(%INPUT_DOCUMENT.%DYNAMODB_TABLE_TYPE.resourceProperties)
    <<
    [CT.DYNAMODB.PR.1]: Require that point-in-time recovery for an Amazon DynamoDB table is activated
    [FIX]: Provide a 'PointInTimeRecoverySpecification' configuration and set 'PointInTimeRecoveryEnabled' to 'true'.
    >>
}  
rule check(dynamodb_table) {
  %dynamodb_table {
    # Scenario 2
    PointInTimeRecoverySpecification exists
    PointInTimeRecoverySpecification is_struct
    # Scenario 3 and 4
    PointInTimeRecoverySpecification {
      PointInTimeRecoveryEnabled exists
      PointInTimeRecoveryEnabled == true
    }
  }
}
#
# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
rule is_cfn_hook(doc, DYNAMODB_TABLE_TYPE) {
  %doc.%DYNAMODB_TABLE_TYPE.resourceProperties exists
}

CT.DYNAMODB.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
DynamoDBTable:
  Type: AWS::DynamoDB::Table
  Properties:
    AttributeDefinitions:
      - AttributeName: "PK"
        AttributeType: "S"
    BillingMode: "PAY_PER_REQUEST"
    KeySchema:
      - AttributeName: "PK"
        KeyType: "HASH"
    PointInTimeRecoverySpecification:
      PointInTimeRecoveryEnabled: true
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
DynamoDBTable:
  Type: AWS::DynamoDB::Table
Properties:
  AttributeDefinitions:
    - AttributeName: "PK"
    - AttributeType: "S"
  BillingMode: "PAY_PER_REQUEST"
  KeySchema:
    - AttributeName: "PK"
      KeyType: "HASH"
  PointInTimeRecoverySpecification:
    PointInTimeRecoveryEnabled: false

[CT.DYNAMODB.PR.2] Require an Amazon DynamoDB table to be encrypted at rest using an AWS KMS key

This control checks whether your Amazon DynamoDB table is encrypted with an AWS Key Management Service (KMS) key.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::DynamoDB::Table
- **AWS CloudFormation guard rule:** [CT.DYNAMODB.PR.2 rule specification (p. 490)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see: [CT.DYNAMODB.PR.2 rule specification (p. 490)]
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.DYNAMODB.PR.2 example templates (p. 492)]

Explanation

Amazon DynamoDB encryption at rest provides an additional layer of data protection, because it always secures your data in an encrypted table - including its primary key, local and global secondary indexes, streams, global tables, backups, and DynamoDB Accelerator (DAX) clusters, whenever the data is stored in durable media.

Encryption at rest integrates with AWS KMS for managing the encryption keys that are used to encrypt your tables.

**Usage considerations**

- This control requires only that KMS keys are used for server-side encryption. It does not check the properties of the KMS key used, such as whether the KMS key is customer-managed or service-managed.

Remediation for rule failure

Provide a SSESpecification configuration and set SSEEnabled to true.
The examples that follow show how to implement this remediation.

**Amazon DynamoDB Table - Example**

An Amazon DynamoDB table configured to encrypt data at rest with AWS Key Management Service (KMS) keys. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "DynamoDBTable": {
        "Type": "AWS::DynamoDB::Table",
        "Properties": {
            "AttributeDefinitions": [
                {
                    "AttributeName": "PK",
                    "AttributeType": "S"
                }
            ],
            "BillingMode": "PAY_PER_REQUEST",
            "KeySchema": [
                {
                    "AttributeName": "PK",
                    "KeyType": "HASH"
                }
            ],
            "SSESpecification": {
                "SSEEnabled": true
            }
        }
    }
}
```

**YAML example**

```
DynamoDBTable:
    Type: AWS::DynamoDB::Table
    Properties:
        AttributeDefinitions:
        - AttributeName: PK
        - AttributeType: S
        BillingMode: PAY_PER_REQUEST
        KeySchema:
        - AttributeName: PK
        - KeyType: HASH
        SSESpecification:
        - SSEEnabled: true
```

**CT.DYNAMODB.PR.2 rule specification**

```plaintext
# ##################################################
## Rule Specification   ##
# ##################################################
# Rule Identifier:
#   dynamodb_table_encrypted_kms_check
```
# Description:
# This control checks whether your Amazon DynamoDB table is encrypted with an AWS Key Management Service (KMS) key.
# 
# Reports on:
# AWS::DynamoDB::Table
# 
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
# 
# Rule Parameters:
# None
# 
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document does not contain any DynamoDB table resources
#       Then: SKIP
# 
# Scenario: 2
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains a DynamoDB table resources
#       And: 'SSEEnabled' in 'SSESpecification' has not been provided
#       Then: FAIL
# 
# Scenario: 3
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains a DynamoDB table resources
#       And: 'SSEEnabled' in 'SSESpecification' has been provided and set to a value other than bool(true)
#       Then: FAIL
# 
# Scenario: 4
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains a DynamoDB table resources
#       And: 'SSEEnabled' in 'SSESpecification' has been provided and set to bool(true)
#       Then: PASS
# 
# Constants
#
let DYNAMODB_TABLE_TYPE = "AWS::DynamoDB::Table"
let INPUT_DOCUMENT = this
#
# Assignments
#
let dynamodb_tables = Resources.*[ Type == %DYNAMODB_TABLE_TYPE ]
#
# Primary Rules
#
rule dynamodb_table_encrypted_kms_check when is_cfn_template(%INPUT_DOCUMENT)
  %dynamodb_tables not empty {
    check(%dynamodb_tables.Properties) <<
      [CT.DYNAMODB.PR.2]: Require an Amazon DynamoDB table to be encrypted at rest using an AWS KMS key
      [FIX]: Provide a 'SSESpecification' configuration and set 'SSEEnabled' to 'true'.
    >>
  }

rule dynamodb_table_encrypted_kms_check when is_cfn_hook(%INPUT_DOCUMENT, %DYNAMODB_TABLE_TYPE) {
  check(%INPUT_DOCUMENT.%DYNAMODB_TABLE_TYPE.resourceProperties)
[CT.DYNAMODB.PR.2]: Require an Amazon DynamoDB table to be encrypted at rest using an AWS KMS key
[FIX]: Provide a 'SSESpecification' configuration and set 'SSEEnabled' to 'true'.

rule check(dynamodb_table) {
  %dynamodb_table {
    # Scenario 2
    SSESpecification exists
    SSESpecification is_struct

    # Scenarios 3 and 4
    SSESpecification {
      SSEEnabled exists
      SSEEnabled == true
    }
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, DYNAMODB_TABLE_TYPE) {
  %doc.%DYNAMODB_TABLE_TYPE.resourceProperties exists
}

CT.DYNAMODB.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
DynamoDBTable:
  Type: AWS::DynamoDB::Table
  Properties:
    AttributeDefinitions:
      - AttributeName: PK
        AttributeType: S
    BillingMode: PAY_PER_REQUEST
    KeySchema:
      - AttributeName: PK
        KeyType: HASH
    SSESpecification:
      SSEEnabled: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.
DynamoDB Accelerator controls

Topics

- [CT.DAX.PR.1] Require encryption at rest for all Amazon DynamoDB Accelerator (DAX) clusters (p. 493)
- [CT.DAX.PR.2] Require an Amazon DAX cluster to deploy nodes to at least three Availability Zones (p. 498)
- [CT.DAX.PR.3] Require an Amazon DAX cluster to encrypt data in transit with Transport Layer Security (TLS) (p. 503)

[CT.DAX.PR.1] Require encryption at rest for all Amazon DynamoDB Accelerator (DAX) clusters

This control checks whether Amazon DynamoDB Accelerator (DAX) clusters are encrypted at rest.

Note

The control CT.DAX.PR.1 cannot be activated from home Regions Canada (Central) Region, Europe (Stockholm) Region, and Asia Pacific (Seoul) Region, because the AWS::DAX::Cluster resource type is not available in those Regions. If your home Region is not one of these three, you can activate the control for these three Regions from another home Region, if these three Regions are governed by AWS Control Tower in your landing zone. For example, if your home Region is US West (Oregon) Region, you can deploy the control to Canada (Central) Region, if Canada (Central) Region is governed by AWS Control Tower.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::DAX::Cluster
- **AWS CloudFormation guard rule:** [CT.DAX.PR.1 rule specification (p. 494)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.DAX.PR.1 rule specification (p. 494)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.DAX.PR.1 example templates (p. 496)]

Explanation
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Encrypting data at rest reduces the risk that data stored on disk may be accessible to a user who is not authenticated to AWS. Encryption adds another set of access controls, which limits the ability of unauthorized users to gain access to the data. For example, API permissions must decrypt the data before it can be read.

Remediation for rule failure

Provide an **SSESpecification** configuration with **SSEEnabled** set to **true**.

The examples that follow show how to implement this remediation.

Amazon DAX Cluster - Example

Amazon DAX cluster configured with server-side encryption enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "DAXCluster": {
      "Type": "AWS::DAX::Cluster",
      "Properties": {
         "IAMRoleARN": {
            "Fn::GetAtt": [
               "DAXServiceRole",
               "Arn"
            ],
            "NodeType": "dax.t3.small",
            "ReplicationFactor": 1,
            "SSESpecification": {
               "SSEEnabled": true
            }
         }
      }
   }
}
```

**YAML example**

```
DAXCluster:
   Type: AWS::DAX::Cluster
   Properties:
      IAMRoleARN: !GetAtt 'DAXServiceRole.Arn'
      NodeType: dax.t3.small
      ReplicationFactor: 1
      SSESpecification:
         SSEEnabled: true
```

CT.DAX.PR.1 rule specification

```bash
# ***************************************************************************
## Rule Specification     ##
***************************************************************************
#
# Rule Identifier:
# dax_cluster_encryption_enabled_check
#```
### Description:
This control checks whether Amazon DynamoDB Accelerator (DAX) clusters are encrypted at rest.

### Reports on:
AWS::DAX::Cluster

### Evaluates:
AWS CloudFormation, AWS CloudFormation hook

### Rule Parameters:
None

### Scenarios:
**Scenario: 1**
- **Given:** The input document is an AWS CloudFormation or AWS CloudFormation hook document
- **And:** The input document does not contain any DAX Cluster resources
- **Then:** SKIP

**Scenario: 2**
- **Given:** The input document contains at least one DAX Cluster resource and 'SSESpecification' has not been provided
- **Then:** FAIL

**Scenario: 3**
- **Given:** The input document contains at least one DAX Cluster resource and 'SSESpecification' has been provided and 'SSESpecification.SSEEnabled' is missing or has been set to a value other than bool(true)
- **Then:** FAIL

**Scenario: 4**
- **Given:** The input document contains at least one DAX Cluster resource and 'SSESpecification' has been provided and 'SSESpecification.SSEEnabled' is present and has been set to bool(true)
- **Then:** PASS

### Constants
```
let DAX_CLUSTER_TYPE = "AWS::DAX::Cluster"
let INPUT_DOCUMENT = this
```

### Assignments
```
let dax_clusters = Resources.*[ Type == %DAX_CLUSTER_TYPE ]
```

### Primary Rules
```
rule dax_cluster_encryption_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
  %dax_clusters not empty {
      check(%dax_clusters.Properties) <<
      [CT.DAX.PR.1]: Require encryption at rest for all Amazon DynamoDB Accelerator (DAX) clusters
      [FIX]: Provide an 'SSESpecification' configuration with 'SSEEnabled' set to 'true'.
      }>>
```
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**Proactive controls**

```
rule dax_cluster_encryption_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %DAX_CLUSTER_TYPE) {
  check(%INPUT_DOCUMENT.%DAX_CLUSTER_TYPE.resourceProperties) <<
  [CT.DAX.PR.1]: Require encryption at rest for all Amazon DynamoDB Accelerator (DAX) clusters
  [FIX]: Provide an 'SSESpecification' configuration with 'SSEEnabled' set to 'true'.
} >>

# Parameterized Rules
#
rule check(dax_cluster) {
  %dax_cluster {
    # Scenario 2
    SSESpecification exists
    SSESpecification is_struct
    # Scenario 3 and 4
    SSESpecification {
      SSEEnabled exists
      SSEEnabled == true
    }
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

**CT.DAX.PR.1 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

<table>
<thead>
<tr>
<th>Resources:</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAXServiceRole:</td>
</tr>
<tr>
<td>Type: AWS::IAM::Role</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>AssumeRolePolicyDocument:</td>
</tr>
<tr>
<td>Version: '2012-10-17'</td>
</tr>
<tr>
<td>Statement:</td>
</tr>
<tr>
<td>- Effect: Allow</td>
</tr>
<tr>
<td>Principal:</td>
</tr>
<tr>
<td>Service: dax.amazonaws.com</td>
</tr>
<tr>
<td>Action: sts:AssumeRole</td>
</tr>
<tr>
<td>Path: /</td>
</tr>
<tr>
<td>Policies:</td>
</tr>
</tbody>
</table>
- PolicyName: DynamoAccessPolicy
  PolicyDocument:
  
  Version: '2012-10-17'
  Statement:
  - Effect: Allow
    Action:
    - dynamodb:DescribeTable
    - dynamodb:PutItem
    - dynamodb:GetItem
    - dynamodb:UpdateItem
    - dynamodb:DeleteItem
    - dynamodb:Query
    - dynamodb:Scan
    - dynamodb:BatchGetItem
    - dynamodb:BatchWriteItem
    - dynamodb:ConditionCheckItem
  Resource:
  
  Fn::Sub: arn:${AWS::Partition}:dynamodb:${AWS::Region}:${AWS::AccountId}:

DAXCluster:
  Type: AWS::DAX::Cluster
  Properties:
    IAMRoleARN:
      Fn::GetAtt: [DAXServiceRole, Arn]
    NodeType: dax.t3.small
    ReplicationFactor: 1
    SSESpecification:
      SSEEnabled: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
DAXServiceRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
      - Effect: Allow
        Principal:
          Service: dax.amazonaws.com
        Action: sts:AssumeRole
        Path: /
    Policies:
      - PolicyName: DynamoAccessPolicy
        PolicyDocument:
          Version: '2012-10-17'
          Statement:
          - Effect: Allow
            Action:
            - dynamodb:DescribeTable
            - dynamodb:PutItem
            - dynamodb:GetItem
            - dynamodb:UpdateItem
            - dynamodb:DeleteItem
            - dynamodb:Query
            - dynamodb:Scan
            - dynamodb:BatchGetItem
            - dynamodb:BatchWriteItem
            - dynamodb:ConditionCheckItem
          Resource:
            Fn::Sub: arn:${AWS::Partition}:dynamodb:${AWS::Region}:${AWS::AccountId}:*
Type: AWS::DAX::Cluster
Properties:
  IAMRoleARN:
    Fn::GetAtt: [DAXServiceRole, Arn]
NodeType: dax.t3.small
ReplicationFactor: 1
SSESpecification:
  SSEEnabled: false

[CT.DAX.PR.2] Require an Amazon DAX cluster to deploy nodes to at least three Availability Zones

This control checks whether an Amazon DAX cluster is configured to deploy cluster nodes to at least three Availability Zones.

- **Control objective**: Improve resiliency, Improve availability
- **Implementation**: AWS CloudFormation guard rule
- **Control behavior**: Proactive
- **Resource types**: AWS::DAX::Cluster
- **AWS CloudFormation guard rule**: CT.DAX.PR.2 rule specification (p. 499)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.DAX.PR.2 rule specification (p. 499)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.DAX.PR.2 example templates (p. 502)

Explanation

AWS Control Tower recommends that you deploy your Amazon DAX clusters in multiple Availability Zones. This deployment technique allows you to design and operate applications and databases that fail over between Availability Zones automatically, without interruption. For production usage, we strongly recommend that you deploy DAX across at least three nodes, with each node placed into a different Availability Zone.

Remediation for rule failure

Set the `ReplicationFactor` parameter to an integer value greater than or equal to three (>= 3), and set the `AvailabilityZones` parameter to a list containing three unique Availability Zone entries.

The examples that follow show how to implement this remediation.

Amazon DAX cluster - Example

Amazon DAX cluster configured with three nodes and three distinct Availability Zones. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "DaxCluster": {
    "Type": "AWS::DAX::Cluster",
    "Properties": {
      "IAMRoleARN": {
```
"Fn::GetAtt": [
   "DaxDynamoAccessRole",
   "Arn"
],
"NodeType": "dax.t3.small",
"ReplicationFactor": 3,
"AvailabilityZones": [
   {
      "Fn::Select": [
         0,
         {
            "Fn::GetAZs": ""
         }
      ],
   },
   {
      "Fn::Select": [
         1,
         {
            "Fn::GetAZs": ""
         }
      ],
   },
   {
      "Fn::Select": [
         2,
         {
            "Fn::GetAZs": ""
         }
      ]
   }
]
}

YAML example

DaxCluster:
   Type: AWS::DAX::Cluster
   Properties:
      IAMRoleARN: !GetAtt 'DaxDynamoAccessRole.Arn'
      NodeType: dax.t3.small
      ReplicationFactor: 3
      AvailabilityZones:
         - !Select
           - 0
             - !GetAZs ''
         - !Select
           - 1
             - !GetAZs ''
         - !Select
           - 2
             - !GetAZs ''

CT.DAX.PR.2 rule specification

# ###################################################################
## Rule Specification

### Rule Identifier:
`dax_cluster_multi_az_check`

### Description:
This control checks whether an Amazon DAX cluster is configured to deploy cluster nodes to at least three Availability Zones.

### Reports on:
`AWS::DAX::Cluster`

### Evaluates:
AWS CloudFormation, AWS CloudFormation hook

### Rule Parameters:
None

### Scenarios:

#### Scenario: 1
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document does not contain any DAX cluster resources
- Then: SKIP

#### Scenario: 2
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains a DAX cluster resource
- And: 'ReplicationFactor' has not been provided or has been provided as an integer value less than three (<3)
- And: 'AvailabilityZones' has not been provided or provided as an empty list or list with less than three unique entries
- Then: FAIL

#### Scenario: 3
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains a DAX cluster resource
- And: 'ReplicationFactor' has been provided as an integer value greater than or equal to three (>=3)
- And: 'AvailabilityZones' has not been provided or provided as an empty list or list with less than three unique entries
- Then: FAIL

#### Scenario: 4
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains a DAX cluster resource
- And: 'ReplicationFactor' has not been provided or has been provided as an integer value less than three (<3)
- And: 'AvailabilityZones' has been provided as a list with three or more unique entries
- Then: FAIL

#### Scenario: 5
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains a DAX cluster resource
- And: 'ReplicationFactor' has been provided as an integer value greater than or equal to three (>=3)
- And: 'AvailabilityZones' has been provided as a list with three or more unique entries
- Then: PASS

### Constants

```python
let DAX_CLUSTER_TYPE = "AWS::DAX::Cluster"
```
let MINIMUM_NODE_COUNT = 3
let INPUT_DOCUMENT = this

# # Assignments
# let dax_clusters = Resources.*[ Type == %DAX_CLUSTER_TYPE ]

# # Primary Rules
# rule dax_cluster_multi_az_check when is_cfn_template(%INPUT_DOCUMENT)
%dax_clusters not empty {
  check(%dax_clusters.Properties)
  %%
  [CT.DAX.PR.2]: Require an Amazon DAX cluster to deploy nodes to at least three Availability Zones
  [FIX]: Set the 'ReplicationFactor' parameter to an integer value greater than or equal to three (>= 3), and set the 'AvailabilityZones' parameter to a list containing three unique Availability Zone entries.
  >>
}
rule dax_cluster_multi_az_check when is_cfn_hook(%INPUT_DOCUMENT, %DAX_CLUSTER_TYPE) {
  check(%INPUT_DOCUMENT.%DAX_CLUSTER_TYPE.resourceProperties)
  %%
  [CT.DAX.PR.2]: Require an Amazon DAX cluster to deploy nodes to at least three Availability Zones
  [FIX]: Set the 'ReplicationFactor' parameter to an integer value greater than or equal to three (>= 3), and set the 'AvailabilityZones' parameter to a list containing three unique Availability Zone entries.
  >>
}

# # Parameterized Rules
# rule check(dax_cluster) {
%dax_cluster {
  # Scenario 2
  ReplicationFactor exists
  AvailabilityZones exists
  AvailabilityZones is_list
  AvailabilityZones not empty

  # Scenarios 3, 4 and 5
  ReplicationFactor >> %MINIMUM_NODE_COUNT
  AvailabilityZones[0] exists
  AvailabilityZones[1] exists
  AvailabilityZones[2] exists

  let az_one = AvailabilityZones[0]
  let az_two = AvailabilityZones[1]
  let az_three = AvailabilityZones[2]
  check_az_is_unique(%az_one, %az_two, %az_three)
  check_az_is_unique(%az_two, %az_one, %az_three)

  }
}
rule check_az_is_unique(az, first_az, second_az) {
  %az not in %first_az
  %az not in %second_az
}
# Utility Rules

## CT.DAX.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

---

### Resources:

**DaxDynamoAccessRole**:
- Type: AWS::IAM::Role
- Properties:
  - AssumeRolePolicyDocument:
    - Version: '2012-10-17'
    - Statement:
      - Effect: Allow
      - Principal:
        - Service: dax.amazonaws.com
      - Action: sts:AssumeRole
      - Path: /
      - Policies:
        - PolicyName: DynamoAccessPolicy
        - PolicyDocument:
          - Version: '2012-10-17'
          - Statement:
            - Effect: Allow
            - Action:
              - dynamodb:DescribeTable
              - dynamodb:PutItem
              - dynamodb:GetItem
              - dynamodb:UpdateItem
              - dynamodb:DeleteItem
              - dynamodb:Query
              - dynamodb:Scan
              - dynamodb:BatchGetItem
              - dynamodb:BatchWriteItem
              - dynamodb:ConditionCheckItem
          - Resource:
            - Fn::Sub: arn:${AWS::Partition}:dynamodb:${AWS::Region}:${AWS::AccountId}:*

**DaxCluster**:
- Type: AWS::DAX::Cluster
- Properties:
  - IAMRoleARN:
    - Fn::GetAtt:
      - DaxDynamoAccessRole
      - Arn
  - NodeType: dax.t3.small
  - ReplicationFactor: 3
  - AvailabilityZones:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:

DaxDynamoAccessRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service: dax.amazonaws.com
          Action: sts:AssumeRole
          Path: /
      Policies:
        - PolicyName: DynamoAccessPolicy
          PolicyDocument:
            Version: '2012-10-17'
            Statement:
              - Effect: Allow
                Action:
                  - dynamodb:DescribeTable
                  - dynamodb:PutItem
                  - dynamodb:GetItem
                  - dynamodb:UpdateItem
                  - dynamodb:DeleteItem
                  - dynamodb:Query
                  - dynamodb:Scan
                  - dynamodb:BatchGetItem
                  - dynamodb:BatchWriteItem
                  - dynamodb:ConditionCheckItem
              Resource:
                Fn::Sub: arn:${AWS::Partition}:dynamodb:${AWS::Region}:${AWS::AccountId}:*

DaxCluster:
  Type: AWS::DAX::Cluster
  Properties:
    IAMRoleARN:
      Fn::GetAtt:
      - DaxDynamoAccessRole
      - Arn
    NodeType: dax.t3.small
    ReplicationFactor: 3

[CT.DAX.PR.3] Require an Amazon DAX cluster to encrypt data in transit with Transport Layer Security (TLS)

This control checks whether an Amazon DynamoDB Accelerator (DAX) cluster endpoint is configured to encrypt data in transit with Transport Layer Security (TLS).
• **Control objective:** Encrypt data in transit
• **Implementation:** AWS CloudFormation guard rule
• **Control behavior:** Proactive
• **Resource types:** AWS::DAX::Cluster
• **AWS CloudFormation guard rule:** [CT.DAX.PR.3 rule specification](p. 505)

### Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see: [CT.DAX.PR.3 rule specification](p. 505)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.DAX.PR.3 example templates](p. 507)

### Explanation

Amazon DynamoDB Accelerator (DAX) supports encryption in transit of data between your application and your DAX cluster, so that you can use DAX in applications with stringent encryption requirements. DAX encryption in transit ensures that all requests and responses between the application and the cluster are encrypted by transport level security (TLS), and that connections to the cluster can be authenticated by verification of a cluster x509 certificate.

#### Usage considerations

- To enable encryption in transit between your application and DAX cluster, be sure to use a recent version of any of the DAX clients that support TLS in your application.

  Encryption in transit cannot be enabled on an existing DAX cluster. To use encryption in transit in an existing DAX application, create a new cluster with encryption in transit enabled, shift your application's traffic to it, then delete the old cluster.

### Remediation for rule failure

Set the value of the ClusterEndpointEncryptionType property to TLS.

The examples that follow show how to implement this remediation.

**Amazon DAX Cluster - Example**

An Amazon DAX cluster configured to encrypt data in transit. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "DaxCluster": {
    "Type": "AWS::DAX::Cluster",
    "Properties": {
      "IAMRoleARN": {
        "Fn::GetAtt": [
          "DaxDynamoAccessRole",
          "Arn"
        ]
      },
      "NodeType": "dax.t3.small",
      "ReplicationFactor": 3,
      "ClusterEndpointEncryptionType": "TLS"
    }
  }
}
```
YAML example

DaxCluster:
  Type: AWS::DAX::Cluster
  Properties:
    IAMRoleARN: !GetAtt 'DaxDynamoAccessRole.Arn'
    NodeType: dax.t3.small
    ReplicationFactor: 3
    ClusterEndpointEncryptionType: TLS

CT.DAX.PR.3 rule specification

# ###########################################################################
## Rule Specification
###########################################################################
#
# Rule Identifier:
#   dax_tls_endpoint_encryption_check
#
# Description:
#   This control checks whether an Amazon DAX cluster endpoint is configured to encrypt
#   data in transit with Transport Layer Security (TLS).
#
# Reports on:
#   AWS::DAX::Cluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     And: The input document does not contain any DAX cluster resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     And: The input document contains a DAX cluster resource
#     And: 'ClusterEndpointEncryptionType' has not been provided
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     And: The input document contains a DAX cluster resource
#     And: 'ClusterEndpointEncryptionType' has been provided and set to a value other
#         than 'TLS'
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#
And: The input document contains a DAX cluster resource
And: 'ClusterEndpointEncryptionType' has been provided and set to 'TLS'
Then: PASS

# Constants

let DAX_CLUSTER_TYPE = "AWS::DAX::Cluster"
let ALLOWED_CLUSTER_ENCRYPTION_TYPES = [ "TLS" ]
let INPUT_DOCUMENT = this

# Assignments

let dax_clusters = Resources.*[ Type == %DAX_CLUSTER_TYPE ]

# Primary Rules

rule dax_tls_endpoint_encryption_check when is_cfn_template(%INPUT_DOCUMENT)
  %dax_clusters not empty {
    check(%dax_clusters.Properties)
    <<
      [CT.DAX.PR.3]: Require an Amazon DAX cluster to encrypt data in transit with Transport Layer Security (TLS)
      [FIX]: Set the value of the ClusterEndpointEncryptionType property to TLS.
    >>
  }

rule dax_tls_endpoint_encryption_check when is_cfn_hook(%INPUT_DOCUMENT, %DAX_CLUSTER_TYPE)
  {
    check(%INPUT_DOCUMENT.%DAX_CLUSTER_TYPE.resourceProperties)
    <<
      [CT.DAX.PR.3]: Require an Amazon DAX cluster to encrypt data in transit with Transport Layer Security (TLS)
      [FIX]: Set the value of the ClusterEndpointEncryptionType property to TLS.
    >>
  }

# Parameterized Rules

rule check(dax_cluster) {
  %dax_cluster {
    # Scenario 2
    ClusterEndpointEncryptionType exists

    # Scenarios 3 and 4
    ClusterEndpointEncryptionType in %ALLOWED_CLUSTER_ENCRYPTION_TYPES
  }
}

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
CT.DAX.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
DaxDynamoAccessRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service: dax.amazonaws.com
          Action: sts:AssumeRole
          Path: /
          Policies:
            - PolicyName: DynamoAccessPolicy
              PolicyDocument:
                Version: '2012-10-17'
                Statement:
                  - Effect: Allow
                    Action:
                      - dynamodb:DescribeTable
                      - dynamodb:PutItem
                      - dynamodb:GetItem
                      - dynamodb:UpdateItem
                      - dynamodb:DeleteItem
                      - dynamodb:Query
                      - dynamodb:Scan
                      - dynamodb:BatchGetItem
                      - dynamodb:BatchWriteItem
                      - dynamodb:ConditionCheckItem
                Resource:
                  Fn::Sub: arn:${AWS::Partition}:dynamodb:${AWS::Region}:${AWS::AccountId}:*

DaxCluster:
  Type: AWS::DAX::Cluster
  Properties:
    IAMRoleARN:
      Fn::GetAtt:
        - DaxDynamoAccessRole
        - Arn
    NodeType: dax.t3.small
    ReplicationFactor: 3
    ClusterEndpointEncryptionType: TLS

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
DaxDynamoAccessRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
Proactive controls

- Effect: Allow
  Principal:
    Service: dax.amazonaws.com
    Action: sts:AssumeRole
  Path: /
  Policies:
    - PolicyName: DynamoAccessPolicy
      PolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Action:
              - dynamodb:DescribeTable
              - dynamodb:PutItem
              - dynamodb:GetItem
              - dynamodb:UpdateItem
              - dynamodb:DeleteItem
              - dynamodb:Query
              - dynamodb:Scan
              - dynamodb:BatchGetItem
              - dynamodb:BatchWriteItem
              - dynamodb:ConditionCheckItem
            Resource:
              Fn::Sub: arn:${AWS::Partition}:dynamodb:${AWS::Region}:${AWS::AccountId}:*

DaxCluster:
  Type: AWS::DAX::Cluster
  Properties:
    IAMRoleARN:
      Fn::GetAtt:
        - DaxDynamoAccessRole
        - Arn
    NodeType: dax.t3.small
    ReplicationFactor: 3
    ClusterEndpointEncryptionType: NONE

AWS Elastic Beanstalk controls

Topics
- [CT.ELASTICBEANSTALK.PR.1] Require AWS Elastic Beanstalk environments to have enhanced health reporting enabled (p. 508)
- [CT.ELASTICBEANSTALK.PR.2] Require an AWS Elastic Beanstalk environment to have managed platform updates configured (p. 518)
- [CT.ELASTICBEANSTALK.PR.3] Require an AWS Elastic Beanstalk environment to have a logging configuration (p. 527)

[CT.ELASTICBEANSTALK.PR.1] Require AWS Elastic Beanstalk environments to have enhanced health reporting enabled

This control checks whether AWS Elastic Beanstalk environments and configuration templates are configured for enhanced health reporting.

- Control objective: Improve resiliency
- Implementation: AWS CloudFormation Guard Rule
- Control behavior: Proactive
- Resource types: AWS::ElasticBeanstalk::Environment, AWS::ElasticBeanstalk::ConfigurationTemplate
• **AWS CloudFormation guard rule:** [CT.ELASTICBEANSTALK.PR.1 rule specification (p. 511)](#)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICBEANSTALK.PR.1 rule specification (p. 511)](#)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ELASTICBEANSTALK.PR.1 example templates (p. 516)](#)

**Explanation**

Elastic Beanstalk enhanced health reporting enables a more rapid response to changes in the health of the underlying infrastructure. These changes could result in a lack of availability of the application.

Elastic Beanstalk enhanced health reporting provides a status descriptor to gauge the severity of the identified issues and identify possible causes to investigate. The Elastic Beanstalk health agent, included in supported Amazon Machine Images (AMIs), evaluates logs and metrics of environment EC2 instances.

**Remediation for rule failure**

For AWS Elastic Beanstalk environments, configure an OptionSetting with Namespace set to `aws:elasticbeanstalk:healthreporting:system`, OptionName set to `SystemType`, and Value set to `enhanced`. For AWS Elastic Beanstalk configuration templates, configure an OptionSetting with Namespace set to `aws:elasticbeanstalk:healthreporting:system`, OptionName set to `SystemType`, and Value set to `enhanced`. Omit this setting to adopt the default value of `enhanced`.

The examples that follow show how to implement this remediation.

**AWS Elastic Beanstalk Environment - Example**

AWS Elastic Beanstalk environment configured with enhanced health reporting enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "ElasticBeanstalkEnvironment": {
        "Type": "AWS::ElasticBeanstalk::Environment",
        "Properties": {
            "ApplicationName": {
                "Ref": "App"
            },
            "SolutionStackName": "64bit Amazon Linux 2 v3.4.0 running Python 3.8",
            "OptionSettings": [
                {
                    "Namespace": "aws:elasticbeanstalk:healthreporting:system",
                    "OptionName": "SystemType",
                    "Value": "enhanced"
                },
                {
                    "Namespace": "aws:autoscaling:launchconfiguration",
                    "OptionName": "IamInstanceProfile",
                    "Value": {
                        "Ref": "InstanceProfile"
                    }
                }
            ]
        }
    }
}
```
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YAML example

ElasticBeanstalkEnvironment:
  Type: AWS::ElasticBeanstalk::Environment
  Properties:
    ApplicationName: !Ref 'App'
    SolutionStackName: 64bit Amazon Linux 2 v3.4.0 running Python 3.8
    OptionSettings:
      - Namespace: aws:elasticbeanstalk:healthreporting:system
        OptionName: SystemType
        Value: enhanced
      - Namespace: aws:autoscaling:launchconfiguration
        OptionName: IamInstanceProfile
        Value: !Ref 'InstanceProfile'

The examples that follow show how to implement this remediation.

AWS Elastic Beanstalk Configuration Template - Example One

AWS Elastic Beanstalk configuration template configured with enhanced health reporting, enabled by means of AWS CloudFormation defaults. The example is shown in JSON and in YAML.

JSON example

```json
{
  "ElasticBeanstalkConfigurationTemplate": {
    "Type": "AWS::ElasticBeanstalk::ConfigurationTemplate",
    "Properties": {
      "ApplicationName": {
        "Ref": "App"
      },
      "SolutionStackName": "64bit Amazon Linux 2 v3.4.0 running Python 3.8",
      "OptionSettings": [
        {
          "Namespace": "aws:autoscaling:launchconfiguration",
          "OptionName": "IamInstanceProfile",
          "Value": {
            "Ref": "InstanceProfile"
          }
        }
      ]
    }
  }
}
```

YAML example

```yaml
ElasticBeanstalkConfigurationTemplate:
  Type: AWS::ElasticBeanstalk::ConfigurationTemplate
  Properties:
    ApplicationName: !Ref 'App'
    SolutionStackName: 64bit Amazon Linux 2 v3.4.0 running Python 3.8
```
OptionSettings:
  - Namespace: aws:autoscaling:launchconfiguration
    OptionName: IamInstanceProfile
    Value: !Ref 'InstanceProfile'

The examples that follow show how to implement this remediation.

**AWS Elastic Beanstalk Configuration Template - Example Two**

AWS Elastic Beanstalk configuration template configured with enhanced health reporting, enabled by means of an entry in the OptionSettings property. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ElasticBeanstalkConfigurationTemplate": {
    "Type": "AWS::ElasticBeanstalk::ConfigurationTemplate",
    "Properties": {
      "ApplicationName": {
        "Ref": "App"
      },
      "SolutionStackName": "64bit Amazon Linux 2 v3.4.0 running Python 3.8",
      "OptionSettings": [
        {
          "Namespace": "aws:elasticbeanstalk:healthreporting:system",
          "OptionName": "SystemType",
          "Value": "enhanced"
        }
      ]
    }
  }
}
```

**YAML example**

```yaml
ElasticBeanstalkConfigurationTemplate:
  Type: AWS::ElasticBeanstalk::ConfigurationTemplate
  Properties:
    ApplicationName: !Ref 'App'
    SolutionStackName: 64bit Amazon Linux 2 v3.4.0 running Python 3.8
    OptionSettings:
      - Namespace: aws:elasticbeanstalk:healthreporting:system
        OptionName: SystemType
        Value: enhanced
```

**CT.ELASTICBEANSTALK.PR.1 rule specification**

```plaintext
# #################################################################################
##       Rule Specification        ##
# #################################################################################

# Rule Identifier:
#  elastic_beanstalk_enhanced_health_reporting_enabled_check
```
# Description:
# This control checks whether AWS Elastic Beanstalk environments and configuration templates are configured for 'enhanced' health reporting.

# Reports on:
# AWS::ElasticBeanstalk::Environment, AWS::ElasticBeanstalk::ConfigurationTemplate

# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document does not contain any Elastic Beanstalk environment resources or Elastic Beanstalk configuration template resources
# Then: SKIP

# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Elastic Beanstalk environment resource
# And: 'OptionSettings' is not present in the resource properties or is an empty list
# Then: FAIL

# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Elastic Beanstalk environment resource
# And: 'OptionSettings' is present in the resource properties as a non-empty list
# And: No entry in the 'OptionSettings' list has both a 'Namespace' property with a value of
#  'aws:elasticbeanstalk:healthreporting:system'
# and an 'OptionName' property with value of 'SystemType'
# Then: FAIL

# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Elastic Beanstalk environment resource or an Elastic Beanstalk configuration template resource
# And: 'OptionSettings' is present in the resource properties as a non-empty list
# And: An entry in the 'OptionSettings' list has a 'Namespace' property with a value of
#  'aws:elasticbeanstalk:healthreporting:system'
# And: That same entry has an 'OptionName' property with a value of 'SystemType'
# And: That same entry has a 'Value' property with a value of anything other than 'enhanced', or the 'Value' property is not provided.
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Elastic Beanstalk configuration template resource
# And: 'OptionSettings' is not present in the resource properties or is an empty list
# Then: PASS

# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Elastic Beanstalk configuration template resource
# And: 'OptionSettings' is present in the resource properties as a non-empty list
# And: An entry in the 'OptionSettings' list has a 'Namespace' property with a value of
#  'aws:elasticbeanstalk:healthreporting:system'
# And: That same entry has an 'OptionName' property with a value of 'SystemType'
# And: That same entry has a 'Value' property with a value of anything other than 'enhanced', or the 'Value' property is not provided.
# Then: FAIL
# Proactive controls

## Scenario: 7

**Given:** The input document is an AWS CloudFormation or AWS CloudFormation hook document

**And:** The input document contains an Elastic Beanstalk environment resource or an Elastic Beanstalk configuration template resource

**And:** 'OptionSettings' is present in the resource properties as a non-empty list

**And:** Every entry in the 'OptionSettings' list that has both a 'Namespace' property with a value of 'aws:elasticbeanstalk:healthreporting:system' and an 'OptionName' property with a value of 'SystemType' also has a 'Value' property with a value of 'enhanced'

**Then:** PASS

### Constants

```plaintext
let ELASTIC_BEANSTALK_ENVIRONMENT_TYPE = "AWS::ElasticBeanstalk::Environment"
let ELASTIC_BEANSTALK_CONFIGURATION_TEMPLATE_TYPE = "AWS::ElasticBeanstalk::ConfigurationTemplate"
let ELASTIC_BEANSTALK_ENHANCED_HEALTH_REPORTING_NAMESPACE = "aws:elasticbeanstalk:healthreporting:system"
let ELASTIC_BEANSTALK_SYSTEM_TYPE_OPTION_NAME = "SystemType"
let ELASTIC_BEANSTALK_ENHANCED_VALUE = "enhanced"
let INPUT_DOCUMENT = this
```

### Assignments

```plaintext
let elastic_beanstalk_environments = Resources.*[ Type == %ELASTIC_BEANSTALK_ENVIRONMENT_TYPE ]
let elastic_beanstalk_configuration_templates = Resources.*[ Type == %ELASTIC_BEANSTALK_CONFIGURATION_TEMPLATE_TYPE ]
```

### Primary Rules

```plaintext
rule elastic_beanstalk_enhanced_health_reporting_enabled_check when is_cfn_template(%INPUT_DOCUMENT)

%elastic_beanstalk_environments not empty {
    check_elastic_beanstalk_environments(%elastic_beanstalk_environments.Properties)
    
    [CT.ELASTICBEANSTALK.PR.1]: Require AWS Elastic Beanstalk environments to have enhanced health reporting enabled
    [FIX]: For AWS Elastic Beanstalk environments, configure an 'OptionSetting' with 'Namespace' set to 'aws:elasticbeanstalk:healthreporting:system', 'OptionName' set to 'SystemType', and 'Value' set to 'enhanced'. For AWS Elastic Beanstalk configuration templates, configure an 'OptionSetting' with 'Namespace' set to 'aws:elasticbeanstalk:healthreporting:system', 'OptionName' set to 'SystemType', and 'Value' set to 'enhanced'. Omit this setting to adopt the default value of 'enhanced'.
}
```

```plaintext
rule elastic_beanstalk_enhanced_health_reporting_enabled_check when is_cfn_template(%INPUT_DOCUMENT)

%elastic_beanstalk_configuration_templates not empty {
    check_elastic_beanstalk_configuration_templates(%elastic_beanstalk_configuration_templates.Properties)
    
    [CT.ELASTICBEANSTALK.PR.1]: Require AWS Elastic Beanstalk environments to have enhanced health reporting enabled
    [FIX]: For AWS Elastic Beanstalk environments, configure an 'OptionSetting' with 'Namespace' set to 'aws:elasticbeanstalk:healthreporting:system', 'OptionName' set to 'SystemType', and 'Value' set to 'enhanced'. For AWS Elastic Beanstalk configuration templates, configure an 'OptionSetting' with 'Namespace' set to 'aws:elasticbeanstalk:healthreporting:system', 'OptionName' set to 'SystemType', and 'Value' set to 'enhanced'. Omit this setting to adopt the default value of 'enhanced'.
}
```
[CT.ELASTICBEANSTALK.PR.1]: Require AWS Elastic Beanstalk environments to have enhanced health reporting enabled

[Fix]: For AWS Elastic Beanstalk environments, configure an 'OptionSetting' with 'Namespace' set to 'aws:elasticbeanstalk:healthreporting:system', 'OptionName' set to 'SystemType', and 'Value' set to 'enhanced'. For AWS Elastic Beanstalk configuration templates, configure an 'OptionSetting' with 'Namespace' set to 'aws:elasticbeanstalk:healthreporting:system', 'OptionName' set to 'SystemType', and 'Value' set to 'enhanced'. Omit this setting to adopt the default value of 'enhanced'.

```ruby
rule elastic_beanstalk_enhanced_health_reporting_enabled_check when
  is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_BEANSTALK_ENVIRONMENT_TYPE) {
    check_elastic_beanstalk_environments(%INPUT_DOCUMENT, %ELASTIC_BEANSTALK_ENVIRONMENT_TYPE.resourceProperties)
  }

rule elastic_beanstalk_enhanced_health_reporting_enabled_check when
  is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_BEANSTALK_CONFIGURATION_TEMPLATE_TYPE) {
    check_elastic_beanstalk_configuration_templates(%INPUT_DOCUMENT, %ELASTIC_BEANSTALK_CONFIGURATION_TEMPLATE_TYPE.resourceProperties)
  }

# Parameterized Rules
#
rule check_elastic_beanstalk_environments(elastic_beanstalk_environments) {
  %elastic_beanstalk_environments {
    # Scenario 2
    check_option_settings_exists_or_is_non_empty_list(this)

    # Scenario 3, 4, 7
    check_option_settings_enhanced(OptionSettings[*])
  }
}

rule
check_elastic_beanstalk_configuration_templates(elastic_beanstalk_configuration_templates) {
  %elastic_beanstalk_configuration_templates {
    # Scenario 7
    check_option_settings_with_enhanced_health_reporting(this) or
    # Scenario 6
    check_option_settings_without_health_reporting(this) or
    # Scenario 5
```
rule check_option_settings_not_exists_or_is_empty_list(this) {
}

rule check_option_settings_with_enhanced_health_reporting(elastic_beanstalk_configuration_templates) {
  %elastic_beanstalk_configuration_templates [filter_option_settings_with_health_reporting(this)] {
    check_option_settings_enhanced(OptionSettings[*])
  }
}

rule filter_option_settings_with_health_reporting(elastic_beanstalk_configuration_templates) {
  some %elastic_beanstalk_configuration_templates {
    check_option_settings_exists_or_is_non_empty_list(this)
    some OptionSettings[*] {
      Namespace exists
      OptionName exists
      Namespace == %ELASTIC_BEANSTALK_ENHANCED_HEALTH_REPORTING_NAMESPACE
      OptionName == %ELASTIC_BEANSTALK_SYSTEM_TYPE_OPTION_NAME
    }
  }
}

rule check_option_settings_enhanced(option_settings) {
  # Scenario 3, 4
  some %option_settings[*] {
    Namespace exists
    OptionName exists
    Value exists
    Namespace == %ELASTIC_BEANSTALK_ENHANCED_HEALTH_REPORTING_NAMESPACE
    OptionName == %ELASTIC_BEANSTALK_SYSTEM_TYPE_OPTION_NAME
    Value == %ELASTIC_BEANSTALK_ENHANCED_VALUE
  }
  # Scenario 7
  let option_setting_duplicates = OptionSettings [Namespace exists
                                   OptionName exists
                                   Value exists
                                   Namespace == %ELASTIC_BEANSTALK_ENHANCED_HEALTH_REPORTING_NAMESPACE
                                   OptionName == %ELASTIC_BEANSTALK_SYSTEM_TYPE_OPTION_NAME
                                   Value != %ELASTIC_BEANSTALK_ENHANCED_VALUE]
  %option_setting_duplicates empty
}

rule check_option_settings_without_health_reporting(elastic_beanstalk_configuration_templates) {
  some %elastic_beanstalk_configuration_templates [check_option_settings_exists_or_is_non_empty_list(this)
    let option_settings_with_health_reporting = OptionSettings [
      Namespace exists
      OptionName exists
      Namespace == %ELASTIC_BEANSTALK_ENHANCED_HEALTH_REPORTING_NAMESPACE
      OptionName == %ELASTIC_BEANSTALK_SYSTEM_TYPE_OPTION_NAME
      Value != %ELASTIC_BEANSTALK_ENHANCED_VALUE
    ]
    %option_setting_duplicates empty
  }
}
OptionName == %ELASTIC_BEANSTALK_SYSTEM_TYPE_OPTION_NAME
] %option_settings_with_health_reporting empty
}

rule check_option_settings_exists_or_is_non_empty_list(elastic_beanstalk_resource) {
  %elastic_beanstalk_resource {
    OptionSettings exists
    OptionSettings is_list
    OptionSettings not empty
  }
}

rule check_option_settings_not_exists_or_is_empty_list(configuration_template) {
  %configuration_template {
    OptionSettings not exists or
    check_is_empty_list(OptionSettings)
  }
}

rule check_is_empty_list(option_settings) {
  %option_settings {
    this is_list
    this empty
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {  
    AWSTemplateFormatVersion exists or  
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.ELASTICBEANSTALK.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  InstanceRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: "2012-10-17"
        Statement:
        - Effect: Allow
          Principal:
            Service:
              elasticbeanstalk.amazonaws.com
          Action:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  InstanceRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: "2012-10-17"
        Statement:
          - Effect: Allow
            Principal:
              Service:
                - ec2.amazonaws.com
            Action:
              - 'sts:AssumeRole'
  InstanceProfile:
    Type: AWS::IAM::InstanceProfile
    Properties:
      Roles:
        - Ref: InstanceRole
  App:
    Type: AWS::ElasticBeanstalk::Application
    ElasticBeanstalkConfigurationTemplate:
      Type: AWS::ElasticBeanstalk::ConfigurationTemplate
      Properties:
        ApplicationName:
          Ref: App
        SolutionStackName: "64bit Amazon Linux 2 v3.4.0 running Python 3.8"
        OptionSettings:
          - Namespace: aws:autoscaling:launchconfiguration
            OptionName: IamInstanceProfile
            Value:
              Ref: InstanceProfile
          - Namespace: aws:elasticbeanstalk:healthreporting:system
            OptionName: SystemType
            Value: basic
[CT.ELASTICBEANSTALK.PR.2] Require an AWS Elastic Beanstalk environment to have managed platform updates configured

This control checks whether managed platform updates in AWS Elastic Beanstalk environments and configuration templates are activated.

- **Control objective:** Manage vulnerabilities
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElasticBeanstalk::Environment, AWS::ElasticBeanstalk::ConfigurationTemplate
- **AWS CloudFormation guard rule:** CT.ELASTICBEANSTALK.PR.2 rule specification (p. 521)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ELASTICBEANSTALK.PR.2 rule specification (p. 521)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.ELASTICBEANSTALK.PR.2 example templates (p. 526)

Explanation

Managed platform updates ensure that the most recent platform fixes, updates, and features for the environment are installed. Keeping patch installations up to date is an important step in securing systems.

**Usage considerations**

- When you set up managed actions on AWS Elastic Beanstalk environments and configuration templates, you must provide PreferredStartTime and UpdateLevel option settings also.
- This control allows you to set up managed actions on AWS Elastic Beanstalk environments only, because environment-level settings take precedence over settings that are defined in configuration templates.
- This control does not allow you to deactivate managed actions on AWS Elastic Beanstalk configuration templates.

Remediation for rule failure

For AWS Elastic Beanstalk environments, create an OptionSetting with a Namespace value set to aws:elasticbeanstalk:managedactions, OptionName set to ManagedActionsEnabled, and Value set to true. For Elastic Beanstalk configuration templates, create an OptionSetting with a Namespace value set to aws:elasticbeanstalk:managedactions, OptionName set to ManagedActionsEnabled, and Value set to true, or omit this setting to adopt the default value of true.

The examples that follow show how to implement this remediation.

**AWS Elastic Beanstalk Environment - Example**

AWS Elastic Beanstalk environment configured with managed platform updates activated. The example is shown in JSON and in YAML.

**JSON example**

```
{
```
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Proactive controls

```json
"ElasticBeanstalkEnvironment": {
  "Type": "AWS::ElasticBeanstalk::Environment",
  "Properties": {
    "SolutionStackName": "64bit Amazon Linux 2 v3.4.0 running Python 3.8",
    "ApplicationName": {
      "Ref": "App"
    },
    "OptionSettings": [
      {
        "Namespace": "aws:autoscaling:launchconfiguration",
        "OptionName": "IamInstanceProfile",
        "Value": {
          "Ref": "InstanceProfile"
        }
      },
      {
        "Namespace": "aws:elasticbeanstalk:managedactions",
        "OptionName": "ManagedActionsEnabled",
        "Value": true
      },
      {
        "Namespace": "aws:elasticbeanstalk:managedactions",
        "OptionName": "PreferredStartTime",
        "Value": "Tue:09:00"
      },
      {
        "Namespace": "aws:elasticbeanstalk:managedactions",
        "OptionName": "ServiceRoleForManagedUpdates",
        "Value": "AWSServiceRoleForElasticBeanstalkManagedUpdates"
      },
      {
        "Namespace": "aws:elasticbeanstalk:managedactions:platformupdate",
        "OptionName": "UpdateLevel",
        "Value": "patch"
      }
    }
  }
}
```

YAML example

```yaml
ElasticBeanstalkEnvironment:
  Type: AWS::ElasticBeanstalk::Environment
  Properties:
    SolutionStackName: 64bit Amazon Linux 2 v3.4.0 running Python 3.8
    ApplicationName: !Ref 'App'
    OptionSettings:
      - Namespace: aws:autoscaling:launchconfiguration
        OptionName: IamInstanceProfile
        Value: !Ref 'InstanceProfile'
      - Namespace: aws:elasticbeanstalk:managedactions
        OptionName: ManagedActionsEnabled
        Value: true
      - Namespace: aws:elasticbeanstalk:managedactions
        OptionName: PreferredStartTime
        Value: Tue:09:00
      - Namespace: aws:elasticbeanstalk:managedactions
        OptionName: ServiceRoleForManagedUpdates
        Value: AWSServiceRoleForElasticBeanstalkManagedUpdates
      - Namespace: aws:elasticbeanstalk:managedactions:platformupdate
        OptionName: UpdateLevel
        Value: patch
```
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The examples that follow show how to implement this remediation.

**AWS Elastic Beanstalk Configuration Template - Example One**

AWS Elastic Beanstalk configuration template configured with managed platform updates enabled, by means of AWS CloudFormation defaults. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ElasticBeanstalkConfigurationTemplate": {
    "Type": "AWS::ElasticBeanstalk::ConfigurationTemplate",
    "Properties": {
      "ApplicationName": {
        "Ref": "App"
      },
      "SolutionStackName": "64bit Amazon Linux 2 v3.4.0 running Python 3.8",
      "OptionSettings": [
        {
          "Namespace": "aws:autoscaling:launchconfiguration",
          "OptionName": "IamInstanceProfile",
          "Value": {
            "Ref": "InstanceProfile"
          }
        }
      ]
    }
  }
}
```

**YAML example**

```yaml
ElasticBeanstalkConfigurationTemplate:
  Type: AWS::ElasticBeanstalk::ConfigurationTemplate
  Properties:
    ApplicationName: !Ref 'App'
    SolutionStackName: 64bit Amazon Linux 2 v3.4.0 running Python 3.8
    OptionSettings:
      - Namespace: aws:autoscaling:launchconfiguration
        OptionName: IamInstanceProfile
        Value: !Ref 'InstanceProfile'
```

The examples that follow show how to implement this remediation.

**AWS Elastic Beanstalk Configuration Template - Example Two**

AWS Elastic Beanstalk configuration template configured with managed platform updates enabled, by means of an entry in the OptionSettings property. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ElasticBeanstalkConfigurationTemplate": {
    "Type": "AWS::ElasticBeanstalk::ConfigurationTemplate",
    "Properties": {
      "ApplicationName": {
        "Ref": "App"
      },
      "SolutionStackName": "64bit Amazon Linux 2 v3.4.0 running Python 3.8",
      "OptionSettings": {
        "Namespace": "aws:autoscaling:launchconfiguration",
        "OptionName": "IamInstanceProfile",
        "Value": {
          "Ref": "InstanceProfile"
        }
      }
    }
  }
}
```
"Properties": {
    "ApplicationName": {
        "Ref": "App"
    },
    "SolutionStackName": "64bit Amazon Linux 2 v3.4.0 running Python 3.8",
    "OptionSettings": [
        {
            "Namespace": "aws:elasticbeanstalk:managedactions",
            "OptionName": "ManagedActionsEnabled",
            "Value": true
        },
        {
            "Namespace": "aws:elasticbeanstalk:managedactions",
            "OptionName": "PreferredStartTime",
            "Value": "Tue:09:00"
        },
        {
            "Namespace": "aws:elasticbeanstalk:managedactions:platformupdate",
            "OptionName": "UpdateLevel",
            "Value": "minor"
        }
    ]
}

YAML example

ElasticBeanstalkConfigurationTemplate:
  Type: AWS::ElasticBeanstalk::ConfigurationTemplate
  Properties:
    ApplicationName: !Ref 'App'
    SolutionStackName: 64bit Amazon Linux 2 v3.4.0 running Python 3.8
    OptionSettings:
      - Namespace: aws:elasticbeanstalk:managedactions
        OptionName: ManagedActionsEnabled
        Value: true
      - Namespace: aws:elasticbeanstalk:managedactions
        OptionName: PreferredStartTime
        Value: Tue:09:00
      - Namespace: aws:elasticbeanstalk:managedactions:platformupdate
        OptionName: UpdateLevel
        Value: minor

CT.ELASTICBEANSTALK.PR.2 rule specification

# #############################################################################
##       Rule Specification        
# #############################################################################

# Rule Identifier:  
# elastic_beanstalk_managed_updates_enabled_check
# Description:  
# This control checks whether managed platform updates in AWS Elastic Beanstalk 
# environments and configuration templates are activated.  
# Reports on:  
# AWS::ElasticBeanstalk::Environment, AWS::ElasticBeanstalk::ConfigurationTemplate
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document does not contain any ElasticBeanstalk environment resources or ElasticBeanstalk configuration template resources
#   Then: SKIP
# Scenario: 2
#   Given: The input document contains an ElasticBeanstalk environment resource
#   And: 'OptionSettings' is not present in the resource properties or is an empty list
#   Then: FAIL
# Scenario: 3
#   Given: The input document contains an ElasticBeanstalk environment resource
#   And: 'OptionSettings' is present in the resource properties as a non-empty list
#   And: No entry in the 'OptionSettings' list has both a 'Namespace' property with a value of 'aws:elasticbeanstalk:managedactions' and an 'OptionName' property with a value of 'ManagedActionsEnabled'
#   Then: FAIL
# Scenario: 4
#   Given: The input document contains an ElasticBeanstalk environment resource or an ElasticBeanstalk configuration template resource
#   And: 'OptionSettings' is present in the resource properties as a non-empty list
#   And: An entry in the 'OptionSettings' list has a 'Namespace' property with a value of 'aws:elasticbeanstalk:managedactions'
#   And: That same entry has an 'OptionName' property with a value of 'ManagedActionsEnabled'
#   And: That same entry has a 'Value' property with a value of anything other than bool(true), or the 'Value' property is not provided.
#   Then: FAIL
# Scenario: 5
#   Given: The input document contains an ElasticBeanstalk configuration template resource
#   And: 'OptionSettings' is not present in the resource properties or is an empty list
#   Then: PASS
# Scenario: 6
#   Given: The input document contains an ElasticBeanstalk configuration template resource
#   And: 'OptionSettings' is present in the resource properties as a non-empty list
#   And: No entry in the 'OptionSettings' list has both a 'Namespace' property with a value of 'aws:elasticbeanstalk:managedactions' and an 'OptionName' property with a value of 'ManagedActionsEnabled'
#   Then: PASS
# Scenario: 7
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an ElasticBeanstalk environment resource or an ElasticBeanstalk configuration template resource
And: 'OptionSettings' is present in the resource properties as a non-empty list
And: Every entry in the 'OptionSettings' list that has both a 'Namespace' property with a value of 'aws:elasticbeanstalk:managedactions' and an 'OptionName' property with a value of 'ManagedActionsEnabled'
also has a 'Value' property with a value of bool(true)
Then: PASS

Constants
let ELASTIC_BEANSTALK_ENVIRONMENT_TYPE = "AWS::ElasticBeanstalk::Environment"
let ELASTIC_BEANSTALK_CONFIGURATION_TEMPLATE_TYPE = "AWS::ElasticBeanstalk::ConfigurationTemplate"
let ELASTIC_BEANSTALK_MANAGED_ACTIONS_NAMESPACE = "aws:elasticbeanstalk:managedactions"
let ELASTIC_BEANSTALK_MANAGED_ACTIONS_OPTION_NAME = "ManagedActionsEnabled"
let ELASTIC_BEANSTALK_MANAGED_ACTIONS_ENABLED_VALUE = ["true", true]
let INPUT_DOCUMENT = this

Assignments
let elastic_beanstalk_environments = Resources.*[ Type == %ELASTIC_BEANSTALK_ENVIRONMENT_TYPE ]
let elastic_beanstalk_configuration_templates = Resources.*[ Type == %ELASTIC_BEANSTALK_CONFIGURATION_TEMPLATE_TYPE ]

Primary Rules
rule elastic_beanstalk_managed_updates_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%elastic_beanstalk_environments not empty {
  check_elastic_beanstalk_environments(%elastic_beanstalk_environments.Properties)
  <<
  [CT.ELASTICBEANSTALK.PR.2]: Require an AWS Elastic Beanstalk environment to have managed platform updates configured
  [FIX]: For AWS Elastic Beanstalk environments, create an 'OptionSetting' with a 'Namespace' value set to 'aws:elasticbeanstalk:managedactions', 'OptionName' set to 'ManagedActionsEnabled', and 'Value' set to 'true'. For Elastic Beanstalk configuration templates, create an 'OptionSetting' with a 'Namespace' value set to 'aws:elasticbeanstalk:managedactions', 'OptionName' set to 'ManagedActionsEnabled', and 'Value' set to 'true', or omit this setting to adopt the default value of 'true'.
  >>
}
rule elastic_beanstalk_managed_updates_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%elastic_beanstalk_configuration_templates not empty {
  check_elastic_beanstalk_configuration_templates(%elastic_beanstalk_configuration_templates.Properties)
  <<
  [CT.ELASTICBEANSTALK.PR.2]: Require an AWS Elastic Beanstalk environment to have managed platform updates configured
  [FIX]: For AWS Elastic Beanstalk environments, create an 'OptionSetting' with a 'Namespace' value set to 'aws:elasticbeanstalk:managedactions', 'OptionName' set to 'ManagedActionsEnabled', and 'Value' set to 'true'. For Elastic Beanstalk configuration templates, create an 'OptionSetting' with a 'Namespace' value set to 'aws:elasticbeanstalk:managedactions', 'OptionName' set to 'ManagedActionsEnabled', and 'Value' set to 'true', or omit this setting to adopt the default value of 'true'.
  >>
}
rule elastic_beanstalk_managed_updates_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_BEANSTALK_ENVIRONMENT_TYPE) {
  check_elastic_beanstalk_environments(%INPUT_DOCUMENT, %ELASTIC_BEANSTALK_ENVIRONMENT_TYPE.resourceProperties) <<
  [CT.ELASTICBEANSTALK.PR.2]: Require an AWS Elastic Beanstalk environment to have managed platform updates configured
  [FIX]: For AWS Elastic Beanstalk environments, create an 'OptionSetting' with a 'Namespace' value set to 'aws:elasticbeanstalk:managedactions', 'OptionName' set to 'ManagedActionsEnabled', and 'Value' set to 'true'. For Elastic Beanstalk configuration templates, create an 'OptionSetting' with a 'Namespace' value set to 'aws:elasticbeanstalk:managedactions', 'OptionName' set to 'ManagedActionsEnabled', and 'Value' set to 'true', or omit this setting to adopt the default value of 'true'.
  >>
}

rule elastic_beanstalk_managed_updates_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_BEANSTALK_CONFIGURATION_TEMPLATE_TYPE) {
  check_elastic_beanstalk_configuration_templates(%INPUT_DOCUMENT, %ELASTIC_BEANSTALK_CONFIGURATION_TEMPLATE_TYPE.resourceProperties) <<
  [CT.ELASTICBEANSTALK.PR.2]: Require an AWS Elastic Beanstalk environment to have managed platform updates configured
  [FIX]: For AWS Elastic Beanstalk environments, create an 'OptionSetting' with a 'Namespace' value set to 'aws:elasticbeanstalk:managedactions', 'OptionName' set to 'ManagedActionsEnabled', and 'Value' set to 'true'. For Elastic Beanstalk configuration templates, create an 'OptionSetting' with a 'Namespace' value set to 'aws:elasticbeanstalk:managedactions', 'OptionName' set to 'ManagedActionsEnabled', and 'Value' set to 'true', or omit this setting to adopt the default value of 'true'.
  >>
}

# Parameterized Rules

rule check_elastic_beanstalk_environments(elastic_beanstalk_environments) {
  %elastic_beanstalk_environments {
    # Scenario 2
    check_option_settings_exists_and_is_non_empty_list(this)
    # Scenario 3, 4, 7
    check_option_settings_managed_actions_enabled(OptionSettings[*])
  }
}

rule check_elastic_beanstalk_configuration_templates(elastic_beanstalk_configuration_templates) {
  %elastic_beanstalk_configuration_templates {
    # Scenario 7
    check_option_settings_withManaged_actions_enabled(this) or
    # Scenario 6
    check_option_settings_withoutManaged_actions_enabled(this) or
    # Scenario 5
    check_option_settings_not_exists_or_is_empty_list(this)
  }
}

rule check_option_settings_withManaged_actions_enabled(elastic_beanstalk_configuration_templates) {
  %elastic_beanstalk_configuration_templates [filter_option_settings_withManaged_actions_enabled(this)] {
    
}
check_option_settings_managed_actions_enabled(OptionSettings[*])
}

rule filter_option_settings_with_managed_actions(elastic_beanstalk_configuration_templates) {
  some %elastic_beanstalk_configuration_templates {
    check_option_settings_exists_and_is_non_empty_list(this)
    some OptionSettings[*] {
      Namespace exists
      OptionName exists

      Namespace == %ELASTIC_BEANSTALK_MANAGED_ACTIONS_NAMESPACE
      OptionName == %ELASTIC_BEANSTALK_MANAGED_ACTIONS_OPTION_NAME
    }
  }
}

rule check_option_settings_managed_actions_enabled(option_settings) {
  # Scenario 3, 4
  some %option_settings[*] {
    Namespace exists
    OptionName exists
    Value exists

    Namespace == %ELASTIC_BEANSTALK_MANAGED_ACTIONS_NAMESPACE
    OptionName == %ELASTIC_BEANSTALK_MANAGED_ACTIONS_OPTION_NAME
    Value in %ELASTIC_BEANSTALK_MANAGED_ACTIONS_ENABLED_VALUE
  }

  # Scenario 7
  let option_setting_duplicates = OptionSettings [
    Namespace exists
    OptionName exists
    Value exists

    Namespace == %ELASTIC_BEANSTALK_MANAGED_ACTIONS_NAMESPACE
    OptionName == %ELASTIC_BEANSTALK_MANAGED_ACTIONS_OPTION_NAME
    Value not in %ELASTIC_BEANSTALK_MANAGED_ACTIONS_ENABLED_VALUE
  ]
  %option_setting_duplicates empty
}

rule check_option_settings_without_managed_actions(elastic_beanstalk_configuration_templates) {
  some %elastic_beanstalk_configuration_templates {
    check_option_settings_exists_and_is_non_empty_list(this)
    let option_settings_with_managed_actions = OptionSettings [
      Namespace exists
      OptionName exists

      Namespace == %ELASTIC_BEANSTALK_MANAGED_ACTIONS_NAMESPACE
      OptionName == %ELASTIC_BEANSTALK_MANAGED_ACTIONS_OPTION_NAME
    ]
    %option_settings_with_managed_actions empty
  }
}

rule check_option_settings_exists_and_is_non_empty_list(elastic_beanstalk_resource) {
  %elastic_beanstalk_resource {
    OptionSettings exists
    OptionSettings is_list
    OptionSettings not empty
  }
}
CT.ELASTICBEANSTALK.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
InstanceRole:
Type: AWS::IAM::Role
Properties:
  AssumeRolePolicyDocument:
    Version: "2012-10-17"
    Statement:
      - Effect: Allow
        Principal:
          Service:
            elasticbeanstalk.amazonaws.com
        Action:
          - 'sts:AssumeRole'
InstanceProfile:
Type: AWS::IAM::InstanceProfile
Properties:
  Roles:
    - Ref: InstanceRole
App:
Type: AWS::ElasticBeanstalk::Application
ElasticBeanstalkConfigurationTemplate:
Type: AWS::ElasticBeanstalk::ConfigurationTemplate
Properties:
  ApplicationName:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```json
Resources:
  InstanceRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: "2012-10-17"
        Statement:
          - Effect: Allow
            Principal:
              Service:
                - ec2.amazonaws.com
              Action:
                - sts:AssumeRole
        InstanceProfile:
          Type: AWS::IAM::InstanceProfile
          Properties:
            Roles:
              - Ref: InstanceRole
  App:
    Type: AWS::ElasticBeanstalk::Application
  ElasticBeanstalkEnvironment:
    Type: AWS::ElasticBeanstalk::Environment
    Properties:
      SolutionStackName: "64bit Amazon Linux 2 v3.4.0 running Python 3.8"
      ApplicationName:
        Ref: App
      OptionSettings:
        - Namespace: aws:autoscaling:launchconfiguration
          OptionName: IamInstanceProfile
          Value:
            Ref: InstanceProfile
        - Namespace: aws:elasticbeanstalk:managedactions
          OptionName: ManagedActionsEnabled
          Value: false
```

[CT.ELASTICBEANSTALK.PR.3] Require an AWS Elastic Beanstalk environment to have a logging configuration

This control checks whether an AWS Elastic Beanstalk environment is configured to send logs to Amazon CloudWatch Logs.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElasticBeanstalk::Environment, AWS::ElasticBeanstalk::ConfigurationTemplate
• **AWS CloudFormation guard rule:** [CT.ELASTICBEANSTALK.PR.3 rule specification (p. 530)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICBEANSTALK.PR.3 rule specification (p. 530)]
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.ELASTICBEANSTALK.PR.3 example templates (p. 535)]

**Explanation**

Monitoring is an important part of maintaining the reliability, availability, and performance of your AWS solutions. We recommend that you collect monitoring data from all of the parts of your AWS solution, so that you can debug a multi-point failure, if one occurs. From a security perspective, logging is an important feature to enable for future forensics efforts in the case of a security incident.

**Usage considerations**

- This control requires only enabling logging to Amazon CloudWatch Logs on AWS Elastic Beanstalk environments, because environment level settings take precedence over settings defined in configuration templates.
- This control does not allow explicitly disabling logging to Amazon CloudWatch Logs on AWS Elastic Beanstalk configuration templates.

**Remediation for rule failure**

For AWS Elastic Beanstalk environments, establish an OptionSetting with a Namespace set to `aws:elasticbeanstalk:cloudwatch:logs`, OptionName set to `StreamLogs`, and Value set to `true`. For Elastic Beanstalk configuration templates, establish an OptionSetting with a Namespace set to `aws:elasticbeanstalk:cloudwatch:logs`, OptionName set to `StreamLogs`, and Value set to `true`, or omit this OptionSetting.

The examples that follow show how to implement this remediation.

**AWS Elastic Beanstalk Environment - Example**

An AWS Elastic Beanstalk environment configured to stream logs to Amazon CloudWatch Logs by means of an entry in the OptionSettings property. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "ElasticBeanstalkEnvironment": {
        "Type": "AWS::ElasticBeanstalk::Environment",
        "Properties": {
            "ApplicationName": {
                "Ref": "App"
            },
            "SolutionStackName": "64bit Amazon Linux 2 v3.4.1 running Python 3.8",
            "OptionSettings": [
                {
                    "Namespace": "aws:autoscaling:launchconfiguration",
                    "OptionName": "IamInstanceProfile",
                    "Value": {
                        "Ref": "InstanceProfile"
                    }
                }
            ]
        }
    }
}
```
YAML example

```
ElasticBeanstalkEnvironment:
  Type: AWS::ElasticBeanstalk::Environment
  Properties:
    ApplicationName: !Ref 'App'
    SolutionStackName: 64bit Amazon Linux 2 v3.4.1 running Python 3.8
  OptionSettings:
    - Namespace: aws:autoscaling:launchconfiguration
      OptionName: IamInstanceProfile
      Value: !Ref 'InstanceProfile'
    - Namespace: aws:elasticbeanstalk:cloudwatch:logs
      OptionName: StreamLogs
      Value: true
```

The examples that follow show how to implement this remediation.

**AWS Elastic Beanstalk Configuration Template - Example**

AWS Elastic Beanstalk configuration template configured to stream logs to Amazon CloudWatch Logs by means of an entry in the `OptionSettings` property. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "ElasticBeanstalkConfigurationTemplate": {
    "Type": "AWS::ElasticBeanstalk::ConfigurationTemplate",
    "Properties": {
      "ApplicationName": {
        "Ref": "App"
      },
      "SolutionStackName": "64bit Amazon Linux 2 v3.4.1 running Python 3.8",
      "OptionSettings": [
        {
          "Namespace": "aws:autoscaling:launchconfiguration",
          "OptionName": "IamInstanceProfile",
          "Value": {
            "Ref": "InstanceProfile"
          }
        },
        {
          "Namespace": "aws:elasticbeanstalk:cloudwatch:logs",
          "OptionName": "StreamLogs",
          "Value": true
        }
      ]
    }
  }
}
```
YAML example

ElasticBeanstalkConfigurationTemplate:
  Type: AWS::ElasticBeanstalk::ConfigurationTemplate
  Properties:
    ApplicationName: !Ref 'App'
    SolutionStackName: 64bit Amazon Linux 2 v3.4.1 running Python 3.8
    OptionSettings:
      - Namespace: aws:autoscaling:launchconfiguration
        OptionName: IamInstanceProfile
        Value: !Ref 'InstanceProfile'
      - Namespace: aws:elasticbeanstalk:cloudwatch:logs
        OptionName: StreamLogs
        Value: true

CT.ELASTICBEANSTALK.PR.3 rule specification

# ###################################################################
##       Rule Specification        ##
# ###################################################################
#
# Rule Identifier:
#   elastic_beanstalk_logs_to_cloudwatch_check
#
# Description:
#   This control checks whether an AWS Elastic Beanstalk environment is configured to send
#   logs to Amazon CloudWatch Logs.
#
# Reports on:
#   AWS::ElasticBeanstalk::Environment, AWS::ElasticBeanstalk::ConfigurationTemplate
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     document
#     And: The input document does not contain any ElasticBeanstalk environment resources
#     or ElasticBeanstalk configuration template resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document contains an ElasticBeanstalk environment resource
#     And: 'OptionSettings' is not present in the resource properties or is an empty list
#     Then: FAIL
#   Scenario: 3
#     Given: The input document contains an ElasticBeanstalk environment resource
#     And: 'OptionSettings' is present in the resource properties as a non-empty list
#     And: No entry in the 'OptionSettings' list has both a 'Namespace' property with a
#     value of
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ElasticBeanstalk environment resource or an ElasticBeanstalk configuration template resource
# And: 'OptionSettings' is present in the resource properties as a non-empty list
# And: An entry in the 'OptionSettings' list has a 'Namespace' property with a value of 'aws:elasticbeanstalk:cloudwatch:logs'
# And: That same entry has an 'OptionName' property with a value of 'StreamLogs'
# And: That same entry has a 'Value' property with a value of anything other than bool(true), or the 'Value' property is not provided.
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ElasticBeanstalk configuration template resource
# And: 'OptionSettings' is not present in the resource properties or is an empty list
# Then: PASS

# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ElasticBeanstalk configuration template resource
# And: 'OptionSettings' is present in the resource properties as a non-empty list
# And: No entry in the 'OptionSettings' list has both a 'Namespace' property with a value of 'aws:elasticbeanstalk:cloudwatch:logs' and an 'OptionName' property with a value of 'StreamLogs'
# Then: PASS

# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ElasticBeanstalk environment resource or an ElasticBeanstalk configuration template resource
# And: 'OptionSettings' is present in the resource properties as a non-empty list
# And: Every entry in the 'OptionSettings' list that has both a 'Namespace' property with a value of 'aws:elasticbeanstalk:cloudwatch:logs' and an 'OptionName' property with a value of 'StreamLogs'
# also has a 'Value' property with a value of bool(true)
# Then: PASS

# Constants
let ELASTIC_BEANSTALK_ENVIRONMENT_TYPE = "AWS::ElasticBeanstalk::Environment"
let ELASTIC_BEANSTALK_CONFIGURATION_TEMPLATE_TYPE = "AWS::ElasticBeanstalk::ConfigurationTemplate"
let ELASTIC_BEANSTALK_CLOUDWATCH_LOGS_NAMESPACE = "aws:elasticbeanstalk:cloudwatch:logs"
let ELASTIC_BEANSTALK_CLOUDWATCH_LOGS_OPTION_NAME = "StreamLogs"
let ELASTIC_BEANSTALK_CLOUDWATCH_LOGS_ENABLED_VALUE = ["true", true]
let INPUT_DOCUMENT = this

# Assignments
let elastic_beanstalk_environments = Resources.*[ Type == %ELASTIC_BEANSTALK_ENVIRONMENT_TYPE ]
let elastic_beanstalk_configuration_templates = Resources.*[ Type == %ELASTIC_BEANSTALK_CONFIGURATION_TEMPLATE_TYPE ]
#
# Primary Rules
#
rule elastic_beanstalk_logs_to_cloudwatch_check when is_cfn_template(%INPUT_DOCUMENT)
  %elastic_beanstalk_environments not empty {
    check_elastic_beanstalk_environments(%elastic_beanstalk_environments.Properties)
    <<
    [CT.ELASTICBEANSTALK.PR.3]: Require an AWS Elastic Beanstalk environment to have a
    logging configuration
    [FIX]: For AWS Elastic Beanstalk environments, establish an 'OptionSetting'
    with a 'Namespace' set to 'aws:elasticbeanstalk:cloudwatch:logs', 'OptionName'
    set to 'StreamLogs', and 'Value' set to 'true'. For Elastic Beanstalk
    configuration templates, establish an 'OptionSetting' with a 'Namespace' set to
    'aws:elasticbeanstalk:cloudwatch:logs', 'OptionName' set to 'StreamLogs', and 'Value' set
    to 'true', or omit this 'OptionSetting'.
  }>
}
rule elastic_beanstalk_logs_to_cloudwatch_check when is_cfn_template(%INPUT_DOCUMENT)
  %elastic_beanstalk_configuration_templates not empty {
    check_elastic_beanstalk_configuration_templates(%elastic_beanstalk_configuration_templates.Properties)
    <<
    [CT.ELASTICBEANSTALK.PR.3]: Require an AWS Elastic Beanstalk environment to have a
    logging configuration
    [FIX]: For AWS Elastic Beanstalk environments, establish an 'OptionSetting'
    with a 'Namespace' set to 'aws:elasticbeanstalk:cloudwatch:logs', 'OptionName'
    set to 'StreamLogs', and 'Value' set to 'true'. For Elastic Beanstalk
    configuration templates, establish an 'OptionSetting' with a 'Namespace' set to
    'aws:elasticbeanstalk:cloudwatch:logs', 'OptionName' set to 'StreamLogs', and 'Value' set
    to 'true', or omit this 'OptionSetting'.
  }>
}
rule elastic_beanstalk_logs_to_cloudwatch_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_BEANSTALK_ENVIRONMENT_TYPE) {
    check_elastic_beanstalk_environments(%INPUT_DOCUMENT.
    %ELASTIC_BEANSTALK_ENVIRONMENT_TYPE.resourceProperties)
    <<
    [CT.ELASTICBEANSTALK.PR.3]: Require an AWS Elastic Beanstalk environment to have a
    logging configuration
    [FIX]: For AWS Elastic Beanstalk environments, establish an 'OptionSetting'
    with a 'Namespace' set to 'aws:elasticbeanstalk:cloudwatch:logs', 'OptionName'
    set to 'StreamLogs', and 'Value' set to 'true'. For Elastic Beanstalk
    configuration templates, establish an 'OptionSetting' with a 'Namespace' set to
    'aws:elasticbeanstalk:cloudwatch:logs', 'OptionName' set to 'StreamLogs', and 'Value' set
    to 'true', or omit this 'OptionSetting'.
  }>
}
rule elastic_beanstalk_logs_to_cloudwatch_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_BEANSTALK_CONFIGURATION_TEMPLATE_TYPE) {
    check_elastic_beanstalk_configuration_templates(%INPUT_DOCUMENT.
    %ELASTIC_BEANSTALK_CONFIGURATION_TEMPLATE_TYPE.resourceProperties)
    <<
    [CT.ELASTICBEANSTALK.PR.3]: Require an AWS Elastic Beanstalk environment to have a
    logging configuration
    [FIX]: For AWS Elastic Beanstalk environments, establish an 'OptionSetting'
    with a 'Namespace' set to 'aws:elasticbeanstalk:cloudwatch:logs', 'OptionName'
    set to 'StreamLogs', and 'Value' set to 'true'. For Elastic Beanstalk
    configuration templates, establish an 'OptionSetting' with a 'Namespace' set to
    'aws:elasticbeanstalk:cloudwatch:logs', 'OptionName' set to 'StreamLogs', and 'Value' set
    to 'true', or omit this 'OptionSetting'.
  }>
'aws:elasticbeanstalk:cloudwatch:logs', 'OptionName' set to 'StreamLogs', and 'Value' set to 'true', or omit this 'OptionSetting'.

>`aws:elasticbeanstalk:cloudwatch:logs', 'OptionName' set to 'StreamLogs', and 'Value' set to 'true', or omit this 'OptionSetting'.

```
}
```

## Parameterized Rules

```
# Parameterized Rules
#
rule check_elastic_beanstalk_environments(elastic_beanstalk_environments) {
  %elastic_beanstalk_environments {
    # Scenario 2
    check_option_settings_exists_and_is_non_empty_list(this)
    # Scenario 3, 4, 7
    check_option_settings_cloudwatch_logs_enabled(OptionSettings[*])
  }
}
```

```
rule check_elastic_beanstalk_configuration_templates(elastic_beanstalk_configuration_templates) {
  %elastic_beanstalk_configuration_templates {
    # Scenario 7
    check_option_settings_with_cloudwatch_logs_enabled(this) or
    # Scenario 6
    check_option_settings_without_cloudwatch_logs(this) or
    # Scenario 5
    check_option_settings_not_exists_or_is_empty_list(this)
  }
}
```

```
rule check_option_settings_with_cloudwatch_logs_enabled(elastic_beanstalk_configuration_templates) {
  %elastic_beanstalk_configuration_templates {
    filter_option_settings_with_cloudwatch_logs(this)
    check_option_settings_cloudwatch_logs_enabled(OptionSettings[*])
  }
}
```

```
rule filter_option_settings_with_cloudwatch_logs(elastic_beanstalk_configuration_templates) {
  some %elastic_beanstalk_configuration_templates {
    check_option_settings_exists_and_is_non_empty_list(this)
    some OptionSettings[*] {
      Namespace exists
      OptionName exists
      Namespace == %ELASTIC_BEANSTALK_CLOUDWATCH_LOGS_NAMESPACE
      OptionName == %ELASTIC_BEANSTALK_CLOUDWATCH_LOGS_OPTION_NAME
    }
  }
}
```

```
rule check_option_settings_cloudwatch_logs_enabled(option_settings) {
  # Scenario 3, 4
  some %option_settings[*] {
    Namespace exists
    OptionName exists
    Value exists
    Namespace == %ELASTIC_BEANSTALK_CLOUDWATCH_LOGS_NAMESPACE
    OptionName == %ELASTIC_BEANSTALK_CLOUDWATCH_LOGS_OPTION_NAME
    Value in %ELASTIC_BEANSTALK_CLOUDWATCH_LOGS_ENABLED_VALUE
  }
}
```

533
# Scenario 7

let option_setting_duplicates = OptionSettings [
  Namespace exists
  OptionName exists
  Value exists

  Namespace == %ELASTIC_BEANSTALK_CLOUDWATCH_LOGS_NAMESPACE
  OptionName == %ELASTIC_BEANSTALK_CLOUDWATCH_LOGS_OPTION_NAME
  Value not in %ELASTIC_BEANSTALK_CLOUDWATCH_LOGS_ENABLED_VALUE
]
%option_setting_duplicates empty
}

rule check_option_settings_without_cloudwatch_logs(elastic_beanstalk_configuration_templates) {
some %elastic_beanstalk_configuration_templates {
  check_option_settings_exists_and_is_non_empty_list(this)

  let option_settings_with_cloudwatch_logs = OptionSettings [
    Namespace exists
    OptionName exists

    Namespace == %ELASTIC_BEANSTALK_CLOUDWATCH_LOGS_NAMESPACE
    OptionName == %ELASTIC_BEANSTALK_CLOUDWATCH_LOGS_OPTION_NAME
  ]
  %option_settings_with_cloudwatch_logs empty
}
}

rule check_option_settings_exists_and_is_non_empty_list(elastic_beanstalk_resource) {
  %elastic_beanstalk_resource {
    OptionSettings exists
    OptionSettings is_list
    OptionSettings not empty
  }
}

rule check_option_settings_not_exists_or_is_empty_list(configuration_template) {
  %configuration_template {
    OptionSettings not exists or
    check_is_empty_list(OptionSettings)
  }
}

rule check_is_empty_list(option_settings) {
  %option_settings {
    this is_list
    this empty
  }
}

# Utility Rules

# Utility Rules

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
CT.ELASTICBEANSTALK.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  InstanceRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Principal:
              Service:
                - elasticbeanstalk.amazonaws.com
            Action:
              - sts:AssumeRole
  InstanceProfile:
    Type: AWS::IAM::InstanceProfile
    Properties:
      Roles:
        - Ref: InstanceRole
  App:
    Type: AWS::ElasticBeanstalk::Application
    Properties: {}
  ElasticBeanstalkEnvironment:
    Type: AWS::ElasticBeanstalk::Environment
    Properties:
      ApplicationName:
        Ref: App
      SolutionStackName: 64bit Amazon Linux 2 v3.4.1 running Python 3.8
      OptionSettings:
        - Namespace: aws:autoscaling:launchconfiguration
          OptionName: IamInstanceProfile
          Value:
            Ref: InstanceProfile
        - Namespace: aws:elasticbeanstalk:cloudwatch:logs
          OptionName: StreamLogs
          Value: true

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  InstanceRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Principal:
              Service:
                - elasticbeanstalk.amazonaws.com
Proactive controls

Action:
- sts:AssumeRole

InstanceProfile:
  Type: AWS::IAM::InstanceProfile
  Properties:
  Roles:
  - Ref: InstanceRole

App:
  Type: AWS::ElasticBeanstalk::Application
  Properties: {}

ElasticBeanstalkConfigurationTemplate:
  Type: AWS::ElasticBeanstalk::ConfigurationTemplate
  Properties:
  ApplicationName:
    Ref: App
  SolutionStackName: 64bit Amazon Linux 2 v3.4.1 running Python 3.8
  OptionSettings:
  - Namespace: aws:autoscaling:launchconfiguration
    OptionName: IamInstanceProfile
    Value:
      Ref: InstanceProfile
  - Namespace: aws:elasticbeanstalk:cloudwatch:logs
    OptionName: StreamLogs
    Value: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
InstanceRole:
  Type: AWS::IAM::Role
  Properties:
  AssumeRolePolicyDocument:
    Version: '2012-10-17'
    Statement:
    - Effect: Allow
      Principal:
        Service:
        - elasticbeanstalk.amazonaws.com
      Action:
      - sts:AssumeRole

InstanceProfile:
  Type: AWS::IAM::InstanceProfile
  Properties:
  Roles:
  - Ref: InstanceRole

App:
  Type: AWS::ElasticBeanstalk::Application
  Properties: {}

ElasticBeanstalkEnvironment:
  Type: AWS::ElasticBeanstalk::Environment
  Properties:
  ApplicationName:
    Ref: App
  SolutionStackName: 64bit Amazon Linux 2 v3.4.1 running Python 3.8
  OptionSettings:
  - Namespace: aws:autoscaling:launchconfiguration
    OptionName: IamInstanceProfile
    Value:
      Ref: InstanceProfile
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
  InstanceRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Principal:
              Service: elasticbeanstalk.amazonaws.com
            Action:
              - sts:AssumeRole
  InstanceProfile:
    Type: AWS::IAM::InstanceProfile
    Properties:
      Roles:
        - Ref: InstanceRole
  App:
    Type: AWS::ElasticBeanstalk::Application
    Properties: {}
  ElasticBeanstalkConfigurationTemplate:
    Type: AWS::ElasticBeanstalk::ConfigurationTemplate
    Properties:
      ApplicationName:
        Ref: App
      SolutionStackName: 64bit Amazon Linux 2 v3.4.1 running Python 3.8
      OptionSettings:
        - Namespace: aws:autoscaling:launchconfiguration
          OptionName: IamInstanceProfile
          Value:
            Ref: InstanceProfile
        - Namespace: aws:elasticbeanstalk:cloudwatch:logs
          OptionName: StreamLogs
          Value: false
```

Amazon Elastic Compute Cloud (Amazon EC2) controls

Topics

- [CT.EC2.PR.1] Require an Amazon EC2 launch template to have IMDSv2 configured (p. 538)
- [CT.EC2.PR.2] Require that Amazon EC2 launch templates restrict the token hop limit to a maximum of one (p. 543)
- [CT.EC2.PR.3] Require that any Amazon EC2 security group rule does not use the source IP range 0.0.0.0/0 or ::/0 for ports other than 80 and 443 (p. 548)
- [CT.EC2.PR.4] Require that any Amazon EC2 security group rule does not use the source IP range 0.0.0.0/0 or ::/0 for specific high-risk ports (p. 555)
- [CT.EC2.PR.5] Require any Amazon EC2 network ACL to prevent ingress from 0.0.0.0/0 to port 22 or port 3389 (p. 561)
- [CT.EC2.PR.6] Require that Amazon EC2 transit gateways refuse automatic Amazon VPC attachment requests (p. 568)
- [CT.EC2.PR.7] Require an Amazon EBS volume resource to be encrypted at rest when defined by means of the AWS::EC2::Instance BlockDeviceMappings property or AWS::EC2::Volume resource type (p. 571)
[CT.EC2.PR.8] Require an Amazon EC2 instance to set AssociatePublicIpAddress to false on a new network interface created by means of the NetworkInterfaces property in the AWS::EC2::Instance resource (p. 578)

[CT.EC2.PR.9] Require any Amazon EC2 launch template not to auto-assign public IP addresses to network interfaces (p. 584)

[CT.EC2.PR.10] Require Amazon EC2 launch templates to have Amazon CloudWatch detailed monitoring activated (p. 590)

[CT.EC2.PR.11] Require that an Amazon EC2 subnet does not automatically assign public IP addresses (p. 593)

[CT.EC2.PR.12] Require an Amazon EC2 instance to specify at most one network interface by means of the NetworkInterfaces property in the AWS::EC2::Instance resource (p. 598)

[CT.EC2.PR.13] Require an Amazon EC2 instance to have detailed monitoring enabled (p. 603)

[CT.EC2.PR.14] Require an Amazon EBS volume configured through an Amazon EC2 launch template to encrypt data at rest (p. 607)

[CT.EC2.PR.15] Require an Amazon EC2 instance to use an AWS Nitro instance type when creating from the 'AWS::EC2::LaunchTemplate' resource type (p. 612)

[CT.EC2.PR.16] Require an Amazon EC2 instance to use an AWS Nitro instance type when created using the 'AWS::EC2::Instance' resource type (p. 618)

[CT.EC2.PR.17] Require an Amazon EC2 dedicated host to use an AWS Nitro instance type (p. 622)

[CT.EC2.PR.18] Require an Amazon EC2 fleet to override only those launch templates with AWS Nitro instance types (p. 628)

[CT.EC2.PR.19] Require an Amazon EC2 instance to use an AWS Nitro instance type that supports encryption in transit between instances when created using the AWS::EC2::Instance resource type (p. 637)

[CT.EC2.PR.20] Require an Amazon EC2 fleet to override only those launch templates with AWS Nitro instance types that support encryption in transit between instances (p. 641)

[CT.EC2.PR.1] Require an Amazon EC2 launch template to have IMDSv2 configured

This control checks whether your Amazon EC2 launch templates are configured with Instance Metadata Service Version 2 (IMDSv2).

Control objective: Enforce least privilege, Protect configurations

Implementation: AWS CloudFormation guard rule

Control behavior: Proactive

Resource types: AWS::EC2::LaunchTemplate

AWS CloudFormation guard rule: CT.EC2.PR.1 rule specification (p. 540)

Details and examples

For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.EC2.PR.1 rule specification (p. 540)

For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.EC2.PR.1 example templates (p. 542)

Explanation

Instance metadata configures and manages your running instances. The IMDS provides access to temporary, frequently rotated credentials, so you don't need to distribute sensitive credentials to instances, either manually or programmatically. The IMDS is attached locally to every EC2 instance. It
runs on a special IP address of 169.254.169.254. This IP address is accessible only to software that runs on the instance.

Version 2 of the IMDS adds protections for vulnerabilities that can be used to gain access to the IMDS: Open website application firewalls, Open reverse proxies, Server-side request forgery (SSRF) vulnerabilities and 'Open Layer 3 firewalls and network address translation (NAT).

AWS Control Tower recommends that you configure your EC2 instances with IMDSv2.

**Usage considerations**

- This control applies only to Amazon EC2 launch templates that allow access to instance metadata.

**Remediation for rule failure**

Within the `LaunchTemplateData` property, provide a `MetadataOptions` configuration and set the value of `HttpTokens` to `required`.

The examples that follow show how to implement this remediation.

**Amazon EC2 Launch Template - Example**

Amazon EC2 launch template configured with IMDSv2 activated. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "EC2LaunchTemplate": {
      "Type": "AWS::EC2::LaunchTemplate",
      "Properties": {
         "LaunchTemplateData": {
            "InstanceType": "t3.micro",
            "ImageId": {
               "Ref": "LatestAmiId"
            },
            "MetadataOptions": {
               "HttpTokens": "required"
            }
         }
      }
   }
}
```

**YAML example**

```yaml
EC2LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
  Properties:
    LaunchTemplateData:
      InstanceType: t3.micro
      ImageId: !Ref 'LatestAmiId'
      MetadataOptions:
        HttpTokens: required
```
CT.EC2.PR.1 rule specification

# #############################################################################
##       Rule Specification       ##
#############################################################################
#
# Rule Identifier: 
#   ec2_launch_template_imdsv2_check
#
# Description: 
#   This control checks whether your Amazon EC2 launch templates are configured with
#   Instance Metadata Service Version 2 (IMDSv2).
#
# Reports on: 
#   AWS::EC2::LaunchTemplate
#
# Evaluates: 
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters: 
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any EC2 launch template resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an EC2 launch template resource
#     And: 'LaunchTemplateData' has not been provided or
#       'LaunchTemplateData.MetadataOptions.HttpEndpoint' has
#       been provided and is equal to 'disabled'
#     Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an EC2 launch template resource
#     And: 'LaunchTemplateData' has been provided
#     And: 'MetadataOptions.HttpEndpoint' in 'LaunchTemplateData' has not been provided
#       or has been provided and
#       is equal to 'enabled'
#     And: 'MetadataOptions.HttpTokens' in 'LaunchTemplateData' has not been provided
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an EC2 launch template resource
#     And: 'LaunchTemplateData' has been provided
#     And: 'MetadataOptions.HttpEndpoint' in 'LaunchTemplateData' has not been provided
#       or has been provided and
#       is equal to 'enabled'
#     And: 'MetadataOptions.HttpTokens' in 'LaunchTemplateData' has been provided and set
to a value other than 'required'
#     Then: FAIL
#   Scenario: 5
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an EC2 launch template resource
#     And: 'LaunchTemplateData' has been provided
#     And: 'MetadataOptions.HttpEndpoint' in 'LaunchTemplateData' has not been provided
#       or has been provided and
is equal to 'enabled'
And: 'MetadataOptions.HttpTokens' in 'LaunchTemplateData' has been provided and set
to 'required'
Then: PASS

# Constants
#
let EC2_LAUNCH_TEMPLATE_TYPE = "AWS::EC2::LaunchTemplate"
let INPUT_DOCUMENT = this
#
# Assignments
#
let ec2_launch_templates = Resources.*[ Type == %EC2_LAUNCH_TEMPLATE_TYPE ]
#
# Primary Rules
#
rule ec2_launch_template_imdsv2_check when is_cfn_template(%INPUT_DOCUMENT)
%ec2_launch_templates not empty {
  check(%ec2_launch_templates.Properties)
  <<<
  [CT.EC2.PR.1]: Require an Amazon EC2 launch template to have IMDSv2 configured
  [FIX]: Within the 'LaunchTemplateData' property, provide a 'MetadataOptions'
  configuration and set the value of 'HttpTokens' to 'required'.
  >>>
}

rule ec2_launch_template_imdsv2_check when is_cfn_hook(%INPUT_DOCUMENT,
%EC2_LAUNCH_TEMPLATE_TYPE) {
  check(%INPUT_DOCUMENT.%EC2_LAUNCH_TEMPLATE_TYPE.resourceProperties)
  <<<
  [CT.EC2.PR.1]: Require an Amazon EC2 launch template to have IMDSv2 configured
  [FIX]: Within the 'LaunchTemplateData' property, provide a 'MetadataOptions'
  configuration and set the value of 'HttpTokens' to 'required'.
  >>>
}
#
# Parameterized Rules
#
rule check(launch_template) {
  %launch_template [ 
  # Scenario 2
  filter_launch_template_imds_enabled(this)
  ] {
    LaunchTemplateData exists
    LaunchTemplateData is_struct
    LaunchTemplateData {
      # Scenario 3, 4 and 5
      MetadataOptions exists
      MetadataOptions is_struct
      MetadataOptions {
        HttpTokens exists
        HttpTokens == "required"
      }
    }
  }
}

rule filter_launch_template_imds_enabled(launch_template) {
  %launch_template {
    LaunchTemplateData exists
    LaunchTemplateData is_struct
  }
}
LaunchTemplateData {
    MetadataOptions not exists or
    filter_metadata_options_imds_enabled(this)
}
}

rule filter_metadata_options_imds_enabled(metadata_options) {
    %metadata_options {
        MetadataOptions is_struct
        MetadataOptions {
            HttpEndpoint not exists or
            HttpEndpoint == "enabled"
        }
    }
}

# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists  or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.EC2.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Parameters:
LatestAmiId:
    Description: Region specific latest AMI ID from the Parameter Store
    Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
    Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
EC2LaunchTemplate:
    Type: AWS::EC2::LaunchTemplate
    Properties:
        LaunchTemplateData:
            InstanceType: t3.micro
            ImageId:
                Ref: LatestAmiId
            MetadataOptions:
                HttpTokens: required

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
[CT.EC2.PR.2] Require that Amazon EC2 launch templates restrict the token hop limit to a maximum of one

This control checks whether an Amazon EC2 launch template has a metadata token hop limit set to 1.

- **Control objective:** Enforce least privilege, Protect configurations
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EC2::LaunchTemplate
- **AWS CloudFormation guard rule:** [CT.EC2.PR.2 rule specification (p. 545)](#)

### Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EC2.PR.2 rule specification (p. 545)](#)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.EC2.PR.2 example templates (p. 547)](#)

### Explanation

The Amazon Instance Metadata Service (IMDS) provides metadata information about an Amazon EC2 instance, which is useful for application configuration. Restricting the HTTP PUT response for the metadata service to the EC2 instance protects the IMDS from unauthorized use.

The Time To Live (TTL) field in the IP packet is reduced by one on every hop. This reduction can be used to ensure that the packet does not travel outside EC2. IMDSv2 protects EC2 instances that may have been misconfigured as open routers, layer 3 firewalls, VPNs, tunnels, or NAT devices, which prevents unauthorized users from retrieving metadata. With IMDSv2, the PUT response that contains the secret token cannot travel outside the instance, because the default metadata response hop limit is set to 1. However, if this value is greater than 1, the token can leave the EC2 instance.

### Usage considerations

- This control applies only to Amazon EC2 launch templates that allow access to instance metadata.
- This control is incompatible with Amazon EC2 launch templates that require a token hop limit of 2.
Remediation for rule failure

Within the LaunchTemplateData property, provide a MetadataOptions configuration with the value of HttpPutResponseLimit set to 1, or omit the HttpPutResponseLimit property to adopt the AWS CloudFormation default value of 1.

The examples that follow show how to implement this remediation.

Amazon EC2 Launch Template - Example One

Amazon EC2 launch template configured with access to instance metadata enabled and a token hop limit of 1, set by means of AWS CloudFormation defaults. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "EC2LaunchTemplate": {
      "Type": "AWS::EC2::LaunchTemplate",
      "Properties": {
         "LaunchTemplateData": {
            "MetadataOptions": {
               "HttpEndpoint": "enabled"
            }
         }
      }
   }
}
```

**YAML example**

```yaml
EC2LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
  Properties:
    LaunchTemplateData:
      MetadataOptions:
        HttpEndpoint: enabled
```

The examples that follow show how to implement this remediation.

Amazon EC2 Launch Template - Example Two

Amazon EC2 launch template configured with access to instance metadata enabled and a token hop limit of 1, set by means of the MetadataOptions property. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "EC2LaunchTemplate": {
      "Type": "AWS::EC2::LaunchTemplate",
      "Properties": {
         "LaunchTemplateData": {
            "MetadataOptions": {
               "HttpEndpoint": "enabled",
               "HttpPutResponseHopLimit": 1
            }
         }
      }
   }
}
```
YAML example

```yaml
EC2LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
  Properties:
    LaunchTemplateData:
      MetadataOptions:
        HttpEndpoint: enabled
        HttpPutResponseHopLimit: 1
```

CT.EC2.PR.2 rule specification

```plaintext
# ###############################################################################
##       Rule Specification        ##
###############################################################################
#
# Rule Identifier:
#   ec2_launch_template_token_hop_limit_check
#
# Description:
#   This control checks whether an Amazon EC2 launch template has a metadata token hop
# limit set to '1'.
#
# Reports on:
#   AWS::EC2::LaunchTemplate
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#      document
#      And: The input document does not contain any EC2 launch template resources
#      Then: SKIP
#   Scenario: 2
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#      document
#      And: The input document contains an EC2 launch template resource
#      And: 'LaunchTemplateData.MetadataOptions' has been provided
#      And: 'LaunchTemplateData.MetadataOptions.HttpEndpoint' has been provided and is
#      equal to 'disabled'
#      Then: SKIP
#   Scenario: 3
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#      document
#      And: The input document contains an EC2 launch template resource
#      And: 'LaunchTemplateData.MetadataOptions' has been provided
#      And: 'LaunchTemplateData.MetadataOptions.HttpEndpoint' has not been provided or
#      has been provided and is
#      equal to 'enabled'
```
# Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   And: The input document contains an EC2 launch template resource
   And: 'LaunchTemplateData.MetadataOptions' has not been provided
Then: PASS
# Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   And: The input document contains an EC2 launch template resource
   And: 'LaunchTemplateData.MetadataOptions' has been provided
   And: 'LaunchTemplateData.MetadataOptions.HttpEndpoint' has not been provided or
   has been provided and is
   equal to 'enabled'
   And: 'LaunchTemplateData.MetadataOptions.HttpPutResponseHopLimit' has not been provided
Then: PASS
# Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   And: The input document contains an EC2 launch template resource
   And: 'LaunchTemplateData.MetadataOptions' has been provided
   And: 'LaunchTemplateData.MetadataOptions.HttpEndpoint' has not been provided or
   has been provided and is
   equal to 'enabled'
   And: 'LaunchTemplateData.MetadataOptions.HttpPutResponseHopLimit' has been provided and is equal to an
   integer of 1.
Then: PASS

# Constants
let EC2_LAUNCH_TEMPLATE_TYPE = "AWS::EC2::LaunchTemplate"
let INPUT_DOCUMENT = this

# Assignments
let ec2_launch_templates = Resources.*[ Type == %EC2_LAUNCH_TEMPLATE_TYPE ]

# Primary Rules
rule ec2_launch_template_token_hop_limit_check when is_cfn_template(this)
  %ec2_launch_templates not empty {
    check(%ec2_launch_templates.Properties)
    <<
    [CT.EC2.PR.2]: Require that Amazon EC2 launch templates restrict the token hop limit to a maximum of one
    [FIX]: Within the 'LaunchTemplateData' property, provide a 'MetadataOptions' configuration with the value of 'HttpPutResponseLimit' set to '1', or omit the 'HttpPutResponseLimit' property to adopt the AWS CloudFormation default value of '1'.
    >>
  }
rule ec2_launch_template_token_hop_limit_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_LAUNCH_TEMPLATE_TYPE) {
  check(%INPUT_DOCUMENT.%EC2_LAUNCH_TEMPLATE_TYPE.resourceProperties)
  <<
  [CT.EC2.PR.2]: Require that Amazon EC2 launch templates restrict the token hop limit to a maximum of one
[FIX]: Within the 'LaunchTemplateData' property, provide a 'MetadataOptions' configuration with the value of 'HttpPutResponseLimit' set to '1', or omit the 'HttpPutResponseLimit' property to adopt the AWS CloudFormation default value of '1'.

---

# Parameterized Rules

```lang
# Scenario 2, 3 and 4
filter_launch_template(this)

# Scenario 5 and 6
LaunchTemplateData {
  MetadataOptions not exists or
  MetadataOptions {
    HttpPutResponseHopLimit not exists or
    HttpPutResponseHopLimit == 1
  }
}
```

```lang
rule filter_launch_template(ec2_launch_template) {
  ec2_launch_template{
    # Scenario 2, 3 and 4
    filter_launch_template(this)
  }
  # Scenario 5 and 6
  LaunchTemplateData {
    MetadataOptions not exists or
    MetadataOptions {
      HttpPutResponseHopLimit not exists or
      HttpPutResponseHopLimit == 1
    }
  }
}
```

```lang
rule filter_metadata_options_provided(options) {
  options {
    MetadataOptions is_struct
    MetadataOptions {
      HttpEndpoint not exists or
      HttpEndpoint == "enabled"
    }
  }
}
```

# Utility Rules

```lang
# Utility Rules

rule is_cfn_template(doc) {
  doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
```

```lang
rule is_cfn_hook(doc, RESOURCE_TYPE) {
  doc.%RESOURCE_TYPE.resourceProperties exists
}
```

---

CT.EC2.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.
PASS Example - Use this template to verify a compliant resource creation.

Parameters:
- LatestAmiId:
  - Description: Region specific latest AMI ID from the Parameter Store
  - Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
  - Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
- EC2LaunchTemplate:
  - Type: AWS::EC2::LaunchTemplate
  - Properties:
    - LaunchTemplateData:
      - InstanceType: t3.micro
      - ImageId:
        - Ref: LatestAmiId

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
- EC2LaunchTemplate:
  - Type: AWS::EC2::LaunchTemplate
  - Properties:
    - LaunchTemplateData:
      - MetadataOptions:
        - HttpPutResponseHopLimit: 2

[CT.EC2.PR.3] Require that any Amazon EC2 security group rule does not use the source IP range 0.0.0.0/0 or ::/0 for ports other than 80 and 443

This control checks whether an Amazon EC2 security group rule contains the string 0.0.0.0/0 or ::/0 as a source IP range. This control is not triggered if a rule allows connection to port 80 or 443 with TCP, UDP, ICMP, or ICMPv6. The use of managed prefix lists is not supported.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EC2::SecurityGroup, AWS::EC2::SecurityGroupIngress
- **AWS CloudFormation guard rule:** [CT.EC2.PR.3 rule specification (p. 550)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EC2.PR.3 rule specification (p. 550)]
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.EC2.PR.3 example templates (p. 553)]

Explanation

Security groups provide stateful filtering of ingress and egress network traffic to AWS resources. Disallowing usage of the strings 0.0.0.0/0 or ::/0 helps protect against this common misconfiguration and encourages users to choose a range aligned with least-privilege principles.
AWS recommends a layered approach, to ensure that network access is provided only as necessary for your business requirements. Security group rules should follow the principle of least privileged access. Unrestricted access increases the opportunity for malicious activity. Unless a port is specifically allowed, the port should deny unrestricted access (any IP address with a /0 suffix).

Usage considerations

- This control applies only to Amazon EC2 security group and EC2 security group ingress resources with ingress rules that allow inbound traffic from 0.0.0.0/0 or ::/0
- This control does not allow use of the SourcePrefixListId property on Amazon EC2 Security Group and Amazon EC2 Security Group Ingress resources.

Remediation for rule failure

Ensure that security groups with ingress rules that allow TCP or UDP traffic from 0.0.0.0/0 or ::/0 allow traffic from ports 80 or 443 only.

The use of managed prefix lists is not supported.

The examples that follow show how to implement this remediation.

Amazon EC2 Security Group - Example One

Amazon EC2 Security Group allowing inbound TCP traffic from 0.0.0.0/0 on port 80. The example is shown in JSON and in YAML.

JSON example

```json
{
   "SecurityGroup": {
      "Type": "AWS::EC2::SecurityGroup",
      "Properties": {
         "GroupDescription": {
            "Fn::Sub": "${AWS::StackName}-example"
         },
         "SecurityGroupIngress": [
            {
               "IpProtocol": "tcp",
               "CidrIp": "0.0.0.0/0",
               "FromPort": 80,
               "ToPort": 80
            }
         ]
      }
   }
}
```

YAML example

```yaml
SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
    GroupDescription: !Sub '${AWS::StackName}-example'
    SecurityGroupIngress:
      - IpProtocol: tcp
        CidrIp: 0.0.0.0/0
        FromPort: 80
        ToPort: 80
```
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The examples that follow show how to implement this remediation.

**Amazon EC2 Security Group - Example Two**

Amazon EC2 Security Group allowing inbound TCP traffic from 0.0.0.0/0 on port 443. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "SecurityGroup": {
        "Type": "AWS::EC2::SecurityGroup",
        "Properties": {
            "GroupDescription": {
                "Fn::Sub": "${AWS::StackName}-example"
            },
            "SecurityGroupIngress": [
                {
                    "IpProtocol": "tcp",
                    "CidrIp": "0.0.0.0/0",
                    "FromPort": 443,
                    "ToPort": 443
                }
            ]
        }
    }
}
```

**YAML example**

```
SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
    GroupDescription: !Sub '${AWS::StackName}-example'
    SecurityGroupIngress:
      - IpProtocol: tcp
        CidrIp: '0.0.0.0/0'
        FromPort: 443
        ToPort: 443
```

**CT.EC2.PR.3 rule specification**

```bash
# ######################################################################
##       Rule Specification        ##
######################################################################
#
# Rule Identifier:  
#   vpc_sg_open_only_to_authorized_ports_check
#
# Description:  
#   This control checks whether the Amazon EC2 security group contains the string
#   '0.0.0.0/0' or '::/0' as a source IP range.
#   This control is not triggered if a rule allows connection to port 80 or 443 with TCP, UDP, ICMP, or ICMPv6.
```
# Reports on:
# AWS::EC2::SecurityGroup, AWS::EC2::SecurityGroupIngress

# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document does not contain any Amazon EC2 security group or EC2 security group ingress resources
# Then: SKIP

# Scenario: 2
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an Amazon EC2 security group resource or EC2 security group ingress resource
# And: The EC2 security group or EC2 security group ingress resource does not allow inbound traffic from a source
# prefix list and has no rules allowing inbound traffic from source '0.0.0.0/0' or '::/0'
# Then: SKIP

# Scenario: 3
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an Amazon EC2 security group resource or EC2 security group ingress resource
# And: The EC2 security group or EC2 security group ingress resource has rules allowing inbound traffic
# from a source prefix list, or source '0.0.0.0/0' or '::/0'
# And: The EC2 security group or EC2 security group ingress resource has a rule that allows all traffic
# ('IpProtocol' is set to '-1' or another protocol number)
# Then: FAIL

# Scenario: 4
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an Amazon EC2 security group resource or EC2 security group ingress resource
# And: The EC2 security group or EC2 security group ingress resource has rules allowing inbound traffic
# from a source prefix list, or source '0.0.0.0/0' or '::/0'
# And: The EC2 security group or EC2 security group ingress resource has rules that allow all traffic
# ('IpProtocol' is not set to '-1' or another protocol number)
# And: Ports allowed are not in the list of allowed ports
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an Amazon EC2 security group resource or EC2 security group ingress resource
# And: The EC2 security group or EC2 security group ingress resource has rules allowing inbound traffic
# from a source prefix list, or source '0.0.0.0/0' or '::/0'
# And: The EC2 security group or EC2 security group ingress resource has rules that allow all traffic
# ('IpProtocol' is not set to '-1' or another protocol number)
# And: Ports allowed are in the list of allowed ports
# Then: PASS

# Constants
let SECURITY_GROUP_TYPE = "AWS::EC2::SecurityGroup"
let SECURITY_GROUP_INGRESS_TYPE = "AWS::EC2::SecurityGroupIngress"
let ALLOWED_PORTS = [80, 443]
let AUTHORIZED_PROTOCOLS = ["tcp", "udp", "icmp", "icmpv6"]
let UNRESTRICTED_IPV4_RANGES = ["0.0.0.0/0"]
let UNRESTRICTED_IPV6_RANGES = ["::/0"]
let INPUT_DOCUMENT = this

# # Assignments #
let ec2_security_groups = Resources[
  Type == %SECURITY_GROUP_TYPE
]
let ec2_security_group_ingress_rules = Resources[
  Type == %SECURITY_GROUP_INGRESS_TYPE
]

# # Primary Rules #
rule vpc_sg_open_only_to_authorized_ports_check when is_cfn_template(%INPUT_DOCUMENT)
  %ec2_security_groups not empty {
    check_security_group(%ec2_security_groups.Properties)
    <<
      [CT.EC2.PR.3]: Require that any Amazon EC2 security group rule does not use the source IP range 0.0.0.0/0 or ::/0 for ports other than 80 and 443
      [FIX]: Ensure that security groups with ingress rules that allow TCP or UDP traffic from '0.0.0.0/0' or '::/0' only allow traffic to ports 80 or 443. The use of managed prefix lists is not supported.
    >>
  }
rule vpc_sg_open_only_to_authorized_ports_check when is_cfn_template(%INPUT_DOCUMENT)
  %ec2_security_group_ingress_rules not empty {
    check_ingress_rule(%ec2_security_group_ingress_rules.Properties)
    <<
      [CT.EC2.PR.3]: Require that any Amazon EC2 security group rule does not use the source IP range 0.0.0.0/0 or ::/0 for ports other than 80 and 443
      [FIX]: Ensure that security groups with ingress rules that allow TCP or UDP traffic from '0.0.0.0/0' or '::/0' only allow traffic to ports 80 or 443. The use of managed prefix lists is not supported.
    >>
  }
rule vpc_sg_open_only_to_authorized_ports_check when is_cfn_hook(%INPUT_DOCUMENT, %SECURITY_GROUP_TYPE) {
  check_security_group(%INPUT_DOCUMENT.%SECURITY_GROUP_TYPE.resourceProperties)
  <<
    [CT.EC2.PR.3]: Require that any Amazon EC2 security group rule does not use the source IP range 0.0.0.0/0 or ::/0 for ports other than 80 and 443
    [FIX]: Ensure that security groups with ingress rules that allow TCP or UDP traffic from '0.0.0.0/0' or '::/0' only allow traffic to ports 80 or 443. The use of managed prefix lists is not supported.
  >>
}
rule vpc_sg_open_only_to_authorized_ports_check when is_cfn_hook(%INPUT_DOCUMENT, %SECURITY_GROUP_INGRESS_TYPE) {
  check_ingress_rule(%INPUT_DOCUMENT.%SECURITY_GROUP_INGRESS_TYPE.resourceProperties)
  <<
    [CT.EC2.PR.3]: Require that any Amazon EC2 security group rule does not use the source IP range 0.0.0.0/0 or ::/0 for ports other than 80 and 443
  >>
}
[FIX]: Ensure that security groups with ingress rules that allow TCP or UDP traffic from '0.0.0.0/0' or '::/0' only allow traffic to ports 80 or 443. The use of managed prefix lists is not supported.

```yaml
# Parameterized Rules

## check_security_group

```yaml
rule check_security_group(security_group) {
    %security_group [
        SecurityGroupIngress exists
        SecurityGroupIngress is_list
        SecurityGroupIngress not empty
    ] {
        SecurityGroupIngress[*] {
            check_ingress_rule(this)
        }
    }
}
```

```yaml
# check_ingress_rule

```yaml
rule check_ingress_rule(ingress_rule) {
    %ingress_rule[ CidrIp in %UNRESTRICTED_IPV4_RANGES or
                  CidrIpv6 in %UNRESTRICTED_IPV6_RANGES or
                  SourcePrefixListId exists ] {
        # Scenario 3
        IpProtocol exists
        IpProtocol in %AUTHORIZED_PROTOCOLS

        when IpProtocol in ["tcp", "udp"] {
            FromPort exists
            ToPort exists
            # Scenarios 4 and 5
            check_ports(FromPort, ToPort)
        }
    }
}
```

```yaml
# check_ports

```yaml
rule check_ports(from_port, to_port) {
    %from_port in %ALLOWED_PORTS
    %to_port in %ALLOWED_PORTS
}
```

```yaml
# Utility Rules

## is_cfn_template

```yaml
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
```

```yaml
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

---

**CT.EC2.PR.3 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.
Resources:
SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
    GroupDescription:
      Fn::Sub: ${AWS::StackName}-example
    SecurityGroupIngress:
      - IpProtocol: tcp
        CidrIp: 0.0.0.0/0
        FromPort: 80
        ToPort: 80

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
PrefixList:
  Type: AWS::EC2::PrefixList
  Properties:
    PrefixListName:
      Fn::Sub: ${AWS::StackName}-example
    AddressFamily: IPv4
    MaxEntries: 10
    Entries:
      - Cidr: "0.0.0.0/0"
        Description: Public internet
    SecurityGroup:
      Type: AWS::EC2::SecurityGroup
      Properties:
        GroupDescription:
          Fn::Sub: ${AWS::StackName}-example
    SecurityGroupIngress:
      Type: AWS::EC2::SecurityGroupIngress
      Properties:
        GroupId:
          Fn::GetAtt: [ SecurityGroup, GroupId ]
        IpProtocol: -1
        SourcePrefixListId:
          Ref: PrefixList

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
    GroupDescription:
      Fn::Sub: ${AWS::StackName}-example
    SecurityGroupIngress:
      Type: AWS::EC2::SecurityGroupIngress
      Properties:
        GroupId:
          Fn::GetAtt: [ SecurityGroup, GroupId ]
        IpProtocol: udp
        CidrIp: 0.0.0.0/0
        FromPort: 80
        ToPort: 90
[CT.EC2.PR.4] Require that any Amazon EC2 security group rule does not use the source IP range 0.0.0.0/0 or ::/0 for specific high-risk ports

This control checks whether an Amazon EC2 security group rule that contains the strings 0.0.0.0/0 or ::/0 as a source IP range does not allow incoming TCP, UDP, ICMP, or ICMPv6 traffic to the following ports: 3389, 20, 23, 110, 143, 3306, 8080, 1433, 9200, 9300, 25, 445, 135, 21, 1434, 4333, 5432, 5500, 5601, 22, 3000, 5000, 8088, 8888. The use of managed prefix lists is not supported.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EC2::SecurityGroup, AWS::EC2::SecurityGroupIngress
- **AWS CloudFormation guard rule:** [CT.EC2.PR.4 rule specification](p. 557)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EC2.PR.4 rule specification](p. 557)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.EC2.PR.4 example templates](p. 560)

**Explanation**

Security groups provide stateful filtering of ingress and egress network traffic to AWS resources. Disallowing usage of the strings 0.0.0.0/0 or ::/0 helps protect against this common misconfiguration and encourages users to choose a range aligned with least-privilege principles.

AWS recommends a layered approach, to ensure that network access is provided only as necessary for your business requirements. No security group should allow unrestricted ingress access to the following ports:

3389, 20, 23, 110, 143, 3306, 8080, 1433, 9200, 9300, 25, 445, 135, 21, 1434, 4333, 5432, 5500, 5601, 22, 3000, 5000, 8088, 8888.

Unrestricted access (0.0.0.0/0) increases opportunities for malicious activity, such as hacking, denial-of-service attacks, and loss of data.

**Usage considerations**

- This control applies only to Amazon EC2 security group and security group ingress resources with ingress rules that allow inbound traffic from 0.0.0.0/0 or ::/0.
- This control does not allow use of the SourcePrefixListId property on Amazon EC2 Security Group and Amazon EC2 Security Group Ingress resources.

**Remediation for rule failure**

Remove Amazon EC2 security group ingress rules that allow traffic from 0.0.0.0/0 or ::/0 to high-risk ports: 3389, 20, 23, 110, 143, 3306, 8080, 1433, 9200, 9300, 25, 445, 135, 21, 1434, 4333, 5432, 5500, 5601, 22, 3000, 5000, 8088, 8888.

The use of managed prefix lists is not supported.

The examples that follow show how to implement this remediation.
Amazon EC2 Security Group - Example

Amazon EC2 security group configured to allow traffic from the source IP range 0.0.0.0/0 or ::/0 on a port range that does not include a high-risk port. The example is shown in JSON and in YAML.

JSON example

```json
{
  "SecurityGroup": {
    "Type": "AWS::EC2::SecurityGroup",
    "Properties": {
      "GroupDescription": "sample-security-group",
      "SecurityGroupIngress": [
        {
          "IpProtocol": "tcp",
          "CidrIp": "0.0.0.0/0",
          "FromPort": 80,
          "ToPort": 80
        }
      ]
    }
  }
}
```

YAML example

```
SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
    GroupDescription: sample-security-group
    SecurityGroupIngress:
      - IpProtocol: tcp
        CidrIp: '0.0.0.0/0'
        FromPort: 80
        ToPort: 80
```

The examples that follow show how to implement this remediation.

Amazon EC2 Security Group Ingress Rule - Example

Amazon EC2 security group ingress rule configured to allow traffic from the source IP range 0.0.0.0/0 or ::/0 on a port range that does not include a high-risk port. The example is shown in JSON and in YAML.

JSON example

```json
{
  "SecurityGroupIngress": {
    "Type": "AWS::EC2::SecurityGroupIngress",
    "Properties": {
      "GroupId": {
        "Fn::GetAtt": [
          "SecurityGroup",
          "GroupId"
        ]
      },
      "IpProtocol": "tcp",
      "CidrIp": "0.0.0.0/0",
      "FromPort": 80,
      "ToPort": 80
    }
  }
}
```
"FromPort": 80,
"ToPort": 90
}]
}
}

YAML example

SecurityGroupIngress:
  Type: AWS::EC2::SecurityGroupIngress
  Properties:
    GroupId: !GetAtt 'SecurityGroup.GroupId'
    IpProtocol: tcp
    CidrIp: '0.0.0.0/0'
    FromPort: 80
    ToPort: 90

CT.EC2.PR.4 rule specification

# #%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
## Rule Specification  ##
#%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
#
# Rule Identifier:
# vpc_sg_restricted_common_ports_check
#
# Description:
# This control checks whether an Amazon EC2 security group rule that contains the strings
# '0.0.0.0/0' or '::/0' as a source IP range
# does not allow incoming TCP, UDP, ICMP, ICMPv6 traffic to the following ports: '3389',
# '20', '23', '110', '143',
# '3306', '9080', '1433', '9200', '9300', '25', '445', '135', '21', '1434', '4333',
# '5432', '5500', '5601', '22', '3000', '5000',
# '8088', '8888'.
#
# Reports on:
# AWS::EC2::SecurityGroup, AWS::EC2::SecurityGroupIngress
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation Hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#   And: The input document does not contain any EC2 security group or EC2 security
group ingress resources
#   Then: SKIP
# Scenario: 2
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#   And: The input document contains an EC2 security group resource or EC2 security
group ingress resource
#   And: EC2 security group or EC2 security group ingress resource does not allow
inbound traffic from a source
#   prefix list and has no rules allowing inbound traffic from source '0.0.0.0/0'
or '::/0'
# Scenario: 3
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an EC2 security group resource or EC2 security group ingress resource
And: EC2 security group or EC2 security group ingress resource has rules allowing inbound traffic
from a source prefix list, or source '0.0.0.0/0' or '::/0'
And: EC2 security group or EC2 security group ingress resource has a rule that allows all traffic
('IpProtocol' is set to '-1' or another protocol number)
Then: FAIL
# Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an EC2 security group resource or EC2 security group ingress resource
And: EC2 security group or EC2 security group ingress resource has rules allowing inbound traffic
from a source prefix list, or source '0.0.0.0/0' or '::/0'
And: EC2 security group or EC2 security group ingress resource has no rules that allow all traffic
('IpProtocol' is not set to '-1' or another protocol number)
And: Ports allowed are in the list of blocked ports
Then: FAIL
# Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an EC2 security group resource or EC2 security group ingress resource
And: EC2 security group or EC2 security group ingress resource has rules allowing inbound traffic
from a source prefix list, or source '0.0.0.0/0' or '::/0'
And: EC2 security group or EC2 security group ingress resource has no rules that allow all traffic
('IpProtocol' is not set to '-1' or another protocol number)
And: Ports allowed are not in the list of blocked ports
Then: PASS

# Constants
let SECURITY_GROUP_TYPE = "AWS::EC2::SecurityGroup"
let SECURITY_GROUP_INGRESS_TYPE = "AWS::EC2::SecurityGroupIngress"
let BLOCKED_PORTS = [3389, 20, 23, 110, 143, 3306, 8080, 1433, 9200, 9300, 25, 445, 135, 21, 1434, 4333, 5432, 5500, 5601, 22, 3000, 5000, 8088, 8888]
let AUTHORIZED_PROTOCOLS = ["tcp", "udp", "icmp", "icmpv6"]
let UNRESTRICTED_IPV4_RANGES = ["0.0.0.0/0"]
let UNRESTRICTED_IPV6_RANGES = [":/0"]
let INPUT_DOCUMENT = this

# Assignments
let ec2_security_groups = Resources[
  Type == %SECURITY_GROUP_TYPE
]
let ec2_security_group_ingress_rules = Resources[
  Type == %SECURITY_GROUP_INGRESS_TYPE
]

# Primary Rules
rule vpc_sg_restricted_common_ports_check when is_cfn_template(%INPUT_DOCUMENT)
    %ec2_security_groups not empty {
        check_security_group(%ec2_security_groups.Properties)
        <<
            [CT.EC2.PR.4]: Require that any Amazon EC2 security group rule does not use the
            source IP range 0.0.0.0/0 or ::/0 for specific high-risk ports
            [FIX]: Remove Amazon EC2 security group ingress rules that allow traffic
            from '0.0.0.0/0' or '::/0' to high-risk ports: '3389', '20', '23', '110', '143', '3306',
            '5601', '22', '3000', '5000', '8088', '8888'. The use of managed prefix lists is not
            supported.
        >>
    }
rule vpc_sg_restricted_common_ports_check when is_cfn_template(%INPUT_DOCUMENT)
    %ec2_security_group_ingress_rules not empty {
        check_ingress_rule(%ec2_security_group_ingress_rules.Properties)
        <<
            [CT.EC2.PR.4]: Require that any Amazon EC2 security group rule does not use the
            source IP range 0.0.0.0/0 or ::/0 for specific high-risk ports
            [FIX]: Remove Amazon EC2 security group ingress rules that allow traffic
            from '0.0.0.0/0' or '::/0' to high-risk ports: '3389', '20', '23', '110', '143', '3306',
            '5601', '22', '3000', '5000', '8088', '8888'. The use of managed prefix lists is not
            supported.
        >>
    }
rule vpc_sg_restricted_common_ports_check when is_cfn_hook(%INPUTDOCUMENT,
    %SECURITY_GROUP_TYPE) {
    check_security_group(%INPUT_DOCUMENT.%SECURITY_GROUP_TYPE.resourceProperties)
    <<
        [CT.EC2.PR.4]: Require that any Amazon EC2 security group rule does not use the
        source IP range 0.0.0.0/0 or ::/0 for specific high-risk ports
        [FIX]: Remove Amazon EC2 security group ingress rules that allow traffic
        from '0.0.0.0/0' or '::/0' to high-risk ports: '3389', '20', '23', '110', '143', '3306',
        '5601', '22', '3000', '5000', '8088', '8888'. The use of managed prefix lists is not
        supported.
    >>
}
rule vpc_sg_restricted_common_ports_check when is_cfn_hook(%INPUT_DOCUMENT,
    %SECURITY_GROUP_INGRESS_TYPE) {
    check_ingress_rule(%INPUT_DOCUMENT.%SECURITY_GROUP_INGRESS_TYPE.resourceProperties)
    <<
        [CT.EC2.PR.4]: Require that any Amazon EC2 security group rule does not use the
        source IP range 0.0.0.0/0 or ::/0 for specific high-risk ports
        [FIX]: Remove Amazon EC2 security group ingress rules that allow traffic
        from '0.0.0.0/0' or '::/0' to high-risk ports: '3389', '20', '23', '110', '143', '3306',
        '5601', '22', '3000', '5000', '8088', '8888'. The use of managed prefix lists is not
        supported.
    >>
}

# Parameterized Rules
rule check_security_group(security_group) {
    %security_group [
SecurityGroupIngress exists
SecurityGroupIngress is_list
SecurityGroupIngress not empty

} SecurityGroupIngress[*] {
    check_ingress_rule(this)
}

}

rule check_ingress_rule(ingress_rule) {
    %ingress_rule[ CidrIp in %UNRESTRICTED_IPV4_RANGES or
                   CidrIpv6 in %UNRESTRICTED_IPV6_RANGES or
                   SourcePrefixListId exists ] {
        # Scenario 3
        IpProtocol exists
        IpProtocol in %AUTHORIZED_PROTOCOLS

        when IpProtocol in ["tcp", "udp"] {
            FromPort exists
            ToPort exists

            let ingress_block = this

            %BLOCKED_PORTS.* {
                # Scenarios 4 and 5
                check_ports(this, %ingress_block.FromPort, %ingress_block.ToPort)
            }
        }
    }
}

rule check_ports(port, FromPort, ToPort) {
    %FromPort > %port or
    %ToPort < %port
}

# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.EC2.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.
PASS Example - Use this template to verify a compliant resource creation.

Resources:
  SecurityGroup:
    Type: AWS::EC2::SecurityGroup
    Properties:
      GroupDescription:
        Fn::Sub: ${AWS::StackName}-example
[CT.EC2.PR.5] Require any Amazon EC2 network ACL to prevent ingress from 0.0.0.0/0 to port 22 or port 3389

This control checks whether the Amazon EC2 network ACL inbound entry allows unrestricted incoming traffic (0.0.0.0/0 or ::/0) for SSH or RDP.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
• **Resource types:** AWS::EC2::NetworkAclEntry
• **AWS CloudFormation guard rule:** [CT.EC2.PR.5 rule specification (p. 564)]

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EC2.PR.5 rule specification (p. 564)]
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.EC2.PR.5 example templates (p. 567)]

**Explanation**

Access to remote server administration ports, such as port 22 (SSH) and port 3389 (RDP), should not be publicly accessible, because these ports may allow unintended access to resources within your VPC.

**Usage considerations**

• This control only applies to Amazon EC2 network ACL entry resources that allow unrestricted inbound traffic.

**Remediation for rule failure**

For Amazon EC2 network ACL entries that allow inbound connectivity on port 22 or port 3389, provide a CIDR range in CidrBlock or Ipv6CidrBlock that does not allow traffic from all sources.

The examples that follow show how to implement this remediation.

**Amazon EC2 Network ACL Entry - Example One**

Amazon EC2 network ACL entry configured to allow unrestricted inbound IPv4 TCP traffic in a port range excluding port 22 (SSH) and port 3389 (RDP). The example is shown in JSON and in YAML.

**JSON example**

```
{
    "NetworkAclEntry": {
        "Type": "AWS::EC2::NetworkAclEntry",
        "Properties": {
            "CidrBlock": "0.0.0.0/0",
            "Egress": false,
            "NetworkAclId": {
                "Ref": "NACL"
            },
            "Protocol": 6,
            "PortRange": {
                "From": 2000,
                "To": 2005
            },
            "RuleAction": "allow",
            "RuleNumber": 100
        }
    }
}
```

**YAML example**

```
---
"NetworkAclEntry": {
    "Type": "AWS::EC2::NetworkAclEntry",
    "Properties": {
        "CidrBlock": "0.0.0.0/0",
        "Egress": false,
        "NetworkAclId": {"Ref": "NACL"},
        "Protocol": 6,
        "PortRange": {
            "From": 2000,
            "To": 2005
        },
        "RuleAction": "allow",
        "RuleNumber": 100
    }
}
```
The examples that follow show how to implement this remediation.

Amazon EC2 Network ACL Entry - Example Two

Amazon EC2 network ACL entry configured to allow unrestricted inbound IPv6 UDP traffic in a port range excluding port 3389 (RDP). The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "NetworkAclEntry": {
      "Type": "AWS::EC2::NetworkAclEntry",
      "Properties": {
         "Ipv6CidrBlock": ":/0",
         "Egress": false,
         "NetworkAclId": {
            "Ref": "NACL"
         },
         "Protocol": 17,
         "PortRange": {
            "From": 100,
            "To": 200
         },
         "RuleAction": "allow",
         "RuleNumber": 100
      }
   }
}
```

**YAML example**

```yaml
NetworkAclEntry:
  Type: AWS::EC2::NetworkAclEntry
  Properties:
    Ipv6CidrBlock: ::/0
    Egress: false
    NetworkAclId: !Ref 'NACL'
    Protocol: 17
    PortRange:
      From: 100
      To: 200
    RuleAction: allow
    RuleNumber: 100
```
CT.EC2.PR.5 rule specification

# ###################################################################
##       Rule Specification        ##
###################################################################

# Rule Identifier:
#   nacl_no_unrestricted_ssh_rdp_check
#
# Description:
#   This control checks whether the Amazon EC2 network ACL inbound entry allows
# unrestricted incoming traffic ('0.0.0.0/0' or '::/0') for SSH or RDP.
#
# Reports on:
#   AWS::EC2::NetworkAclEntry
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any EC2 network ACL entry resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document contains a EC2 network ACL entry resource
#     And: EC2 network ACL entry resource has no CIDR block allowing inbound traffic
#          from source '0.0.0.0/0' or '::/0'
#     Then: SKIP
#   Scenario: 3
#     Given: The input document contains a EC2 network ACL entry resource
#     And: EC2 network ACL entry resource allows inbound traffic
#     And: EC2 network ACL entry resource allows all traffic
#          ('IpProtocol' is set to '-1')
#     Then: FAIL
#   Scenario: 4
#     Given: The input document contains a EC2 network ACL entry resource
#     And: EC2 network ACL entry resource allows inbound traffic
#          from source '0.0.0.0/0' or '::/0'
#     And: EC2 network ACL entry resource allows TCP (protocol 6) traffic
#     And: EC2 network ACL entry resource allows traffic from a PortRange that includes
#          22
#     Then: FAIL
#   Scenario: 5
#     Given: The input document contains a EC2 network ACL entry resource
#     And: EC2 network ACL entry resource allows inbound traffic
#          from source '0.0.0.0/0' or '::/0'
#     And: EC2 network ACL entry resource allows TCP (protocol 6) or UDP (protocol 17)
#          traffic
#     And: EC2 network ACL entry resource allows traffic from a PortRange that includes
#          3389
# Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a EC2 network ACL entry resource
# And: EC2 network ACL entry resource allows inbound traffic from source '0.0.0.0/0' or '::/0'
# And: EC2 network ACL entry resource allows TCP (protocol 6) traffic
# And: EC2 network ACL entry resource allows traffic from a PortRange that excludes 22
# Then: PASS
# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a EC2 network ACL entry resource
# And: EC2 network ACL entry resource allows inbound traffic from source '0.0.0.0/0' or '::/0'
# And: EC2 network ACL entry resource allows TCP (protocol 6) or UDP (protocol 17) traffic
# And: EC2 network ACL entry resource allows traffic from a PortRange that excludes 3389
# Then: PASS

# Constants
let NETWORK_ACL_TYPE = "AWS::EC2::NetworkAclEntry"
let INPUT_DOCUMENT = this
let ALL_TRAFFIC_PROTOCOL = [-1, "-1"]
let TCP_PROTOCOL = [6, "6"]
let UDP_PROTOCOL = [17, "17"]
let UNRESTRICTED_IPV4_RANGES = ["0.0.0.0/0"]
let UNRESTRICTED_IPV6_RANGES = ["::/0"]
let SSH_PORT = 22
let RDP_PORT = 3389

# Assignments
let nacl_entries = Resources.*[ Type == %NETWORK_ACL_TYPE ]

# Primary Rules
rule nacl_no_unrestricted_ssh_rdp_check when is_cfn_template(%INPUT_DOCUMENT)
%nacl_entries not empty {
    check(%nacl_entries.Properties)
    #nacl_entries not empty {
    [CT.EC2.PR.5]: Require any Amazon EC2 network ACL to prevent ingress from 0.0.0.0/0 to port 22 or port 3389
    [FIX]: For Amazon EC2 network ACL entries that allow inbound connectivity on port 22 or port 3389, provide a CIDR range in 'CidrBlock' or 'Ipv6CidrBlock' that does not allow traffic from all sources.
    }
}

rule nacl_no_unrestricted_ssh_rdp_check when is_cfn_hook(%INPUT_DOCUMENT, %NETWORK_ACL_TYPE) {
    check(%INPUT_DOCUMENT.%NETWORK_ACL_TYPE.resourceProperties)
    # !cfn_hook(%INPUT_DOCUMENT.%NETWORK_ACL_TYPE.resourceProperties)
    [CT.EC2.PR.5]: Require any Amazon EC2 network ACL to prevent ingress from 0.0.0.0/0 to port 22 or port 3389
    [FIX]: For Amazon EC2 network ACL entries that allow inbound connectivity on port 22 or port 3389, provide a CIDR range in 'CidrBlock' or 'Ipv6CidrBlock' that does not allow traffic from all sources.
    }
# Parameterized Rules

```python
rule check(nacl_entry) {
    %nacl_entry [
        # Scenario 2
        filter_allow_unrestricted_ingress(this)
    ] {
        # Scenario 3
        Protocol exists
        Protocol not in %ALL_TRAFFIC_PROTOCOL
        # Scenario 4, 6
        check_for_open_ssh(this)
        # Scenario 5, 7
        check_for_open_rdp(this)
    }
}

rule filter_allow_unrestricted_ingress(nacl_entry) {
    Egress not exists or
    Egress != true
    CidrBlock in %UNRESTRICTED_IPV4_RANGES or
    Ipv6CidrBlock in %UNRESTRICTED_IPV6_RANGES
    RuleAction == "allow"
}

rule check_for_open_ssh(nacl_entry) {
    %nacl_entry [
        Protocol in %TCP_PROTOCOL
    ] {
        check_port_range_exists(this)
        check_ports(%SSH_PORT, PortRange.From, PortRange.To)
    }
}

rule check_for_open_rdp(nacl_entry) {
    %nacl_entry [
        Protocol in %TCP_PROTOCOL or
        Protocol in %UDP_PROTOCOL
    ] {
        check_port_range_exists(this)
        check_ports(%RDP_PORT, PortRange.From, PortRange.To)
    }
}

rule check_port_range_exists(nacl_entry) {
    PortRange exists
    PortRange is_struct
    PortRange {
        From exists
        To exists
    }
}

rule check_ports(port, nacl_from_port, nacl_to_port) {
    %nacl_from_port > %port or
    %nacl_to_port < %port
}
```
# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, NETWORK_ACL_TYPE) {
  %doc.%NETWORK_ACL_TYPE.resourceProperties exists
}

CT.EC2.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 192.168.0.0/16
NACL:
  Type: AWS::EC2::NetworkAcl
  Properties:
    VpcId:
      Ref: VPC
      NetworkAclEntry:
        Type: AWS::EC2::NetworkAclEntry
        Properties:
          CidrBlock: 0.0.0.0/0
          Egress: false
          NetworkAclId:
            Ref: NACL
          Protocol: 6
          PortRange:
            From: 2000
            To: 2005
          RuleAction: allow
          RuleNumber: 100

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 192.168.0.0/16
NACL:
  Type: AWS::EC2::NetworkAcl
  Properties:
    VpcId:
      Ref: VPC
      NetworkAclEntry:
        Type: AWS::EC2::NetworkAclEntry
        Properties:
CidrBlock: 0.0.0.0/0
Egress: false
NetworkAclId:
  Ref: NACL
Protocol: 6
PortRange:
  From: 3000
  To: 3500
RuleAction: allow
RuleNumber: 100

[CT.EC2.PR.6] Require that Amazon EC2 transit gateways refuse automatic Amazon VPC attachment requests

This control checks whether Amazon EC2 transit gateways are configured to accept Amazon VPC attachment requests automatically.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EC2::TransitGateway
- **AWS CloudFormation guard rule:** [CT.EC2.PR.6 rule specification](p. 569)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EC2.PR.6 rule specification](p. 569)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.EC2.PR.6 example templates](p. 571)

**Explanation**

Turning on the `AutoAcceptSharedAttachments` property configures a transit gateway to accept cross-account VPC attachment requests automatically, without verifying the request or the account from which the attachment is originating. In alignment with the best practices of authorization and authentication, we recommended turning off this feature, to ensure that only authorized VPC attachment requests are accepted.

**Remediation for rule failure**

Omit the `AutoAcceptSharedAttachments` property or set the property to `disable`.

The examples that follow show how to implement this remediation.

**AWS Transit Gateway - Example**

AWS Transit Gateway configured to deactivate auto-acceptance of cross-account Amazon VPC attachments. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "TransitGateway": {
        "Type": "AWS::EC2::TransitGateway",
        "Properties": {
```
"AutoAcceptSharedAttachments": "disable"
}
}
}
}

YAML example

TransitGateway:
  Type: AWS::EC2::TransitGateway
  Properties:
    AutoAcceptSharedAttachments: disable

CT.EC2.PR.6 rule specification

# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
# Rule Specification #
# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
#
# Rule Identifier:
#   ec2_transit_gateway_auto_vpc_attach_disabled_check
#
# Description:
#   This control checks whether Amazon EC2 transit gateways are configured to accept Amazon
#   VPC attachment requests automatically.
#
# Reports on:
#   AWS::EC2::TransitGateway
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#        document
#     And: The input document does not contain any EC2 transit gateway resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#        document
#     And: The input document contains an EC2 transit gateway resource
#     And: 'AutoAcceptSharedAttachments' configuration has been provided and is set to a
#        value other than 'disable'
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#        document
#     And: The input document contains an EC2 transit gateway resource
#     And: 'AutoAcceptSharedAttachments' configuration has not been provided
#     Then: PASS
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#        document
#     And: The input document contains an EC2 transit gateway resource
#     And: 'AutoAcceptSharedAttachments' configuration has been provided and set to
#        'disable'
# Proactive controls

Then: PASS

# Constants

let EC2_TRANSIT_GATEWAY_TYPE = "AWS::EC2::TransitGateway"
let INPUT_DOCUMENT = this

# Assignments

let ec2_transit_gateway = Resources.*[ Type == %EC2_TRANSIT_GATEWAY_TYPE ]

# Primary Rules

rule ec2_transit_gateway_auto_vpc_attach_disabled_check when is_cfn_template(%INPUT_DOCUMENT) %ec2_transit_gateway not empty {
  check(%ec2_transit_gateway.Properties)
  <<
  [CT.EC2.PR.6]: Require that Amazon EC2 transit gateways refuse automatic Amazon VPC attachment requests
  [FIX]: Omit the 'AutoAcceptSharedAttachments' property or set the property to 'disable'.
  >>
}

rule ec2_transit_gateway_auto_vpc_attach_disabled_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_TRANSIT_GATEWAY_TYPE) {
  check(%INPUT_DOCUMENT.%EC2_TRANSIT_GATEWAY_TYPE.resourceProperties)
  <<
  [CT.EC2.PR.6]: Require that Amazon EC2 transit gateways refuse automatic Amazon VPC attachment requests
  [FIX]: Omit the 'AutoAcceptSharedAttachments' property or set the property to 'disable'.
  >>
}

# Parameterized Rules

rule check(ec2_transit_gateway) {
  %ec2_transit_gateway {
    # Scenario 3
    AutoAcceptSharedAttachments not exists or
    # Scenario 2 and 4
    AutoAcceptSharedAttachments == "disable"
  }
}

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
CT.EC2.PR.6 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```
Resources:
TransitGateway:
  Type: AWS::EC2::TransitGateway
  Properties:
    AutoAcceptSharedAttachments: disable
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
TransitGateway:
  Type: AWS::EC2::TransitGateway
  Properties:
    AutoAcceptSharedAttachments: enable
```

[CT.EC2.PR.7] Require an Amazon EBS volume resource to be encrypted at rest when defined by means of the AWS::EC2::Instance BlockDeviceMappings property or AWS::EC2::Volume resource type

This control checks whether your standalone Amazon EC2 EBS volume and Amazon Elastic Block Store (EBS) volume created through EC2 instance Block Device Mappings are encrypted at rest. Specifically, it checks that the Encrypted property is set to true in either the EBS volume resource definition or an EC2 instance resource definition's BlockDeviceMappings property.

- **Control objective**: Encrypt data at rest
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::EC2::Instance, AWS::EC2::Volume
- **AWS CloudFormation guard rule**: [CT.EC2.PR.7 rule specification](p. 574)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EC2.PR.7 rule specification](p. 574)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.EC2.PR.7 example templates](p. 576)

Explanation

For an added layer of security of your sensitive data in Amazon EC2 EBS volumes, you should enable EBS encryption at rest. Amazon EBS encryption offers a straightforward encryption solution for your EBS resources that doesn't require you to build, maintain, and secure your own key management infrastructure. It uses KMS keys when creating encrypted volumes and snapshots.
Amazon Elastic Block Store (EBS) volumes can be inherited from:

- The Amazon Machine Image (AMI) specified with the ImageId property
- The Launch Template specified with the LaunchTemplateId property

**Usage considerations**

- For Amazon EC2 instance block device mappings, this control does not check any block device mappings created by means of an EC2 launch template or inherited through the AMI from which the instance is launched.

**Remediation for rule failure**

Set Encryption to true on Amazon EC2 EBS Volumes.

The examples that follow show how to implement this remediation.

**Amazon EC2 Instance - Example**

Amazon EC2 instance with an encrypted EBS volume. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "EC2Instance": {
    "Type": "AWS::EC2::Instance",
    "Properties": {
      "ImageId": {
        "Ref": "LatestAmiId"
      },
      "InstanceType": "t3.micro",
      "NetworkInterfaces": [
        {
          "DeviceIndex": 0,
          "SubnetId": {
            "Ref": "Subnet"
          },
          "AssociatePublicIpAddress": false
        }
      ],
      "BlockDeviceMappings": [
        {
          "DeviceName": "/dev/sdm",
          "Ebs": {
            "VolumeType": "gp3",
            "Iops": 200,
            "Encrypted": true,
            "DeleteOnTermination": true,
            "VolumeSize": 20
          }
        }
      ]
    }
  }
}
```

**YAML example**

```yaml
572
```
The examples that follow show how to implement this remediation.

**Amazon EBS Volume - Example**

Amazon EBS Volume with encryption configured. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "EBSVolume": {
    "Type": "AWS::EC2::Volume",
    "Properties": {
      "Size": 100,
      "AvailabilityZone": {
        "Fn::Select": [0,
                        {
                          "Fn::GetAZs": ""
                        }]
      },
      "Encrypted": true
    }
  }
}
```

**YAML example**

```yaml
EBSVolume:
  Type: AWS::EC2::Volume
  Properties:
    Size: 100
    AvailabilityZone: !Select
    - 0
    - !GetAZs ''
    Encrypted: true
```
# Rule Specification

# Rule Identifier:
# ec2_encrypted_volumes_check

# Description:
# Checks whether standalone Amazon EC2 EBS volumes and new EC2 EBS volumes created through EC2 instance Block Device Mappings are encrypted at rest.

# Reports on:
# AWS::EC2::Instance, AWS::EC2::Volume

# Evaluates:
# AWS CloudFormation, CloudFormation hook

# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document does not contain any Amazon EC2 volume resources
# Then: SKIP

# Scenario: 2
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an EC2 instance resource
# And: 'BlockDeviceMappings' has not been provided or has been provided as an empty list
# Then: SKIP

# Scenario: 3
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an EC2 instance resource
# And: 'BlockDeviceMappings' has been provided as a non-empty list
# And: 'Ebs' has been provided in a 'BlockDeviceMappings' configuration
# And: 'Encrypted' has not been provided in the 'Ebs' configuration
# Then: FAIL

# Scenario: 4
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an EC2 instance resource
# And: 'BlockDeviceMappings' has been provided as a non-empty list
# And: 'Ebs' has been provided in a 'BlockDeviceMappings' configuration
# And: 'Encrypted' has been provided in the 'Ebs' configuration and set to bool(false)
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an EC2 volume resource
# And: 'Encrypted' on the EC2 volume has not been provided
# Then: FAIL

# Scenario: 6
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an EC2 volume resource
# And: 'Encrypted' on the EC2 volume has been provided and is set to bool(false)
# Then: FAIL

# Scenario: 7
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an EC2 instance resource
# And: 'BlockDeviceMappings' has been provided as a non-empty list
# And: 'Ebs' has been provided in a 'BlockDeviceMappings' configuration
And: 'Encrypted' has been provided in the 'Ebs' configuration and set to bool(true)
Then: PASS

Scenario: 8
Given: The input document is an AWS CloudFormation or CloudFormation hook document
And: The input document contains an EC2 volume resource
And: 'Encrypted' on the EC2 volume has been provided and is set to bool(true)
Then: PASS

Constants

let EC2_VOLUME_TYPE = "AWS::EC2::Volume"
let EC2_INSTANCE_TYPE = "AWS::EC2::Instance"
let INPUT_DOCUMENT = this

Assignments

let ec2_volumes = Resources.*[ Type == %EC2_VOLUME_TYPE ]
let ec2_instances = Resources.*[ Type == %EC2_INSTANCE_TYPE ]

Primary Rules

rule ec2_encrypted_volumes_check when is_cfn_template(%INPUT_DOCUMENT)
%ec2_volumes not empty {
    check_volume(%ec2_volumes.Properties)
    <<
    [CT.EC2.PR.7]: Require that an Amazon EBS volume attached to an Amazon EC2 instance is encrypted at rest
    [FIX]: Set 'Encryption' to true on EC2 EBS Volumes.
    >>
}

rule ec2_encrypted_volumes_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_VOLUME_TYPE) {
    check_volume(%INPUT_DOCUMENT.%EC2_VOLUME_TYPE.resourceProperties)
    <<
    [CT.EC2.PR.7]: Require that an Amazon EBS volume attached to an Amazon EC2 instance is encrypted at rest
    [FIX]: Set 'Encryption' to true on EC2 EBS Volumes.
    >>
}

rule ec2_encrypted_volumes_check when is_cfn_template(%INPUT_DOCUMENT)
%ec2_instances not empty {
    check_instance(%ec2_instances.Properties)
    <<
    [CT.EC2.PR.7]: Require that an Amazon EBS volume attached to an Amazon EC2 instance is encrypted at rest
    [FIX]: Set 'Encryption' to true on EC2 EBS Volumes.
    >>
}

rule ec2_encrypted_volumes_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_INSTANCE_TYPE) {
    check_instance(%INPUT_DOCUMENT.%EC2_INSTANCE_TYPE.resourceProperties)
    <<
    [CT.EC2.PR.7]: Require that an Amazon EBS volume attached to an Amazon EC2 instance is encrypted at rest
    [FIX]: Set 'Encryption' to true on EC2 EBS Volumes.
    >>
}

Parameterized Rules
CT.EC2.PR.7 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Parameters:
  LatestAmiId:
    Description: Region specific latest AMI ID from the Parameter Store
    Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
    Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
EnableDnsHostnames: 'true'
Subnet:
  Type: AWS::EC2::Subnet
  Properties:
  VpcId:
    Ref: VPC
  CidrBlock: 10.0.1.0/24
  AvailabilityZone:
    Fn::Select:
      - 0
      - Fn::GetAZs: ''
EC2Instance:
  Type: AWS::EC2::Instance
  Properties:
  ImageId:
    Ref: LatestAmiId
  InstanceType: t3.micro
  NetworkInterfaces:
  - DeviceIndex: 0
    SubnetId:
      Ref: Subnet
    AssociatePublicIpAddress: false
    BlockDeviceMappings:
      - DeviceName: '/dev/sdm'
        Ebs:
          VolumeType: gp3
          Iops: 200
          Encrypted: true
          DeleteOnTermination: true
          VolumeSize: 20

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
  LatestAmiId:
    Description: Region specific latest AMI ID from the Parameter Store
    Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
    Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2
Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
  Subnet:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.1.0/24
      AvailabilityZone:
        Fn::Select:
          - 0
          - Fn::GetAZs: ''
  EC2Instance:
    Type: AWS::EC2::Instance
    Properties:
      ImageId:
        Ref: LatestAmiId
      InstanceType: t3.micro
      NetworkInterfaces:
- DeviceIndex: 0
  SubnetId:
    Ref: Subnet
    AssociatePublicIpAddress: false
  BlockDeviceMappings:
    - DeviceName: "/dev/sdm"
      Ebs:
        VolumeType: gp3
        Iops: 200
        Encrypted: false
        DeleteOnTermination: true
        VolumeSize: 20

[CT.EC2.PR.8] Require an Amazon EC2 instance to set AssociatePublicIpAddress to false on a new network interface created by means of the NetworkInterfaces property in the AWS::EC2::Instance resource

This control checks whether your Amazon EC2 instance is configured not to associate a public IP address by default. In particular, this control requires configuring the AssociatePublicIpAddress parameter to false on a new network interface created by means of the NetworkInterfaces property.

- Control objective: Limit network access
- Implementation: AWS CloudFormation Guard Rule
- Control behavior: Proactive
- Resource types: AWS::EC2::Instance
- AWS CloudFormation guard rule: CT.EC2.PR.8 rule specification (p. 580)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.EC2.PR.8 rule specification (p. 580)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.EC2.PR.8 example templates (p. 583)

This control is incompatible with AWS Cloud9

A compatibility issue exists with AWS Cloud9 and this AWS Control Tower proactive control, [CT.EC2.PR.8] Require an Amazon EC2 instance to set AssociatePublicIpAddress to false on a new network interface created by means of the NetworkInterfaces property in the AWS::EC2::Instance resource (p. 578). If this control is enabled, you cannot create an Amazon EC2 environment in AWS Cloud9. For more information, see Troubleshooting AWS Cloud9.

Explanation

A public IPv4 address is an IP address that is reachable from the internet. If you launch your instance with a public IP address, then your EC2 instance is reachable from the internet. A private IPv4 address is an IP address that is not reachable from the internet. You can use private IPv4 addresses for communication between EC2 instances in the same VPC or in your connected private network.

IPv6 addresses are globally unique, and therefore are reachable from the internet. However, by default all subnets have the IPv6 addressing attribute set to false.

The network interface settings can be inherited from the Launch Template specified with the LaunchTemplateId property.
Usage considerations

• This control applies only to a new network interface created by means of the `NetworkInterfaces` property, where a `NetworkInterfaceId` has not been specified.
• This control requires subnet information to be specified within a `NetworkInterfaces` configuration instead of the root level `SubnetId` property.
• This control does not check a network interface that may be created in an Amazon EC2 launch template that may be referenced by the `LaunchTemplateId` property.
• A compatibility issue exists with AWS Cloud9 and this AWS Control Tower proactive control. If this control is enabled, you cannot create an Amazon EC2 environment in AWS Cloud9.

Remediation for rule failure

Specify network interfaces using the `NetworkInterfaces` property instead of the root level `SubnetId` property. Set `AssociatePublicIpAddress` to false within each `NetworkInterfaces` configuration.

The examples that follow show how to implement this remediation.

Amazon EC2 Instance - Example

Amazon EC2 instance configured with a new interface that disables public IP address association on creation. The example is shown in JSON and in YAML.

JSON example

```
{
  "EC2Instance": {
    "Type": "AWS::EC2::Instance",
    "Properties": {
      "InstanceType": "t3.micro",
      "ImageId": {
        "Ref": "LatestAmiId"
      },
      "NetworkInterfaces": [
        {
          "DeviceIndex": 0,
          "SubnetId": {
            "Ref": "Subnet"
          },
          "AssociatePublicIpAddress": false
        }
      ]
  }
}
```

YAML example

```
EC2Instance:
  Type: AWS::EC2::Instance
  Properties:
    InstanceType: t3.micro
    ImageId: !Ref 'LatestAmiId'
    NetworkInterfaces:
      - DeviceIndex: 0
        SubnetId: !Ref 'Subnet'
```
CT.EC2.PR.8 rule specification

```plaintext
# ####################################################################
##       Rule Specification        ##
####################################################################
#
# Rule Identifier:
#   ec2_instance_no_public_ip_check
#
# Description:
#   This control checks whether your Amazon EC2 instance is configured to associate a public IP address.
#
# Reports on:
#   AWS::EC2::Instance
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document does not contain any EC2 instance resources
#       Then: SKIP
# Scenario: 2
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains an EC2 instance resource
#       And: 'NetworkInterfaces' is not present on the EC2 instance resource or is an empty list
#       And: 'SubnetId' is not provided as a top-level resource property
#       Then: SKIP
# Scenario: 3
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains an EC2 instance resource
#       And: 'NetworkInterfaces' is present on the EC2 instance resource as a non-empty list
#       And: 'NetworkInterfaceId' is present for a configuration in 'NetworkInterfaces' and is a non-empty string or valid local reference
#       Then: SKIP
# Scenario: 4
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains an EC2 instance resource
#       And: 'NetworkInterfaces' is not provided
#       And: 'SubnetId' is provided as a top-level resource property
#       Then: FAIL
# Scenario: 5
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains an EC2 instance resource
#       And: 'NetworkInterfaces' is present on the EC2 instance resource with one or more configurations
```

AssociatePublicIpAddress: false
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And: 'NetworkInterfaceId' is not present or is present and is an empty string or invalid local reference for a configuration in 'NetworkInterfaces'

And: 'AssociatePublicIpAddress' is not present for a configuration in 'NetworkInterfaces'

Then: FAIL

Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an EC2 instance resource
And: 'NetworkInterfaces' is present on the EC2 instance resource
And: 'NetworkInterfaceId' is not present or is present and is an empty string or invalid local reference for a configuration in 'NetworkInterfaces'
And: 'AssociatePublicIpAddress' is present for a configuration in 'NetworkInterfaces'
And: 'AssociatePublicIpAddress' is set to bool(true)
Then: FAIL
Scenario: 7
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an EC2 instance resource
And: 'NetworkInterfaces' is present on the EC2 instance resource
And: 'NetworkInterfaceId' is not present or is present and is an empty string or invalid local reference for a configuration in 'NetworkInterfaces'
And: 'AssociatePublicIpAddress' is present for a configuration in 'NetworkInterfaces'
And: 'AssociatePublicIpAddress' is set to bool(false)
Then: PASS

# Constants

let EC2_INSTANCE_TYPE = "AWS::EC2::Instance"
let INPUT_DOCUMENT = this

# Assignments

let ec2_instances = Resources.*[ Type == %EC2_INSTANCE_TYPE ]

# Primary Rules

rule ec2_instance_no_public_ip_check when is_cfn_template(%INPUT_DOCUMENT)
%ec2_instances not empty { check(%ec2_instances.Properties) <<
   [CT.EC2.PR.8]: Require any Amazon EC2 instance to have a non-public IP address
   [FIX]: Specify network interfaces using the 'NetworkInterfaces' property instead of the root level 'SubnetId' property. Set 'AssociatePublicIpAddress' to false within each 'NetworkInterfaces' configuration.
   >>
}

rule ec2_instance_no_public_ip_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_INSTANCE_TYPE) { check(%INPUT_DOCUMENT.%EC2_INSTANCE_TYPE.resourceProperties) <<
   [CT.EC2.PR.8]: Require any Amazon EC2 instance to have a non-public IP address
   [FIX]: Specify network interfaces using the 'NetworkInterfaces' property instead of the root level 'SubnetId' property. Set 'AssociatePublicIpAddress' to false within each 'NetworkInterfaces' configuration.
   >>
}
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#
# Parameterized Rules
#
rule check(ec2_instance) {
%ec2_instance[ SubnetId exists ] {
# Scenario 5
SubnetId not exists
}

}

%ec2_instance[
# Scenario 2
NetworkInterfaces exists
NetworkInterfaces is_list
NetworkInterfaces not empty
] {
NetworkInterfaces[
# Scenario 3 and 4
filter_network_interfaces(this)
] {
# Scenario 6
AssociatePublicIpAddress exists
# Scenarios 7 and 8
AssociatePublicIpAddress == false
}
}

rule filter_network_interfaces(network_interface) {
%network_interface {
NetworkInterfaceId not exists or
filter_property_is_empty_string(NetworkInterfaceId) or
filter_exclude_valid_local_reference(%INPUT_DOCUMENT, NetworkInterfaceId,
"AWS::EC2::NetworkInterface")
}
}
rule filter_property_is_empty_string(value) {
%value {
this is_string
this == /\A\s*\z/
}
}
rule filter_exclude_valid_local_reference(doc, reference_properties,
referenced_resource_type) {
%reference_properties {
this not is_string
this is_struct
when this.'Fn::GetAtt' exists {
'Fn::GetAtt' {
when filter_query_template_resources(%doc, this[0],
%referenced_resource_type) {
this not exists
}
this exists
}
}
when this.'Fn::GetAtt' not exists {
this exists
}
}

}

rule filter_query_template_resources(doc, resource_key, referenced_resource_type) {
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let referenced_resource = %doc.Resources[ keys == %resource_key ]
  %referenced_resource not empty
  %referenced_resource {
    Type in %referenced_resource_type
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.EC2.PR.8 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Parameters:
  LatestAmiId:
    Description: Region specific latest AMI ID from the Parameter Store
    Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
    Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2
Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
  Subnet:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.1.0/24
      AvailabilityZone:
        Fn::Select:
          - 0
          - Fn::GetAZs: '
  EC2Instance:
    Type: AWS::EC2::Instance
    Properties:
      InstanceType: t3.micro
      ImageId:
        Ref: LatestAmiId
      NetworkInterfaces:
        - DeviceIndex: 0
          SubnetId:
            Ref: Subnet
          AssociatePublicIpAddress: false
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

**Parameters:**
- **LatestAmiId:**
  - *Description:* Region specific latest AMI ID from the Parameter Store
  - *Type:* AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
  - *Default:* /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

**Resources:**
- **VPC:**
  - *Type:* AWS::EC2::VPC
  - *Properties:*
    - *CidrBlock:* 10.0.0.0/16
    - *EnableDnsSupport:* 'true'
    - *EnableDnsHostnames:* 'true'
- **Subnet:**
  - *Type:* AWS::EC2::Subnet
  - *Properties:*
    - *VpcId:* Ref: VPC
    - *CidrBlock:* 10.0.1.0/24
    - *AvailabilityZone:*
      - *Fn::Select:*
        - 0
        - *Fn::GetAZs: ''*
- **EC2Instance:**
  - *Type:* AWS::EC2::Instance
  - *Properties:*
    - *InstanceType:* t3.micro
    - *ImageId:* Ref: LatestAmiId
    - *SubnetId:* Ref: Subnet

[CT.EC2.PR.9] Require any Amazon EC2 launch template not to auto-assign public IP addresses to network interfaces

This control checks whether your Amazon EC2 launch templates are configured to assign public IP addresses to network interfaces.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EC2::LaunchTemplate
- **AWS CloudFormation guard rule:** [CT.EC2.PR.9 rule specification (p. 586)]

**Details and examples**
- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EC2.PR.9 rule specification (p. 586)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.EC2.PR.9 example templates (p. 589)]

**Explanation**
A public IP address is an IP address that is reachable from the internet. If you configure your network interfaces with a public IP address, then the resources associated to those network interfaces are reachable from the internet. EC2 resources should not be publicly accessible, because this may allow unintended access to your application servers.

**Usage considerations**

- This control applies only to new network interfaces created by means of the `NetworkInterfaceId` property in `LaunchTemplateData` (NetworkInterfaces configurations where a `NetworkInterfaceId` has not been specified).
- This control requires setting `AssociatePublicIpAddress` to `false` on new network interfaces created by means of the `NetworkInterfaces` property in `LaunchTemplateData`.

**Remediation for rule failure**

Set `AssociatePublicIpAddress` to `false` within each `NetworkInterfaces` configuration in `LaunchTemplateData`.

The examples that follow show how to implement this remediation.

**Amazon EC2 Launch Template - Example**

Amazon EC2 launch template configured with a network interface that disables public IP address association. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "EC2LaunchTemplate": {
      "Type": "AWS::EC2::LaunchTemplate",
      "Properties": {
         "LaunchTemplateData": {
            "NetworkInterfaces": [
               {
                  "DeviceIndex": 0,
                  "SubnetId": {
                     "Ref": "Subnet"
                  },
                  "AssociatePublicIpAddress": false
               }
            ]
         }
      }
   }
}
```

**YAML example**

```yaml
EC2LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
  Properties:
    LaunchTemplateData:
      NetworkInterfaces:
        - DeviceIndex: 0
          SubnetId: !Ref 'Subnet'
          AssociatePublicIpAddress: false
```
CT.EC2.PR.9 rule specification

```bash
# ###########################################################################
#       Rule Specification       #
# ###########################################################################
#
# Rule Identifier:
#   ec2_launch_template_public_ip_disabled_check
# Description:
#   This control checks whether your Amazon EC2 launch templates are configured to assign
#   public IP addresses to network interfaces.
# Reports on:
#   AWS::EC2::LaunchTemplate
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     And: The input document does not contain any Amazon EC2 launch template resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     And: 'NetworkInterfaces' is not provided in 'LaunchTemplateData'
#     Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     And: 'LaunchTemplateData.NetworkInterfaces' is present on the Amazon EC2 launch
#     template resource as a non empty list
#     And: 'NetworkInterfaceId' is present for a configuration in 'NetworkInterfaces' and
#     is a non-empty string or
#     valid local reference
#     Then: SKIP
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     And: The input document contains an Amazon EC2 launch template resource
#     And: 'LaunchTemplateData.NetworkInterfaces' is present on the Amazon EC2 launch
#     template resource
#     And: 'NetworkInterfaceId' is not present or is present and is an empty string or
#     invalid local reference for
#     a configuration in 'NetworkInterfaces'
#     And: 'AssociatePublicIpAddress' is not present for a configuration in
#     'NetworkInterfaces'
#     Then: FAIL
#   Scenario: 5
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     Then: FAIL
```
AWS Control Tower User Guide
Proactive controls

# Scenario 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Amazon EC2 launch template resource
# And: 'LaunchTemplateData.NetworkInterfaces' is present on the Amazon EC2 launch template resource
# And: 'NetworkInterfaceId' is not present or is present and is an empty string or invalid local reference for a configuration in 'NetworkInterfaces'
# And: 'AssociatePublicIpAddress' is present for a configuration in 'NetworkInterfaces'
# And: 'AssociatePublicIpAddress' is set to bool(true)
# Then: FAIL

# Constants

let EC2_LAUNCH_TEMPLATE_TYPE = "AWS::EC2::LaunchTemplate"
let INPUT_DOCUMENT = this

# Assignments

let ec2_launch_templates = Resources.*[ Type == %EC2_LAUNCH_TEMPLATE_TYPE ]

# Primary Rules

rule ec2_launch_template_public_ip_disabled_check when is_cfn_template(%INPUT_DOCUMENT) %ec2_launch_templates not empty {
    check(%ec2_launch_templates.Properties)
    <<<
    [CT.EC2.PR.9]: Require any Amazon EC2 launch template not to auto-assign public IP addresses to network interfaces
    [FIX]: Set 'AssociatePublicIpAddress' to 'false' within each 'NetworkInterfaces' configuration in 'LaunchTemplateData'.
    >>>
}

rule ec2_launch_template_public_ip_disabled_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_LAUNCH_TEMPLATE_TYPE) {
    check(%INPUT_DOCUMENT.%EC2_LAUNCH_TEMPLATE_TYPE.resourceProperties)
    <<<
    [CT.EC2.PR.9]: Require any Amazon EC2 launch template not to auto-assign public IP addresses to network interfaces
    [FIX]: Set 'AssociatePublicIpAddress' to 'false' within each 'NetworkInterfaces' configuration in 'LaunchTemplateData'.
    >>>
}

# Parameterized Rules

rule check(ec2_launch_templates) {
    %ec2_launch_templates[
        # Scenario 2
        filter_launch_template(this)
    ]
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```plaintext
} { LaunchTemplateData {
    NetworkInterfaces [
        # Scenario 3 and 4
        filter_network_interfaces(this)
    ] {
        # Scenario 5 and 6
        AssociatePublicIpAddress exists
        AssociatePublicIpAddress == false
    }
}
}

rule filter_launch_template(ec2_launch_template) {
    %ec2_launch_template {
        LaunchTemplateData exists
        LaunchTemplateData is_struct
        LaunchTemplateData {
            NetworkInterfaces exists
            NetworkInterfaces is_list
            NetworkInterfaces not empty
        }
    }
}

rule filter_network_interfaces(network_interface) {
    %network_interface {
        NetworkInterfaceId not exists or
        filter_property_is_empty_string(NetworkInterfaceId) or
        filter_exclude_valid_local_reference(%INPUT_DOCUMENT, NetworkInterfaceId, "AWS::EC2::NetworkInterface")
    }
}

rule filter_property_is_empty_string(value) {
    %value {
        this is_string
        this == /\A\s\z/ 
    }
}

rule filter_exclude_valid_local_reference(doc, reference_properties, referenced_resource_type) {
    %reference_properties {
        this not is_string
        this is_struct

        when this.'Fn::GetAtt' exists {
            'Fn::GetAtt' {
                when query_for_resource(%doc, this[0], %referenced_resource_type) {
                    this not exists
                }
                this exists
            }
        }

        when this.'Fn::GetAtt' not exists {
            this exists
        }
    }
}

# Utility Rules
# rule is_cfn_template(doc) {
```
You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```
Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
  Subnet:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId: !Ref VPC
      CidrBlock: 10.0.1.0/24
      AvailabilityZone: !Fn::Select:
        - 0
        - !Fn::GetAZs:''
  EC2LaunchTemplate:
    Type: AWS::EC2::LaunchTemplate
    Properties:
      LaunchTemplateData:
        NetworkInterfaces:
          - DeviceIndex: 0
            SubnetId: !Ref Subnet
            AssociatePublicIpAddress: false
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
```
[CT.EC2.PR.10] Require Amazon EC2 launch templates to have Amazon CloudWatch detailed monitoring activated

This control checks whether the Amazon EC2 launch template has detailed monitoring enabled.

- **Control objective**: Establish logging and monitoring
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::EC2::LaunchTemplate
- **AWS CloudFormation guard rule**: [CT.EC2.PR.10 rule specification (p. 591)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EC2.PR.10 rule specification (p. 591)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.EC2.PR.10 example templates (p. 593)]

**Explanation**

Monitoring is an important part of maintaining the reliability, availability, and performance of your AWS solutions. You should collect monitoring data from all of the parts of your AWS solution so that you can more easily debug a multi-point failure if one occurs. From a security perspective, logging is also an important feature to enable for future forensics efforts in the case of any security incidents.

**Remediation for rule failure**

In LaunchTemplateData, provide a Monitoring configuration with Enabled set to true.

The examples that follow show how to implement this remediation.

**Amazon EC2 Launch Template - Example**

Amazon EC2 launch template configured with detailed monitoring enabled. The example is shown in JSON and in YAML.
**JSON example**

```json
{
   "EC2LaunchTemplate": {
      "Type": "AWS::EC2::LaunchTemplate",
      "Properties": {
         "LaunchTemplateData": {
            "Monitoring": {
               "Enabled": true
            }
         }
      }
   }
}
```

**YAML example**

```yaml
EC2LaunchTemplate:
   Type: AWS::EC2::LaunchTemplate
   Properties:
      LaunchTemplateData:
         Monitoring:
            Enabled: true
```

**CT.EC2.PR.10 rule specification**

```bash
# ################################################################
# Rule Specification   #
# ################################################################
#
# Rule Identifier:
#   ec2_launch_template_monitoring_enabled_check
#
# Description:
#   This control checks whether the Amazon EC2 launch template has detailed monitoring
#   enabled.
#
# Reports on:
#   AWS::EC2::LaunchTemplate
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#         And: The input document does not contain any EC2 launch template resources
#         Then: SKIP
#   Scenario: 2
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#         And: The input document contains an EC2 launch template resource
```
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# Scenario 3
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an EC2 launch template resource
And: 'LaunchTemplateData.Monitoring.Enabled' has been provided
And: 'LaunchTemplateData.Monitoring.Enabled' is equal to a value other than bool(true)
Then: FAIL

# Scenario 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an EC2 launch template resource
And: 'LaunchTemplateData.Monitoring.Enabled' has been provided
And: 'LaunchTemplateData.Monitoring.Enabled' is equal to bool(true)
Then: PASS

# Constants
let EC2_LAUNCH_TEMPLATE_TYPE = "AWS::EC2::LaunchTemplate"
let INPUT_DOCUMENT = this

# Assignments
let ec2_launch_templates = Resources.*[ Type == %EC2_LAUNCH_TEMPLATE_TYPE ]

# Primary Rules
rule ec2_launch_template_monitoring_enabled_check when is_cfn_template(this)
{ %ec2_launch_templates not empty {
  check(%ec2_launch_templates.Properties)
  <<
  [CT.EC2.PR.10]: Require Amazon EC2 launch templates to have Amazon CloudWatch detailed monitoring activated
  [FIX]: In 'LaunchTemplateData', provide a 'Monitoring' configuration with 'Enabled' set to 'true'.
  >>
}

rule ec2_launch_template_monitoring_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_LAUNCH_TEMPLATE_TYPE) {
  check(%INPUT_DOCUMENT.%EC2_LAUNCH_TEMPLATE_TYPE.resourceProperties)
  <<
  [CT.EC2.PR.10]: Require Amazon EC2 launch templates to have Amazon CloudWatch detailed monitoring activated
  [FIX]: In 'LaunchTemplateData', provide a 'Monitoring' configuration with 'Enabled' set to 'true'.
  >>
}

# Parameterized Rules
rule check(ec2_launch_template) {
  %ec2_launch_template {
    # Scenario 2
    LaunchTemplateData exists
    LaunchTemplateData is_struct
    LaunchTemplateData {
      Monitoring exists
    }
  }
}
Monitoring is struct

# Scenario 3 and 4
Monitoring {
  Enabled exists
  Enabled == true
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.EC2.PR.10 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  EC2LaunchTemplate:
    Type: AWS::EC2::LaunchTemplate
    Properties:
      LaunchTemplateData:
        Monitoring:
          Enabled: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  EC2LaunchTemplate:
    Type: AWS::EC2::LaunchTemplate
    Properties:
      LaunchTemplateData:
        Monitoring:
          Enabled: false

[CT.EC2.PR.11] Require that an Amazon EC2 subnet does not automatically assign public IP addresses

This control checks whether your Amazon VPC subnets assign public IP addresses automatically.
Control objective: Limit network access
Implementation: AWS CloudFormation Guard Rule
Control behavior: Proactive
Resource types: AWS::EC2::Subnet
AWS CloudFormation guard rule: CT.EC2.PR.11 rule specification (p. 596)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.EC2.PR.11 rule specification (p. 596)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.EC2.PR.11 example templates (p. 597)

Explanation

All subnets have an attribute that determines whether a network interface created in the subnet automatically receives a public IPv4 address. When launched into subnets that have this attribute enabled, instances receive a public IP address assigned to their primary network interface.

Usage considerations

- This control deactivates automatic assignment of public IP addresses for new network interfaces in Amazon VPC subnets.
- When this control is in operation, public IP addresses can be assigned to network interfaces by means of resource-level settings. (For example, assignment of a public IP address can be made at EC2 instance launch time.)

Remediation for rule failure

Omit the MapPublicIpOnLaunch property to use the default configuration, or set the MapPublicIpOnLaunch property to false.

The examples that follow show how to implement this remediation.

Amazon VPC Subnet - Example One

Amazon VPC subnet configured to deactivate automatic assignment of public IP addresses by means of AWS CloudFormation defaults. The example is shown in JSON and in YAML.

JSON example

```
{
   "Subnet": {
      "Type": "AWS::EC2::Subnet",
      "Properties": {
         "VpcId": {
            "Ref": "VPC"
         },
         "CidrBlock": "10.0.0.0/24",
         "AvailabilityZone": {
            "Fn::Select": [
               0,
               {
                  "Fn::GetAZs": ""
               }
            ],
            "Fn::GetAZs": ""
         }
      }
   }
}
```
YAML example

```
Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId: !Ref 'VPC'
    CidrBlock: 10.0.0.0/24
    AvailabilityZone: !Select
      - 0
      - !GetAZs ''
    MapPublicIpOnLaunch: false
```

The examples that follow show how to implement this remediation.

**Amazon VPC Subnet - Example Two**

Amazon VPC subnet configured to deactivate automatic assignment of public IP addresses by means of the `MapPublicIpOnLaunch` property. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "Subnet": {
    "Type": "AWS::EC2::Subnet",
    "Properties": {
      "VpcId": {
        "Ref": "VPC"
      },
      "CidrBlock": "10.0.0.0/24",
      "AvailabilityZone": {
        "Fn::Select": [
          0,
          {
            "Fn::GetAZs": ""
          }
        ],
      "MapPublicIpOnLaunch": false
    }
  }
}
```

**YAML example**

```
Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId: !Ref 'VPC'
    CidrBlock: 10.0.0.0/24
    AvailabilityZone: !Select
      - 0
```
Proactive controls

- !GetAZs ''
  MapPublicIpOnLaunch: false

CT.EC2.PR.11 rule specification

```plaintext
# ###################################################################
## Rule Specification    ##
###################################################################
#
# Rule Identifier:
# subnet_auto_assign_public_ip_disabled_check
#
# Description:
# This control checks whether your Amazon VPC subnets automatically assign public IP addresses.
#
# Reports on:
# AWS::EC2::Subnet
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document does not contain any EC2 subnet resources
#       Then: SKIP
# Scenario: 2
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains an EC2 subnet resource
#       And: 'MapPublicIpOnLaunch' is present and set to bool(true)
#       Then: FAIL
# Scenario: 3
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains an EC2 subnet resource
#       And: 'MapPublicIpOnLaunch' is not present
#       Then: PASS
# Scenario: 4
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains an EC2 subnet resource
#       And: 'MapPublicIpOnLaunch' is present and set to bool(false)
#       Then: PASS
#
# Constants
# let EC2_SUBNET_TYPE = "AWS::EC2::Subnet"
let INPUT_DOCUMENT = this
#
# Assignments
#
let ec2_subnets = Resources.*[ Type == %EC2_SUBNET_TYPE ]
```
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# Primary Rules

rule subnet_auto_assign_public_ip_disabled_check when is_cfn_template(%INPUT_DOCUMENT)
  %ec2_subnets not empty {
    check(%ec2_subnets.Properties)
    [[CT.EC2.PR.11]]: Require that an Amazon EC2 subnet does not automatically assign public IP addresses
    [FIX]: Omit the 'MapPublicIpOnLaunch' property to use the default configuration, or set the 'MapPublicIpOnLaunch' property to 'false'.
  }

rule subnet_auto_assign_public_ip_disabled_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_SUBNET_TYPE) {
  check(%INPUT_DOCUMENT.%EC2_SUBNET_TYPE.resourceProperties)
  [[CT.EC2.PR.11]]: Require that an Amazon EC2 subnet does not automatically assign public IP addresses
  [FIX]: Omit the 'MapPublicIpOnLaunch' property to use the default configuration, or set the 'MapPublicIpOnLaunch' property to 'false'.
}

# Parameterized Rules

rule check(ec2_subnet) {
  %ec2_subnet {
    # Scenario 3
    MapPublicIpOnLaunch not exists or 
    # Scenarios 2 and 4
    MapPublicIpOnLaunch == false
  }
}

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or 
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.EC2.PR.11 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  VPC:
    Type: AWS::EC2::VPC
Properties:
  CidrBlock: 10.0.0.0/16
Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
  Subnet:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/24
      AvailabilityZone:
        Fn::Select:
          - 0
          - Fn::GetAZs: ''
      MapPublicIpOnLaunch: true

[CT.EC2.PR.12] Require an Amazon EC2 instance to specify at most one network interface by means of the NetworkInterfaces property in the AWS::EC2::Instance resource

This control checks whether your Amazon Elastic Compute Cloud (Amazon EC2) instance uses multiple ENIs (Elastic Network Interfaces). Specifically, it checks whether an AWS::EC2::Instance resource specifies multiple ENIs in the NetworkInterfaces property.

- **Control objective**: Protect configurations
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::EC2::Instance
- **AWS CloudFormation guard rule**: CT.EC2.PR.12 rule specification (p. 600)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.EC2.PR.12 rule specification (p. 600)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: CT.EC2.PR.12 example templates (p. 601)
**Explanation**

Multiple ENIs can cause dual-homed instances, meaning instances that have multiple subnets. This duplication can add network security complexity and introduce unintended network paths and access.

The network interface settings can be inherited from the Launch Template specified with the `LaunchTemplateId` property.

**Usage considerations**

- This control does not check a network interface that may be specified in an Amazon EC2 launch template and referenced by the `LaunchTemplateId` property.
- This rule is incompatible with scenarios in which the `NetworkInterfaces` property must be used to specify multiple ENIs. For example, this control may fail if an Amazon EC2 instance that belongs to an Amazon EKS cluster specifies more than one ENI by means of the `NetworkInterfaces` property.

**Remediation for rule failure**

Configure Amazon EC2 instances with only one ENI.

The examples that follow show how to implement this remediation.

**Amazon EC2 Instance - Example**

EC2 Instance with a single network interface. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "EC2Instance": {
        "Type": "AWS::EC2::Instance",
        "Properties": {
            "ImageId": {
                "Ref": "LatestAmiId"
            },
            "NetworkInterfaces": [
                {
                    "SubnetId": {
                        "Ref": "TestSubnet"
                    },
                    "DeviceIndex": 0
                }
            ]
    }
}
```

**YAML example**

```yaml
EC2Instance:
    Type: AWS::EC2::Instance
    Properties:
        ImageId: !Ref 'LatestAmiId'
        NetworkInterfaces:
          - SubnetId: !Ref 'TestSubnet'
            DeviceIndex: 0
```
CT.EC2.PR.12 rule specification

# ########################################################################
##       Rule Specification        
############################################################################
#
# Rule Identifier:
#   ec2_instance_multiple_eni_check
#
# Description:
#   Checks whether Amazon Elastic Compute Cloud (Amazon EC2) instances use multiple ENIs
#   (Elastic Network Interfaces) or Elastic Fabric Adapters (EFAs).
#
# Reports on:
#   AWS::EC2::Instance
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document does not contain any Amazon EC2 instance resources
#            Then: SKIP
#   Scenario: 2
#     Given: The input document contains an Amazon EC2 instance resource
#            And: 'NetworkInterfaces' is not present or is present and contains 0 configurations
#            Then: SKIP
#   Scenario: 3
#     Given: The input document contains an Amazon EC2 instance resource
#            And: 'NetworkInterfaces' is present and contains >1 configurations
#            Then: FAIL
#   Scenario: 4
#     Given: The input document contains an Amazon EC2 instance resource
#            And: 'NetworkInterfaces' is present
#            And: 'NetworkInterfaces' is present and contains 1 configuration
#            Then: PASS
#
# Constants
#
# let EC2_INSTANCE_TYPE = "AWS::EC2::Instance"
# let INPUT_DOCUMENT = this
#
# Assignments
#
# let ec2_instances = Resources.*[ Type == %EC2_INSTANCE_TYPE ]
#
# Primary Rules
#
rule ec2_instance_multiple_eni_check when is_cfn_template(%INPUT_DOCUMENT)
%ec2_instances not empty {
  check(%ec2_instances.Properties)
  <<
  [CT.EC2.PR.12]: Require an Amazon EC2 instance to configure one ENI only
  [FIX]: Configure Amazon EC2 instances with only one ENI.
  >>
}

rule ec2_instance_multiple_eni_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_INSTANCE_TYPE) {
  check(%INPUT_DOCUMENT.%EC2_INSTANCE_TYPE.resourceProperties)
  <<
  [CT.EC2.PR.12]: Require an Amazon EC2 instance to configure one ENI only
  [FIX]: Configure Amazon EC2 instances with only one ENI.
  >>
}

# Parameterized Rules
#
rule check(ec2_instance) {
  %ec2_instance [
    # Scenario 2
    NetworkInterfaces exists
    NetworkInterfaces is_list
    NetworkInterfaces not empty
    ] {
      # Scenario 3 and 4
      NetworkInterfaces[1] not exists
    }
  }

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists  or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.EC2.PR.12 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Parameters:
LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
  VPC:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
  LatestAmiId:
    Description: Region specific latest AMI ID from the Parameter Store
    Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
    Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
  Subnet:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/24
  EC2Instance:
    Type: AWS::EC2::Instance
    Properties:
      ImageId:
        Ref: LatestAmiId
      InstanceType: t3.micro
      NetworkInterfaces:
        - SubnetId:
          Ref: Subnet
          DeviceIndex: 0
        - SubnetId:
          Ref: Subnet
          DeviceIndex: 1
[CT.EC2.PR.13] Require an Amazon EC2 instance to have detailed monitoring enabled

This control checks whether an Amazon EC2 instance has detailed monitoring enabled.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EC2::Instance
- **AWS CloudFormation guard rule:** CT.EC2.PR.13 rule specification (p. 605)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.EC2.PR.13 rule specification (p. 605)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: CT.EC2.PR.13 example templates (p. 606)

Explanation

By default, all Amazon EC2 instances are created with basic monitoring that sends host-level logs to Amazon CloudWatch every five (5) minutes. With detailed monitoring, host-level logs are collected every one (1) minute instead, leading to faster detection of possible malicious or anomalous activity.

**Usage considerations**

- When you enable detailed monitoring, you are charged per metric that is sent to CloudWatch. You are not charged for data storage. For more information, see the Amazon CloudWatch pricing page.

Remediation for rule failure

Set Monitoring to true.

The examples that follow show how to implement this remediation.

**EC2 Instance - Example**

An EC2 Instance with detailed monitoring enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "Parameters": {
    "LatestAmiId": {
      "Description": "Region specific latest AMI ID from the Parameter Store",
      "Type": "AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>",
      "Default": "/aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2"
    }
  },
  "Resources": {
    "VPC": {
      "Type": "AWS::EC2::VPC",
      "Properties": {
        "CidrBlock": "10.0.0.0/16",
        "EnableDnsSupport": "true",
        "EnableDnsHostnames": "true"
      }
    }
  }
}
```
Proactive controls

YAML example

Parameters:
- LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
- VPC:
  Type: AWS::EC2::VPC
  Properties:
  - CidrBlock: 10.0.0.0/16
  - EnableDnsSupport: 'true'
  - EnableDnsHostnames: 'true'

- Subnet:
  Type: AWS::EC2::Subnet
  Properties:
  - VpcId: !Ref 'VPC'
  - CidrBlock: 10.0.0.0/24

- EC2Instance:
  Type: AWS::EC2::Instance
  Properties:
  - ImageId: !Ref 'LatestAmiId'
  - InstanceType: t3.micro
  - NetworkInterfaces:
    - SubnetId: !Ref 'Subnet'
    - DeviceIndex: 0
  - Monitoring: true
CT.EC2.PR.13 rule specification

```
# ###################################################################
##       Rule Specification        ##
# ###################################################################
#
# # Rule Identifier:
#   ec2_instance_detailed_monitoring_enabled_check
#
# # Description:
#   This control checks whether an Amazon EC2 instance has detailed monitoring enabled.
#
# # Reports on:
#   AWS::EC2::Instance
#
# # Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# # Rule Parameters:
#   None
#
# # Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any EC2 instance resources
#     Then: SKIP
#
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an EC2 instance resource
#     And: 'Monitoring' has not been provided
#     Then: FAIL
#
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an EC2 instance resource
#     And: 'Monitoring' has been provided and set to a value other than bool(true)
#     Then: FAIL
#
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an EC2 instance resource
#     And: 'Monitoring' has been provided and set to bool(true)
#     Then: PASS
#
# # Constants
#
let EC2_INSTANCE_TYPE = "AWS::EC2::Instance"
let INPUT_DOCUMENT = this
#
# # Assignments
#
let ec2_instances = Resources.[ Type == %EC2_INSTANCE_TYPE ]
#
# # Primary Rules
#
rule ec2_instance_detailed_monitoring_enabled_check when is_cfn_template(%INPUT_DOCUMENT) %ec2_instances not empty {
   check(%ec2_instances.Properties) <<
```
[CT.EC2.PR.13]: Require an Amazon EC2 instance to have detailed monitoring enabled
[FIX]: Set 'Monitoring' to 'true'.

rule ec2_instance_detailed_monitoring_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_INSTANCE_TYPE) {
  check(%INPUT_DOCUMENT.%EC2_INSTANCE_TYPE.resourceProperties)
  <<
    [CT.EC2.PR.13]: Require an Amazon EC2 instance to have detailed monitoring enabled
    [FIX]: Set 'Monitoring' to 'true'.
  >>
}

# Parameterized Rules
#
rule check(ec2_instance) {
  %ec2_instance {
    # Scenario 2
    Monitoring exists
    # Scenarios 3 and 4
    Monitoring == true
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.EC2.PR.13 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Parameters:
LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2
Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
  Subnet:
    Type: AWS::EC2::Subnet
[CT.EC2.PR.14] Require an Amazon EBS volume configured through an Amazon EC2 launch template to encrypt data at rest

This control checks whether an Amazon EC2 launch template with EBS volume block device mappings is configured to enable EBS volume encryption.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
• **Resource types**: AWS::EC2::LaunchTemplate

• **AWS CloudFormation guard rule**: [CT.EC2.PR.14 rule specification (p. 609)](#)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EC2.PR.14 rule specification (p. 609)](#)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.EC2.PR.14 example templates (p. 611)](#)

**Explanation**

For an added layer of security of your sensitive data in an EBS volume, you should enable EBS encryption at rest. Amazon EBS encryption offers a straightforward encryption solution for your EBS resources. It doesn't require you to build, maintain, and secure your own key management infrastructure, and it uses KMS keys when creating encrypted volumes and snapshots.

**Usage considerations**

- This control applies only to an EC2 launch template that specifies EBS block device mappings.
- When you launch an instance using a launch template, you can override parameters that are specified in the launch template. To ensure that encryption is enabled for EBS block device mappings when you launch an instance with a launch template by means of the AWS::EC2::Instance resource, use this control in conjunction with CT.EC2.PR.7.

**Remediation for rule failure**

For every entry in the BlockDeviceMappings parameter with an Ebs configuration, set Encryption to true.

The examples that follow show how to implement this remediation.

**Amazon EC2 launch template - Example**

An Amazon EC2 launch template configured with an EBS block device mapping that has volume encryption enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "LaunchTemplate": {
      "Type": "AWS::EC2::LaunchTemplate",
      "Properties": {
         "LaunchTemplateData": {
            "BlockDeviceMappings": [
               {
                  "DeviceName": "/dev/sdc",
                  "Ebs": {
                     "Encrypted": true
                  }
               }
            ]
         }
      }
   }
}
```

---

608
YAML example

```yaml
LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
  Properties:
    LaunchTemplateData:
      BlockDeviceMappings:
        - DeviceName: /dev/sdc
          Ebs:
            Encrypted: true
```

CT.EC2.PR.14 rule specification

```yaml
# #################################################################
##       Rule Specification        ##
####################################################################
#
# Rule Identifier:  
# ec2_launch_template_encrypted_volumes_check
#
# Description:  
# This control checks whether an Amazon EC2 launch template with EBS volume block device mappings is configured to enable EBS volume encryption.
#
# Reports on:  
# AWS::EC2::LaunchTemplate
#
# Evaluates:  
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:  
# None
#
# Scenarios:  
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document does not contain any EC2 launch template resources
#   Then: SKIP
# Scenario: 2
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains an EC2 launch template resource
#   And: 'BlockDeviceMappings' in 'LaunchTemplateData' has not been provided or has been provided as an empty list
#   Then: SKIP
# Scenario: 3
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains an EC2 launch template resource
#   And: 'BlockDeviceMappings' in 'LaunchTemplateData' been provided as a non-empty list
#   And: No entries in 'BlockDeviceMappings' contain 'Ebs' as a struct
#   Then: SKIP
# Scenario: 4
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
```
And: The input document contains an EC2 launch template resource
And: 'BlockDeviceMappings' in 'LaunchTemplateData' been provided as a non-empty list
And: An entry in 'BlockDeviceMappings' contains 'Ebs' as a struct
And: In the same entry, 'Encrypted' in 'Ebs' has not been provided or has been provided and set to a value other than bool(true)
Then: FAIL

Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an EC2 launch template resource
And: 'BlockDeviceMappings' in 'LaunchTemplateData' been provided as a non-empty list
And: An entry in 'BlockDeviceMappings' contains 'Ebs' as a struct
And: In the same entry, 'Encrypted' in 'Ebs' has not been provided or has been provided and set to bool(true)
Then: PASS

Constants
let EC2_LAUNCH_TEMPLATE_TYPE = "AWS::EC2::LaunchTemplate"
let INPUT_DOCUMENT = this

Assignments
let ec2_launch_templates = Resources.*[ Type == %EC2_LAUNCH_TEMPLATE_TYPE ]

Primary Rules

rule ec2_launch_template_encrypted_volumes_check when is_cfn_template(this) %ec2_launch_templates not empty {
    check(%ec2_launch_templates.Properties)
    <<
    [CT.EC2.PR.14]: Require an Amazon EBS volume configured through an Amazon EC2 launch template to encrypt data at rest
    [FIX]: For every entry in the 'BlockDeviceMappings' parameter with an 'Ebs' configuration, set 'Encryption' to true.
    >>
}

rule ec2_launch_template_encrypted_volumes_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_LAUNCH_TEMPLATE_TYPE) {
    check(%INPUT_DOCUMENT.%EC2_LAUNCH_TEMPLATE_TYPE.resourceProperties)
    <<
    [CT.EC2.PR.14]: Require an Amazon EBS volume configured through an Amazon EC2 launch template to encrypt data at rest
    [FIX]: For every entry in the 'BlockDeviceMappings' parameter with an 'Ebs' configuration, set 'Encryption' to true.
    >>
}

Parameterized Rules

rule check(ec2_launch_template) {
    %ec2_launch_template [
        # Scenarios 2 and 3
        filter_launch_template_contains_ebs_block_device_mappings(this)
    ] {
        LaunchTemplateData {
            BlockDeviceMappings[
        }
    }
Ebs exists
Ebs is_struct
] {
  Ebs {
    # Scenarios 4 and 5
    Encrypted exists
    Encrypted == true
  }
}
}
}
}

def filter_launch_template_contains_ebs_block_device_mappings(launch_template):
    %launch_template {
        LaunchTemplateData exists
        LaunchTemplateData is_struct
        LaunchTemplateData {
            BlockDeviceMappings exists
            BlockDeviceMappings is_list
            BlockDeviceMappings not empty
            some BlockDeviceMappings[*] {
                Ebs exists
                Ebs is_struct
            }
        }
    }

    # Utility Rules
    #
    rule is_cfn_template(doc) {
        %doc {
            AWSTemplateFormatVersion exists or
            Resources exists
        }
    }

    rule is_cfn_hook(doc, RESOURCE_TYPE) {
        %doc.%RESOURCE_TYPE.resourceProperties exists
    }

---

**CT.EC2.PR.14 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

**Resources:**
- **LaunchTemplate:**
  - Type: AWS::EC2::LaunchTemplate
  - Properties:
    - LaunchTemplateData:
      - BlockDeviceMappings:
        - DeviceName: /dev/sdc
        - Ebs:
          - Encrypted: true
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
Properties:
  LaunchTemplateData:
    BlockDeviceMappings:
    - DeviceName: /dev/sdc
      Ebs:
        Encrypted: false

[CT.EC2.PR.15] Require an Amazon EC2 instance to use an AWS Nitro instance type when creating from the 'AWS::EC2::LaunchTemplate' resource type

This control checks whether Amazon EC2 launch templates that specify an Amazon EC2 instance type or use attribute based instance selection, specify only AWS Nitro instance types.

- **Control objective:** Protect data integrity, Enforce least privilege
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EC2::LaunchTemplate
- **AWS CloudFormation guard rule:** [CT.EC2.PR.15 rule specification](p. 614)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EC2.PR.15 rule specification](p. 614)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.EC2.PR.15 example templates](p. 617)

Explanation

The AWS Nitro System is a collection of hardware and software components built by AWS to enable high performance, high availability, and high security. The Nitro System provides enhanced security that continuously monitors, protects, and verifies the instance hardware and firmware. AWS Nitro offloads virtualization resources to dedicated hardware and software, which minimizes the attack surface. Finally, the Nitro System has a locked down security model to prohibit administrative access, eliminating the possibility of human error and tampering.

For information about Nitro instance types, see [Instances built on the Nitro System](in the Amazon EC2 User Guide for Linux Instances).

Usage considerations

- This control applies only to launch templates that specify an Amazon EC2 instance type by means of the InstanceType property or use attribute based instance selection by means of the InstanceRequirements property.
- When you launch an instance using a launch template, you can override parameters that are specified in the launch template. To launch instances with a Nitro instance type when using a launch template, use this control in conjunction with related proactive controls.
Remediation for rule failure

When InstanceType in LaunchTemplateData has been provided, set InstanceType to an Amazon EC2 instance type that is based on the AWS Nitro system. When InstanceRequirements in LaunchTemplateData has been provided, set AllowedInstanceTypes to a list of Amazon EC2 instance types based on the AWS Nitro system.

The examples that follow show how to implement this remediation.

Amazon EC2 Launch Template - Example One

An Amazon EC2 launch template configured with an instance type based on the AWS Nitro system. The example is shown in JSON and in YAML.

JSON example

```json
{
   "LaunchTemplate": {
      "Type": "AWS::EC2::LaunchTemplate",
      "Properties": {
         "LaunchTemplateData": {
            "InstanceType": "t3.micro"
         }
      }
   }
}
```

YAML example

```yaml
LaunchTemplate:
   Type: AWS::EC2::LaunchTemplate
   Properties:
      LaunchTemplateData:
         InstanceType: t3.micro
```

The examples that follow show how to implement this remediation.

Amazon EC2 Launch Template - Example Two

An Amazon EC2 launch template configured with an instance requirements configuration that includes allowed instances based on the AWS Nitro system. The example is shown in JSON and in YAML.

JSON example

```json
{
   "LaunchTemplate": {
      "Type": "AWS::EC2::LaunchTemplate",
      "Properties": {
         "LaunchTemplateData": {
            "InstanceRequirements": {
               "AllowedInstanceTypes": [
                  "m5.*",
                  "c5.*"
               ],
               "VCpuCount": {
                  "Max": 16,
```
YAML example

LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
Properties:
  LaunchTemplateData:
    InstanceRequirements:
      AllowedInstanceTypes:
      - m5.*
      - c5.*
    VcpuCount:
      Max: 16
      Min: 1
    MemoryMiB:
      Min: 1024
      Max: 17000

CT.EC2.PR.15 rule specification

# ###################################################################
# Rule Specification       #
# ###################################################################
#
# Rule Identifier:
# ec2_launch_template_nitro_instance_type_check
#
# Description:
# This control checks whether Amazon EC2 launch templates that specify an Amazon EC2
# instance type or use attribute based instance selection, specify only AWS Nitro instance
# types.
#
# Reports on:
# AWS::EC2::LaunchTemplate
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#   document
#   And: The input document does not contain any Amazon EC2 instance resources
#   Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon EC2 instance resource
# And: 'InstanceType' or 'InstanceRequirements' in 'LaunchTemplateData' has not been
# provided
# Then: SKIP
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon EC2 instance resource
# And: 'InstanceType' in 'LaunchTemplateData' has been provided
# And: 'InstanceType' has been set to a non-Nitro instance type
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon EC2 instance resource
# And: 'InstanceRequirements' in 'LaunchTemplateData' has been provided as a struct
# And: In 'InstanceRequirements', 'AllowedInstanceTypes' has not been provided or
# provided as
# an empty list
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon EC2 instance resource
# And: 'InstanceRequirements' in 'LaunchTemplateData' has been provided as a struct
# And: In 'InstanceRequirements', 'AllowedInstanceTypes' has been provided as a non-
# empty list
# that contains one or more non-Nitro instance types
# Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon EC2 instance resource
# And: 'InstanceType' in 'LaunchTemplateData' has been provided
# And: 'InstanceType' has been set to a Nitro instance type
# Then: PASS
# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon EC2 instance resource
# And: 'InstanceRequirements' in 'LaunchTemplateData' has been provided as a struct
# And: In 'InstanceRequirements', 'AllowedInstanceTypes' has been provided as a non-
# empty list
# that contains only Nitro instance types
# Then: PASS

# Constants

let INPUT_DOCUMENT = this
let EC2_LAUNCH_TEMPLATE_TYPE = "AWS::EC2::LaunchTemplate"
let NITRO_INSTANCE_TYPES = [
  /^a1\./,
  /^s5\./, /^c5\./, /^c5ad\./, /^c5d\./, /^c5n\./, /^c6a\./, /^c6g\./, /^c6gd\./, /^c6gn\./,
  /^c6i\./, /^c6id\./, /^c6in\./, /^c7g\./, /^c7gd\./, /^c7in\./, /^c7i\./,
  /^d3\./, /^d3en\./, /^d4\./, /^g4d\./, /^g5\./, /^g5g\./,
  /^hpc6a\./, /^hpc6id\./, /^hpc7a\./, /^hpc7g\./,
  /^i3\./, /^i3en\./, /^i4\./, /^i4g\./, /^i4id\./, /^i4in\./, /^i4i\./, /^im4g\./, /^inf1\./, /^inf2\./, /^is4gen\./,
  /^m5\./, /^m5a\./, /^m5ad\./, /^m5d\./, /^m5n\./, /^m5zn\./, /^m6a\./, /^m6gd\./, /^m6g\./, /^m6id\./, /^m6idn\./, /^m6in\./, /*/m6i\./, /*/m7a\./, /*/m7g\./, /*/m7d\./, /*/m7i\./, /*/m7i-flex\./, /*/mac1.meta$\./, /*/mac2.meta$\./, /*/mac2-m2pro.meta$\./,
# Assignments

let ec2_launch_templates = Resources.*[ Type == %EC2_LAUNCH_TEMPLATE_TYPE ]

# Primary Rules

# Scenario 2
filter_instance_type_provided(this)
{ LaunchTemplateData { # Scenarios 3 and 6
    InstanceType in %NITRO_INSTANCE_TYPES
} }

# Scenario 2
filter_instance_requirements_provided(this)
{ LaunchTemplateData { InstanceRequirements is_struct
    InstanceRequirements {
} } 

rule ec2_launch_template_nitro_instance_type_check when is_cfn_template(%INPUT_DOCUMENT) {
check(%ec2_launch_templates.Properties)
if %ec2_launch_templates not empty {
    [CT.EC2.PR.15]: Require an Amazon EC2 instance to use an AWS Nitro instance type when creating from the 'AWS::EC2::LaunchTemplate' resource type
    [FIX]: When InstanceType in LaunchTemplateData has been provided, set InstanceType to an Amazon EC2 instance type that is based on the AWS Nitro system. When InstanceRequirements in LaunchTemplateData has been provided, set AllowedInstanceTypes to a list of Amazon EC2 instance types based on the AWS Nitro system.
}
}

rule ec2_launch_template_nitro_instance_type_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_LAUNCH_TEMPLATE_TYPE) {
check(%INPUT_DOCUMENT.%EC2_LAUNCH_TEMPLATE_TYPE.resourceProperties)
if %ec2_launch_template not empty {
    [CT.EC2.PR.15]: Require an Amazon EC2 instance to use an AWS Nitro instance type when creating from the 'AWS::EC2::LaunchTemplate' resource type
    [FIX]: When InstanceType in LaunchTemplateData has been provided, set InstanceType to an Amazon EC2 instance type that is based on the AWS Nitro system. When InstanceRequirements in LaunchTemplateData has been provided, set AllowedInstanceTypes to a list of Amazon EC2 instance types based on the AWS Nitro system.
}
}

# Parameterized Rules

# Scenario 2
filter_instance_type_provided(this)
{ LaunchTemplateData { # Scenarios 3 and 6
    InstanceType in %NITRO_INSTANCE_TYPES
} }

# Scenario 2
filter_instance_requirements_provided(this)
{ LaunchTemplateData { InstanceRequirements is_struct
    InstanceRequirements {
} } 
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# Scenarios 4, 5 and 7

AllowedInstanceTypes exists
AllowedInstanceTypes is_list
AllowedInstanceTypes not empty
AllowedInstanceTypes[*] in %NITRO_INSTANCE_TYPES

### Utility Rules

# is_cfn_template(doc)

%doc {
  AWSTemplateFormatVersion exists or
  Resources exists
}

# is_cfn_hook(doc, RESOURCE_TYPE)

%doc.%RESOURCE_TYPE.resourceProperties exists

---

**CT.EC2.PR.15 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

---

**Resources:**

LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
  Properties:
    LaunchTemplateData:
      InstanceType: t3.micro
PASS Example - Use this template to verify a compliant resource creation.

Resources:
LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
Properties:
  LaunchTemplateData:
    InstanceRequirements:
      AllowedInstanceTypes:
      - m5.*
      - c5.*
    VcpuCount:
      Max: 16
      Min: 1
    MemoryMiB:
      Min: 1024
      Max: 17000

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
Properties:
  LaunchTemplateData:
    InstanceType: t2.micro

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
Properties:
  LaunchTemplateData:
    InstanceRequirements:
      AllowedInstanceTypes:
      - t2.micro
    VcpuCount:
      Max: 16
      Min: 1
    MemoryMiB:
      Min: 1024
      Max: 17000

[CT.EC2.PR.16] Require an Amazon EC2 instance to use an AWS Nitro instance type when created using the 'AWS::EC2::Instance' resource type

This control checks whether an Amazon EC2 instance is configured to run using an AWS Nitro instance type.

- **Control objective:** Protect data integrity, Enforce least privilege
• **Implementation**: AWS CloudFormation guard rule  
• **Control behavior**: Proactive  
• **Resource types**: AWS::EC2::Instance  
• **AWS CloudFormation guard rule**: [CT.EC2.PR.16 rule specification (p. 620)](#)  

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EC2.PR.16 rule specification (p. 620)](#)  
• For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.EC2.PR.16 example templates (p. 622)](#)  

**Explanation**

The Nitro System is a collection of hardware and software components built by AWS to enable high performance, high availability, and high security. The Nitro System provides enhanced security because it continuously monitors, protects, and verifies the instance's hardware and firmware. Virtualization resources are offloaded to dedicated hardware and software, minimizing the attack surface. The Nitro System security model is locked down to prohibit administrative access, reducing the possibility of human error and tampering.  

**Usage considerations**

• This control requires that the InstanceType property is provided and set to a Nitro instance type. This setting prevents you from inheriting an instance type, by way of an Amazon EC2 launch template.  

**Remediation for rule failure**

Set the value of the InstanceType property to an Amazon EC2 instance type based on the AWS Nitro system.  

The examples that follow show how to implement this remediation.  

**Amazon EC2 Instance - Example**

An Amazon EC2 instance configured with an instance type based on the AWS Nitro system. The example is shown in JSON and in YAML.  

**JSON example**

```json
{
  "EC2Instance": {
    "Type": "AWS::EC2::Instance",
    "Properties": {
      "ImageId": {
        "Ref": "LatestAmiId"
      },
      "InstanceType": "t3.micro"
    }
  }
}
```

**YAML example**

```yaml
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EC2Instance:
  Type: AWS::EC2::Instance
  Properties:
    ImageId: !Ref 'LatestAmiId'
    InstanceType: t3.micro

CT.EC2.PR.16 rule specification

# # # # # # # # # # # # # # #
## Rule Specification ##
# # # # # # # # # # # # # # #

# Rule Identifier:
#  ec2_instance_nitro_instance_type_check
#
# Description:
#  This control checks whether an Amazon EC2 instance is configured to run using an AWS
#  Nitro instance type.
#
# Reports on:
#  AWS::EC2::Instance
#
# Evaluates:
#  AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#  None
#
# Scenarios:
#  Scenario: 1
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#           document
#    And: The input document does not contain any Amazon EC2 instance resources
#    Then: SKIP
#  Scenario: 2
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#           document
#    And: The input document contains an Amazon EC2 instance resource
#    And: 'InstanceType' has not been provided
#    Then: FAIL
#  Scenario: 3
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#           document
#    And: The input document contains an Amazon EC2 instance resource
#    And: 'InstanceType' been provided and set to a non-Nitro instance type
#    Then: FAIL
#  Scenario: 4
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#           document
#    And: The input document contains an Amazon EC2 instance resource
#    And: 'InstanceType' been provided and set to a Nitro instance type
#    Then: PASS
#
# Constants
#
let INPUT_DOCUMENT = this
let EC2_INSTANCE_TYPE = "AWS::EC2::Instance"
let NITRO_INSTANCE_TYPES = [^
  /^a1\./,
Proactive controls

# Assignments

let ec2_instances = Resources.*[ Type == %EC2_INSTANCE_TYPE ]

# Primary Rules

rule ec2_instance_nitro_instance_type_check when is_cfn_template(%INPUT_DOCUMENT) {
  %ec2_instances not empty {
    check(%ec2_instances.Properties) <<
      [CT.EC2.PR.16]: Require an Amazon EC2 instance to use an AWS Nitro instance type when created using the 'AWS::EC2::Instance' resource type
      [FIX]: Set the value of the InstanceType property to an Amazon EC2 instance type based on the AWS Nitro system.
    >>
  }
}

rule ec2_instance_nitro_instance_type_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_INSTANCE_TYPE) {
  check(%INPUT_DOCUMENT.%EC2_INSTANCE_TYPE.resourceProperties) <<
    [CT.EC2.PR.16]: Require an Amazon EC2 instance to use an AWS Nitro instance type when created using the 'AWS::EC2::Instance' resource type
    [FIX]: Set the value of the InstanceType property to an Amazon EC2 instance type based on the AWS Nitro system.
  >>
}

# Parameterized Rules

rule check(ec2_instance) {
  %ec2_instance {
    # Scenario 2
    InstanceType exists
    # Scenarios 3 and 4
    InstanceType in %NITRO_INSTANCE_TYPES
  }
}

# Utility Rules


CT.EC2.PR.16 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Parameters:
  LatestAmiId:
  
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value "AWS::EC2::Image::Id"
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
  EC2Instance:
  
  Type: AWS::EC2::Instance
  Properties:
    ImageId:
      Ref: LatestAmiId
    InstanceType: t3.micro

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
  LatestAmiId:
  
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value "AWS::EC2::Image::Id"
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
  EC2Instance:
  
  Type: AWS::EC2::Instance
  Properties:
    ImageId:
      Ref: LatestAmiId
    InstanceType: t2.micro

[CT.EC2.PR.17] Require an Amazon EC2 dedicated host to use an AWS Nitro instance type

This control checks whether an Amazon EC2 dedicated host is configured to run using an AWS Nitro instance type or family.

- Control objective: Protect data integrity, Enforce least privilege
- Implementation: AWS CloudFormation guard rule
• **Control behavior**: Proactive
• **Resource types**: AWS::EC2::Host
• **AWS CloudFormation guard rule**: [CT.EC2.PR.17 rule specification](p. 625)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EC2.PR.17 rule specification](p. 625)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.EC2.PR.17 example templates](p. 627)

**Explanation**

The Nitro System is a collection of hardware and software components built by AWS to enable high performance, high availability, and high security. The Nitro System provides enhanced security because it continuously monitors, protects, and verifies the instance's hardware and firmware. Virtualization resources are offloaded to dedicated hardware and software, minimizing the attack surface. The Nitro System security model is locked down to prohibit administrative access, reducing the possibility of human error and tampering.

**Usage considerations**

- When you allocate a dedicated host in your account, you can choose a configuration that supports either a single instance type, or multiple instance types within the same instance family. The number of instances that you can run on a host depends on the configuration you choose. See [Instance capacity configurations](Amazon EC2 User Guide for Linux Instances) for information about support for single instance types and multiple instance types.

**Remediation for rule failure**

Set the value of the InstanceType property to an Amazon EC2 instance type that is based on the AWS Nitro system, and that supports dedicated hosts, or set the value of the InstanceFamily property to an Amazon EC2 instance family that is based on the AWS Nitro system, and that supports dedicated hosts and multiple instance types.

The examples that follow show how to implement this remediation.

**Amazon EC2 Host - Example One**

An Amazon EC2 dedicated host configured with an instance family that is based on the AWS Nitro system, and that supports dedicated hosts and multiple instance types. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "DedicatedHost": {
        "Type": "AWS::EC2::Host",
        "Properties": {
            "AutoPlacement": "on",
            "AvailabilityZone": {
                "Fn::Select": [0,
                                {
                                    "Fn::GetAZs": ""
                                }
                        ]
        }
    }
}
```
The examples that follow show how to implement this remediation.

Amazon EC2 Host - Example Two

An Amazon EC2 dedicated host configured with an instance type that is based on the AWS Nitro system, and that supports dedicated hosts. The example is shown in JSON and in YAML.

JSON example

```
{
  "DedicatedHost": {
    "Type": "AWS::EC2::Host",
    "Properties": {
      "AutoPlacement": "on",
      "AvailabilityZone": { "Fn::Select": [
        0,
        { "Fn::GetAZs": "" }
      ]},
      "InstanceType": "m6a.large"
    }
  }
}
```

YAML example

```
DedicatedHost:
  Type: AWS::EC2::Host
  Properties:
    AutoPlacement: 'on'
    AvailabilityZone: !Select
    - 0
    - !GetAZs ''
    InstanceFamily: m5
```

YAML example

```
DedicatedHost:
  Type: AWS::EC2::Host
  Properties:
    AutoPlacement: 'on'
    AvailabilityZone: !Select
    - 0
    - !GetAZs ''
    InstanceType: m6a.large
```
CT.EC2.PR.17 rule specification

# ######################################################################
##       Rule Specification        ##
######################################################################
#
# Rule Identifier:
#   ec2_host_nitro_check
#
# Description:
#   This control checks whether an Amazon EC2 dedicated host is configured to run using an
#   AWS Nitro instance type or family.
#
# Reports on:
#   AWS::EC2::Host
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document does not contain any Amazon EC2 dedicated host resources
#            Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document contains a Amazon EC2 dedicated host resource
#            And: 'InstanceFamily' or 'InstanceType' have not been provided
#            Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document contains a Amazon EC2 dedicated host resource
#            And: 'InstanceFamily' has been provided and set to an instance family other than
#            a Nitro instance family with support for both dedicated hosts and multiple
#            instance types
#            Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document contains a Amazon EC2 dedicated host resource
#            And: 'InstanceFamily' has been provided and set to an instance type other than
#            a Nitro instance type with dedicated host support
#            Then: FAIL
#   Scenario: 5
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document contains a Amazon EC2 dedicated host resource
#            And: 'InstanceFamily' has been provided and set to a Nitro instance family with
#            support for both dedicated hosts and multiple instance types
#            Then: PASS
#   Scenario: 6
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document contains a Amazon EC2 dedicated host resource
#            And: 'InstanceFamily' has not been provided
# Proactive controls

And: 'InstanceType' has been provided and set to a Nitro instance type with dedicated host support

Then: PASS

# Constants

let INPUT_DOCUMENT = this
let EC2_DEDICATED_HOST_TYPE = "AWS::EC2::Host"
let NITRO_INSTANCE_FAMILIES_WITH_DEDICATED_HOST_SUPPORT = [
  /^a1$/,
  /^m5$/,
  /^m5n$/,
  /^m6i$/,
  /^c5$/,
  /^r5n$/,
  /^c6i$/,
  /^r5$/,
  /^r5$/,
  /^t3$/
]
let NITRO_INSTANCE_TYPES_WITH_DEDICATED_HOST_SUPPORT = [
  /^a1\./,
  /^c5\./,
  /^c5n\./,
  /^c6a\./,
  /^c6g\./,
  /^c6gd\./,
  /^c6gn\./,
  /^c6i\./,
  /^c6id\./,
  /^c6i\./,
  /^c7g\./,
  /^c7gd\./,
  /^c7gn\./,
  /^c7i\./,
  /^d1l\./,
  /^g4ad\./,
  /^g4dn\./,
  /^g5\./,
  /^g5g\./,
  /^i3.meta\./,
  /^i3en\./,
  /^i4g\./,
  /^i4i\./,
  /^im4gn\./,
  /^inf1\./,
  /^inf2\./,
  /^m5\./,
  /*m5d\./,
  /*m5dn\./,
  /*m5n\./,
  /*m6a\./,
  /*m6g\./,
  /*m6gd\./,
  /*m6id\./,
  /*m6idn\./,
  /*m6in\./,
  /*m7a\./,
  /*m7g\./,
  /*m7id\./,
  /*mac1.meta\./,
  /*mac2-m2pro.meta\./,
  /*mac2.meta\./,
  /*p4d\./,
  /*p4de\./,
  /*p5\./,
  /*r5\./,
  /*r5b\./,
  /*r5d\./,
  /*r5n\./,
  /*r6a\./,
  /*r6g\./,
  /*r6id\./,
  /*r6idn\./,
  /*r6i\./,
  /*r6n\./,
  /*r7a\./,
  /*r7g\./,
  /*r7id\./,
  /*t3\./,
  /*tnz\./,
  /*u-12tb1\./,
  /*u-18tb1\./,
  /*u-24tb1\./,
  /*u-6tb1\./,
  /*u-9tb1\./,
  /*x2gd\./,
  /*x2idn\./,
  /*x2iedn\./,
  /*x2iezn\./,
  /*z1d\./
]

# Assignments

let ec2_dedicated_hosts = Resources.*[ Type == %EC2_DEDICATED_HOST_TYPE ]

# Primary Rules

rule ec2_host_nitro_check when is_cfn_template(%INPUT_DOCUMENT) %ec2_dedicated_hosts not empty {
  check(%ec2_dedicated_hosts.Properties) <<
  [CT.EC2.PR.17]: Require an Amazon EC2 dedicated host to use an AWS Nitro instance type
  [FIX]: Set the value of the InstanceType property to an Amazon EC2 instance type
  that is based on the AWS Nitro system, and
  that supports dedicated hosts, or set the value of the InstanceFamily property to
  an Amazon EC2 instance family that is
  based on the AWS Nitro system, and that supports dedicated hosts and multiple
  instance types.
}

rule ec2_host_nitro_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_DEDICATED_HOST_TYPE) {
  check(%INPUT_DOCUMENT.%EC2_DEDICATED_HOST_TYPE.resourceProperties) <<
  [CT.EC2.PR.17]: Require an Amazon EC2 dedicated host to use an AWS Nitro instance type
  [FIX]: Set the value of the InstanceType property to an Amazon EC2 instance type
  that is based on the AWS Nitro system, and
that supports dedicated hosts, or set the value of the InstanceFamily property to an Amazon EC2 instance family that is based on the AWS Nitro system, and that supports dedicated hosts and multiple instance types.

```plaintext
# Parameterized Rules
#
rule check(ec2_dedicated_host) {
  %ec2_dedicated_host {
    # Scenario 2
    InstanceFamily exists or
    InstanceType exists
  }
  %ec2_dedicated_host[
    InstanceFamily exists
  ] {
    # Scenario 3 and 5
    InstanceFamily in %NITRO_INSTANCE_FAMILIES_WITH_DEDICATED_HOST_SUPPORT
  }
  %ec2_dedicated_host[
    InstanceType exists
  ] {
    # Scenario 4 and 6
    InstanceType in %NITRO_INSTANCE_TYPES_WITH_DEDICATED_HOST_SUPPORT
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

**CT.EC2.PR.17 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

```plaintext
Resources:
  DedicatedHost:
    Type: AWS::EC2::Host
    Properties:
      AutoPlacement: 'on'
      AvailabilityZone:
        Fn::Select:
          - 0
          - Fn::GetAZs: '
      InstanceFamily: m5
```
PASS Example - Use this template to verify a compliant resource creation.

Resources:
DedicatedHost:
  Type: AWS::EC2::Host
  Properties:
    AutoPlacement: 'on'
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''
    InstanceType: m6a.large

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
DedicatedHost:
  Type: AWS::EC2::Host
  Properties:
    AutoPlacement: 'on'
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''
    InstanceType: c4.large

[CT.EC2.PR.18] Require an Amazon EC2 fleet to override only those launch templates with AWS Nitro instance types

This control checks that Amazon EC2 fleets only override launch templates with AWS Nitro instance types.

- **Control objective:** Protect data integrity, Enforce least privilege
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EC2::EC2Fleet
- **AWS CloudFormation guard rule:** [CT.EC2.PR.18 rule specification](p. 631)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EC2.PR.18 rule specification](p. 631)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.EC2.PR.18 example templates](p. 635)

Explanation

The Nitro System is a collection of hardware and software components built by AWS to enable high performance, high availability, and high security. The Nitro System provides enhanced security because
it continuously monitors, protects, and verifies the instance's hardware and firmware. Virtualization resources are offloaded to dedicated hardware and software, minimizing the attack surface. The Nitro System security model is locked down to prohibit administrative access, reducing the possibility of human error and tampering.

Usage considerations

- This control applies only when launch template overrides have been provided, specifically, entries in `LaunchTemplateConfigs` specifying one or more `Overrides` that also include values for `InstanceType` or `InstanceRequirements` properties.
- This control does not check the instance type configured on a launch template. To ensure that launch templates use Nitro instance types, use this control in conjunction with related controls that check launch templates for Nitro instance types.

Remediation for rule failure

For any entry in the `LaunchTemplateConfigs` parameter, if it has one or more `Overrides` properties that also include `InstanceType` or `InstanceRequirements` fields, set the value of the `InstanceType` field to an EC2 instance type based on the AWS Nitro system, or set the value of the `AllowedInstanceTypes` field in the `InstanceRequirements` property to one or more EC2 instance types that are based on the AWS Nitro system.

The examples that follow show how to implement this remediation.

Amazon EC2 Fleet - Example One

An Amazon EC2 fleet configured with a launch template override and instance type based on the AWS Nitro system. The example is shown in JSON and in YAML.

JSON example

```json
{
    "EC2Fleet": {
        "Type": "AWS::EC2::EC2Fleet",
        "Properties": {
            "TargetCapacitySpecification": {
                "TotalTargetCapacity": 1,
                "DefaultTargetCapacityType": "on-demand"
            },
            "LaunchTemplateConfigs": [
                {
                    "LaunchTemplateSpecification": {
                        "LaunchTemplateId": {
                            "Ref": "LaunchTemplate"
                        },
                        "Version": {
                            "Fn::GetAtt": [
                                "LaunchTemplate",
                                "LatestVersionNumber"
                            ]
                        }
                    },
                    "Overrides": [
                        {
                            "InstanceType": "t3.micro"
                        }
                    ]
                }
            ]
        }
    }
}
```
The examples that follow show how to implement this remediation.

Amazon EC2 Fleet - Example Two

An Amazon EC2 fleet configured with a launch template override and instance requirements that specify a list of allowed instances based on the AWS Nitro system. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "EC2Fleet": {
        "Type": "AWS::EC2::EC2Fleet",
        "Properties": {
            "TargetCapacitySpecification": {
                "TotalTargetCapacity": 1,
                "DefaultTargetCapacityType": "on-demand"
            },
            "LaunchTemplateConfigs": [
                {
                    "LaunchTemplateSpecification": {
                        "LaunchTemplateId": {
                            "Ref": "LaunchTemplate"
                        },
                        "Version": {
                            "Fn::GetAtt": [
                                "LaunchTemplate",
                                "LatestVersionNumber"
                            ]
                        }
                    },
                    "Overrides": {
                        "InstanceRequirements": {
                            "VCpuCount": {
                                "Min": 2,
                                "Max": 4
                            },
                            "MemoryMiB": {
                                "Min": 4000,
                                "Max": 8000
                            }
                        },
                        "AllowedInstanceTypes": [
```
Proactive controls

YAML example

EC2Fleet:
  Type: AWS::EC2::EC2Fleet
  Properties:
    TargetCapacitySpecification:
      TotalTargetCapacity: 1
      DefaultTargetCapacityType: on-demand
    LaunchTemplateConfigs:
      - LaunchTemplateSpecification:
        LaunchTemplateId: !Ref 'LaunchTemplate'
        Version: !GetAtt 'LaunchTemplate.LatestVersionNumber'
        Overrides:
          - InstanceRequirements:
            V Cp u Count:
              Min: 2
              Max: 4
            MemoryMiB:
              Min: 4000
              Max: 8000
          AllowedInstanceTypes:
            - m5.*
            - c5.*

CT.EC2.PR.18 rule specification

# ###################################################################
#   Rule Specification   #
#   Rule Identifier:     #
#   ec2_fleet_nitro_instance_override_check #
# Description:          #
#   This control checks that Amazon EC2 fleets only override launch templates with AWS Nitro instance types. #
# Reports on:           #
#   AWS::EC2::EC2Fleet  #
# Evaluates:            #
#   AWS CloudFormation, AWS CloudFormation hook #
# Rule Parameters:     #
#   None #
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document does not contain any Amazon EC2 fleet resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Amazon EC2 fleet resource
# And: For every entry in 'LaunchTemplateConfigs', 'Overrides' has not been provided
# or has been provided as an empty list
# Then: SKIP
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Amazon EC2 fleet resource
# And: For every entry in 'LaunchTemplateConfigs', 'Overrides' has not been provided
# Then: SKIP
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: For an entry in 'LaunchTemplateConfigs', 'Overrides' has been provided as a non-empty list
# And: For the same entry in 'LaunchTemplateConfigs', no entries in 'Overrides' include 'InstanceType' or 'InstanceRequirements'
# Then: SKIP
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: For an entry in 'LaunchTemplateConfigs', 'Overrides' has been provided as a non-empty list
# And: For the same entry in 'Overrides', 'InstanceType' has been provided and set to an instance type
# other than a Nitro instance type
# Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: For an entry in 'LaunchTemplateConfigs', 'Overrides' has been provided as a non-empty list
# And: For the same entry in 'Overrides', 'InstanceRequirements' has been provided
# Then: FAIL
# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: For an entry in 'LaunchTemplateConfigs', 'Overrides' has been provided as a non-empty list
# And: For the same entry in 'Overrides', 'InstanceRequirements' has been provided
# Then: FAIL
# Scenario: 8
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: For an entry in 'LaunchTemplateConfigs', 'Overrides' has been provided as a non-empty list
# And: 'Overrides' in 'LaunchTemplateConfigs' has been provided as a non-empty list
# And: For an entry in 'Overrides', 'InstanceType' has been provided and set to a Nitro instance type
# Then: PASS
And: For an entry in 'Overrides', 'InstanceRequirements' has been provided
And: For the same entry in 'Overrides', 'AllowedInstanceTypes' has not been provided as a non-empty list
And: Every entry in 'AllowedInstanceTypes' is set to a Nitro instance type
Then: PASS

# Constants

let INPUT_DOCUMENT = this
let EC2_FLEET_TYPE = "AWS::EC2::EC2Fleet"
let NITRO_INSTANCE_TYPES = [
  /^a1\./,
  /^c5\./, /^c5ad\./, /^c5d\./, /^c5n\./, /^c6a\./, /^c6g\./, /^c6gd\./, /^c6gn \./, /^c6i\./, /^c6id\./, /^c6in\./, /^c7g\./, /^c7gd\./, /^c7gn\./, /^c7i\./,
  /^d3s\./, /^d3en\./, /^dl1\./,  
  /^g4ad\./, /^g4dn\./, /^g5\./, /^g5g\./,  
  /^hpc6a\./, /^hpc6id\./, /^hpc7a\./, /^hpc7g\./,  
  /^i3.meta1\./, /^i3en\./, /^i4g\./, /^i4i\./, /^im4gn\./, /^inf1\./, /^inf2\./, /^is4gen \
  /^m5\./, /^m5ad\./, /^m5d\./, /^m5dn\./, /^m5zn\./, /^m6a\./, /^
  /^m6g\./, /^m6gd\./, /^m6id\./, /^m6idn\./, /^m6in\./, /^m7\./, /^m7a\./, /^m7g\./, /^m7gd \./, /^m7i\./, /^m7i-flex\./, /mac1.meta1\./, /mac2-m2pro.meta1\./, /mac2.meta1\./, /^
  /^p3dn\./, /^p4d\./, /^p4de\./, /p5\./,  
  /^r5\./, /^r5a\./, /^r5ad\./, /^r5b\./, /^r5d\./, /^r5dn\./, /^r5n\./, /^r6a\./, /^r6g \./, /^r6gd\./, /^r6id\./, /^r6idn\./, /^r6in\./, /^r7a\./, /^r7g\./, /^r7gd \./, /^r7id\./,  
  /^t3\./, /t3a\./, /t4g\./, /ttn1\./, /ttn1n\./,  
  /^u-1tb1\./, /^u-12tb1\./, /^u-18tb1\./, /^u-24tb1\./, /^u-5tb1\./, /^u-6tb1\./, /^u-9tb1\./,  
  /*vt1\./,  
  /^x2gd\./, /^x2idn\./, /^x2iedn\./, /*x2iezn\./,  
  /^z1d\./]

# Assignments

let ec2_fleets = Resources.*[ Type == %EC2_FLEET_TYPE ]

# Primary Rules

rule ec2_fleet_nitro_instance_override_check when is_cfn_template(%INPUT_DOCUMENT) {
  %ec2_fleets not empty {

    check(%ec2_fleets.Properties)
    <<
    [CT.EC2.PR.18]: Require an Amazon EC2 fleet to override only those launch templates with AWS Nitro instance types
    [FIX]: For any entry in the LaunchTemplateConfigs parameter, if it has one or more Overrides properties that also include 'InstanceType' or 'InstanceRequirements' fields, set the value of the 'InstanceType' field to an Amazon EC2 instance type based on the AWS Nitro system, or set the value of the 'AllowedInstanceTypes' field in the InstanceRequirements property to one or more Amazon EC2 instance types that are based on the AWS Nitro system.
    >>
  }
}

rule ec2_fleet_nitro_instance_override_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_FLEET_TYPE) {
  check(%INPUT_DOCUMENT.%EC2_FLEET_TYPE.resourceProperties)
  <<
  [CT.EC2.PR.18]: Require an Amazon EC2 fleet to override only those launch templates with AWS Nitro instance types
  [FIX]: For any entry in the LaunchTemplateConfigs parameter, if it has one or more Overrides properties that also include 'InstanceType' or 'InstanceRequirements' fields, set the value of the 'InstanceType' field to an Amazon EC2 instance type based on the AWS Nitro system.
  >>
}
on the AWS Nitro system, or set the value of the 'AllowedInstanceTypes' field in the InstanceRequirements property to one or more Amazon EC2 instance types that are based on the AWS Nitro system.

```java
rule check(ec2_fleet) {
    %ec2_fleet {
        # Scenarios 2 and 3
        filter_launch_template_overrides(this)
    }
    LaunchTemplateConfigs[*] {
        Overrides[ InstanceType exists ] {
            InstanceType in %NITRO_INSTANCE_TYPES
        }
        Overrides[ InstanceRequirements exists ] {
            InstanceRequirements {
                AllowedInstanceTypes exists
                AllowedInstanceTypes is_list
                AllowedInstanceTypes not empty
                AllowedInstanceTypes[*] in %NITRO_INSTANCE_TYPES
            }
        }
    }
}

rule filter_launch_template_overrides(ec2_fleet) {
    %ec2_fleet {
        LaunchTemplateConfigs exists
        LaunchTemplateConfigs is_list
        LaunchTemplateConfigs not empty
        some LaunchTemplateConfigs[*] {
            Overrides exists
            Overrides is_list
            Overrides not empty
            some Overrides[*] {
                InstanceType exists or
                InstanceRequirements exists
            }
        }
    }
}
```

# Utility Rules

```java
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
CT.EC2.PR.18 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Parameters:
LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value "AWS::EC2::Image::Id"
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2
Resources:
  LaunchTemplate:
    Type: AWS::EC2::LaunchTemplate
    Properties:
      LaunchTemplateData:
        ImageId:
          Ref: LatestAmiId
  EC2Fleet:
    Type: AWS::EC2::EC2Fleet
    Properties:
      TargetCapacitySpecification:
        TotalTargetCapacity: 1
        DefaultTargetCapacityType: on-demand
      LaunchTemplateConfigs:
        - LaunchTemplateSpecification:
          LaunchTemplateId:
            Ref: LaunchTemplate
          Version:
            Fn::GetAtt: [LaunchTemplate, LatestVersionNumber]
          Overrides:
            - InstanceType: t3.micro

PASS Example - Use this template to verify a compliant resource creation.

Parameters:
LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value "AWS::EC2::Image::Id"
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2
Resources:
  LaunchTemplate:
    Type: AWS::EC2::LaunchTemplate
    Properties:
      LaunchTemplateData:
        ImageId:
          Ref: LatestAmiId
  EC2Fleet:
    Type: AWS::EC2::EC2Fleet
    Properties:
      TargetCapacitySpecification:
        TotalTargetCapacity: 1
        DefaultTargetCapacityType: on-demand
      LaunchTemplateConfigs:
        - LaunchTemplateSpecification:
          LaunchTemplateId:
            Ref: LaunchTemplate
          Version:
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Fn::GetAtt: [LaunchTemplate, LatestVersionNumber]
Overrides:
- InstanceRequirements:
  VCpuCount:
    Min: 2
    Max: 4
  MemoryMiB:
    Min: 4000
    Max: 8000
  AllowedInstanceTypes:
    - m5.*
    - c5.*

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value "AWS::EC2::Image::Id"
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
  Properties:
    LaunchTemplateData:
      ImageId:
        Ref: LatestAmiId

EC2Fleet:
  Type: AWS::EC2::EC2Fleet
  Properties:
    TargetCapacitySpecification:
      TotalTargetCapacity: 1
      DefaultTargetCapacityType: on-demand
    LaunchTemplateConfigs:
      - LaunchTemplateSpecification:
        LaunchTemplateId:
          Ref: LaunchTemplate
        Version:
          Fn::GetAtt: [LaunchTemplate, LatestVersionNumber]
        Overrides:
          - InstanceType: t2.micro

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value "AWS::EC2::Image::Id"
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
  Properties:
    LaunchTemplateData:
      ImageId:
        Ref: LatestAmiId

EC2Fleet:
  Type: AWS::EC2::EC2Fleet
Properties:
- TargetCapacitySpecification:
  - TotalTargetCapacity: 1
  - DefaultTargetCapacityType: on-demand
- LaunchTemplateConfigs:
  - LaunchTemplateSpecification:
    - LaunchTemplateId:
      - Ref: LaunchTemplate
    - Version:
      - Fn::GetAtt: [LaunchTemplate, LatestVersionNumber]
    - Overrides:
      - InstanceRequirements:
        - VcpuCount:
          - Min: 0
          - Max: 4
        - MemoryMiB:
          - Min: 0
          - Max: 4000
        - AllowedInstanceTypes:
          - c4.large

[CT.EC2.PR.19] Require an Amazon EC2 instance to use an AWS Nitro instance type that supports encryption in-transit between instances when created using the AWS::EC2::Instance resource type

This control checks whether an Amazon EC2 instance has been configured to run using a Nitro instance type that supports encryption in-transit between instances.

- **Control objective:** Encrypt data in transit, Protect data integrity, Enforce least privilege
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EC2::Instance
- **AWS CloudFormation guard rule:** [CT.EC2.PR.19 rule specification (p. 638)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EC2.PR.19 rule specification (p. 638)]
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.EC2.PR.19 example templates (p. 640)]

Explanation

The Nitro System is a collection of hardware and software components built by AWS to enable high performance, high availability, and high security. The Nitro System provides enhanced security because it continuously monitors, protects, and verifies the instance's hardware and firmware. Virtualization resources are offloaded to dedicated hardware and software, minimizing the attack surface. The Nitro System security model is locked down to prohibit administrative access, reducing the possibility of human error and tampering.

AWS provides secure and private connectivity between Amazon EC2 instances of all types. In addition, some instance types utilize the offload capabilities of the underlying Nitro System hardware to encrypt in-transit traffic between instances, automatically. This encryption process usesAuthenticated Encryption with Associated Data (AEAD) algorithms, with 256-bit encryption. It has no impact on network performance.
Usage considerations

• This control requires that the InstanceType property is provided and set to a Nitro instance type that supports encryption in transit between instances. This setting prevents you from inheriting an instance type by way of an Amazon EC2 launch template.

• To support in-transit traffic encryption between instances, in addition to using one of the Amazon EC2 instance types required by this control, the instances must be in the same Region, and they must be in the same VPC or group of peered VPCs, in which traffic does not pass through a virtual network device or service, such as a load balancer or a transit gateway.

Remediation for rule failure

Set InstanceType to an Amazon EC2 instance type based on the AWS Nitro system that supports encryption in transit between instances.

The examples that follow show how to implement this remediation.

Amazon EC2 Instance - Example

An Amazon EC2 instance configured with an instance type based on the AWS Nitro system, and that supports encryption in transit between instances. The example is shown in JSON and in YAML.

JSON example

```json
{
    "EC2Instance": {
        "Type": "AWS::EC2::Instance",
        "Properties": {
            "ImageId": {
                "Ref": "LatestAmiId"
            },
            "InstanceType": "t3.micro"
        }
    }
}
```

YAML example

```yaml
EC2Instance:
  Type: AWS::EC2::Instance
  Properties:
    ImageId: !Ref 'LatestAmiId'
    InstanceType: t3.micro
```

CT.EC2.PR.19 rule specification

```bash
# ###################################
##       Rule Specification        ##
#####################################
#
# Rule Identifier:
#   ec2_instance_nitro_encryption_in_transit_check
#
# Description:
```
# Proactive controls

This control checks whether an Amazon EC2 instance has been configured to run using a Nitro instance type that supports encryption in-transit between instances.

Reports on:
- AWS::EC2::Instance

Evaluates:
- AWS CloudFormation, AWS CloudFormation hook

Rule Parameters:
- None

Scenarios:

Scenario: 1
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document does not contain any Amazon EC2 instance resources
- Then: SKIP

Scenario: 2
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains an Amazon EC2 instance resource
- And: 'InstanceType' has not been provided
- Then: FAIL

Scenario: 3
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains an Amazon EC2 instance resource
- And: 'InstanceType' been provided and set to an instance type other than a Nitro instance type that supports encryption in-transit between instances
- Then: FAIL

Scenario: 4
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains an Amazon EC2 instance resource
- And: 'InstanceType' been provided and set to a Nitro instance type that supports encryption in-transit between instances
- Then: PASS

Constants

let INPUT_DOCUMENT = this
let EC2_INSTANCE_TYPE = "AWS::EC2::Instance"
let NITRO_ENCRYPTION_IN_TRANSIT_INSTANCE_TYPES = [
    /^c5a\./, /^c5ad\./, /^c5m\./, /^c6a\./, /^c6n\./, /^c6i\./, /^c6id\./, /^c6in\./, /\^c7g\./, /\^c7gd\./, /\^c7gm\./, /\^c7i\./,
    /\^d3\./, /\^d3en\./, /\^dli\./,
    /\^g4dn\./, /\^g6n\./, /\^g5\./,
    /\^hpc6a\./, /\^hpc6id\./, /\^hpc7a\./, /\^hpc7g\./,
    /\^i3en\./, /\^i4g\./, /\^i4i\./, /\^im4gn\./, /\^inf1\./, /\^inf2\./, /\^is4gen\./,
    /\^m5dn\./, /\^m5n\./, /\^m5zn\./, /\^m6a\./, /\^m6dn\./, /\^m6idn\./, /\^m6id\./, /\^m6dn\./, /\^m6in\./, /\^m7a\./, /\^m7g\./, /\^m7gd\./, /\^m71\./, /\^m7i-flex\./,
    /\^p3d\./, /\^p4d\./, /\^p4de\./, /\^p5\./,
    /\^r5dn\./, /\^r5n\./, /\^r6a\./, /\^r6i\./, /\^r6id\./, /\^r6dn\./, /\^r6idn\./, /\^r7a\./,
    /\^r7g\./, /\^r7gd\./, /\^r7i2\./,
    /\^tn1\./, /\^tn1n\./,
    /\^u-12tb1\./, /\^u-18tb1\./, /\^u-24tb1\./, /\^u-3tb1\./, /\^u-6tb1\./, /\^u-9tb1\./,
    /\^vit1\./,
    /\^x2idn\./, /\^x2iedn\./, /\^x2iezn\./
]
# Proactive controls

## Primary Rules

```plaintext
rule ec2_instance_nitro_encryption_in_transit_check when is_cfn_template(%INPUT_DOCUMENT)
  %ec2_instances not empty {
    check(%ec2_instances.Properties)
    [CT.EC2.PR.19]: Require an Amazon EC2 instance to use a nitro instance type that supports encryption in-transit between instances when created using the AWS::EC2::Instance resource type
    [FIX]: Set 'InstanceType' to an Amazon EC2 instance type based on the AWS Nitro system that supports encryption in-transit between instances.
    }

rule ec2_instance_nitro_encryption_in_transit_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_INSTANCE_TYPE) {
  check(%INPUT_DOCUMENT.%EC2_INSTANCE_TYPE.resourceProperties)
  [CT.EC2.PR.19]: Require an Amazon EC2 instance to use a nitro instance type that supports encryption in-transit between instances when created using the AWS::EC2::Instance resource type
  [FIX]: Set 'InstanceType' to an Amazon EC2 instance type based on the AWS Nitro system that supports encryption in-transit between instances.
  }
```

## Parameterized Rules

```plaintext
rule check(ec2_instance) {
  %ec2_instance {
    # Scenario 2
    InstanceType exists
    # Scenarios 3 and 4
    InstanceType in %NITRO_ENCRYPTION_IN_TRANSIT_INSTANCE_TYPES
  }
}
```

## Utility Rules

```plaintext
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

### CT.EC2.PR.19 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

| Parameters: | 640 |
LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value 'AWS::EC2::Image::Id'
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
EC2Instance:
  Type: AWS::EC2::Instance
  Properties:
    ImageId:
      Ref: LatestAmiId
    InstanceType: c5a.large

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
  LatestAmiId:
    Description: Region specific latest AMI ID from the Parameter Store
    Type: AWS::SSM::Parameter::Value 'AWS::EC2::Image::Id'
    Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
EC2Instance:
  Type: AWS::EC2::Instance
  Properties:
    ImageId:
      Ref: LatestAmiId
    InstanceType: t2.micro

[CT.EC2.PR.20] Require an Amazon EC2 fleet to override only those launch templates with AWS Nitro instance types that support encryption in transit between instances

This control checks whether an Amazon EC2 fleet overrides only the launch templates based upon AWS Nitro instance types that support encryption in transit between instances.

- **Control objective:** Encrypt data in transit, Protect data integrity, Enforce least privilege
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EC2::EC2Fleet
- **AWS CloudFormation guard rule:** [CT.EC2.PR.20 rule specification (p. 644)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EC2.PR.20 rule specification (p. 644)]
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.EC2.PR.20 example templates (p. 648)]

Explanation

The Nitro System is a collection of hardware and software components built by AWS to enable high performance, high availability, and high security. The Nitro System provides enhanced security because it continuously monitors, protects, and verifies the instance's hardware and firmware. Virtualization...
resources are offloaded to dedicated hardware and software, minimizing the attack surface. The Nitro System security model is locked down to prohibit administrative access, reducing the possibility of human error and tampering.

AWS provides secure and private connectivity between Amazon EC2 instances of all types. In addition, some instance types utilize the offload capabilities of the underlying Nitro System hardware to encrypt in-transit traffic between instances, automatically. This encryption process uses Authenticated Encryption with Associated Data (AEAD) algorithms, with 256-bit encryption. It has no impact on network performance.

Usage considerations

- This control applies only when launch template overrides have been provided, specifically, entries in `LaunchTemplateConfigs` specifying one or more `Overrides` that also include values for `InstanceType` or `InstanceRequirements` properties.
- This control does not check the instance type configured on a launch template. To ensure that launch templates use Nitro instances types that support encryption in-transit between instances, use this control in conjunction with related controls that check launch templates for Nitro instance types, and that the Nitro instance types support encryption in transit between instances.
- To support in-transit traffic encryption between instances, in addition to using one of the EC2 instance types required by this control, the instances must be in the same AWS Region, and they must be in the same VPC or group of peered VPCs, in which traffic does not pass through a virtual network device or service, such as a load balancer or a transit gateway.

Remediation for rule failure

For any entry in the `LaunchTemplateConfigs` parameter, if it has one or more `Overrides` properties that also include `InstanceType` or `InstanceRequirements` fields, set the value of the `InstanceType` field to an Amazon EC2 instance type that's based on the AWS Nitro system, and that supports encryption in transit between instances, or set the value of the `AllowedInstanceTypes` field in the `InstanceRequirements` property to one or more Amazon EC2 instance types that are based on the AWS Nitro system, and that support encryption in transit between instances.

The examples that follow show how to implement this remediation.

Amazon EC2 Fleet - Example One

An Amazon EC2 fleet configured with a launch template override and instance type that is based on the AWS Nitro system, and that supports encryption in transit between instances. The example is shown in JSON and in YAML.

JSON example

```json
{
   "EC2Fleet": {
      "Type": "AWS::EC2::EC2Fleet",
      "Properties": {
         "TargetCapacitySpecification": {
            "TotalTargetCapacity": 1,
            "DefaultTargetCapacityType": "on-demand"
         },
         "LaunchTemplateConfigs": [
            {
               "LaunchTemplateSpecification": {
                  "LaunchTemplateId": {
                     "Ref": "LaunchTemplate"
                  },
                  "Version": {
                     "Ref": "LaunchTemplateVersion"
                  }
               }
            }
         ]
      }
   }
}
```
The examples that follow show how to implement this remediation.

Amazon EC2 Fleet - Example Two

An Amazon EC2 fleet configured with a launch template override and instance requirements that specify a list of allowed instances, that are based on the AWS Nitro system, and that support encryption in transit between instances. The example is shown in JSON and in YAML.

YAML example

```yaml
EC2Fleet:
  Type: AWS::EC2::EC2Fleet
  Properties:
    TargetCapacitySpecification:
      TotalTargetCapacity: 1
      DefaultTargetCapacityType: on-demand
    LaunchTemplateConfigs:
      - LaunchTemplateSpecification:
          LaunchTemplateId: !Ref 'LaunchTemplate'
          Version: !GetAtt 'LaunchTemplate.LatestVersionNumber'
          Overrides:
            - InstanceType: c5a.large
```

JSON example

```json
{
  "EC2Fleet": {
    "Type": "AWS::EC2::EC2Fleet",
    "Properties": {
      "TargetCapacitySpecification": {
        "TotalTargetCapacity": 1,
        "DefaultTargetCapacityType": "on-demand"
      },
      "LaunchTemplateConfigs": [
        {
          "LaunchTemplateSpecification": {
            "LaunchTemplateId": {
              "Ref": "LaunchTemplate"
            },
            "Version": {
              "Fn::GetAtt": [
                "LaunchTemplate", "LatestVersionNumber"
              ]
            },
            "Overrides": [
              {
                "InstanceType": "c5a.large"
              }
            ]
        }
      ]
    }
  }
}
```
YAML example

EC2Fleet:
  Type: AWS::EC2::EC2Fleet
  Properties:
    TargetCapacitySpecification:
      TotalTargetCapacity: 1
      DefaultTargetCapacityType: on-demand
  LaunchTemplateConfigs:
    - LaunchTemplateSpecification:
        LaunchTemplateId: !Ref 'LaunchTemplate'
        Version: !GetAtt 'LaunchTemplate.LatestVersionNumber'
        Overrides:
          - InstanceRequirements:
              VCPUCount:
                Min: 2
                Max: 4
              MemoryMiB:
                Min: 4000
                Max: 8000
              AllowedInstanceTypes:
                - m6a.*
                - c5a.*

CT.EC2.PR.20 rule specification

# #############################################################################
##       Rule Specification       ##
# #############################################################################
# Rule Identifier:
ec2_fleet_nitro_encryption_in_transit_override_check

# Description:
This control checks whether an Amazon EC2 fleet overrides only the launch templates based upon AWS Nitro instance types that support encryption in transit between instances.

# Reports on:
AWS::EC2::EC2Fleet

# Evaluates:
AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
None

# Scenarios:

Scenario: 1
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document does not contain any EC2 fleet resources
Then: SKIP

Scenario: 2
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 fleet resource
And: For every entry in 'LaunchTemplateConfigs', 'Overrides' has not been provided or has been provided as an empty list
Then: SKIP

Scenario: 3
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 fleet resource
And: For an entry in 'LaunchTemplateConfigs', 'Overrides' has been provided as a non-empty list
And: For the same entry in 'LaunchTemplateConfigs', no entries in 'Overrides' include 'InstanceType' or 'InstanceRequirements'
Then: SKIP

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 fleet resource
And: 'Overrides' in 'LaunchTemplateConfigs' has been provided as a non-empty list
And: For an entry in 'Overrides', 'InstanceType' has been provided and set to an instance type other than a Nitro instance type that supports encryption in-transit between instances
Then: FAIL

Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 fleet resource
And: 'Overrides' in 'LaunchTemplateConfigs' has been provided as a non-empty list
And: For an entry in 'Overrides', 'InstanceRequirements' has been provided provided or has been provided as an empty list
Then: FAIL

Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 fleet resource
And: 'Overrides' in 'LaunchTemplateConfigs' has been provided as a non-empty list
And: For an entry in 'Overrides', 'InstanceRequirements' has been provided provided as an empty list
Then: FAIL
And: For the same entry in 'Overrides', 'AllowedInstanceTypes' has been provided as a non-empty list
And: An entry in 'AllowedInstanceTypes' is set to an instance type other than a Nitro instance type that supports encryption in-transit between instances
Then: FAIL
Scenario: 7
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 fleet resource
And: 'Overrides' in 'LaunchTemplateConfigs' has been provided as a non-empty list
And: For an entry in 'Overrides', 'InstanceType' has been provided and set to a Nitro instance type that supports encryption in-transit between instances
Then: PASS
Scenario: 8
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 fleet resource
And: 'Overrides' in 'LaunchTemplateConfigs' has been provided as a non-empty list
And: For an entry in 'Overrides', 'InstanceRequirements' has been provided
And: For the same entry in 'Overrides', 'AllowedInstanceTypes' has been provided as a non-empty list
And: Every entry in 'AllowedInstanceTypes' is set to a Nitro instance type that supports encryption in-transit between instances
Then: PASS

# Constants
let INPUT_DOCUMENT = this
let EC2_FLEET_TYPE = "AWS::EC2::EC2Fleet"
let NITRO_ENCRYPTION_IN_TRANSIT_INSTANCE_TYPES = [
  /^c5a\./, /^c5ad\./, /^c5r\./, /^c6a\./, /^c6g\./, /^c6i\./, /^c6id\./, /^c6in\./, /\^c7a\./, /^c7gd\./, /^c7gm\./, /^c7i\./, /^d3\./, /^d3en\./, /^d3i\./, /^d4a\./, /^d4dn\./, /^d4n\./, /\^hpc6a\./, /\^hpc6id\./, /\^hpc7a\./, /\^hpc7g\./, /\^i3en\./, /\^i4g\./, /\^i4i\./, /\^i4i\./, /\^inf1\./, /\^inf2\./, /\^is4gen\./, /\^m5dn\./, /\^m5zn\./, /\^m6a\./, /\^m6g\./, /\^m6i\./, /\^m6id\./, /\^m6idn\./, /\^m6in\./, /\^m7a\./, /\^m7g\./, /\^m7i\./, /\^m7i-flex\./, /\^p3dn\./, /\^p4d\./, /\^p4de\./, /\^p5\./, /\^r5dn\./, /\^r5n\./, /\^r6a\./, /\^r6i\./, /\^r6id\./, /\^r6idn\./, /\^r6in\./, /\^r7a\./, /\^r7g\./, /\^r7gd\./, /\^r7ig\./, /\^r7i\./, /\^r7iz\./, /\^trn1\./, /\^trn1n\./, /\^u-12tb1\./, /\^u-18tb1\./, /\^u-24tb1\./, /\^u-3tb1\./, /\^u-6tb1\./, /\^u-9tb1\./, /\^vt1\./, /\^x2idn\./, /\^x2iedn\./, /\^x2iez\./
]

# Assignments
let ec2_fleets = Resources.*[ Type == %EC2_FLEET_TYPE ]

# Primary Rules
rule ec2_fleet_nitro_encryption_in_transit_override_check when
is_cfn_template(%INPUT_DOCUMENT)
%ec2_fleets not empty {
  check(%ec2_fleets.Properties)
  <
    [CT.EC2.PR.20]: Require an Amazon Amazon EC2 fleet to override only those launch templates with AWS Nitro instance types that support encryption in transit between instances
  >
}
[FIX]: For any entry in the LaunchTemplateConfigs parameter, if it has one or more Overrides properties that also include 'InstanceType' or 'InstanceRequirements' fields, set the value of the InstanceType field to an EC2 instance type that's based on the AWS Nitro system, and that supports encryption in transit between instances, or set the value of the AllowedInstanceTypes field in the InstanceRequirements property to one or more EC2 instance types that are based on the AWS Nitro system, and that support encryption in transit between instances.

rule ec2_fleet_nitro_encryption_in_transit_override_check when is_cfn_hook(%INPUT_DOCUMENT, %EC2_FLEET_TYPE) {
    check(%INPUT_DOCUMENT.%EC2_FLEET_TYPE.resourceProperties)
<<
    [CT.EC2.PR.20]: Require an Amazon EC2 fleet to override only those launch templates with AWS Nitro instance types that support encryption in transit between instances

    [FIX]: For any entry in the LaunchTemplateConfigs parameter, if it has one or more Overrides properties that also include 'InstanceType' or 'InstanceRequirements' fields, set the value of the InstanceType field to an Amazon EC2 instance type that's based on the AWS Nitro system, and that supports encryption in transit between instances, or set the value of the AllowedInstanceTypes field in the InstanceRequirements property to one or more Amazon EC2 instance types that are based on the AWS Nitro system, and that support encryption in transit between instances.
>>
}

# Parameterized Rules
#
rule check(ec2_fleet) {
    %ec2_fleet [
        # Scenarios 2 and 3
        filter_launch_template_overrides(this)
    ] {
        LaunchTemplateConfigs[*] {
            Overrides[ InstanceType exists ] {
                # Scenarios 4 and 7
                InstanceType in %NITRO_ENCRYPTION_IN_TRANSIT_INSTANCE_TYPES
            }
            Overrides[ InstanceRequirements exists ] {
                InstanceRequirements {
                    # Scenarios 5, 6 and 8
                    AllowedInstanceTypes exists
                    AllowedInstanceTypes is_list
                    AllowedInstanceTypes not empty
                    AllowedInstanceTypes[*] in %NITRO_ENCRYPTION_IN_TRANSIT_INSTANCE_TYPES
                }
            }
        }
    }
}

rule filter_launch_template_overrides(ec2_fleet) {
    %ec2_fleet {
        LaunchTemplateConfigs exists
        LaunchTemplateConfigs is_list
        LaunchTemplateConfigs not empty
        some LaunchTemplateConfigs[*] {
            Overrides exists
            Overrides is_list
            Overrides not empty
        }
        some Overrides[*] {
            InstanceType exists or
            InstanceRequirements exists
        }
    }
}
CT.EC2.PR.20 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Parameters:
   LatestAmiId:
      Description: Region specific latest AMI ID from the Parameter Store
      Type: AWS::SSM::Parameter::Value 'AWS::EC2::Image::Id'
      Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
   LaunchTemplate:
      Type: AWS::EC2::LaunchTemplate
      Properties:
         LaunchTemplateData:
            ImageId:
               Ref: LatestAmiId
   EC2Fleet:
      Type: AWS::EC2::EC2Fleet
      Properties:
         TargetCapacitySpecification:
            TotalTargetCapacity: 1
            DefaultTargetCapacityType: on-demand
      LaunchTemplateConfigs:
         - LaunchTemplateSpecification:
            LaunchTemplateId:
               Ref: LaunchTemplate
            Version:
               Fn::GetAtt: [LaunchTemplate, LatestVersionNumber]
            Overrides:
               - InstanceType: c5a.large
Description: Region specific latest AMI ID from the Parameter Store
Type: AWS::SSM::Parameter::Value 'AWS::EC2::Image::Id'
Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
  Properties:
    LaunchTemplateData:
      ImageId:
        Ref: LatestAmiId

EC2Fleet:
  Type: AWS::EC2::EC2Fleet
  Properties:
    TargetCapacitySpecification:
      TotalTargetCapacity: 1
      DefaultTargetCapacityType: on-demand
    LaunchTemplateConfigs:
      - LaunchTemplateSpecification:
          LaunchTemplateId:
            Ref: LaunchTemplate
          Version:
            Fn::GetAtt: [LaunchTemplate, LatestVersionNumber]
    Overrides:
      - InstanceRequirements:
          VcpuCount:
            Min: 2
            Max: 4
          MemoryMiB:
            Min: 4000
            Max: 8000
          AllowedInstanceTypes:
            - m6a.*
            - c5a.*

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value 'AWS::EC2::Image::Id'
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
  Properties:
    LaunchTemplateData:
      ImageId:
        Ref: LatestAmiId

EC2Fleet:
  Type: AWS::EC2::EC2Fleet
  Properties:
    TargetCapacitySpecification:
      TotalTargetCapacity: 1
      DefaultTargetCapacityType: on-demand
    LaunchTemplateConfigs:
      - LaunchTemplateSpecification:
          LaunchTemplateId:
            Ref: LaunchTemplate
          Version:
            Fn::GetAtt: [LaunchTemplate, LatestVersionNumber]
    Overrides:
      - InstanceType: t2.micro
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

<table>
<thead>
<tr>
<th>Parameters:</th>
</tr>
</thead>
<tbody>
<tr>
<td>LatestAmiId:</td>
</tr>
<tr>
<td>Description: Region specific latest AMI ID from the Parameter Store</td>
</tr>
<tr>
<td>Type: AWS::SSM::Parameter::Value 'AWS::EC2::Image::Id'</td>
</tr>
<tr>
<td>Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2</td>
</tr>
</tbody>
</table>

| Resources: |
| LaunchTemplate: |
| Type: AWS::EC2::LaunchTemplate |
| Properties: |
| LaunchTemplateData: |
| ImageId: Ref: LatestAmiId |

| EC2Fleet: |
| Type: AWS::EC2::EC2Fleet |
| Properties: |
| TargetCapacitySpecification: |
| TotalTargetCapacity: 1 |
| DefaultTargetCapacityType: on-demand |
| LaunchTemplateConfigs: |
| - LaunchTemplateSpecification: |
| LaunchTemplateId: Ref: LaunchTemplate |
| Version: Fn::GetAtt: [LaunchTemplate, LatestVersionNumber] |
| Overrides: |
| - InstanceRequirements: |
| V Cp u Count: |
| Min: 0 |
| Max: 4 |
| MemoryMiB: |
| Min: 0 |
| Max: 4000 |
| AllowedInstanceTypes: |
| - c4.large |

**Amazon Elastic Compute Cloud (Amazon EC2) Auto Scaling controls**

**Topics**

- [CT.AUTOSCALING.PR.1] Require an Amazon EC2 Auto Scaling group to have multiple Availability Zones (p. 651)
- [CT.AUTOSCALING.PR.2] Require an Amazon EC2 Auto Scaling group launch configuration to configure Amazon EC2 instances for IMDSv2 (p. 654)
- [CT.AUTOSCALING.PR.3] Require an Amazon EC2 Auto Scaling launch configuration to have a single-hop metadata response limit (p. 659)
- [CT.AUTOSCALING.PR.4] Require an Amazon EC2 Auto Scaling group associated with an AWS Elastic Load Balancing (ELB) to have ELB health checks activated (p. 664)
- [CT.AUTOSCALING.PR.5] Require than an Amazon EC2 Auto Scaling group launch configuration does not have Amazon EC2 instances with public IP addresses (p. 668)
- [CT.AUTOSCALING.PR.6] Require any Amazon EC2 Auto Scaling groups to use multiple instance types (p. 671)
Proactive controls

• [CT.AUTOSCALING.PR.8] Require an Amazon EC2 Auto Scaling group to have EC2 launch templates configured (p. 679)
• [CT.AUTOSCALING.PR.9] Require an Amazon EBS volume configured through an Amazon EC2 Auto Scaling launch configuration to encrypt data at rest (p. 687)
• [CT.AUTOSCALING.PR.10] Require an Amazon EC2 Auto Scaling group to use only AWS Nitro instance types when overriding a launch template (p. 691)
• [CT.AUTOSCALING.PR.11] Require only AWS Nitro instance types that support network traffic encryption between instances to be added to an Amazon EC2 Auto Scaling group, when overriding a launch template (p. 702)

[CT.AUTOSCALING.PR.1] Require an Amazon EC2 Auto Scaling group to have multiple Availability Zones

This control checks whether your Amazon EC2 Auto Scaling group spans multiple Availability Zones.

• Control objective: Improve availability
• Implementation: AWS CloudFormation Guard Rule
• Control behavior: Proactive
• Resource types: AWS::AutoScaling::AutoScalingGroup
• AWS CloudFormation guard rule: CT.AUTOSCALING.PR.1 rule specification (p. 652)

Details and examples

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.AUTOSCALING.PR.1 rule specification (p. 652)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.AUTOSCALING.PR.1 example templates (p. 653)

Explanation

Amazon EC2 Auto Scaling groups can be configured to use multiple Availability Zones. An Auto Scaling group with a single Availability Zone is preferred in some use cases, such as batch-jobs or when inter-AZ transfer costs need to be kept to a minimum. However, an Auto Scaling group that does not span multiple Availability Zones will not launch instances in another Availability Zone to compensate if the configured single Availability Zone becomes unavailable.

Remediation for rule failure

Configure Auto Scaling groups with multiple Availability Zones.

The examples that follow show how to implement this remediation.

Auto Scaling group - Example

Auto Scaling group configured with multiple Availability Zones. The example is shown in JSON and in YAML.

JSON example

```json
{
   "AutoScalingGroup": {
      "Type": "AWS::AutoScaling::AutoScalingGroup",
      "Properties": {
         "LaunchTemplate": {
            "LaunchTemplateId": {
```

651
YAML example

AutoScalingGroup:
  Type: AWS::AutoScaling::AutoScalingGroup
  Properties:
    LaunchTemplate:
      LaunchTemplateId: !Ref 'LaunchTemplate'
      Version: !GetAtt 'LaunchTemplate.LatestVersionNumber'
    MaxSize: '1'
    MinSize: '0'
    DesiredCapacity: '1'
    AvailabilityZones:
      - !Select
        - 0
        - !GetAZs ''
      - !Select
        - 1
        - !GetAZs ''

CT.AUTOScaling.PR.1 rule specification

# Rule Specification

Rule Identifier:
  autoscaling_multiple_az_check
Description:
Checks if Auto Scaling groups span multiple Availability Zones.

Reports on:
  AWS::AutoScaling::AutoScalingGroup

Evaluates:
  AWS CloudFormation, AWS CloudFormation hook

Rule Parameters:
  None

Scenarios:
  Scenario: 1
  Given: The input document is an AWS CloudFormation or CloudFormation hook document
  And: The input document does not contain any Auto Scaling groups
  Then: SKIP
  Scenario: 2
  Given: The input document is an AWS CloudFormation or CloudFormation hook document
  And: The input document contains an Auto Scaling group resource
  And: 'AvailabilityZones' is not present on the Auto Scaling group resource
  Then: FAIL
  Scenario: 3
  Given: The input document is an AWS CloudFormation or CloudFormation hook document
  And: The input document contains an Auto Scaling group resource
  And: 'AvailabilityZones' is present on the Auto Scaling group resource
  And: The number of 'AvailabilityZones' present is less than 2 (< 2) or the number of
  unique 'AvailabilityZones' provided is less than 2 (< 2)
  Then: FAIL
  Scenario: 4
  Given: The input document is an AWS CloudFormation or CloudFormation Hook Document
  And: The input document contains an Auto Scaling group resource
  And: 'AvailabilityZones' is present on the Auto Scaling group resource
  And: The number of 'AvailabilityZones' present is greater than or equal to 2 (>= 2)
  And: At least two unique 'AvailabilityZones' have been provided
  Then: PASS

CT.AUTOSCALING.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Parameters:
  LatestAmiId:
    Description: Region specific latest AMI ID from the Parameter Store
    Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
    Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
  LaunchTemplate:
    Type: AWS::EC2::LaunchTemplate
    Properties:
      LaunchTemplateData:
        ImageId:
          Ref: LatestAmiId
        InstanceType: t3.micro
  AutoScalingGroup:
    Type: AWS::AutoScaling::AutoScalingGroup
    Properties:
      LaunchTemplate:
        LaunchTemplateId:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
  LatestAmiId:
    Description: Region specific latest AMI ID from the Parameter Store
    Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
    Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
  LaunchTemplate:
    Type: AWS::EC2::LaunchTemplate
    Properties:
      LaunchTemplateData:
        ImageId:
          Ref: LatestAmiId
        InstanceType: t3.micro

  AutoScalingGroup:
    Type: AWS::AutoScaling::AutoScalingGroup
    Properties:
      LaunchTemplate:
        LaunchTemplateId:
          Ref: LaunchTemplate
        Version:
          Fn::GetAtt: LaunchTemplate.LatestVersionNumber
        MaxSize: '1'
        MinSize: '0'
        DesiredCapacity: '1'
        AvailabilityZones:
          - Fn::Select:
            - 0
            - Fn::GetAZs: ""
          - Fn::Select:
            - 1
            - Fn::GetAZs: ""

[CT.AUTOSCALING.PR.2] Require an Amazon EC2 Auto Scaling group launch configuration to configure Amazon EC2 instances for IMDSv2

This control checks whether an Amazon EC2 Auto Scaling launch configuration is configured to require the use of Instance Metadata Service Version 2 (IMDSv2).

- **Control objective:** Protect configurations
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::AutoScaling::LaunchConfiguration
- **AWS CloudFormation guard rule:** CT.AUTOSCALING.PR.2 rule specification (p. 656)
Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.AUTOSCALING.PR.2 rule specification (p. 656)
- For examples of PASS and FAIL CloudFront Templates related to this control, see: CT.AUTOSCALING.PR.2 example templates (p. 658)

Explanation

IMDS provides data about your instance, which you can use to configure or manage the running instance. Version 2 of the IMDS adds protections that weren't available in IMDSv1, to safeguard your EC2 instances further.

Usage considerations

- This control applies only to Amazon EC2 Auto Scaling launch configurations that allow access to instance metadata.

Remediation for rule failure

Provide a MetadataOptions configuration and set the value of HttpTokens to required.

The examples that follow show how to implement this remediation.

Amazon EC2 Auto Scaling Launch Configuration - Example

Amazon EC2 Auto Scaling launch configuration with IMDSv2 enabled. The example is shown in JSON and in YAML.

JSON example

```json
{
    "AutoScalingLaunchConfiguration": {
        "Type": "AWS::AutoScaling::LaunchConfiguration",
        "Properties": {
            "ImageId": {
                "Ref": "LatestAmiId"
            },
            "InstanceType": "t3.micro",
            "MetadataOptions": {
                "HttpTokens": "required"
            }
        }
    }
}
```

YAML example

```yaml
AutoScalingLaunchConfiguration:
    Type: AWS::AutoScaling::LaunchConfiguration
    Properties:
        ImageId: !Ref 'LatestAmiId'
        InstanceType: t3.micro
        MetadataOptions:
            HttpTokens: required
```
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CT.AUTOSCALING.PR.2 rule specification

# ###################################################################
##       Rule Specification        
####################################################################
#
# Rule Identifier:
#   autoscaling_launch_config_requires_imdsv2_check
#
# Description:
#   This control checks whether an Amazon EC2 Auto Scaling launch configuration is
#   configured to require the use of Instance Metadata Service Version 2 (IMDSv2).
#
# Reports on:
#   AWS::AutoScaling::LaunchConfiguration
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#  Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     And: The input document does not contain any Autoscaling launch configuration
#     resources
#     Then: SKIP
#  Scenario: 2
#     Given: The input document contains an Autoscaling launch configuration resource
#     And: 'MetadataOptions.HttpEndpoint' has been provided equal to 'disabled'
#     Then: SKIP
#  Scenario: 3
#     Given: The input document contains an Autoscaling launch configuration resource
#     And: 'MetadataOptions.HttpEndpoint' has not been provided or has been provided and
#     is equal to 'enabled'
#     And: 'MetadataOptions.HttpTokens' has not been provided
#     Then: FAIL
#  Scenario: 4
#     Given: The input document contains an Autoscaling launch configuration resource
#     And: 'MetadataOptions.HttpEndpoint' has not been provided or has been provided and
#     is equal to 'enabled'
#     And: 'MetadataOptions.HttpTokens' has been provided and set to a value other than
#     'required'
#     Then: FAIL
#  Scenario: 5
#     Given: The input document contains an Autoscaling launch configuration resource
#     And: 'MetadataOptions.HttpEndpoint' has not been provided or has been provided and
#     is equal to 'enabled'
#     And: 'MetadataOptions.HttpTokens' has been provided and set to 'required'
#     Then: PASS
# Constants

let AUTOSCALING_LAUNCH_CONFIGURATION_TYPE = "AWS::AutoScaling::LaunchConfiguration"

# Assignments

let autoscaling_launch_configurations = Resources.*[ Type == %AUTOSCALING_LAUNCH_CONFIGURATION_TYPE ]

# Primary Rules

rule autoscaling_launch_configRequires_imdsv2_check when is_cfn_template(%INPUT_DOCUMENT)

%autoscaling_launch_configurations not empty {
  check(%autoscaling_launch_configurations.Properties)
  <<<
  [CT.AUTOCLAGING.PR.2]: Require an Amazon EC2 Auto Scaling group launch configuration to configure Amazon EC2 instances for IMDSv2
  [FIX]: Provide a 'MetadataOptions' configuration and set the value of 'HttpTokens' to 'required'.
  >>>
}

rule autoscaling_launch_configRequires_imdsv2_check when is_cfn_hook(%INPUT_DOCUMENT, %AUTOSCALING_LAUNCH_CONFIGURATION_TYPE) {
  check(%INPUT_DOCUMENT.%AUTOSCALING_LAUNCH_CONFIGURATION_TYPE.resourceProperties)
  <<<
  [CT.AUTOCLAGING.PR.2]: Require an Amazon EC2 Auto Scaling group launch configuration to configure Amazon EC2 instances for IMDSv2
  [FIX]: Provide a 'MetadataOptions' configuration and set the value of 'HttpTokens' to 'required'.
  >>>
}

# Parameterized Rules

rule check(autoscaling_launch_configuration) {
  %autoscaling_launch_configuration {

  # Scenario 2
  filter_autoscaling_launch_configurations(this)

  # Scenario 3, 4 and 5
  MetadataOptions exists
  MetadataOptions is_struct

  MetadataOptions {
    HttpTokens exists
    HttpTokens == "required"
  }

  }
}

rule filter_autoscaling_launch_configurations(autoscaling_launch_configurations) {
  %autoscaling_launch_configurations {
    MetadataOptions not exists or
    filter_metadata_options(this)
  }
}

rule filter_metadata_options(metadata_options) {
  %metadata_options {

CT.AUTOSCALING.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Parameters:
LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
AutoScalingLaunchConfiguration:
  Type: AWS::AutoScaling::LaunchConfiguration
  Properties:
    ImageId:
      Ref: LatestAmiId
    InstanceType: t3.micro
    MetadataOptions:
      HttpTokens: required

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
AutoScalingLaunchConfiguration:
  Type: AWS::AutoScaling::LaunchConfiguration
  Properties:
    ImageId:
      Ref: LatestAmiId
    InstanceType: t3.micro
    MetadataOptions:
HttpTokens: optional

[CT.AUTOSCALING.PR.3] Require an Amazon EC2 Auto Scaling launch configuration to have a single-hop metadata response limit

This control checks whether an Amazon EC2 Auto Scaling launch configuration has a metadata token hop limit set to 1.

- **Control objective:** Protect configurations
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::AutoScaling::LaunchConfiguration
- **AWS CloudFormation guard rule:** [CT.AUTOSCALING.PR.3 rule specification](p. 661)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see: [CT.AUTOSCALING.PR.3 rule specification](p. 661)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.AUTOSCALING.PR.3 example templates](p. 663)

**Explanation**

The Instance Metadata Service (IMDS) provides metadata information about an EC2 instance, which is useful for application configuration. Restricting the HTTP PUT response for the metadata service to the EC2 instance protects the IMDS from unauthorized use.

The Time To Live (TTL) field in the IP packet is reduced by one on every hop. This reduction can be used to ensure that the packet does not travel outside EC2. IMDSv2 protects EC2 instances that may have been misconfigured as open routers, layer 3 firewalls, VPNs, tunnels, or NAT devices, which prevents unauthorized users from retrieving metadata. With IMDSv2, the PUT response that contains the secret token cannot travel outside the instance, because the default metadata response hop limit is set to 1. However, if this value is greater than 1, the token can leave the EC2 instance.

**Usage considerations**

- This control applies only to Amazon EC2 Auto Scaling launch configurations that allow access to instance metadata.
- This control is incompatible with Amazon EC2 Auto Scaling launch configurations that require a token hop limit of 2.

**Remediation for rule failure**

Provide a MetadataOptions configuration with HttpPutResponseLimit set to 1.

The examples that follow show how to implement this remediation.

**Amazon EC2 Auto Scaling Launch Configuration - Example One**

Amazon EC2 Auto Scaling launch configuration configured with access to instance metadata enabled by means of AWS CloudFormation defaults with a token hop limit of 1. The example is shown in JSON and in YAML.

**JSON example**

```json
659
```
YAML example

AutoScalingLaunchConfiguration:
  Type: AWS::AutoScaling::LaunchConfiguration
Properties:
  ImageId: !Ref 'LatestAmiId'
  InstanceType: t3.micro
  MetadataOptions:
    HttpPutResponseHopLimit: 1

The examples that follow show how to implement this remediation.

Amazon EC2 Auto Scaling Launch Configuration - Example Two

Amazon EC2 Auto Scaling launch configuration configured with access to instance metadata enabled by means of the MetadataOptions property with a token hop limit of 1. The example is shown in JSON and in YAML.

JSON example

```json
{
    "AutoScalingLaunchConfiguration": {
        "Type": "AWS::AutoScaling::LaunchConfiguration",
        "Properties": {
            "ImageId": {
                "Ref": "LatestAmiId"
            },
            "InstanceType": "t3.micro",
            "MetadataOptions": {
                "HttpPutResponseHopLimit": 1
            }
        }
    }
}
```

YAML example

```yaml
AutoScalingLaunchConfiguration:
  Type: AWS::AutoScaling::LaunchConfiguration
Properties:
  ImageId: !Ref 'LatestAmiId'
  InstanceType: t3.micro
  MetadataOptions:
    HttpPutResponseHopLimit: 1
```
AutoScalingLaunchConfiguration:
  Type: AWS::AutoScaling::LaunchConfiguration
  Properties:
    ImageId: !Ref 'LatestAmiId'
    InstanceType: t3.micro
    MetadataOptions:
      HttpEndpoint: enabled
      HttpPutResponseHopLimit: 1

CT.AUTOSCALING.PR.3 rule specification

# ###################################
##       Rule Specification        ##
###################################
#
# Rule Identifier:
#   autoscaling_launch_config_hop_limit_check
#
# Description:
#   This control checks whether an Amazon EC2 Auto Scaling launch configuration has a
#   metadata token hop limit set to '1'.
#
# Reports on:
#   AWS::AutoScaling::LaunchConfiguration
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#        And: The input document does not contain any Amazon EC2 Auto Scaling launch
#        configuration resources
#        Then: SKIP
#   Scenario: 2
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#        And: The input document contains an Amazon EC2 Auto Scaling launch configuration
#        resource
#        And: 'MetadataOptions' has been provided.
#        And: 'MetadataOptions.HttpEndpoint' has been provided is equal to 'disabled'
#        Then: SKIP
#   Scenario: 3
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#        And: The input document contains an Amazon EC2 Auto Scaling launch configuration
#        resource
#        And: 'MetadataOptions' has not been provided.
#        Then: FAIL
#   Scenario: 4
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#        And: The input document contains an Amazon EC2 Auto Scaling launch configuration
#        resource
#        And: 'MetadataOptions' has been provided.
#        And: 'MetadataOptions.HttpEndpoint' has not been provided or has been provided and
#        is equal to 'enabled'
#        And: 'MetadataOptions.HttpPutResponseHopLimit' has not been provided.
#       Then: FAIL
#   Scenario: 5
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#        And: The input document contains an Amazon EC2 Auto Scaling launch configuration
resource
#        And: 'MetadataOptions' has been provided.
#        And: 'MetadataOptions.HttpEndpoint' has not been provided or has been provided and
is equal to 'enabled'
#        And: 'MetadataOptions.HttpPutResponseHopLimit' has been provided but is not equal
to an integer of '1'.
#       Then: FAIL
#   Scenario: 6
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#        And: The input document contains an Amazon EC2 Auto Scaling launch configuration
resource
#        And: 'MetadataOptions' has been provided.
#        And: 'MetadataOptions.HttpEndpoint' has not been provided or has been provided and
is equal to 'enabled'
#        And: 'MetadataOptions.HttpPutResponseHopLimit' has been provided and is equal to
an integer of '1'.
#       Then: PASS

# Constants
#
let AUTOSCALING_LAUNCH_CONFIG_TYPE = "AWS::AutoScaling::LaunchConfiguration"
let INPUT_DOCUMENT = this
#
# Assignments
#
let autoscaling_launch_configurations = Resources.*[ Type == %AUTOSCALING_LAUNCH_CONFIG_TYPE]
#
# Primary Rules
#
rule autoscaling_launch_config_hop_limit_check when is_cfn_template(this)
%autoscaling_launch_configurations not empty {
  check(%autoscaling_launch_configurations.Properties)
  <<
  [CT.AUTOSCALING.PR.3]: Require an Amazon EC2 Auto Scaling launch configuration to
  have a single-hop metadata response limit
  [FIX]: Provide a 'MetadataOptions' configuration with 'HttpPutResponseLimit' set to
  '1'.
  >>
}

rule autoscaling_launch_config_hop_limit_check when is_cfn_hook(%INPUT_DOCUMENT, %AUTOSCALING_LAUNCH_CONFIG_TYPE) {
  check(%INPUT_DOCUMENT.%AUTOSCALING_LAUNCH_CONFIG_TYPE.resourceProperties)
  <<
  [CT.AUTOSCALING.PR.3]: Require an Amazon EC2 Auto Scaling launch configuration to
  have a single-hop metadata response limit
  [FIX]: Provide a 'MetadataOptions' configuration with 'HttpPutResponseLimit' set to
  '1'.
  >>
}
#
# Parameterized Rules
#
CT.AUTOSCALING.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Parameters:

LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
  AutoScalingLaunchConfiguration:
    Type: AWS::AutoScaling::LaunchConfiguration
Properties:
   ImageId:
       Ref: LatestAmiId
   InstanceType: t3.micro

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
   LatestAmiId:
       Description: Region specific latest AMI ID from the Parameter Store
       Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
       Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
   AutoScalingLaunchConfiguration:
       Type: AWS::AutoScaling::LaunchConfiguration
       Properties:
           ImageId:
               Ref: LatestAmiId
           InstanceType: t3.micro
           MetadataOptions:
               HttpEndpoint: enabled
               HttpPutResponseHopLimit: 2

[CT.AUTOSCALING.PR.4] Require an Amazon EC2 Auto Scaling group associated with an AWS Elastic Load Balancing (ELB) to have ELB health checks activated

This control checks whether your Amazon EC2 Auto Scaling groups that are associated with a load balancer are using Elastic Load Balancing health checks.

- **Control objective**: Improve availability
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::AutoScaling::AutoScalingGroup
- **AWS CloudFormation guard rule**: CT.AUTOSCALING.PR.4 rule specification (p. 667)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.AUTOSCALING.PR.4 rule specification (p. 667)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: GitHub

Explanation

This configuration requirement ensures that the group can determine an instance's health based on additional tests provided by the load balancer. Using Elastic Load Balancing health checks can help support the availability of applications that use EC2 Auto Scaling groups.

Usage considerations

- This control only applies to Auto Scaling groups associated with a Classic Load Balancer or Target Group
Remediation for rule failure

Configure Amazon EC2 Auto Scaling groups associated with an Elastic Load Balancing to use Elastic Load Balancing health checks.

The examples that follow show how to implement this remediation.

Auto Scaling group - Example One

Auto Scaling group with a Classic Load Balancer association and Elastic Load Balancing health checks. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "AutoScalingGroup": {
    "Type": "AWS::AutoScaling::AutoScalingGroup",
    "Properties": {
      "LaunchTemplate": {
        "LaunchTemplateId": {
          "Ref": "LaunchTemplate"
        },
        "Version": {
          "Fn::GetAtt": "LaunchTemplate.LatestVersionNumber"
        }
      },
      "MaxSize": "1",
      "MinSize": "0",
      "DesiredCapacity": "1",
      "LoadBalancerNames": [
        {
          "Ref": "ElasticLoadBalancer"
        }
      ],
      "HealthCheckType": "ELB",
      "VPCZoneIdentifier": [
        {
          "Ref": "Subnet"
        }
      ]
    }
  }
}
```

**YAML example**

```yaml
AutoScalingGroup:
  Type: AWS::AutoScaling::AutoScalingGroup
  Properties:
    LaunchTemplate:
      LaunchTemplateId: !Ref 'LaunchTemplate'
      Version: !GetAtt 'LaunchTemplate.LatestVersionNumber'
    MaxSize: '1'
    MinSize: '0'
    DesiredCapacity: '1'
    LoadBalancerNames:
      - !Ref 'ElasticLoadBalancer'
    HealthCheckType: ELB
    VPCZoneIdentifier:
```

Proactive controls

The examples that follow show how to implement this remediation.

**Auto Scaling group - Example Two**

Auto Scaling group with a Target Group association and Elastic Load Balancing health checks. The example is shown in JSON and in YAML.

**JSON example**

```
{
    "AutoScalingGroup": {
        "Type": "AWS::AutoScaling::AutoScalingGroup",
        "Properties": {
            "LaunchTemplate": {
                "LaunchTemplateId": {
                    "Ref": "LaunchTemplate"
                },
                "Version": {
                    "Fn::GetAtt": "LaunchTemplate.LatestVersionNumber"
                }
            },
            "MaxSize": "1",
            "MinSize": "0",
            "DesiredCapacity": "1",
            "TargetGroupARNs": [
                "Ref": "ELBv2TargetGroup"
            ],
            "HealthCheckType": "ELB",
            "VPCZoneIdentifier": [
                "Ref": "Subnet"
            ]
        }
    }
}
```

**YAML example**

```
AutoScalingGroup:
  Type: AWS::AutoScaling::AutoScalingGroup
  Properties:
    LaunchTemplate:
      LaunchTemplateId: !Ref 'LaunchTemplate'
      Version: !GetAtt 'LaunchTemplate.LatestVersionNumber'
    MaxSize: '1'
    MinSize: '0'
    DesiredCapacity: '1'
    TargetGroupARNs:
      - !Ref 'ELBv2TargetGroup'
    HealthCheckType: ELB
    VPCZoneIdentifier:
      - !Ref 'Subnet'
```
CT.AUTOSCAlING.PR.4 rule specification

# Rule Specification

Rule Identifier:
autoscaling_group_elb_healthcheck_required_check

Description:
This control checks whether your Auto Scaling groups that are associated with a load
balancer are using
Elastic Load Balancing health checks.

Reports on:
AWS::AutoScaling::AutoScalingGroup

Evaluates:
AWS CloudFormation, AWS CloudFormation hook

Rule Parameters:
None

Scenarios:
Scenario: 1
Given: The input document is an AWS CloudFormation or CloudFormation hook document
And: The input document does not contain any Auto Scaling group
Then: SKIP

Scenario: 2
Given: The input document is an AWS CloudFormation or CloudFormation hook document
And: The input document contains an Auto Scaling group resource
And: 'LoadBalancerNames' or 'TargetGroupARNs' are not present on the Auto Scaling
group resource or empty lists
Then: SKIP

Scenario: 3
Given: The input document is an AWS CloudFormation or CloudFormation hook document
And: The input document contains an Auto Scaling group resource
And: 'LoadBalancerNames' or 'TargetGroupARNs' are present on the Auto Scaling
group with at least
one configuration
And: 'HealthCheckType' is not present
Then: FAIL

Scenario: 4
Given: The input document is an AWS CloudFormation or CloudFormation hook document
And: The input document contains an Auto Scaling group resource
And: 'LoadBalancerNames' or 'TargetGroupARNs' are present on the Auto Scaling
group with at least
one configuration
And: 'HealthCheckType' is present and set to a value other than 'ELB' (e.g. 'EC2')
Then: FAIL

Scenario: 5
Given: The input document is an AWS CloudFormation or CloudFormation hook document
And: The input document contains an Auto Scaling group resource
And: 'LoadBalancerNames' or 'TargetGroupARNs' are present on the Auto Scaling
group with at least
one configuration
And: 'HealthCheckType' is present and set to 'ELB'
Then: PASS
[CT.AUTOSCALING.PR.5] Require than an Amazon EC2 Auto Scaling group launch configuration does not have Amazon EC2 instances with public IP addresses

This control checks whether Amazon EC2 Auto Scaling groups have public IP addresses configured through Launch Configurations.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::AutoScaling::LaunchConfiguration
- **AWS CloudFormation guard rule:** [CT.AUTOSCALING.PR.5 rule specification (p. 669)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.AUTOSCALING.PR.5 rule specification (p. 669)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.AUTOSCALING.PR.5 example templates (p. 671)]

**Explanation**

Amazon EC2 instances in an Auto Scaling group launch configuration should not have an associated public IP address, except for in limited edge cases. Amazon EC2 instances should only be accessible from behind a load balancer instead of being directly exposed to the internet.

**Remediation for rule failure**

Set `AssociatePublicIpAddress` to false on Auto Scaling Launch Configurations.

The examples that follow show how to implement this remediation.

**Auto Scaling Launch Configuration - Example**

Auto Scaling Launch Configuration configured to disable public IP address association. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "AutoScalingLaunchConfiguration": {
        "Type": "AWS::AutoScaling::LaunchConfiguration",
        "Properties": {
            "ImageId": {
                "Ref": "LatestAmiId"
            },
            "InstanceType": "t3.micro",
            "AssociatePublicIpAddress": false
        }
    }
}
```

**YAML example**

```yaml
AutoScalingLaunchConfiguration: |
  Type: AWS::AutoScaling::LaunchConfiguration
  Properties: |
    ImageId: { Ref: LatestAmiId }
    InstanceType: t3.micro
    AssociatePublicIpAddress: false
```
AutoScalingLaunchConfiguration:
  Type: AWS::AutoScaling::LaunchConfiguration
  Properties:
    ImageId: !Ref 'LatestAmiId'
    InstanceType: t3.micro
    AssociatePublicIpAddress: false

CT.AUTOSCALING.PR.5 rule specification

# ###################################################################################
##       Rule Specification        ##
# ###################################################################################
#
# Rule Identifier:
#   autoscaling_launch_config_public_ip_disabled_check
#
# Description:
#   Checks if Auto Scaling Launch Configurations have been configured to disable public IP
#   address association.
#
# Reports on:
#   AWS::AutoScaling::LaunchConfiguration
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation Hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document does not contain any Auto Scaling Launch Configuration
#        Resources
#     Then: SKIP
#
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document contains an Auto Scaling Launch Configuration Resource
#       And: 'AssociatePublicIpAddress' is not present on the Auto Scaling Launch
#       Configuration Resource
#     Then: FAIL
#
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document contains an Auto Scaling Launch Configuration Resource
#       And: 'AssociatePublicIpAddress' is present on the Auto Scaling Launch Configuration
#       Resource
#       and is set to bool(true)
#     Then: FAIL
#
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document contains an Auto Scaling Launch Configuration Resource
#       And: 'AssociatePublicIpAddress' is present on the Auto Scaling Launch Configuration
#       Resource
#       and is set to bool(false)
#     Then: PASS
#
# Constants
#
let AUTOSCALING_LAUNCH_CONFIGURATION_TYPE = 'AWS::AutoScaling::LaunchConfiguration'
let INPUT_DOCUMENT = this
# Assignments

let autoscaling_launch_configurations = Resources.*[ Type == %AUTOSCALING_LAUNCH_CONFIGURATION_TYPE ]

# Primary Rules

rule autoscaling_launch_config_public_ip_disabled_check when is_cfn_template(%INPUT_DOCUMENT)
%autoscaling_launch_configurations not empty {
  check(%autoscaling_launch_configurations.Properties)
  <<
  [CT.AUTOSCALING.PR.5]: Require than an Amazon EC2 Auto Scaling group launch
  configuration does not have EC2 instances with public IP addresses
  [FIX]: Set 'AssociatePublicIpAddress' to false on Auto Scaling Launch
  Configurations.
  >>
}

rule autoscaling_launch_config_public_ip_disabled_check when is_cfn_hook(%INPUT_DOCUMENT, %AUTOSCALING_LAUNCH_CONFIGURATION_TYPE) {
  check(%INPUT_DOCUMENT.%AUTOSCALING_LAUNCH_CONFIGURATION_TYPE.resourceProperties)
  <<
  [CT.AUTOSCALING.PR.5]: Require than an Amazon EC2 Auto Scaling group launch
  configuration does not have EC2 instances with public IP addresses
  [FIX]: Set 'AssociatePublicIpAddress' to false on Auto Scaling Launch
  Configurations.
  >>
}

# Parameterized Rules

rule check(launch_configuration) {
  %launch_configuration {
    # Scenario 2
    AssociatePublicIpAddress exists
    # Scenarios 3 and 4
    AssociatePublicIpAddress == false
  }
}

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
CT.AUTOSCALING.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```yaml
Parameters:
  LatestAmiId:
    Description: Region specific latest AMI ID from the Parameter Store
    Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
    Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
  AutoScalingLaunchConfiguration:
    Type: AWS::AutoScaling::LaunchConfiguration
    Properties:
      ImageId:
        Ref: LatestAmiId
      InstanceType: t3.micro
      AssociatePublicIpAddress: false
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```yaml
Parameters:
  LatestAmiId:
    Description: Region specific latest AMI ID from the Parameter Store
    Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
    Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
  AutoScalingLaunchConfiguration:
    Type: AWS::AutoScaling::LaunchConfiguration
    Properties:
      ImageId:
        Ref: LatestAmiId
      InstanceType: t3.micro
      AssociatePublicIpAddress: true
```

[CT.AUTOSCALING.PR.6] Require any Amazon EC2 Auto Scaling groups to use multiple instance types

This control checks whether an Amazon EC2 Auto Scaling group uses multiple instance types through a mixed instance policy and explicit instance type overrides.

- **Control objective:** Improve availability
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::AutoScaling::AutoScalingGroup
- **AWS CloudFormation guard rule:** [CT.AUTOSCALING.PR.6 rule specification](p. 673)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.AUTOSCALING.PR.6 rule specification](p. 673)
For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: CT.AUTOSCALING.PR.6 example templates (p. 677)

Explanation

You can enhance availability by deploying your application across multiple instance types running in multiple Availability Zones. AWS Control Tower recommends using multiple instance types so that the Auto Scaling group can launch another instance type if there is insufficient instance capacity in your chosen Availability Zones.

Usage considerations

- This control applies only to Amazon EC2 Auto Scaling groups that do not use attribute-based instance type selection within a mixed instances policy (configured by means of the InstanceRequirements property within mixed instances policy Overrides).

Remediation for rule failure

Within a MixedInstancePolicy configuration, provide a LaunchTemplate configuration with two entries in the Overrides property. Within each override, set the InstanceType property to a different Amazon EC2 instance type.

The examples that follow show how to implement this remediation.

Amazon EC2 Auto Scaling Group - Example

Amazon EC2 Auto Scaling group configured with multiple instance types. The example is shown in JSON and in YAML.

JSON example

```json
{
  "AutoScalingGroup": {
    "Type": "AWS::AutoScaling::AutoScalingGroup",
    "Properties": {
      "VPCZoneIdentifier": [
      {
        "Ref": "Subnet"
      }
      ],
      "MaxSize": "2",
      "MinSize": "1",
      "MixedInstancesPolicy": {
        "LaunchTemplate": {
          "LaunchTemplateSpecification": {
            "LaunchTemplateId": {
              "Ref": "EC2LaunchTemplate"
            },
            "Version": {
              "Fn::GetAtt": [
                "EC2LaunchTemplate",
                "LatestVersionNumber"
              ]
            }
          },
          "Overrides": [
            {
              "InstanceType": "t3.micro"
            },
            {
              "InstanceType": "m5.large"
            }
          ]
        }
      }
    }
  }
}```
YAML example

AutoScalingGroup:
  Type: AWS::AutoScaling::AutoScalingGroup
  Properties:
    VPCZoneIdentifier:
      - !Ref 'Subnet'
    MaxSize: '2'
    MinSize: '1'
    MixedInstancesPolicy:
      LaunchTemplate:
        LaunchTemplateSpecification:
          LaunchTemplateId: !Ref 'EC2LaunchTemplate'
          Version: !GetAtt 'EC2LaunchTemplate.LatestVersionNumber'
          Overrides:
            - InstanceType: t3.micro
            - InstanceType: m5.large

CT.AUTOscaling.PR.6 rule specification

# ##############################################################################
##       Rule Specification       ##
# ##############################################################################

# Rule Identifier:
#   autoscaling_mixed_instances_policy_multiple_instance_types_check
#
# Description:
#   This control checks whether an Amazon EC2 Auto Scaling group uses multiple instance types through a mixed instance policy and explicit instance type overrides.
#
# Reports on:
#   AWS::AutoScaling::AutoscalingGroup
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document does not contain any Autoscaling Group resources
#   Then: SKIP
# Scenario: 2
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains Autoscaling Group resources
#   And: "MixedInstancesPolicy.LaunchTemplate.Overrides" has been provided as a list
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains Autoscaling Group resources
# And: 'MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification' has been provided
# And: 'MixedInstancesPolicy.LaunchTemplate.Overrides' has not been provided
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains Autoscaling Group resources
# And: 'MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification' has been provided
# And: 'MixedInstancesPolicy.LaunchTemplate.Overrides' has been provided as a list
# And: 'InstanceType' is not present or is present as a empty string in 'MixedInstancesPolicy.LaunchTemplate.Overrides'
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains Autoscaling Group resources
# And: 'MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification' has been provided
# And: 'MixedInstancesPolicy.LaunchTemplate.Overrides' has been provided as a list
# And: There exists any 'Overrides' entry where 'InstanceRequirements' is present
# And: There exists any 'Overrides' entry where 'InstanceType' is present
# Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains Autoscaling Group resources
# And: 'MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification' has been provided
# And: 'MixedInstancesPolicy.LaunchTemplate.Overrides' has been provided as a list
# And: 'InstanceType' is present in 'MixedInstancesPolicy.LaunchTemplate.Overrides' as a non empty string
# And: Length of 'MixedInstancesPolicy.LaunchTemplate.Overrides' is less than or equal to 1
# Then: FAIL
# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains Autoscaling Group resources
# And: 'MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification' has been provided
# And: 'MixedInstancesPolicy.LaunchTemplate.Overrides' has been provided as a list
# And: 'InstanceType' is present in 'MixedInstancesPolicy.LaunchTemplate.Overrides' as a non empty string
# And: Length of 'MixedInstancesPolicy.LaunchTemplate.Overrides' is greater than 1
# Then: PASS

# Constants
let AUTOSCALING_GROUP_TYPE = "AWS::AutoScaling::AutoScalingGroup"
let INPUT_DOCUMENT = this

# Assignments
let autoscaling_groups = Resources.*[ Type == %AUTOSCALING_GROUP_TYPE ]
# Primary Rules

rule autoscaling_mixed_instances_policy_multiple_instance_types_check when 
is_cfn_template(%INPUT_DOCUMENT)

%autoscaling_groups not empty {
    check(%autoscaling_groups.Properties)
    <<
    [CT.AUTOSCALING.PR.6]: Require any Amazon EC2 Auto Scaling groups to use multiple instance types
    [FIX]: Within a 'MixedInstancePolicy' configuration, provide a 'LaunchTemplate' configuration with two entries in the 'Overrides' property. Within each override, set the 'InstanceType' property to a different Amazon EC2 instance type.
    >>
}

rule autoscaling_mixed_instances_policy_multiple_instance_types_check when 
is_cfn_hook(%INPUT_DOCUMENT, %AUTOSCALING_GROUP_TYPE) {
    check(%INPUT_DOCUMENT.%AUTOSCALING_GROUP_TYPE.resourceProperties)
    <<
    [CT.AUTOSCALING.PR.6]: Require any Amazon EC2 Auto Scaling groups to use multiple instance types
    [FIX]: Within a 'MixedInstancePolicy' configuration, provide a 'LaunchTemplate' configuration with two entries in the 'Overrides' property. Within each override, set the 'InstanceType' property to a different Amazon EC2 instance type.
    >>
}

# Parameterized Rules

rule check(autoscaling_group) {
    %autoscaling_group [
        # Scenario 2
        filter_asg_no_instance_requirement_overrides(this)
    ] {
        # Scenario 4, 5, 6
        MixedInstancesPolicy exists
        MixedInstancesPolicy is_struct
        MixedInstancesPolicy {
            LaunchTemplate exists
            LaunchTemplate is_struct
            LaunchTemplate {
                LaunchTemplateSpecification exists
                LaunchTemplateSpecification is_struct
                Overrides exists
                Overrides is_list
                Overrides not empty
                Overrides[0] exists
                Overrides[1] exists
                Overrides[*] {
                    InstanceType exists
                    check_is_string_and_not_empty(InstanceType)
                }
                Overrides[0].InstanceType not in Overrides[1].InstanceType
            }
        }
    }
}
%autoscaling_group [  
  # Scenario 2  
  filter_asg_conflicting_overrides(this)  
  ] {  
    MixedInstancesPolicy {  
      LaunchTemplate {  
        Overrides[*] {  
          check_mutually_exclusive_property_combination(InstanceType,  
          InstanceRequirements) or  
          check_mutually_exclusive_property_combination(InstanceRequirements,  
          InstanceType)  
        }  
      }  
    }  
  }  
}  

rule filter_asg_no_instance_requirement_overrides(autoscaling_group) {  
  %autoscaling_group {  
    MixedInstancesPolicy not exists or  
    filter_mixed_instances_policy_no_instance_requirement_overrides(this)  
  }  
}  

rule filter_mixed_instances_policy_no_instance_requirement_overrides(autoscaling_group) {  
  %autoscaling_group {  
    MixedInstancesPolicy is_struct  
    MixedInstancesPolicy {  
      LaunchTemplate not exists or  
      filter_launch_templates_no_instance_requirement_overrides(this)  
    }  
  }  
}  

rule filter_launch_templates_no_instance_requirement_overrides(launch_template) {  
  %launch_template {  
    LaunchTemplate is_struct  
    LaunchTemplate {  
      Overrides not exists or  
      filter_overrides_no_instance_requirement_overrides(this)  
    }  
  }  
}  

rule filter_overrides_no_instance_requirement_overrides(overrides) {  
  %overrides {  
    Overrides is_list  
    Overrides empty or  
    Overrides[*] {  
      InstanceRequirements not exists  
    }  
  }  
}  

rule filter_asg_conflicting_overrides(autoscaling_group) {  
  %autoscaling_group {  
    MixedInstancesPolicy not exists or  
    filter_mixed_instances_policy_conflicting_overrides(this)  
  }  
}  

rule filter_mixed_instances_policy_conflicting_overrides(autoscaling_group) {  
  %autoscaling_group {  
    MixedInstancesPolicy is_struct  
    MixedInstancesPolicy {  
      LaunchTemplate not exists or
filter_launch_templates_conflicting_overrides(this)
)
)
rule filter_launch_templates_conflicting_overrides(launch_template) {
  %launch_template {
    LaunchTemplate is_struct
    LaunchTemplate {
      Overrides not exists or
      filter_overrides_conflicting_overrides(this)
    }
  }
}
rule filter_overrides_conflicting_overrides(overrides) {
  %overrides {
    Overrides is_list
    Overrides empty or
    some Overrides[*] {
      InstanceRequirements exists
      InstanceType exists
    }
  }
}
rule check_mutually_exclusive_property_combination(property1, property2) {
  %property1 not exists
  %property2 exists
}
#
# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
rule check_is_string_and_not_empty(value) {
  %value {
    this is_string
    this != /\A\s*\z/
  }
}

CT.AUTOSCALING.PR.6 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Parameters:

LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value<EC2::Image::Id>
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
EC2LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
  Properties:
    LaunchTemplateName:
      Fn::Sub: ${AWS::StackName}-example
    LaunchTemplateData:
      InstanceType: t3.micro
      ImageId:
        Ref: LatestAmiId

VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'

Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAzs: ''

AutoScalingGroup:
  Type: AWS::AutoScaling::AutoScalingGroup
  Properties:
    VPCZoneIdentifier:
      - Ref: Subnet
    MaxSize: '2'
    MinSize: '1'
    MixedInstancesPolicy:
      LaunchTemplate:
        LaunchTemplateSpecification:
          LaunchTemplateId:
            Ref: EC2LaunchTemplate
          Version:
            Fn::GetAtt:
              - EC2LaunchTemplate
              - LatestVersionNumber
          Overrides:
            - InstanceType: t3.micro
            - InstanceType: m5.large

Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
EC2LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
  Properties:
    LaunchTemplateName:
      Fn::Sub: ${AWS::StackName}-example
    LaunchTemplateData:
      InstanceType: t3.micro
[CT.AUTOSCALING.PR.8] Require an Amazon EC2 Auto Scaling group to have EC2 launch templates configured

This control checks whether an Amazon EC2 Auto Scaling group is configured to use an EC2 launch template.

- **Control objective:** Manage vulnerabilities
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::AutoScaling::AutoScalingGroup
- **AWS CloudFormation guard rule:** [CT.AUTOSCALING.PR.8 rule specification (p. 681)](#)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.AUTOSCALING.PR.8 rule specification (p. 681)](#)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.AUTOSCALING.PR.8 example templates (p. 685)](#)

**Explanation**
An Auto Scaling group can be created from an EC2 launch template or from a launch configuration. If you use a launch template to create an Auto Scaling group, you have access to the latest features and improvements.

**Remediation for rule failure**

Provide a `LaunchTemplate` or `MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification` configuration with a valid `Version` and a `LaunchTemplateId` or `LaunchTemplateName`.

The examples that follow show how to implement this remediation.

**Amazon EC2 Auto Scaling Group - Example One**

Amazon EC2 Auto Scaling group configured with an EC2 launch template. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "AutoScalingGroup": {
        "Type": "AWS::AutoScaling::AutoScalingGroup",
        "Properties": {
            "VPCZoneIdentifier": [
                "Ref": "Subnet"
            ],
            "MaxSize": "2",
            "MinSize": "1",
            "LaunchTemplate": {
                "LaunchTemplateName": "SampleLaunchTemplate",
                "Version": {
                    "Fn::GetAtt": [
                        "EC2LaunchTemplate",
                        "LatestVersionNumber"
                    ]
                }
            }
        }
    }
}
```

**YAML example**

```yaml
AutoScalingGroup:
  Type: AWS::AutoScaling::AutoScalingGroup
  Properties:
    VPCZoneIdentifier:
      - !Ref 'Subnet'
    MaxSize: '2'
    MinSize: '1'
    LaunchTemplate:
      LaunchTemplateName: SampleLaunchTemplate
      Version: !GetAtt 'EC2LaunchTemplate.LatestVersionNumber'
```

The examples that follow show how to implement this remediation.
Amazon EC2 Auto Scaling Group - Example Two

Amazon EC2 Auto Scaling group configured with a mixed instances policy and EC2 launch template. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "AutoScalingGroup": {
        "Type": "AWS::AutoScaling::AutoScalingGroup",
        "Properties": {
            "VPCZoneIdentifier": [
                "Ref": "Subnet"
            ],
            "MaxSize": "2",
            "MinSize": "1",
            "MixedInstancesPolicy": {
                "LaunchTemplate": {
                    "LaunchTemplateSpecification": {
                        "LaunchTemplateId": {
                            "Ref": "EC2LaunchTemplate"
                        },
                        "Version": {
                            "Fn::GetAtt": [
                                "EC2LaunchTemplate",
                                "LatestVersionNumber"
                            ]
                        }
                    }
                }
            }
        }
    }
}
```

**YAML example**

```yaml
AutoScalingGroup:
  Type: AWS::AutoScaling::AutoScalingGroup
Properties:
  VPCZoneIdentifier:
    - !Ref 'Subnet'
  MaxSize: '2'
  MinSize: '1'
  MixedInstancesPolicy:
    LaunchTemplate:
      LaunchTemplateSpecification:
        LaunchTemplateId: !Ref 'EC2LaunchTemplate'
        Version: !GetAtt 'EC2LaunchTemplate.LatestVersionNumber'
```

**CT.AUTOSCALING.PR.8 rule specification**

```
# ###########################################################################
##          Rule Specification         ##
681
```
# Rule Identifier:
# autoscaling_launch_template_check

# Description:
# This control checks whether an Amazon EC2 Auto Scaling group is configured to use an
# EC2 launch template.

# Reports on:
# AWS::AutoScaling::AutoScalingGroup

# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contains any Amazon EC2 Auto Scaling group
resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon EC2 Auto Scaling group resource
# And: 'LaunchTemplate' has not been provided
# And: 'MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification' has not been
provided
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon EC2 Auto Scaling group resource
# And: 'MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification' has not been
provided
# And: 'LaunchTemplate' has been provided
# And: 'LaunchTemplate' has an invalid configuration ('Version' has not been provided
and one of 'LaunchTemplateId'
# or 'LaunchTemplateName' has not been provided or 'Version' has been provided
as an empty string or invalid local
# reference and one of 'LaunchTemplateId' or 'LaunchTemplateName' has been
provided as an empty string or an
# invalid local reference)
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon EC2 Auto Scaling group resource
# And: 'LaunchTemplate' has not been provided
# And: 'MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification' has been
provided
# And: 'MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification' has an
invalid configuration ('Version' has
# not been provided and one of 'LaunchTemplateId' or 'LaunchTemplateName' has
not been provided or 'Version' has
# been provided as an empty string or invalid local reference and one of
'LaunchTemplateId' or 'LaunchTemplateName'
# has been provided as an empty string or an invalid local reference)
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document

---

%APPENDAGE%
And: The input document contains an Amazon EC2 Auto Scaling group resource
And: 'LaunchTemplate' has been provided
And: 'MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification' has been provided.
Then: FAIL

Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 Auto Scaling group resource
And: 'LaunchTemplate' has been provided
And: 'MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification' has not been provided
And: 'LaunchTemplate' has a valid configuration ('Version' has been provided and one of 'LaunchTemplateId' or 'LaunchTemplateName' has been provided as a non-empty string or valid local reference)
Then: PASS

Scenario: 7
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 Auto Scaling group resource
And: 'LaunchTemplate' has not been provided
And: 'MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification' has been provided
And: 'MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification' has a valid configuration ('Version' has been provided and one of 'LaunchTemplateId' or 'LaunchTemplateName' has been provided as a non-empty string or valid local reference)
Then: PASS

Constants

let AUTOSCALING_GROUP_TYPE = 'AWS::AutoScaling::AutoScalingGroup'
let INPUT_DOCUMENT = this

Assignments

let autoscaling_groups = Resources.*[ Type == %AUTOSCALING_GROUP_TYPE ]

Primary Rules

rule autoscaling_launch_template_check when is_cfn_template(%INPUT_DOCUMENT)
%autoscaling_groups not empty {
  check(%autoscaling_groups.Properties)
  <<
  [CT.AUTOSCALING.PR.8]: Require an Amazon EC2 Auto Scaling group to have EC2 launch templates configured
  [FIX]: Provide a 'LaunchTemplate' or 'MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification' configuration with a valid 'Version' and a 'LaunchTemplateId' or 'LaunchTemplateName'.
  >>
}

rule autoscaling_launch_template_check when is_cfn_hook(%INPUT_DOCUMENT, %AUTOSCALING_GROUP_TYPE) {
  check(%INPUT_DOCUMENT.%AUTOSCALING_GROUP_TYPE.resourceProperties)
  <<
  [CT.AUTOSCALING.PR.8]: Require an Amazon EC2 Auto Scaling group to have EC2 launch templates configured
  [FIX]: Provide a 'LaunchTemplate' or 'MixedInstancesPolicy.LaunchTemplate.LaunchTemplateSpecification' configuration with a valid 'Version' and a 'LaunchTemplateId' or 'LaunchTemplateName'.
  >>
}
# Parameterized Rules

```plaintext
rule check(autoscaling_groups) {
    %autoscaling_groups {
        # Scenario 3 and 6
        check_launch_template(this) or
        # Scenario 4 and 7
        check_mixed_instances_policy(this)
    }
}

rule check_launch_template(autoscaling_groups) {
    %autoscaling_groups {
        check_mutually_exclusive_property_combination(LaunchTemplate, MixedInstancesPolicy)
        LaunchTemplate is_struct
        LaunchTemplate {
            check_valid_launch_template_config(this)
        }
    }
}

rule check_mixed_instances_policy(autoscaling_groups) {
    %autoscaling_groups {
        check_mutually_exclusive_property_combination(MixedInstancesPolicy, LaunchTemplate)
        MixedInstancesPolicy is_struct
        MixedInstancesPolicy {
            LaunchTemplate exists
            LaunchTemplate is_struct
            LaunchTemplate {
                LaunchTemplateSpecification exists
                LaunchTemplateSpecification is_struct
                check_valid_launch_template_config(LaunchTemplateSpecification)
            }
        }
    }
}

rule check_valid_launch_template_config(launch_template_specification) {
    %launch_template_specification {
        check_valid_launch_template_property(Version)
        check_valid_prop_combination(LaunchTemplateId, LaunchTemplateName) or
        check_valid_prop_combination(LaunchTemplateName, LaunchTemplateId)
    }
}

rule check_valid_prop_combination(valid_property, invalid_property) {
    check_mutually_exclusive_property_combination(%valid_property, %invalid_property)
    check_valid_launch_template_property(%valid_property)
}

rule check_mutually_exclusive_property_combination(valid_property, invalid_property) {
    %invalid_property not exists
    %valid_property exists
}

rule check_valid_launch_template_property(property) {
    %property {
        check_is_string_and_not_empty(this) or
        check_local_references(%INPUT_DOCUMENT, this, "AWS::EC2::LaunchTemplate")
    }
}
```
CT.AUTOSCALING.PR.8 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Parameters:
- LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2
- Resources:
  - EC2LaunchTemplate:
    Type: AWS::EC2::LaunchTemplate
    Properties:
      LaunchTemplateName:
        Fn::Sub: ${AWS::StackName}-example
      LaunchTemplateData:
        InstanceType: t3.micro
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
- LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value<AWS::EC2::Image::Id>
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
- VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
  Subnet:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/24
      AvailabilityZone:
        Fn::Select:
          - 0
          - Fn::GetAZs: ''
    AutoScalingLaunchConfiguration:
      Type: AWS::AutoScaling::LaunchConfiguration
      Properties:
        ImageId:
          Ref: LatestAmiId
  AutoScalingGroup:
    Type: AWS::AutoScaling::AutoScalingGroup
    Properties:
      VPCZoneIdentifier:
        - Ref: Subnet
      MaxSize: '2'
      MinSize: '1'
      LaunchTemplate:
        LaunchTemplateId:
          Ref: EC2LaunchTemplate
        Version:
          Fn::GetAtt:
            - EC2LaunchTemplate
            - LatestVersionNumber

ImageId:
  Ref: LatestAmiId

VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'

Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''
[CT.AUTOSCALING.PR.9] Require an Amazon EBS volume configured through an Amazon EC2 Auto Scaling launch configuration to encrypt data at rest

This control checks whether Auto Scaling launch configurations with Amazon EBS volume block device mappings enable Amazon EBS volume encryption.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::AutoScaling::LaunchConfiguration
- **AWS CloudFormation guard rule:** [CT.AUTOSCALING.PR.9 rule specification (p. 688)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.AUTOSCALING.PR.9 rule specification (p. 688)]
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.AUTOSCALING.PR.9 example templates (p. 691)]

**Explanation**

Enable Amazon EBS encryption at rest, to provide an added layer of security for your sensitive data in Amazon EBS volumes. Amazon EBS encryption offers a straightforward encryption solution for your Amazon EBS resources. It doesn't require you to build, maintain, and secure your own key management infrastructure. It uses KMS keys when creating encrypted volumes and snapshots.

**Usage considerations**

- This control applies only to Amazon EC2 Auto Scaling launch configurations that specify Amazon EBS block device mappings.

**Remediation for rule failure**

For every entry in the BlockDeviceMappings parameter with an Ebs configuration, set the value of Encryption to true.

The examples that follow show how to implement this remediation.

**Amazon EC2 Auto Scaling Launch Configuration - Example**

An Amazon EC2 Auto Scaling launch configuration configured with an Amazon EBS block device mapping that has volume encryption enabled. The example is shown in JSON and in YAML.

**JSON example**
Proactive controls

YAML example

LaunchConfiguration:
  Type: AWS::AutoScaling::LaunchConfiguration
  Properties:
    ImageId: !Ref 'LatestAmiId'
    InstanceType: t3.micro
    BlockDeviceMappings:
      - DeviceName: /dev/sdc
        Ebs:
          Encrypted: true
          VolumeSize: 100
          VolumeType: gp3

CT.AUTOSCALING.PR.9 rule specification

# ####################################################################
# Rule Specification  #
# ####################################################################

# Rule Identifier:
# autoscaling_launch_config_encrypted_volumes_check

# Description:
# This control checks whether Auto Scaling launch configurations with Amazon EBS volume
# block device mappings enable Amazon EBS volume encryption.

# Reports on:
# AWS::AutoScaling::LaunchConfiguration

# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
# None
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any Amazon EC2 Auto Scaling launch
configuration resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon EC2 Auto Scaling launch configuration
resource
# And: 'BlockDeviceMappings' has not been provided or has been provided as an empty
list
# Then: SKIP
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon EC2 Auto Scaling launch configuration
resource
# And: 'BlockDeviceMappings' has been provided as a non-empty list
# And: No entries in 'BlockDeviceMappings' contain 'Ebs' as a struct
# Then: SKIP
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon EC2 Auto Scaling launch configuration
resource
# And: 'BlockDeviceMappings' has been provided as a non-empty list
# And: An entry in 'BlockDeviceMappings' contains 'Ebs' as a struct
# And: In the same entry, 'Encrypted' in 'Ebs' has not been provided or has been
provided
# and set to a value other than bool(true)
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon EC2 Auto Scaling launch configuration
resource
# And: 'BlockDeviceMappings' has been provided as a non-empty list
# And: An entry in 'BlockDeviceMappings' contains 'Ebs' as a struct
# And: In the same entry, 'Encrypted' in 'Ebs' has been provided and set to bool(true)
# Then: PASS

# Constants
# let INPUT_DOCUMENT = this
let AUTOSCALING_LAUNCH_CONFIGURATION_TYPE = "AWS::AutoScaling::LaunchConfiguration"

# Assignments
# let autoscaling_launch_configurations = Resources.*[ Type ==
%AUTOSCALING_LAUNCH_CONFIGURATION_TYPE ]

# Primary Rules
# rule autoscaling_launch_config_encrypted_volumes_check when is_cfn_template(this)
%autoscaling_launch_configurations not empty {
  check(%autoscaling_launch_configurations.Properties)
}
[CT.AUTOSCALING.PR.9]: Require an Amazon EBS volume configured through an Amazon EC2 Auto Scaling launch configuration to encrypt data at rest

[FIX]: For every entry in the BlockDeviceMappings parameter with an 'Ebs' configuration, set the value of 'Encryption' to true.

} rule autoscaling_launch_config_encrypted_volumes_check when is_cfn_hook(%INPUT_DOCUMENT, %AUTOSCALING_LAUNCH_CONFIGURATION_TYPE) {
  check(%INPUT_DOCUMENT.%AUTOSCALING_LAUNCH_CONFIGURATION_TYPE.resourceProperties)
<<
  [CT.AUTOSCALING.PR.9]: Require an Amazon EBS volume configured through an Amazon EC2 Auto Scaling launch configuration to encrypt data at rest
  [FIX]: For every entry in the BlockDeviceMappings parameter with an 'Ebs' configuration, set the value of 'Encryption' to true.
  }
}

# Parameterized Rules
#
rule check(autoscaling_launch_configuration) {
  %autoscaling_launch_configuration [Scenarios 2 and 3
    filter_launch_configuration_contains_ebs_block_device_mappings(this)
  ] {
    BlockDeviceMappings[
      Ebs exists
      Ebs is_struct
    ] {
      Ebs {
        # Scenarios 4 and 5
        Encrypted exists
        Encrypted == true
      }
    }
  }
}

rule filter_launch_configuration_contains_ebs_block_device_mappings(launch_configuration) {
  %launch_configuration {
    BlockDeviceMappings exists
    BlockDeviceMappings is_list
    BlockDeviceMappings not empty
    some BlockDeviceMappings[*] {
      Ebs exists
      Ebs is_struct
    }
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
CT.AUTOSCALING.PR.9 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Parameters:

LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value "AWS::EC2::Image::Id"
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:

LaunchConfiguration:
  Type: AWS::AutoScaling::LaunchConfiguration
  Properties:
    ImageId:
      Ref: LatestAmiId
    InstanceType: t3.micro
    BlockDeviceMappings:
      - DeviceName: /dev/sdc
        Ebs:
          Encrypted: true
          VolumeSize: 100
          VolumeType: gp3

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:

LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value "AWS::EC2::Image::Id"
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:

LaunchConfiguration:
  Type: AWS::AutoScaling::LaunchConfiguration
  Properties:
    ImageId:
      Ref: LatestAmiId
    InstanceType: t3.micro
    BlockDeviceMappings:
      - DeviceName: /dev/sdc
        Ebs:
          Encrypted: false
          VolumeSize: 100
          VolumeType: gp3

[CT.AUTOSCALING.PR.10] Require an Amazon EC2 Auto Scaling group to use only AWS Nitro instance types when overriding a launch template

This control checks whether, when using a MixedInstancesPolicy resource parameter override, an Amazon EC2 Auto Scaling group overrides launch templates by specifying AWS Nitro instance types only.

- Control objective: Protect data integrity, Enforce least privilege
**Implementation**: AWS CloudFormation guard rule
**Control behavior**: Proactive
**Resource types**: AWS::AutoScaling::AutoScalingGroup
**AWS CloudFormation guard rule**: CT.AUTOSCALING.PR.10 rule specification (p. 695)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.AUTOSCALING.PR.10 rule specification (p. 695)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: CT.AUTOSCALING.PR.10 example templates (p. 698)

**Explanation**

The Nitro System is a collection of hardware and software components built by AWS to enable high performance, high availability, and high security. The Nitro System provides enhanced security because it continuously monitors, protects, and verifies the instance's hardware and firmware. Virtualization resources are offloaded to dedicated hardware and software, thereby minimizing the attack surface. The Nitro System security model is locked down to prohibit administrative access, greatly reducing the possibility of human error and tampering.

**Usage considerations**

- This control applies only to Amazon EC2 Auto Scaling groups that are configured with launch template overrides that specify an instance type or instance attributes. A LaunchTemplate.LaunchTemplateSpecification configuration specifies one or more Overrides that also include InstanceType or InstanceRequirements.
- This control does not check the instance type configured on a launch template. To ensure that launch templates use Nitro instances types, use this control in conjunction with related controls that check launch templates for Nitro instance types.

**Remediation for rule failure**

In the MixedInstancesPolicy.LaunchTemplate property, if it has one or more Overrides fields that include InstanceType or InstanceRequirements, set the value of InstanceType to an Amazon EC2 instance type that is based on the AWS Nitro system, or set the value of AllowedInstanceTypes in InstanceRequirements to one or more Amazon EC2 instance types that are based on the AWS Nitro system.

The examples that follow show how to implement this remediation.

**Amazon EC2 Auto Scaling Group - Example One**

An Amazon EC2 Auto Scaling group configured with a launch template override and instance type based on the AWS Nitro system. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "AutoScalingGroup": {
      "Type": "AWS::AutoScaling::AutoScalingGroup",
      "Properties": {
         "MixedInstancesPolicy": {
            "LaunchTemplate": {
               "LaunchTemplateSpecification": {
```
YAML example

```
AutoScalingGroup:
  Type: AWS::AutoScaling::AutoScalingGroup
  Properties:
    MixedInstancesPolicy:
      LaunchTemplate:
        LaunchTemplateSpecification:
          LaunchTemplateId: !Ref 'LaunchTemplate'
          Version: !GetAtt 'LaunchTemplate.LatestVersionNumber'
        Overrides:
          - InstanceType: t3.micro
            MaxSize: 1
            MinSize: 0
            DesiredCapacity: 1
            VPCZoneIdentifier:
              - !Ref 'Subnet'
```

The examples that follow show how to implement this remediation.

**Amazon EC2 Auto Scaling Group - Example Two**

An Amazon EC2 Auto Scaling group configured with a launch template override and instance requirements that specify a list of allowed instances based on the AWS Nitro system. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "AutoScalingGroup": {
    "Type": "AWS::AutoScaling::AutoScalingGroup",
    "Properties": {
```
"MixedInstancesPolicy": {
  "LaunchTemplate": {
    "LaunchTemplateSpecification": {
      "LaunchTemplateId": {
        "Ref": "LaunchTemplate"
      },
      "Version": {
        "Fn::GetAtt": "LaunchTemplate.LatestVersionNumber"
      }
    },
    "Overrides": [
      {
        "InstanceRequirements": {
          "AllowedInstanceTypes": [
            "m5.*",
            "c5.*"
          ],
          "VCpuCount": {
            "Min": 2,
            "Max": 4
          },
          "MemoryMiB": {
            "Min": 4000,
            "Max": 8000
          }
        }
      }
    ],
    "MaxSize": 1,
    "MinSize": 0,
    "DesiredCapacity": 1,
    "VPCZoneIdentifier": [
      {
        "Ref": "Subnet"
      }
    ]
  }
}

YAML example

AutoScalingGroup:
  Type: AWS::AutoScaling::AutoScalingGroup
  Properties:
    MixedInstancesPolicy:
      LaunchTemplate:
        LaunchTemplateSpecification:
          LaunchTemplateId: !Ref 'LaunchTemplate'
          Version: !GetAtt 'LaunchTemplate.LatestVersionNumber'
        Overrides:
          - InstanceRequirements:
              AllowedInstanceTypes:
                - m5.*
                - c5.*
              VCpuCount:
                Min: 2
                Max: 4
              MemoryMiB:
                Min: 4000
                Max: 8000
MaxSize: 1
MinSize: 0
DesiredCapacity: 1
VPCZoneIdentifier:
  - !Ref 'Subnet'

CT.AUTOSCALING.PR.10 rule specification

```plaintext
# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
## Rule Specification
# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
#
# Rule Identifier:
#  autoscaling_group_nitro_instance_override_check
#
# Description:
#  This control checks whether, when using a mixed instance policy, an Amazon EC2 Auto
#  Scaling group overrides launch templates with AWS Nitro instance types only.
#
# Reports on:
#  AWS::AutoScaling::AutoScalingGroup
#
# Evaluates:
#  AWS CloudFormation, AWS CloudFormation Hook
#
# Rule Parameters:
#  None
#
# Scenarios:
#  Scenario: 1
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#    document
#    And: The input document does not contain any Amazon EC2 auto scaling group
#    resources
#    Then: SKIP
#  Scenario: 2
#    Given: The input document contains an Amazon EC2 auto scaling group resource
#    And: 'Overrides' in 'MixedInstancesPolicy.LaunchTemplate' has not been provided or
#    has been provided as an empty list
#    Then: SKIP
#  Scenario: 3
#    Given: The input document contains an Amazon EC2 auto scaling group resource
#    And: 'Overrides' in 'MixedInstancesPolicy.LaunchTemplate' has been provided as a
#    non-empty list
#    And: No entries in 'Overrides' include 'InstanceType' or 'InstanceRequirements'
#    Then: SKIP
#  Scenario: 4
#    Given: The input document contains an Amazon EC2 auto scaling group resource
#    And: 'Overrides' in 'MixedInstancesPolicy.LaunchTemplate' has been provided as a
#    non-empty list
#    And: For an entry in 'Overrides', 'InstanceType' has been provided and set to an
#    instance type
#    other than a Nitro instance type
#    Then: FAIL
#  Scenario: 5
```
# Scenarios

**Scenario: 6**

Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document

And: The input document contains an Amazon EC2 auto scaling group resource

And: 'Overrides' in 'MixedInstancesPolicy.LaunchTemplate' has been provided as a non-empty list

And: For an entry in 'Overrides', 'InstanceRequirements' has been provided

And: For the same entry in 'Overrides', 'AllowedInstanceTypes' has not been provided or has been provided as an empty list

Then: FAIL

**Scenario: 7**

Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document

And: The input document contains an Amazon EC2 auto scaling group resource

And: 'Overrides' in 'MixedInstancesPolicy.LaunchTemplate' has been provided as a non-empty list

And: For an entry in 'Overrides', 'InstanceRequirements' has been provided

And: For the same entry in 'Overrides', 'AllowedInstanceTypes' has been provided as a non-empty list

And: An entry in 'AllowedInstanceTypes' is set to an instance type other than a Nitro instance type

Then: FAIL

**Scenario: 8**

Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document

And: The input document contains an Amazon EC2 auto scaling group resource

And: 'Overrides' in 'MixedInstancesPolicy.LaunchTemplate' has been provided as a non-empty list

And: For an entry in 'Overrides', 'InstanceRequirements' has been provided

And: For the same entry in 'Overrides', 'AllowedInstanceTypes' has been provided as a non-empty list

And: Every entry in 'AllowedInstanceTypes' is set to a Nitro instance type

Then: PASS

### Constants

```plaintext
let INPUT_DOCUMENT = this
let AUTOSCALING_GROUP_TYPE = "AWS::AutoScaling::AutoScalingGroup"
let NITRO_INSTANCE_TYPES = [
  /a1\n, /c5\n, /c5a\n, /c5ad\n, /c5dn\n, /c5n\n, /c6a\n, /c6g\n, /c6gd\n, /c6gn\n, /c6i\n, /c6id\n, /c6in\n, /c7g\n, /c7gd\n, /c7gn\n, /c7i\n, /d3\n, /d3en\n, /d11\n, /g4ad\n, /g4dn\n, /g5\n, /g5g\n, /hpc6a\n, /hpc6id\n, /hpc6in\n, /hpc7g\n, /i3\n, /i3en\n, /i4g\n, /i4i\n, /im4gn\n, /inf1\n, /inf2\n, /is4gen\n, /m5\n, /m5a\n, /m5ad\n, /m5dn\n, /m5n\n, /m6a\n, /m6g\n, /m6gd\n, /m6id\n, /m6idn\n, /m6in\n, /m7a\n, /m7g\n, /m7gd\n, /m7i\n, /m7i-flex\n, /mac1.meta1\n, /mac2.m2pro.meta1\n, /mac2.meta1\n, /p3dn\n, /p4de\n, /p5\n, /r5\n, /r5a\n, /r5ad\n, /r5b\n, /r5d\n, /r5dn\n, /r5n\n, /r6a\n, /r6g\n, /r6gd\n, /r6id\n, /r6idn\n, /r6in\n, /r7a\n, /r7g\n, /r7gd\n, /r7i2\n, /t3\n, /t3a\n, /t4g\n, /trn1\n, /trn1n\n, /u-12tb1\n, /u-18tb1\n, /u-24tb1\n, /u-3tb1\n, /u-6tb1\n, /u-9tb1\n
```
# Assignments

let autoscaling_groups = Resources.*[ Type == %AUTOSCALING_GROUP_TYPE ]

# Primary Rules

# Primary Rules

rule autoscaling_group_nitro_instance_override_check when is_cfn_template(%INPUT_DOCUMENT)

%autoscaling_groups not empty {
  check(%autoscaling_groups.Properties)
  <<
  [CT.AUTOSCALING.PR.10]: Require an Amazon EC2 Auto Scaling group to override only those launch templates with AWS Nitro instance types
  [FIX]: In the MixedInstancesPolicy.LaunchTemplate property, if it has one or more 'Overrides' fields that include 'InstanceType' or 'InstanceRequirements', set the value of 'InstanceType' to an Amazon EC2 instance type that is based on the AWS Nitro system, or set the value of 'AllowedInstanceTypes' in 'InstanceRequirements' to one or more Amazon EC2 instance types that are based on the AWS Nitro system.
  >>
}

rule autoscaling_group_nitro_instance_override_check when is_cfn_hook(%INPUT_DOCUMENT, %AUTOSCALING_GROUP_TYPE) {
  check(%INPUT_DOCUMENT.%AUTOSCALING_GROUP_TYPE.resourceProperties)
  <<
  [CT.AUTOSCALING.PR.10]: Require an Amazon EC2 Auto Scaling group to override only those launch templates with AWS Nitro instance types
  [FIX]: In the MixedInstancesPolicy.LaunchTemplate property, if it has one or more 'Overrides' fields that include 'InstanceType' or 'InstanceRequirements', set the value of 'InstanceType' to an Amazon EC2 instance type that is based on the AWS Nitro system, or set the value of 'AllowedInstanceTypes' in 'InstanceRequirements' to one or more Amazon EC2 instance types that are based on the AWS Nitro system.
  >>
}

# Parameterized Rules

# Parameterized Rules

rule check(autoscaling_group) {
  %autoscaling_group [
    # Scenarios 2 and 3
    filter_launch_template_overrides(this)
  ] {
    MixedInstancesPolicy {
      LaunchTemplate {
        Overrides[ InstanceType exists ] {
          # Scenarios 4 and 7
          InstanceType in %NITRO_INSTANCE_TYPES
        }
        Overrides[ InstanceRequirements exists ] {
          InstanceRequirements {
            # Scenarios 5, 6 and 8
            AllowedInstanceTypes exists
            AllowedInstanceTypes is_list
            AllowedInstanceTypes not empty
            AllowedInstanceTypes[\*] in %NITRO_INSTANCE_TYPES
          }
        }
      }
    }
  }
}
CT.AUTOSCALING.PR.10 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Parameters:
- **LatestAmiId**:
  - Description: Region specific latest AMI ID from the Parameter Store
  - Type: AWS::SSM::Parameter::Value 'AWS::EC2::Image::Id'
  - Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
- **VPC**:
  - Type: AWS::EC2::VPC
  - Properties:
    - CidrBlock: 10.0.0.0/16
    - EnableDnsSupport: 'true'
    - EnableDnsHostnames: 'true'

Subnet:
Type: AWS::EC2::Subnet
Properties:
  VpcId:
    Ref: VPC
  CidrBlock: 10.0.0.0/24
LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
Properties:
  LaunchTemplateData:
    ImageId:
      Ref: LatestAmiId
AutoScalingGroup:
  Type: AWS::AutoScaling::AutoScalingGroup
Properties:
  MixedInstancesPolicy:
    LaunchTemplate:
      LaunchTemplateSpecification:
        LaunchTemplateId:
          Ref: LaunchTemplate
        Version:
          Fn::GetAtt: LaunchTemplate.LatestVersionNumber
      Overrides:
        - InstanceType: t3.micro
          MaxSize: 1
          MinSize: 0
          DesiredCapacity: 1
          VPCZoneIdentifier:
            Ref: Subnet

PASS Example - Use this template to verify a compliant resource creation.

Parameters:
  LatestAmiId:
    Description: Region specific latest AMI ID from the Parameter Store
    Type: AWS::SSM::Parameter::Value'AWS::EC2::Image::Id'
    Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2
Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
  Subnet:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/24
  LaunchTemplate:
    Type: AWS::EC2::LaunchTemplate
    Properties:
      LaunchTemplateData:
        ImageId:
          Ref: LatestAmiId
  AutoScalingGroup:
    Type: AWS::AutoScaling::AutoScalingGroup
    Properties:
      MixedInstancesPolicy:
        LaunchTemplate:
          LaunchTemplateSpecification:
            LaunchTemplateId:
              Ref: LaunchTemplateId
            Version:
              Fn::GetAtt: LaunchTemplate.LatestVersionNumber
            Overrides:
              - InstanceType: t3.micro
                MaxSize: 1
                MinSize: 0
                DesiredCapacity: 1
                VPCZoneIdentifier:
                  Ref: Subnet
Ref: LaunchTemplate
Version:
   Fn::GetAtt: LaunchTemplate.LatestVersionNumber
Overrides:
   - InstanceRequirements:
     AllowedInstanceTypes:
       - m5.*
       - c5.*
     VCPUCount:
       Min: 2
       Max: 4
     MemoryMiB:
       Min: 4000
       Max: 8000
MaxSize: 1
MinSize: 0
DesiredCapacity: 1
VPCZoneIdentifier:
   - Ref: Subnet

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
    LatestAmiId:
        Description: Region specific latest AMI ID from the Parameter Store
        Type: AWS::SSM::Parameter::Value'AWS::EC2::Image::Id'
        Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
    VPC:
        Type: AWS::EC2::VPC
        Properties:
            CidrBlock: 10.0.0.0/16
            EnableDnsSupport: 'true'
            EnableDnsHostnames: 'true'
    Subnet:
        Type: AWS::EC2::Subnet
        Properties:
            VpcId:
                Ref: VPC
            CidrBlock: 10.0.0.0/24
    LaunchTemplate:
        Type: AWS::EC2::LaunchTemplate
        Properties:
            LaunchTemplateData:
                ImageId:
                    Ref: LatestAmiId
    AutoScalingGroup:
        Type: AWS::AutoScaling::AutoScalingGroup
        Properties:
            MixedInstancesPolicy:
                LaunchTemplate:
                    LaunchTemplateSpecification:
                        LaunchTemplateName:
                            Ref: LaunchTemplate
                        Version:
                            Fn::GetAtt: LaunchTemplate.LatestVersionNumber
                    Overrides:
                        - InstanceType: t2.micro
                            MaxSize: 1
                            MinSize: 0
                            DesiredCapacity: 1
                            VPCZoneIdentifier:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
  LatestAmiId:
    Description: Region specific latest AMI ID from the Parameter Store
    Type: AWS::SSM::Parameter::Value 'AWS::EC2::Image::Id'
    Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
  Subnet:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/24
  LaunchTemplate:
    Type: AWS::EC2::LaunchTemplate
    Properties:
      LaunchTemplateData:
        ImageId:
          Ref: LatestAmiId
  AutoScalingGroup:
    Type: AWS::AutoScaling::AutoScalingGroup
    Properties:
      MixedInstancesPolicy:
        LaunchTemplate:
          LaunchTemplateSpecification:
            LaunchTemplateId:
              Ref: LaunchTemplate
            Version:
              Fn::GetAtt: LaunchTemplate.LatestVersionNumber
        Overrides:
          - InstanceRequirements:
            AllowedInstanceTypes:
              - c4.large
            VcpuCount:
              Max: 16
              Min: 1
            MemoryMiB:
              Min: 1000
              Max: 17000
          MaxSize: 1
          MinSize: 0
          DesiredCapacity: 1
          VPCZoneIdentifier:
            - Ref: Subnet
[CT.AUTOSCALING.PR.11] Require only AWS Nitro instance types that support network traffic encryption between instances to be added to an Amazon EC2 Auto Scaling group, when overriding a launch template

This control checks whether an Amazon EC2 Auto Scaling group uses AWS Nitro instance types that support network traffic encryption between instances, when overriding a launch template. The Auto Scaling group creates this override in the AWS::Autoscaling::AutoScalingGroup.MixedInstancesPolicy.LaunchTemplate parameter.

- **Control objective:** Encrypt data in transit, Protect data integrity, Enforce least privilege
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::AutoScaling::AutoScalingGroup
- **AWS CloudFormation guard rule:** [CT.AUTOSCALING.PR.11 rule specification (p. 705)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.AUTOSCALING.PR.11 rule specification (p. 705)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [?? (p. 709)]

Explanation

The Nitro System is a collection of hardware and software components built by AWS to enable high performance, high availability, and high security. The Nitro System provides enhanced security because it continuously monitors, protects, and verifies the instance's hardware and firmware. Virtualization resources are offloaded to dedicated hardware and software, thereby minimizing the attack surface. The Nitro System security model is locked down to prohibit administrative access, greatly reducing the possibility of human error and tampering.

AWS provides secure and private connectivity between Amazon EC2 instances of all types. In addition, some instance types use the offload capabilities of the underlying Nitro System hardware to encrypt in-transit traffic between instances, automatically. This encryption uses Authenticated Encryption with Associated Data (AEAD) algorithms, and 256-bit encryption. It has no impact on network performance.

Usage considerations

- This control applies only to Amazon EC2 Auto Scaling groups that are configured with launch template overrides that specify an instance type or instance attributes. A LaunchTemplate.LaunchTemplateSpecification configuration specifies one or more Overrides that also include InstanceType or InstanceRequirements.
- This control does not check the instance type configured on a launch template. To ensure that launch templates use Nitro instances types that support encryption in-transit between instances, use this control in conjunction with related controls that check launch templates for Nitro instance types that support encryption in-transit between instances.
- To support in-transit traffic encryption between instances, the Amazon EC2 instances must be one of the types required by this control, the instances must be in the same AWS Region, and they must be in the same VPC or group of peer VPCs, in which traffic does not pass through a virtual network device or service, such as a load balancer or a transit gateway.

Remediation for rule failure

In MixedInstancesPolicy.LaunchTemplate with one or more Overrides that include InstanceType or InstanceRequirements, set either InstanceType to an EC2 instance type.
based on the AWS Nitro system that supports encryption in-transit between instances, or set
AllowedInstanceTypes in InstanceRequirements to one or more EC2 instance types based on the
AWS Nitro system that supports encryption in-transit between instances.

The examples that follow show how to implement this remediation.

**Amazon EC2 Auto Scaling Group - Example One**

An Amazon EC2 Auto Scaling group configured with a launch template override and an instance type
that is based on the AWS Nitro system. It supports encryption in transit between instances. The example
is shown in JSON and in YAML.

**JSON example**

```json
{
   "AutoScalingGroup": {
      "Type": "AWS::AutoScaling::AutoScalingGroup",
      "Properties": {
         "MixedInstancesPolicy": {
            "LaunchTemplate": {
               "LaunchTemplateSpecification": {
                  "LaunchTemplateId": {
                     "Ref": "LaunchTemplate"
                  },
                  "Version": {
                     "Fn::GetAtt": "LaunchTemplate.LatestVersionNumber"
                  }
               },
               "Overrides": [
                  {
                     "InstanceType": "c5a.large"
                  }
               ],
               "MaxSize": 1,
               "MinSize": 0,
               "DesiredCapacity": 1,
               "VPCZoneIdentifier": [
                  {
                     "Ref": "Subnet"
                  }
               ]
            }
         }
      }
   }
}
```

**YAML example**

```yaml
AutoScalingGroup:
  Type: AWS::AutoScaling::AutoScalingGroup
  Properties:
    MixedInstancesPolicy:
      LaunchTemplate:
        LaunchTemplateSpecification:
          LaunchTemplateId: !Ref 'LaunchTemplate'
          Version: !GetAtt 'LaunchTemplate.LatestVersionNumber'
        Overrides:
          - InstanceType: c5a.large
```
MaxSize: 1
MinSize: 0
DesiredCapacity: 1
VPCZoneIdentifier:
  - !Ref 'Subnet'

The examples that follow show how to implement this remediation.

**Amazon EC2 Auto Scaling Group - Example Two**

An Amazon EC2 Auto Scaling group configured with a launch template override and its instance requirements, which specify a list of allowed instances that are based on the AWS Nitro system. It supports encryption in transit between instances. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "AutoScalingGroup": {
    "Type": "AWS::AutoScaling::AutoScalingGroup",
    "Properties": {
      "MixedInstancesPolicy": {
        "LaunchTemplate": {
          "LaunchTemplateSpecification": {
            "LaunchTemplateId": {
              "Ref": "LaunchTemplate"
            },
            "Version": {
              "Fn::GetAtt": ["LaunchTemplate.LatestVersionNumber"
            ]
          },
          "Overrides": [
            {
              "InstanceRequirements": {
                "AllowedInstanceTypes": [
                  "c5a.*",
                  "m6a.*"
                ],
                "VCpuCount": {
                  "Min": 2,
                  "Max": 4
                },
                "MemoryMiB": {
                  "Min": 4000,
                  "Max": 8000
                }
              }
            }
          ]
        }
      },
      "MaxSize": 1,
      "MinSize": 0,
      "DesiredCapacity": 1,
      "VPCZoneIdentifier": [
        {
          "Ref": "Subnet"
        }
      ]
    }
  }
}
```
YAML example

AutoScalingGroup:
  Type: AWS::AutoScaling::AutoScalingGroup
  Properties:
    MixedInstancesPolicy:
      LaunchTemplate:
        LaunchTemplateSpecification:
          LaunchTemplateId: !Ref 'LaunchTemplate'
          Version: !GetAtt 'LaunchTemplate.LatestVersionNumber'
          Overrides:
            - InstanceRequirements:
                AllowedInstanceTypes:
                  - c5a.*
                  - m6a.*
                VcpuCount:
                  Min: 2
                  Max: 4
                MemoryMiB:
                  Min: 4000
                  Max: 8000
                MaxSize: 1
                MinSize: 0
                DesiredCapacity: 1
                VPCZoneIdentifier:
                  - !Ref 'Subnet'

CT.AUTOSCALING.PR.11 rule specification

# ###################################################################################################
##       Rule Specification        
# ###################################################################################################
#
# Rule Identifier:
#   autoscaling_group_nitro_encryption_in_transit_override_check
#
# Description:
#   This control checks whether an Auto Scaling group, when using a mixed instance policy, overrides only
#   those launch templates with AWS Nitro instance types that support encryption in transit between instances.
#
# Reports on:
#   AWS::AutoScaling::AutoScalingGroup
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any Amazon EC2 auto scaling group resources
#     Then: SKIP
#   Scenario: 2
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 auto scaling group resource
And: 'Overrides' in 'MixedInstancesPolicy.LaunchTemplate' has not been provided or has been provided as an empty list
Then: SKIP

Scenario: 3
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 auto scaling group resource
And: 'Overrides' in 'MixedInstancesPolicy.LaunchTemplate' has been provided as a non-empty list
And: No entries in 'Overrides' include 'InstanceType' or 'InstanceRequirements'
Then: SKIP

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 auto scaling group resource
And: 'Overrides' in 'MixedInstancesPolicy.LaunchTemplate' has been provided as a non-empty list
And: For an entry in 'Overrides', 'InstanceType' has been provided and set to an instance type other than a Nitro instance type that supports encryption in-transit between instances
Then: FAIL

Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 auto scaling group resource
And: 'Overrides' in 'MixedInstancesPolicy.LaunchTemplate' has been provided as a non-empty list
And: For an entry in 'Overrides', 'InstanceRequirements' has been provided
And: For the same entry in 'Overrides', 'AllowedInstanceTypes' has not been provided or has been provided as an empty list
Then: FAIL

Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 auto scaling group resource
And: 'Overrides' in 'MixedInstancesPolicy.LaunchTemplate' has been provided as a non-empty list
And: For an entry in 'Overrides', 'InstanceRequirements' has been provided
And: For the same entry in 'Overrides', 'AllowedInstanceTypes' has been provided as a non-empty list
And: An entry in 'AllowedInstanceTypes' is set to an instance type other than a Nitro instance type that supports encryption in-transit between instances
Then: FAIL

Scenario: 7
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 auto scaling group resource
And: 'Overrides' in 'MixedInstancesPolicy.LaunchTemplate' has been provided as a non-empty list
And: For an entry in 'Overrides', 'InstanceType' has been provided and set to a Nitro instance type that supports encryption in-transit between instances
Then: PASS

Scenario: 8
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon EC2 auto scaling group resource
And: 'Overrides' in 'MixedInstancesPolicy.LaunchTemplate' has been provided as a non-empty list
And: For an entry in 'Overrides', 'InstanceRequirements' has been provided
# And: For the same entry in 'Overrides', 'AllowedInstanceTypes' has been provided as a non-empty list
# And: Every entry in 'AllowedInstanceTypes' is set to a Nitro instance type that supports encryption in-transit between instances
# Then: PASS

## Constants

let INPUT_DOCUMENT = this
let AUTOSCALING_GROUP_TYPE = "AWS::AutoScaling::AutoScalingGroup"
let NITRO_ENCRYPTION_IN_TRANSIT_INSTANCE_TYPES = [
  /^c5a\./, /^c5ad\./, /^c5n\./, /^c6a\./, /^c6g\./, /^c6i\./, /^c6id\./, /^c6in\./, / ^c7g\./, /^c7gd\./, /^c7gn\./, /^c7i\./, /^c3\./, /^d3e\./, /^d3n\./, /^d1i\./, / ^g4ad\./, /^g4dn\./, /^g5\./, / ^hpc6a\./, /^hpc6id\./, /^hpc7a\./, /^hpc7g\./, / ^i3en\./, /^i4g\./, /^i4i\./, /^im4gn\./, /^inf1\./, /^inf2\./, /^is4gen\./, / ^m5d\./, /^m5n\./, /^m5zn\./, /^m6a\./, /^m6d\./, /^m6id\./, /^m6idn\./, /^m6in\./, / ^m7a\./, /^m7d\./, /^m7g\./, /^m7i\./, /^m7i-flex\./, / ^p3d\./, /^p4d\./, /^p4de\./, /^p6\./, / ^r5d\./, /^r5n\./, /^r6a\./, /^r6i\./, /^r6id\./, /^r6idn\./, /^r6in\./, / ^r7a\./, // ^r7i\./, // ^trn1\./, / ^u-12tb1\./, / ^u-18tb1\./, / ^u-24tb1\./, / ^u-3tb1\./, / ^u-6tb1\./, / ^u-9tb1\./, / ^vt1\./, / ^x2idn\./, / ^x2iedn\./, / ^x2iez\./
]

## Assignments

let autoscaling_groups = Resources.*[ Type == %AUTOSCALING_GROUP_TYPE ]

## Primary Rules

rule autoscaling_group_nitro_encryption_in_transit_override_check when
  is_cfn_template(%INPUT_DOCUMENT) {
    %autoscaling_groups not empty {
      check(%autoscaling_groups.Properties)
      <<
        [CT.AUTOSCALING.PR.11]: Require an Amazon EC2 instance to use a Nitro instance type that supports encryption in transit between instances when created using the 'AWS::AutoScaling::AutoScalingGroup' resource type
        [FIX]: In 'MixedInstancesPolicy.LaunchTemplate' with one or more 'Overrides' that include 'InstanceType' or 'InstanceRequirements', set either 'InstanceType' to an Amazon EC2 instance type based on the AWS Nitro system that supports encryption in-transit between instances, or set 'AllowedInstanceTypes' in 'InstanceRequirements' to one or more Amazon EC2 instance types based on the AWS Nitro system that supports encryption in-transit between instances.
      >>
    }
  }

rule autoscaling_group_nitro_encryption_in_transit_override_check when
  is_cfn_hook(%INPUT_DOCUMENT, %AUTOSCALING_GROUP_TYPE) {
    check(%INPUT_DOCUMENT.%AUTOSCALING_GROUP_TYPE.resourceProperties)
    <<
      [CT.AUTOSCALING.PR.11]: Require an Amazon EC2 instance to use a Nitro instance type that supports encryption in transit between instances when created using the 'AWS::AutoScaling::AutoScalingGroup' resource type
      [FIX]: In 'MixedInstancesPolicy.LaunchTemplate' with one or more 'Overrides' that include 'InstanceType' or 'InstanceRequirements', set either 'InstanceType' to an Amazon EC2 instance type based on the AWS Nitro system that supports encryption in-transit between instances, or set 'AllowedInstanceTypes' in 'InstanceRequirements' to one or more Amazon EC2 instance types based on the AWS Nitro system that supports encryption in-transit between instances.
    >>
  }
system that supports encryption in-transit between instances, or set
'AllowedInstanceTypes' in 'InstanceRequirements' to one or more Amazon EC2 instance types
based on the AWS Nitro system
that supports encryption in-transit between instances.

rule check(autoscaling_group) {
  %autoscaling_group [  
    # Scenarios 2 and 3
    filter_launch_template_overrides(this)  
  ] {  
    MixedInstancesPolicy {  
      LaunchTemplate {  
        Overrides[ InstanceType exists ] {  
          # Scenarios 4 and 7
          InstanceType in %NITRO_ENCRYPTION_IN_TRANSIT_INSTANCE_TYPES  
        }  
        Overrides[ InstanceRequirements exists ] {  
          InstanceRequirements {  
            # Scenarios 5, 6 and 8
            AllowedInstanceTypes exists
            AllowedInstanceTypes is_list
            AllowedInstanceTypes not empty
            AllowedInstanceTypes[*] in
            %NITRO_ENCRYPTION_IN_TRANSIT_INSTANCE_TYPES
          }  
        }  
      }  
    }  
  }  
}

rule filter_launch_template_overrides(autoscaling_group) {
  %autoscaling_group {  
    MixedInstancesPolicy exists
    MixedInstancesPolicy is_struct
    MixedInstancesPolicy {  
      LaunchTemplate exists
      LaunchTemplate is_struct
      LaunchTemplate {  
        Overrides exists
        Overrides is_list
        Overrides not empty
        some Overrides[*] {  
          InstanceType exists or
          InstanceRequirements exists
        }  
      }  
    }  
  }  
}

# Utility Rules
rule is_cfn_template(doc) {
  %doc {  
    AWSTemplateFormatVersion exists or
    Resources exists
CT.AUTOSCALING.PR.11 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```plaintext
Parameters:

- LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value 'AWS::EC2::Image::Id'
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:

- VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'

- Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId: Ref: VPC
    CidrBlock: 10.0.0.0/24

- LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
  Properties:
    LaunchTemplateData:
      ImageId: Ref: LatestAmiId

- AutoScalingGroup:
  Type: AWS::AutoScaling::AutoScalingGroup
  Properties:
    MixedInstancesPolicy:
      LaunchTemplate:
        LaunchTemplateSpecification:
          LaunchTemplateId: Ref: LaunchTemplate
          Version:
            Fn::GetAtt: LaunchTemplate.LatestVersionNumber
          Overrides:
            - InstanceType: c5a.large
              MaxSize: 1
              MinSize: 0
              DesiredCapacity: 1
              VPCZoneIdentifier:
                - Ref: Subnet
```

PASS Example - Use this template to verify a compliant resource creation.
 Parameters:
  LatestAmiId:
    Description: Region specific latest AMI ID from the Parameter Store
    Type: AWS::SSM::Parameter::Value 'AWS::EC2::Image::Id'
    Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2
 Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
  Subnet:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/24
  LaunchTemplate:
    Type: AWS::EC2::LaunchTemplate
    Properties:
      LaunchTemplateData:
        ImageId:
          Ref: LatestAmiId
  AutoScalingGroup:
    Type: AWS::AutoScaling::AutoScalingGroup
    Properties:
      MixedInstancesPolicy:
        LaunchTemplate:
          LaunchTemplateSpecification:
            LaunchTemplateName:
              Ref: LaunchTemplate
            Version:
              Fn::GetAtt: LaunchTemplate.LatestVersionNumber
        Overrides:
          - InstanceRequirements:
              AllowedInstanceTypes:
                - m6a.*
                - c5a.*
              V Cp uCount:
                Min: 2
                Max: 4
              MemoryMiB:
                Min: 4000
                Max: 8000
            MaxSize: 1
            MinSize: 0
            DesiredCapacity: 1
            VPCZoneIdentifier:
              Ref: Subnet

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

 Parameters:
  LatestAmiId:
    Description: Region specific latest AMI ID from the Parameter Store
    Type: AWS::SSM::Parameter::Value 'AWS::EC2::Image::Id'
    Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2
 Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:

CidrBlock: 10.0.0.0/16
EnableDnsSupport: 'true'
EnableDnsHostnames: 'true'

Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      - Ref: VPC
    CidrBlock: 10.0.0.0/24

LaunchTemplate:
  Type: AWS::EC2::LaunchTemplate
  Properties:
    LaunchTemplateData:
      ImageId:
        - Ref: LatestAmiId

AutoScalingGroup:
  Type: AWS::AutoScaling::AutoScalingGroup
  Properties:
    MixedInstancesPolicy:
      LaunchTemplate:
        LaunchTemplateSpecification:
          LaunchTemplateId:
            Ref: LaunchTemplate
          Version:
            Fn::GetAtt: LaunchTemplate.LatestVersionNumber
          Overrides:
            - InstanceType: t2.micro
            MaxSize: 1
            MinSize: 0
            DesiredCapacity: 1
            VPCZoneIdentifier:
              - Ref: Subnet

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Parameters:
LatestAmiId:
  Description: Region specific latest AMI ID from the Parameter Store
  Type: AWS::SSM::Parameter::Value 'AWS::EC2::Image::Id'
  Default: /aws/service/ami-amazon-linux-latest/amzn2-ami-hvm-x86_64-gp2

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
  Subnet:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        - Ref: VPC
      CidrBlock: 10.0.0.0/24
  LaunchTemplate:
    Type: AWS::EC2::LaunchTemplate
    Properties:
      LaunchTemplateData:
        ImageId:
          - Ref: LatestAmiId
  AutoScalingGroup:
    Type: AWS::AutoScaling::AutoScalingGroup
    Properties:
MixedInstancesPolicy:
  LaunchTemplate:
    LaunchTemplateSpecification:
      LaunchTemplateId:
        Ref: LaunchTemplate
      Version:
        Fn::GetAtt: LaunchTemplate.LatestVersionNumber
    Overrides:
      - InstanceRequirements:
          AllowedInstanceTypes:
            - c4.large
          VcpuCount:
            Max: 16
            Min: 1
          MemoryMiB:
            Min: 1000
            Max: 17000
          MaxSize: 1
          MinSize: 0
          DesiredCapacity: 1
          VPCZoneIdentifier:
            - Ref: Subnet

Amazon ElastiCache controls

Topics

- [CT.ELASTICACHE.PR.1] Require an Amazon ElastiCache for Redis cluster to have automatic backups activated (p. 712)
- [CT.ELASTICACHE.PR.2] Require an Amazon ElastiCache for Redis cluster to have automatic minor version upgrades activated (p. 717)
- [CT.ELASTICACHE.PR.3] Require an Amazon ElastiCache for Redis replication group to have automatic failover activated (p. 722)
- [CT.ELASTICACHE.PR.4] Require an Amazon ElastiCache replication group to have encryption at rest activated (p. 727)
- [CT.ELASTICACHE.PR.5] Require an Amazon ElastiCache for Redis replication group to have encryption in transit activated (p. 731)
- [CT.ELASTICACHE.PR.6] Require an Amazon ElastiCache cache cluster to use a custom subnet group (p. 736)
- [CT.ELASTICACHE.PR.7] Require an Amazon ElastiCache replication group of earlier Redis versions to have Redis AUTH activated (p. 742)
- [CT.ELASTICACHE.PR.8] Require an Amazon ElastiCache replication group of later Redis versions to have RBAC authentication activated (p. 748)

[CT.ELASTICACHE.PR.1] Require an Amazon ElastiCache for Redis cluster to have automatic backups activated

This control checks whether an Amazon ElastiCache Redis cluster has automatic backups enabled.

- **Control objective:** Improve resiliency
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElastiCache::CacheCluster
- **AWS CloudFormation guard rule:** CT.ELASTICACHE.PR.1 rule specification (p. 714)
Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ELASTICACHE.PR.1 rule specification (p. 714)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: CT.ELASTICACHE.PR.1 example templates (p. 716)

Explanation

When automatic backups are enabled, Amazon ElastiCache creates a backup of the cluster on a daily basis. There is no impact on the cluster, and the change is immediate. Automatic backups can help guard against data loss. In the event of a failure, you can create a new cluster, and restore your data from the most recent backup.

Usage considerations

- This control applies only to Amazon ElastiCache cache clusters with an engine type of redis

Remediation for rule failure

Set the value of the SnapshotRetentionLimit parameter to an integer value greater than 0.

The examples that follow show how to implement this remediation.

Amazon ElastiCache Cache Cluster - Example

An Amazon ElastiCache cache cluster configured with automatic backups enabled. The example is shown in JSON and in YAML.

JSON example

```json
{
  "CacheCluster": {
    "Type": "AWS::ElastiCache::CacheCluster",
    "Properties": {
      "Engine": "redis",
      "NumCacheNodes": 1,
      "CacheNodeType": "cache.t3.micro",
      "VpcSecurityGroupIds": [
        {
          "Ref": "SecurityGroup"
        }
      ],
      "CacheSubnetGroupName": {
        "Ref": "SubnetGroup"
      },
      "SnapshotRetentionLimit": 5
    }
  }
}
```

YAML example

```yaml
CacheCluster:
  Type: AWS::ElastiCache::CacheCluster
  Properties:
    Engine: redis
```

713
NumCacheNodes: 1
CacheNodeType: cache.t3.micro
VpcSecurityGroupIds:
  - !Ref 'SecurityGroup'
CacheSubnetGroupName: !Ref 'SubnetGroup'
SnapshotRetentionLimit: 5

CT.ELASTICACHE.PR.1 rule specification

```plaintext
# #################################################################################
##       Rule Specification        ##
# #################################################################################
#
# Rule Identifier:
#  elasticache_redis_cluster_auto_backup_check
#
# Description:
#  This control checks whether an Amazon ElastiCache Redis cluster has automatic backups enabled.
#
# Reports on:
#  AWS::ElastiCache::CacheCluster
#
# Evaluates:
#  AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#  None
#
# Scenarios:
#  Scenario: 1
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#    And: The input document does not contain any ElastiCache cache cluster resources
#    Then: SKIP
#  Scenario: 2
#    Given: The input document contains an ElastiCache CacheCluster resource
#    And: 'Engine' has not been provided or has been provided and is not set to 'redis'
#    Then: SKIP
#  Scenario: 3
#    Given: The input document contains an ElastiCache cache cluster resource
#    And: 'Engine' has been provided and set to 'redis'
#    And: 'SnapshotRetentionLimit' has not been provided
#    Then: FAIL
#  Scenario: 4
#    Given: The input document contains an ElastiCache cache cluster resource
#    And: 'Engine' has been provided and set to 'redis'
#    And: 'SnapshotRetentionLimit' has been provided and set to a non-integer value or an integer value of 0
#    Then: FAIL
#  Scenario: 5
#    Given: The input document contains an ElastiCache cache cluster resource
#    And: 'Engine' has been provided and set to 'redis'
```
And: 'SnapshotRetentionLimit' has been provided and set to an integer value greater than 0
Then: PASS

# Constants
let ELASTICACHE_CACHE_CLUSTER_TYPE = "AWS::ElastiCache::CacheCluster"
let REDIS_ENGINE_TYPE = "redis"
let INPUT_DOCUMENT = this

# Assignments
#
let elasticache_clusters = Resources.*[ Type == %ELASTICACHE_CACHE_CLUSTER_TYPE ]

# Primary Rules
#
rule elasticache_redis_cluster_auto_backup_check when is_cfn_template(%INPUT_DOCUMENT)
%elasticache_clusters not empty {
  check(%elasticache_clusters.Properties)
  <<
    [CT.ELASTICACHE.PR.1]: Require an Amazon ElastiCache for Redis cluster to have automatic backups activated
    [FIX]: Set the value of the 'SnapshotRetentionLimit' parameter to an integer value greater than 0.
  >>
}

rule elasticache_redis_cluster_auto_backup_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTICACHE_CACHE_CLUSTER_TYPE) {
  check(%INPUT_DOCUMENT.%ELASTICACHE_CACHE_CLUSTER_TYPE.resourceProperties)
  <<
    [CT.ELASTICACHE.PR.1]: Require an Amazon ElastiCache for Redis cluster to have automatic backups activated
    [FIX]: Set the value of the 'SnapshotRetentionLimit' parameter to an integer value greater than 0.
  >>
}

# Parameterized Rules
#
rule check(elasticache_cache_cluster) {
  %elasticache_cache_cluster [
    # Scenario 2
    Engine exists
    Engine == %REDIS_ENGINE_TYPE
  ] {
    # Scenarios 3, 4 and 5
    SnapshotRetentionLimit exists
    SnapshotRetentionLimit > 0
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

**CT.ELASTICACHE.PR.1 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

```yaml
Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
  Subnet:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/16
      AvailabilityZone:
        Fn::Select:
        - 0
        - Fn::GetAZs: ''
  SecurityGroup:
    Type: AWS::EC2::SecurityGroup
    Properties:
      GroupDescription: test
      VpcId:
        Ref: VPC
      SecurityGroupIngress:
        - FromPort: 443
          IpProtocol: tcp
          ToPort: 443
          CidrIp: 0.0.0.0/0
  SubnetGroup:
    Type: AWS::ElastiCache::SubnetGroup
    Properties:
      Description: Cache Subnet Group
      SubnetIds:
        - Ref: Subnet
  CacheCluster:
    Type: AWS::ElastiCache::CacheCluster
    Properties:
      Engine: redis
      NumCacheNodes: 1
      CacheNodeType: cache.t3.micro
      VpcSecurityGroupIds:
        - Ref: SecurityGroup
      CacheSubnetGroupName:
        Ref: SubnetGroup
      SnapshotRetentionLimit: 5
```

**FAIL Example** - Use this template to verify that the control prevents non-compliant resource creation.

```yaml
Resources:
```
CT.ELASTICACHE.PR.2] Require an Amazon ElastiCache for Redis cluster to have automatic minor version upgrades activated

This control checks whether an Amazon ElastiCache for Redis cluster has automatic minor version upgrades enabled.

- **Control objective:** Manage vulnerabilities
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElastiCache::CacheCluster
- **AWS CloudFormation guard rule:** CT.ELASTICACHE.PR.2 rule specification (p. 719)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ELASTICACHE.PR.2 rule specification (p. 719)
• For examples of PASS and FAIL CloudFormation templates related to this control, see: 
  CT.ELASTICACHE.PR.2 example templates (p. 721)

Explanation

By enabling automatic minor version upgrades, you ensure that the latest minor version updates to Amazon ElastiCache cache clusters are installed. These upgrades may include security patches and bug fixes. Keeping up to date with patch installation is an important step in securing systems.

Usage considerations

• This control applies only to Amazon ElastiCache cache clusters with an engine type of redis and an engine version of 6.0 or later.

Remediation for rule failure

Set the value of the AutoMinorVersionUpgrade parameter to true.

The examples that follow show how to implement this remediation.

Amazon ElastiCache Cache Cluster - Example

An Amazon ElastiCache cache cluster configured with automatic minor version upgrades enabled. The example is shown in JSON and in YAML.

JSON example

```
{
  "ElastCacheCacheCluster": {
    "Type": "AWS::ElastiCache::CacheCluster",
    "Properties": {
      "CacheNodeType": "cache.t3.micro",
      "NumCacheNodes": "1",
      "VpcSecurityGroupIds": [
        {
          "Fn::GetAtt": [
            "SecurityGroup",
            "GroupId"
          ]
        }
      ],
      "Engine": "redis",
      "EngineVersion": 6.0,
      "AutoMinorVersionUpgrade": true
    }
  }
}
```

YAML example

```
ElastCacheCacheCluster:
  Type: AWS::ElastiCache::CacheCluster
  Properties:
    CacheNodeType: cache.t3.micro
    NumCacheNodes: '1'
    VpcSecurityGroupIds:
      - !GetAtt 'SecurityGroup.GroupId'
  Engine: redis
```
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CT.ELASTICACHE.PR.2 rule specification

```
# ###################################
##       Rule Specification        
####################################
#
# Rule Identifier:
# elasticache_auto_minor_version_upgrade_check
#
# Description:
# This control checks whether an Amazon ElastiCache for Redis cluster has automatic minor
# version upgrades enabled.
#
# Reports on:
# AWS::ElastiCache::CacheCluster
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#   And: The input document does not contain any ElastiCache cluster resources
#   Then: SKIP
# Scenario: 2
#   Given: The input document contains an ElastiCache cluster resource
#   And: 'Engine' has not been provided or has been provided and is not set to 'redis'
#   Then: SKIP
# Scenario: 3
#   Given: The input document contains an ElastiCache cluster resource
#   And: 'Engine' has been provided and is set to 'redis'
#   And: 'EngineVersion' has been provided and set to a version less than 6
#   Then: SKIP
# Scenario: 4
#   Given: The input document contains an ElastiCache cluster resource
#   And: 'Engine' has been provided and is set to 'redis'
#   And: 'EngineVersion' has not been provided or 'EngineVersion' has been provided and
#   set
to a version greater than or equal to 6
#   And: 'AutoMinorVersionUpgrade' has not been provided
#   Then: FAIL
# Scenario: 5
#   Given: The input document contains an ElastiCache cluster resource
#   And: 'Engine' has been provided and is set to 'redis'
#   And: 'EngineVersion' has not been provided or 'EngineVersion' has been provided and
# set
```

EngineVersion: 6.0
AutoMinorVersionUpgrade: true
# to a version greater than or equal to 6
# And: 'AutoMinorVersionUpgrade' has been provided and set to a value other than
bool(true)
# Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an ElastiCache cluster resource
# And: 'Engine' has been provided and is set to 'redis'
# And: 'EngineVersion' has not been provided or 'EngineVersion' has been provided and
set
to a version greater than or equal to 6
# And: 'AutoMinorVersionUpgrade' has been provided and set to bool(true)
# Then: PASS

# Constants
#
let ELASTICACHE_CLUSTER_TYPE = "AWS::ElastiCache::CacheCluster"
let INPUT_DOCUMENT = this
let REDIS_ENGINE_TYPE = "redis"
let UNSUPPORTED_REDIS_ENGINE_VERSIONS_FOR_AUTO_UPGRADE = [
  /^2\./,
  /^3\./,
  /^4\./,
  /^5\./
]

# Assignments
#
let elasticache_clusters = Resources.*[ Type == %ELASTICACHE_CLUSTER_TYPE ]

# Primary Rules
#
rule elasticache_auto_minor_version_upgrade_check when is_cfn_template(%INPUT_DOCUMENT)
  %elasticache_clusters not empty {
    check(%elasticache_clusters.Properties)
    %elasticache_clusters not empty {
      [CT.ELASTICACHE.PR.2]: Require an Amazon ElastiCache for Redis cluster to have
      automatic minor version upgrades activated
      [FIX]: Set the value of the 'AutoMinorVersionUpgrade' parameter to true.
      >>
    }
  }
rule elasticache_auto_minor_version_upgrade_check when is_cfn_hook(%INPUT_DOCUMENT,
  %ELASTICACHE_CLUSTER_TYPE) {
  check(%INPUT_DOCUMENT.%ELASTICACHE_CLUSTER_TYPE.resourceProperties)
  %ELASTICACHE_CLUSTER_TYPE.resourceProperties {
    [CT.ELASTICACHE.PR.2]: Require an Amazon ElastiCache for Redis cluster to have
    automatic minor version upgrades activated
    [FIX]: Set the value of the 'AutoMinorVersionUpgrade' parameter to true.
    >>
  }
}

# Parameterized Rules
#
rule check(elasticache_clusters) {
  %elasticache_clusters [ Type == %REDIS_ENGINE_TYPE ]
  # Scenario 2
  Engine exists
  Engine == %REDIS_ENGINE_TYPE
  # Scenario 3
EngineVersion not exists or EngineVersion not in %UNSUPPORTED_REDIS_ENGINE_VERSIONS_FOR_AUTO_UPGRADE
] {
    # Scenario 4, 5 and 6
    AutoMinorVersionUpgrade exists
    AutoMinorVersionUpgrade == true
}
#
# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or Resources exists
    }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.ELASTICACHE.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  SecurityGroup:
    Type: AWS::EC2::SecurityGroup
    Properties:
      GroupDescription: Example security group
      SecurityGroupIngress:
        - IpProtocol: tcp
          FromPort: 11211
          ToPort: 11211
          CidrIp: 10.0.0.0/24
  ElastiCacheCacheCluster:
    Type: AWS::ElastiCache::CacheCluster
    Properties:
      CacheNodeType: cache.t3.micro
      NumCacheNodes: '1'
      VpcSecurityGroupIds:
        - Fn::GetAtt:
          - SecurityGroup
          - GroupId
      Engine: redis
      AutoMinorVersionUpgrade: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  SecurityGroup:
    Type: AWS::EC2::SecurityGroup
    Properties:
GroupDescription: Example security group
SecurityGroupIngress:
  - IpProtocol: tcp
    FromPort: 11211
    ToPort: 11211
    CidrIp: 10.0.0.0/24
ElastiCacheCacheCluster:
  Type: AWS::ElastiCache::CacheCluster
  Properties:
    CacheNodeType: cache.t3.micro
    NumCacheNodes: '1'
    VpcSecurityGroupIds:
      - Fn::GetAtt:
        - SecurityGroup
        - GroupId
    Engine: redis
    AutoMinorVersionUpgrade: false

[CT.ELASTICACHE.PR.3] Require an Amazon ElastiCache for Redis replication group to have automatic failover activated

This control checks whether an Amazon ElastiCache Redis replication group has automatic failover enabled.

- **Control objective:** Improve resiliency
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElastiCache::ReplicationGroup
- **AWS CloudFormation guard rule:** [CT.ELASTICACHE.PR.3 rule specification (p. 723)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICACHE.PR.3 rule specification (p. 723)]
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.ELASTICACHE.PR.3 example templates (p. 725)]

Explanation

When automatic failover is enabled for a replication group, the role of primary node will fail over to one of the read replicas, automatically. This failover and replica promotion ensure that you can resume writing to the new primary as soon as promotion is complete, thereby reducing overall downtime in case of failure.

Remediation for rule failure

Set the value of the `AutomaticFailoverEnabled` parameter to true.

The examples that follow show how to implement this remediation.

**Amazon ElastiCache Replication Group - Example**

An Amazon ElastiCache replication group configured with automatic failover enabled. The example is shown in JSON and in YAML.

**JSON example**
YAML example

ReplicationGroup:
  Type: AWS::ElastiCache::ReplicationGroup
  Properties:
    ReplicationGroupDescription: Sample replication group
    CacheNodeType: cache.t3.micro
    SecurityGroupIds:
      - !Ref 'SecurityGroup'
    CacheSubnetGroupName: !Ref 'SubnetGroup'
    NumCacheClusters: 2
    Engine: redis
    AutomaticFailoverEnabled: true

CT.ELASTICACHE.PR.3 rule specification

# ###################################################################
# Rule Specification
# ###################################################################
#
# Rule Identifier:
#   elasticache_repl_grp_backup_enabled_check
#
# Description:
#   This control checks whether an Amazon ElastiCache Redis replication group has automatic
#   failover enabled.
#
# Reports on:
#   AWS::ElastiCache::ReplicationGroup
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:

## Scenario: 1

Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document does not contain any ElastiCache replication group resources
Then: SKIP

## Scenario: 2

Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an ElastiCache replication group resource
And: 'Engine' has not been provided or has been provided and is not set to 'redis'
Then: SKIP

## Scenario: 3

Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an ElastiCache replication group resource
And: 'Engine' has been provided and set to 'redis'
And: 'AutomaticFailoverEnabled' has not been provided
Then: FAIL

## Scenario: 4

Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an ElastiCache replication group resource
And: 'Engine' has been provided and set to 'redis'
And: 'AutomaticFailoverEnabled' has been provided and is set to a value other than bool(true)
Then: FAIL

## Scenario: 5

Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an ElastiCache replication group resource
And: 'Engine' has been provided and set to 'redis'
And: 'AutomaticFailoverEnabled' has been provided and is set to a value of bool(true)
Then: PASS

## Constants

let ELASTICACHE_REPLICATION_GROUP_TYPE = "AWS::ElastiCache::ReplicationGroup"
let REDIS_ENGINE_TYPE = "redis"
let INPUT_DOCUMENT = this

## Assignments

let elasticache_replication_groups = Resources.*[ Type == %ELASTICACHE_REPLICATION_GROUP_TYPE ]

## Primary Rules

rule elasticache_repl_grp_auto_failover_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
not empty {
    check(%elasticache_replication_groups.Properties)
    <<
    [CT.ELASTICACHE.PR.3]: Require an Amazon ElastiCache for Redis replication group to have automatic failover activated
    [FIX]: Set the value of the ‘AutomaticFailoverEnabled’ parameter to true.
    >>
}

rule elasticache_repl_grp_auto_failover_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTICACHE_REPLICATION_GROUP_TYPE) {
check(%INPUT_DOCUMENT.%ELASTICACHE_REPLICATION_GROUP_TYPE.resourceProperties)
<<
  [CT.ELASTICACHE.PR.3]: Require an Amazon ElastiCache for Redis replication group to have automatic failover activated
  [FIX]: Set the value of the 'AutomaticFailoverEnabled' parameter to true.
>>

# Parameterized Rules

# Parameterized Rules
rule check(elasticache_replication_group) {
  %elasticache_replication_group [ # Scenario 2
    Engine exists
    Engine == %REDIS_ENGINE_TYPE
  ] {
    # Scenarios 3, 4 and 5
    AutomaticFailoverEnabled exists
    AutomaticFailoverEnabled == true
  }
}

# Utility Rules

# Utility Rules
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.ELASTICACHE.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
  Subnet:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/16
      AvailabilityZone:
        Fn::Select:
        - 0
        - Fn::GetAZs: ''
  SecurityGroup:
    Type: AWS::EC2::SecurityGroup
    Properties:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/16
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''
SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
    GroupDescription: Example security group
    VpcId:
      Ref: VPC
    SecurityGroupIngress:
      - FromPort: 443
        IpProtocol: tcp
        ToPort: 443
        CidrIp: 0.0.0.0/0
SubnetGroup:
  Type: AWS::Elasticache::SubnetGroup
  Properties:
    Description: Example subnet group
    SubnetIds:
      - Ref: Subnet
ReplicationGroup:
  Type: AWS::Elasticache::ReplicationGroup
  Properties:
    ReplicationGroupDescription:
      Fn::Sub: ${AWS::StackName}-example
    CacheNodeType: cache.t3.micro
    SecurityGroupIds:
      - Ref: SecurityGroup
    CacheSubnetGroupName:
      Ref: SubnetGroup
    NumCacheClusters: 2
    Engine: redis
    AutomaticFailoverEnabled: true
Proactive controls

ReplicationGroup:
  Type: AWS::ElastiCache::ReplicationGroup
  Properties:
    ReplicationGroupDescription:
      Fn::Sub: ${AWS::StackName}-example
    CacheNodeType: cache.t3.micro
    SecurityGroupIds:
      - Ref: SecurityGroup
    CacheSubnetGroupName:
      Ref: SubnetGroup
    NumCacheClusters: 2
    Engine: redis
    AutomaticFailoverEnabled: false

[CT.ELASTICACHE.PR.4] Require an Amazon ElastiCache replication group to have encryption at rest activated

This control checks whether an Amazon ElastiCache replication group has the encryption-at-rest setting enabled.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElastiCache::ReplicationGroup
- **AWS CloudFormation guard rule:** [CT.ELASTICACHE.PR.4 rule specification](p. 728)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICACHE.PR.4 rule specification](p. 728)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.ELASTICACHE.PR.4 example templates](p. 730)

**Explanation**

Encryption of data at rest is a recommended best practice that adds a layer of access management around your data. In case of any compromise to your Amazon ElastiCache replica nodes, this encryption-at-rest setting ensures that your data is protected from unintended access.

**Usage considerations**

- This control requires the use of encryption at rest, which is supported only for replication groups with Redis engine versions of 3.2.6 or above.

**Remediation for rule failure**

Set the value of the AtRestEncryptionEnabled parameter to true.

The examples that follow show how to implement this remediation.

**Amazon ElastiCache Replication Group - Example**

Amazon ElastiCache replication group configured with encryption at rest enabled. The example is shown in JSON and in YAML.

**JSON example**
YAML example

```yaml
ElastiCacheReplicationGroup:
  Type: AWS::ElastiCache::ReplicationGroup
  Properties:
    CacheSubnetGroupName: !Ref 'SubnetGroup'
    CacheNodeType: cache.t3.medium
    NumCacheClusters: 2
    Engine: redis
    ReplicationGroupDescription: Sample replication group
    AtRestEncryptionEnabled: true
```

CT.ELASTICACHE.PR.4 rule specification

```
# ####################################################################
# Rule Specification     #
# ####################################################################
#
# Rule Identifier:
# elasticache_repl_grp_encrypted_at_rest_check
#
# Description:
# This control checks whether an Amazon ElastiCache replication group has the encryption-at-rest setting enabled.
#
# Reports on:
# AWS::ElastiCache::ReplicationGroup
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document does not contain any ElastiCache ReplicationGroup resources
#   Then: SKIP
# Scenario: 2
```
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ElastiCache ReplicationGroup resource
# And: 'Engine' has not been provided or has been provided and is not set to 'redis'
# Then: SKIP
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ElastiCache ReplicationGroup resource
# And: 'Engine' has been provided and set to 'redis'
# And: 'AtRestEncryptionEnabled' has not been provided
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ElastiCache ReplicationGroup resource
# And: 'Engine' has been provided and set to 'redis'
# And: 'AtRestEncryptionEnabled' has been provided and is set to a value other than bool(true)
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ElastiCache ReplicationGroup resource
# And: 'Engine' has been provided and set to 'redis'
# And: 'AtRestEncryptionEnabled' has been provided and is set to a value of bool(true)
# Then: PASS

# Constants
# let ELASTICACHE_REPLICATION_GROUP_TYPE = "AWS::ElastiCache::ReplicationGroup"
let INPUT_DOCUMENT = this

# Assignments
# let elasticache_replication_groups = Resources.*[ Type == %ELASTICACHE_REPLICATION_GROUP_TYPE ]

# Primary Rules
# rule elasticache_repl_grp_encrypted_at_rest_check when is_cfn_template(%INPUT_DOCUMENT) 
%elasticache_replication_groups not empty {
  check(%elasticache_replication_groups.Properties) <<
    [CT.ELASTICACHE.PR.4]: Require an Amazon ElastiCache replication group to have encryption at rest activated
    [FIX]: Set the value of the 'AtRestEncryptionEnabled' parameter to true.
  >>
}
rule elasticache_repl_grp_encrypted_at_rest_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTICACHE_REPLICATION_GROUP_TYPE) {
  check(%INPUT_DOCUMENT.%ELASTICACHE_REPLICATION_GROUP_TYPE.resourceProperties) <<
    [CT.ELASTICACHE.PR.4]: Require an Amazon ElastiCache replication group to have encryption at rest activated
    [FIX]: Set the value of the 'AtRestEncryptionEnabled' parameter to true.
  >>
}

#
# Parameterized Rules

## Scenario 2

```plaintext
def check(elasticache_replication_group) {
    %elasticache_replication_group {
        # Scenario 2
        filter_elasticache_replication_group(this) {
            # Scenario 3
            AtRestEncryptionEnabled exists
        }
        # Scenarios 4 and 5
        AtRestEncryptionEnabled == true
    }
}
```

## Scenario 3

```plaintext
def filter_elasticache_replication_group(elasticache_replication_group) {
    %elasticache_replication_group {
        Engine exists
        Engine == "redis"
    }
}
```

## Utility Rules

## Scenario 4

```plaintext
def is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
```

## Scenario 5

```plaintext
def is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

### CT.ELASTICACHE.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls. PASS Example - Use this template to verify a compliant resource creation.

**Resources:**

**VPC:**

- **Type:** AWS::EC2::VPC
- **Properties:**
  - CidrBlock: 10.0.0.0/16
  - EnableDnsSupport: 'true'
  - EnableDnsHostnames: 'true'

**Subnet:**

- **Type:** AWS::EC2::Subnet
- **Properties:**
  - VpcId: Ref: VPC
  - CidrBlock: 10.0.1.0/24
  - AvailabilityZone:
    - Fn::Select:
      - 0
      - Fn::GetAZs: ''
- **SubnetGroup:**
  - **Type:** AWS::ElastiCache::SubnetGroup
Properties:
  Description: Example subnet group
  SubnetIds:
    - Ref: Subnet
ElastiCacheReplicationGroup:
  Type: AWS::ElastiCache::ReplicationGroup
  Properties:
    CacheSubnetGroupName:
      Ref: SubnetGroup
    CacheNodeType: cache.t3.medium
    NumCacheClusters: 2
    Engine: redis
    ReplicationGroupDescription: Example replication group
    AtRestEncryptionEnabled: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: '
SubnetGroup:
  Type: AWS::ElastiCache::SubnetGroup
  Properties:
    Description: Example subnet group
    SubnetIds:
      - Ref: Subnet
ElastiCacheReplicationGroup:
  Type: AWS::ElastiCache::ReplicationGroup
  Properties:
    CacheSubnetGroupName:
      Ref: SubnetGroup
    CacheNodeType: cache.t3.medium
    NumCacheClusters: 2
    Engine: redis
    ReplicationGroupDescription: Example replication group
    AtRestEncryptionEnabled: false

[CT.ELASTICACHE.PR.5] Require an Amazon ElastiCache for Redis replication group to have encryption in transit activated

This control checks whether an Amazon ElastiCache replication group has encryption-in-transit enabled.

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation guard rule
• **Control behavior**: Proactive
• **Resource types**: AWS::ElastiCache::ReplicationGroup
• **AWS CloudFormation guard rule**: CT.ELASTICACHE.PR.5 rule specification (p. 733)

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ELASTICACHE.PR.5 rule specification (p. 733)
• For examples of PASS and FAIL CloudFormation templates related to this control, see: CT.ELASTICACHE.PR.5 example templates (p. 735)

**Explanation**

TLS can be used to help prevent potential attackers from eavesdropping on or manipulating network traffic using person-in-the-middle or similar attacks. Amazon ElastiCache in-transit encryption is an optional feature that you can use to help protect your data when it is moving from one location to another.

**Usage considerations**

• Encryption-in-transit is supported on Amazon ElastiCache replication groups running Redis versions 3.2.6, 4.0.10 and later.
• Because of the processing required to encrypt and decrypt the data at the endpoints, implementing in-transit encryption can reduce performance. We recommend that you benchmark in-transit encryption, compared to no encryption, on your own data, to determine the impact of encryption-in-transit on performance for your implementation.

**Remediation for rule failure**

Set the value of the TransitEncryptionEnabled parameter to true.

The examples that follow show how to implement this remediation.

**Amazon ElastiCache Replication Group - Example**

Amazon ElastiCache replication group configured with encryption-in-transit enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ReplicationGroup": {
    "Type": "AWS::ElastiCache::ReplicationGroup",
    "Properties": {
      "ReplicationGroupDescription": "Sample replication group",
      "CacheNodeType": "cache.t3.micro",
      "SecurityGroupIds": [
        { "Ref": "SecurityGroup"
      },
      "CacheSubnetGroupName": {
        "Ref": "SubnetGroup"
      },
      "NumCacheClusters": 2,
      "Engine": "redis",
      "TransitEncryptionEnabled": true
    }
  }
}
```

---

732
YAML example

ReplicationGroup:
  Type: AWS::ElastiCache::ReplicationGroup
  Properties:
    ReplicationGroupDescription: Sample replication group
    CacheNodeType: cache.t3.micro
    SecurityGroupIds:
      - !Ref 'SecurityGroup'
    CacheSubnetGroupName: !Ref 'SubnetGroup'
    NumCacheClusters: 2
    Engine: redis
    TransitEncryptionEnabled: true

CT.ELASTICACHE.PR.5 rule specification

# # Rule Specification #
# Rule Identifier: elasticache_repl_grp_encrypted_in_transit_check
# Description: This control checks whether an Amazon ElastiCache replication group has encryption-in-transit enabled.
# Reports on: AWS::ElastiCache::ReplicationGroup
# Evaluates: AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters: None
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document does not contain any ElastiCache ReplicationGroup resources
#   Then: SKIP
# Scenario: 2
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains an ElastiCache ReplicationGroup resource
#   And: 'Engine' has not been provided or has been provided and is not set to 'redis'
#   Then: SKIP
# Scenario: 3
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains an ElastiCache ReplicationGroup resource
#   And: 'Engine' has been provided and set to 'redis'
#   And: 'TransitEncryptionEnabled' has not been provided
#   Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ElastiCache ReplicationGroup resource
# And: 'Engine' has been provided and set to 'redis'
# And: 'TransitEncryptionEnabled' has been provided and set to a value other than bool(true)
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ElastiCache ReplicationGroup resource
# And: 'Engine' has been provided and set to 'redis'
# And: 'TransitEncryptionEnabled' has been provided and set to bool(true)
# Then: PASS

# Constants

let ELASTICACHE_REPLICATION_GROUP_TYPE = "AWS::ElastiCache::ReplicationGroup"
let REDIS_ENGINE_TYPE = "redis"
let INPUT_DOCUMENT = this

# Assignments

let elasticache_replication_groups = Resources.*[ Type == %ELASTICACHE_REPLICATION_GROUP_TYPE ]

# Primary Rules

rule elasticache_repl_grp_encrypted_in_transit_check when is_cfn_template(%INPUT_DOCUMENT) %elasticache_replication_groups not empty { check(%elasticache_replication_groups.Properties) <<
  [CT.ELASTICACHE.PR.5]: Require an Amazon ElastiCache for Redis replication group to have encryption in transit activated
  [FIX]: Set the value of the 'TransitEncryptionEnabled' parameter to true.
  >>>
}

rule elasticache_repl_grp_encrypted_in_transit_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTICACHE_REPLICATION_GROUP_TYPE) { check(%INPUTocument.%ELASTICACHE_REPLICATION_GROUP_TYPE.resourceProperties) <<
  [CT.ELASTICACHE.PR.5]: Require an Amazon ElastiCache for Redis replication group to have encryption in transit activated
  [FIX]: Set the value of the 'TransitEncryptionEnabled' parameter to true.
  >>>
}

# Parameterized Rules

rule check(elasticache_replication_group) { %elasticache_replication_group [ # Scenario 2 Engine exists Engine == %REDIS_ENGINE_TYPE ] {
  # Scenarios 3, 4 and 5
  TransitEncryptionEnabled exists
  TransitEncryptionEnabled == true
  }
}
# Utility Rules

```plaintext
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

## CT.ELASTICACHE.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

```
Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
  Subnet:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/16
      AvailabilityZone:
        Fn::Select:
        - 0
        - Fn::GetAZs: ''
  SecurityGroup:
    Type: AWS::EC2::SecurityGroup
    Properties:
      GroupDescription: Example security group
      VpcId:
        Ref: VPC
      SecurityGroupIngress:
        - FromPort: 443
        InProtocol: tcp
        ToPort: 443
        CidrIp: 0.0.0.0/0
  SubnetGroup:
    Type: AWS::ElastiCache::SubnetGroup
    Properties:
      Description: Example subnet group
      SubnetIds:
        - Ref: Subnet
  ReplicationGroup:
    Type: AWS::ElastiCache::ReplicationGroup
    Properties:
      ReplicationGroupDescription:
        Fn::Sub: ${AWS::StackName}-example
      CacheNodeType: cache.t3.micro
      SecurityGroupIds:
        - Ref: SecurityGroup
      CacheSubnetGroupName:
```

735
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/16
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''
SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
    GroupDescription: Example security group
    VpcId:
      Ref: VPC
    SecurityGroupIngress:
      - FromPort: 443
        IpProtocol: tcp
        ToPort: 443
        CidrIp: 0.0.0.0/0
SubnetGroup:
  Type: AWS::ElastiCache::SubnetGroup
  Properties:
    Description: Example subnet group
    SubnetIds:
      - Ref: Subnet
ReplicationGroup:
  Type: AWS::ElastiCache::ReplicationGroup
  Properties:
    ReplicationGroupDescription:
      Fn::Sub: ${AWS::StackName}-example
    CacheNodeType: cache.t3.micro
    SecurityGroupIds:
      - Ref: SecurityGroup
    CacheSubnetGroupName:
      Ref: SubnetGroup
    NumCacheClusters: 2
    Engine: redis
    TransitEncryptionEnabled: false

[CT.ELASTICACHE.PR.6] Require an Amazon ElastiCache cache cluster to use a custom subnet group

This control checks whether an Amazon ElastiCache cache cluster is configured with a custom subnet group.
• **Control objective:** Limit network access
• **Implementation:** AWS CloudFormation guard rule
• **Control behavior:** Proactive
• **Resource types:** AWS::ElastiCache::CacheCluster
• **AWS CloudFormation guard rule:** CT.ELASTICACHE.PR.6 rule specification (p. 738)

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ELASTICACHE.PR.6 rule specification (p. 738)
• For examples of PASS and FAIL CloudFormation templates related to this control, see: CT.ELASTICACHE.PR.6 example templates (p. 740)

**Explanation**

When you launch an ElastiCache cluster, AWS creates a default subnet group if none exists already. The default group utilizes subnets from the default VPC. Using custom subnet groups allows you to be more restrictive about network access to ElastiCache clusters.

**Usage considerations**

• This rule evaluates whether an Amazon ElastiCache cache cluster has been configured with a custom subnet group.
• Custom subnet groups may contain subnets that reside in the default Amazon VPC.

**Remediation for rule failure**

Set the `CacheSubnetGroupName` parameter to the name of a custom Amazon ElastiCache cache subnet group.

The examples that follow show how to implement this remediation.

**Amazon ElastiCache Cache Cluster - Example**

An Amazon ElastiCache cache cluster configured with a custom subnet group. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "ElasticacheCluster": {
        "Type": "AWS::ElastiCache::CacheCluster",
        "Properties": {
            "Engine": "memcached",
            "CacheNodeType": "cache.t3.micro",
            "NumCacheNodes": "1",
            "CacheSubnetGroupName": {
                "Ref": "SubnetGroup"
            },
            "VpcSecurityGroupIds": [
                "Fn::GetAtt": [
                    "SecurityGroup",
                    "GroupId"
                ]
            ]
        }
    }
}
```
YAML example

```yaml
ElasticacheCluster:
  Type: AWS::ElastiCache::CacheCluster
  Properties:
    Engine: memcached
    CacheNodeType: cache.t3.micro
    NumCacheNodes: '1'
    CacheSubnetGroupName: !Ref 'SubnetGroup'
    VpcSecurityGroupIds:
      - !GetAtt 'SecurityGroup.GroupId'
```

CT.ELASTICACHE.PR.6 rule specification

```bash
# ###################################################################
## Rule Specification        ##
# ###################################################################
#
# Rule Identifier:
#   elasticache_subnet_group_check
#
# Description:
#   This control checks whether an Amazon ElastiCache cache cluster is configured with a
#   custom subnet group.
#
# Reports on:
#   AWS::ElastiCache::CacheCluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any ElastiCache cluster resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an ElastiCache cluster resource
#     And: 'CacheSubnetGroupName' has not been provided
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an ElastiCache cluster resource
#     And: 'CacheSubnetGroupName' has been provided as an empty string or as a non-valid
#     local reference
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
```
# And: The input document contains an ElastiCache cluster resource
# And: 'CacheSubnetGroupName' has been provided and set to a value of 'default'
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an ElastiCache cluster resource
# And: 'CacheSubnetGroupName' has been provided as a non-empty string or a valid
# local reference
# Then: PASS
#
# Constants
#
let ELASTICACHE_CACHE_CLUSTER_TYPE = "AWS::ElastiCache::CacheCluster"
let INPUT_DOCUMENT = this
#
# Assignments
#
let elasticache_cache_clusters = Resources.*[ Type == %ELASTICACHE_CACHE_CLUSTER_TYPE ]
#
# Primary Rules
#
rule elasticache_subnet_group_check when is_cfn_template(%INPUT_DOCUMENT)
%elasticache_cache_clusters not empty {  
  check(%elasticache_cache_clusters.Properties)  
  <<  
  [CT.ELASTICACHE.PR.6]: Require an Amazon ElastiCache cache cluster to use a custom 
  subnet group  
  [FIX]: Set the 'CacheSubnetGroupName' parameter to the name of a custom Amazon 
  ElastiCache cache subnet group.  
  >>
}
rule elasticache_subnet_group_check when is_cfn_hook(%INPUT_DOCUMENT,
%ELASTICACHE_CACHE_CLUSTER_TYPE) {  
  check(%INPUT_DOCUMENT.%ELASTICACHE_CACHE_CLUSTER_TYPE.resourceProperties)  
  <<  
  [CT.ELASTICACHE.PR.6]: Require an Amazon ElastiCache cache cluster to use a custom 
  subnet group  
  [FIX]: Set the 'CacheSubnetGroupName' parameter to the name of a custom Amazon 
  ElastiCache cache subnet group.  
  >>
}
#
# Parameterized Rules
#
rule check(elasticache_cache_cluster) {  
  %elasticache_cache_cluster {  
    # Scenario 2
    CacheSubnetGroupName exists
  
    # Scenarios 3, 4 and 5
    check_subnet_group_is_not_default(this) or
    check_local_references(%INPUT_DOCUMENT, CacheSubnetGroupName,
    "AWS::ElastiCache::SubnetGroup")
  }  
}
rule check_subnet_group_is_not_default(elasticache_cache_cluster) {  
  %elasticache_cache_cluster {  
    check_is_string_and_not_empty(CacheSubnetGroupName)
    CacheSubnetGroupName != "default"
  }  
}
# CT.ELASTICACHE.PR.6 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

<table>
<thead>
<tr>
<th>Resources:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>VPC:</strong></td>
</tr>
<tr>
<td>Type: AWS::EC2::VPC</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>CidrBlock: 10.0.0.0/16</td>
</tr>
<tr>
<td>EnableDnsSupport: 'true'</td>
</tr>
<tr>
<td>EnableDnsHostnames: 'true'</td>
</tr>
<tr>
<td><strong>Subnet:</strong></td>
</tr>
<tr>
<td>Type: AWS::EC2::Subnet</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>VpcId:</td>
</tr>
</tbody>
</table>
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
    GroupDescription: Example security group
    SecurityGroupIngress:
      - IpProtocol: tcp
        FromPort: 11211
        ToPort: 11211
        CidrIp: 10.0.0.0/24
CacheCluster:
  Type: AWS::ElastiCache::CacheCluster
  Properties:
    Engine: memcached
    CacheNodeType: cache.t3.micro
    NumCacheNodes: '1'
    CacheSubnetGroupName:
      Ref: SubnetGroup
    VpcSecurityGroupIds:
      - Fn::GetAtt: [SecurityGroup, GroupId]
SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
    GroupDescription: Example security group
    SecurityGroupIngress:
      - IpProtocol: tcp
      FromPort: 11211
      ToPort: 11211
      CidrIp: 10.0.0.0/24

CacheCluster:
  Type: AWS::ElastiCache::CacheCluster
  Properties:
    Engine: memcached
    CacheNodeType: cache.t3.micro
    NumCacheNodes: '1'
    VpcSecurityGroupIds:
      - Fn::GetAtt: [SecurityGroup, GroupId]

[CT.ELASTICACHE.PR.7] Require an Amazon ElastiCache replication group of earlier Redis versions to have Redis AUTH activated

This control checks whether an Amazon ElastiCache replication group with an engine version earlier than 6.0 has Redis AUTH enabled.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElastiCache::ReplicationGroup
- **AWS CloudFormation guard rule:** CT.ELASTICACHE.PR.7 rule specification (p. 743)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ELASTICACHE.PR.7 rule specification (p. 743)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: CT.ELASTICACHE.PR.7 example templates (p. 746)

Explanation

Redis authentication tokens, or passwords, enable Redis to require a password before allowing clients to run commands, thereby improving data security.

Usage considerations

- This control applies only to Amazon ElastiCache replication groups of Redis engine versions earlier than six (6).
- This control requires encryption-in-transit to be enabled on replication groups by means of the TransitEncryptionEnabled property.

Remediation for rule failure

Set the value of the AuthToken parameter to a string between 16 characters and 128 characters in length, which contains only printable ASCII characters and does not contain non-alphanumeric characters outside of the set (!, &,
The examples that follow show how to implement this remediation.

Amazon ElastiCache Replication Group - Example

An Amazon ElastiCache replication group configured with Redis AUTH authentication enabled. The example is shown in JSON and in YAML.

JSON example

```
{
  "ReplicationGroup": {
    "Type": "AWS::ElastiCache::ReplicationGroup",
    "Properties": {
      "ReplicationGroupDescription": "Sample replication group",
      "CacheNodeType": "cache.t3.micro",
      "SecurityGroupIds": [
        "Ref": "SecurityGroup"
      ],
      "CacheSubnetGroupName": {
        "Ref": "SubnetGroup"
      },
      "NumCacheClusters": 2,
      "Engine": "redis",
      "EngineVersion": "5.0.6",
      "TransitEncryptionEnabled": true,
      "AuthToken": {
        "Fn::Sub": "{{resolve:secretsmanager:${ReplicationGroupSecret}::password}}"
      }
    }
  }
}
```

YAML example

```
ReplicationGroup:
  Type: AWS::ElastiCache::ReplicationGroup
  Properties:
    ReplicationGroupDescription: Sample replication group
    CacheNodeType: cache.t3.micro
    SecurityGroupIds:
      - !Ref 'SecurityGroup'
    CacheSubnetGroupName: !Ref 'SubnetGroup'
    NumCacheClusters: 2
    Engine: redis
    EngineVersion: 5.0.6
    TransitEncryptionEnabled: true
    AuthToken: !Sub '{resolve:secretsmanager:${ReplicationGroupSecret}::password}'
```

CT.ELASTICACHE.PR.7 rule specification

```
# #################################################################
##       Rule Specification        ##
# #################################################################
#
# Rule Identifier:
```
Proactive controls

# elasticache_repl grp redis_auth_enabled_check

# Description:
# This control checks whether an Amazon ElastiCache replication group with an engine
# version earlier than 6.0 has Redis AUTH enabled.

# Reports on:
# AWS::ElastiCache::ReplicationGroup

# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any ElastiCache replication group
# resources
# Then: SKIP

# Scenario: 2
# Given: The input document contains an ElastiCache replication group resource
# And: 'Engine' has not been provided or has been provided and is not set to 'redis'
# Then: SKIP

# Scenario: 3
# Given: The input document contains an ElastiCache replication group resource
# And: 'Engine' has been provided and is set to 'redis'
# And: 'EngineVersion' has not been provided or has been provided and set to a
# version greater than or equal to 6
# Then: SKIP

# Scenario: 4
# Given: The input document contains an ElastiCache replication group resource
# And: 'Engine' has been provided and is set to 'redis'
# And: 'EngineVersion' has been provided and set to a version less than 6
# And: 'AuthToken' has not been provided or has been provided and set to an empty
# string
# Then: FAIL

# Scenario: 5
# Given: The input document contains an ElastiCache replication group resource
# And: 'Engine' has been provided and is set to 'redis'
# And: 'EngineVersion' has been provided and set to a version less than 6
# And: 'AuthToken' has been provided and set to a non-empty string
# Then: PASS

# Constants

let ELASTICACHE_REPLICATION_GROUP_TYPE = "AWS::ElastiCache::ReplicationGroup"
let REDIS_ENGINE_TYPE = "redis"
let SUPPORTED_REDIS_ENGINE_VERSIONS_FOR_REDIS_AUTH = [
  /^2\./,
  /^3\./,
  /^4\./,
  /^5\./
]
let INPUT_DOCUMENT = this
# Assignments

let elasticache_replication_groups = Resources.*[ Type == %ELASTICACHE_REPLICATION_GROUP_TYPE ]

# Primary Rules

# rule elasticache_repl_grp_redis_auth_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%elasticache_replication_groups not empty {
    check(%elasticache_replication_groups.Properties)
    <<
    [CT.ELASTICACHE.PR.7]: Require an Amazon ElastiCache replication group of earlier Redis versions to have Redis AUTH activated
    [FIX]: Set the value of the 'AuthToken' parameter to a string between 16 characters and 128 characters in length, which contains only printable ASCII characters and does not contain non-alphanumeric characters outside of the set (!, &,
    >>
}

rule elasticache_repl_grp_redis_auth_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTICACHE_REPLICATION_GROUP_TYPE) { 
    check(%INPUT_DOCUMENT.%ELASTICACHE_REPLICATION_GROUP_TYPE.resourceProperties)
    <<
    [CT.ELASTICACHE.PR.7]: Require an Amazon ElastiCache replication group of earlier Redis versions to have Redis AUTH activated
    [FIX]: Set the value of the 'AuthToken' parameter to a string between 16 characters and 128 characters in length, which contains only printable ASCII characters and does not contain non-alphanumeric characters outside of the set (!, &,
    >>
}

# Parameterized Rules

# rule check(elasticache_replication_group) {
%elasticache_replication_group [ 
    # Scenario 2
    Engine exists
    Engine == %REDIS_ENGINE_TYPE

    # Scenario 3
    EngineVersion exists
    EngineVersion in %SUPPORTED_REDIS_ENGINE_VERSIONS_FOR_REDIS_AUTH
    ]
    } 

    # Scenarios 4 and 5
    AuthToken exists
    check_is_string_and_not_empty(AuthToken)
    
}

# Utility Rules

# rule is_cfn_template(doc) {
%doc {
    AWSTemplateFormatVersion exists or Resources exists
}
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
CT.ELASTICACHE.PR.7 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/16
    AvailabilityZone:
      Fn::Select:
        - 0
      - Fn::GetAZs: '
SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
    GroupDescription: Example security group
    VpcId:
      Ref: VPC
    SecurityGroupIngress:
      - FromPort: 443
        IpProtocol: tcp
        ToPort: 443
        CidrIp: 0.0.0.0/0
SubnetGroup:
  Type: AWS::ElastiCache::SubnetGroup
  Properties:
    Description: Cache subnet group
    SubnetIds:
      - Ref: Subnet
ReplicationGroupSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: Replication group secret
    GenerateSecretString:
      SecretStringTemplate: "{}"
      GenerateStringKey: password
      PasswordLength: 64
      ExcludePunctuation: true
ReplicationGroup:
  Type: AWS::ElastiCache::ReplicationGroup
  Properties:
    ReplicationGroupDescription:
      Fn::Sub: ${AWS::StackName}-example
    CacheNodeType: cache.t3.micro
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/16
    AvailabilityZone:
      Fn::Select:
        - 0
      - Fn::GetAZs: ''
SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
    GroupDescription: Example security group
    VpcId:
      Ref: VPC
    SecurityGroupIngress:
      - FromPort: 443
      - IpProtocol: tcp
      - ToPort: 443
      - CidrIp: 0.0.0.0/0
SubnetGroup:
  Type: AWS::Elasticache::SubnetGroup
  Properties:
    Description: Cache subnet group
    SubnetIds:
      - Ref: Subnet
ReplicationGroup:
  Type: AWS::Elasticache::ReplicationGroup
  Properties:
    ReplicationGroupDescription:
      Fn::Sub: '${AWS::StackName}-example'
    CacheNodeType: cache.t3.micro
    SecurityGroupIds:
      - Ref: SecurityGroup
    CacheSubnetGroupName:
      Ref: SubnetGroup
    NumCacheClusters: 2
    Engine: redis
    EngineVersion: 3.2.6
    TransitEncryptionEnabled: true
[CT.ELASTICACHE.PR.8] Require an Amazon ElastiCache replication group of later Redis versions to have RBAC authentication activated

This control checks whether Amazon ElastiCache replication groups with an engine version greater than or equal to 6.0 have RBAC authentication enabled.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElastiCache::ReplicationGroup
- **AWS CloudFormation guard rule:** CT.ELASTICACHE.PR.8 rule specification (p. 749)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ELASTICACHE.PR.8 rule specification (p. 749)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: ???(p. 752)

**Explanation**

Role-Based Access Control (RBAC) helps you create users and assign specific permissions to them, by using an access string. You assign the users to user groups aligned with a specific role, such as administrators, or human resources. The roles are deployed to Amazon ElastiCache for Redis replication groups. This technique establishes security boundaries between clients using the same Redis replication groups, and it prevents clients from having access to other clients' data. If you use RBAC authentication over Redis AUTH, it reduces the number of credentials required for authenticated access to an Amazon ElastiCache replication group.

**Usage considerations**

- This control applies only to Amazon ElastiCache replication groups of Redis engine versions greater than or equal to 6.0
- This control requires encryption in transit to be enabled on replication groups by means of the TransitEncryptionEnabled property

**Remediation for rule failure**

Set the value of the UserGroupIds property to a list that contains at least one Amazon ElastiCache user group identifier.

The examples that follow show how to implement this remediation.

**Amazon ElastiCache Replication Group - Example**

An Amazon ElastiCache replication group configured with RBAC authentication enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ReplicationGroup": {
    "Type": "AWS::ElastiCache::ReplicationGroup",
    "Properties": {
      "ReplicationGroupDescription": "Sample replication group",
```
YAML example

ReplicationGroup:
  Type: AWS::ElastiCache::ReplicationGroup
  Properties:
    ReplicationGroupDescription: Sample replication group
    CacheNodeType: cache.t3.micro
    SecurityGroupIds:
      - !Ref 'SecurityGroup'
    CacheSubnetGroupName: !Ref 'SubnetGroup'
    NumCacheClusters: 2
    Engine: redis
    EngineVersion: 6.2
    TransitEncryptionEnabled: true
    UserGroupIds:
      - !Ref 'UserGroup'

CT.ELASTICACHE.PR.8 rule specification

# #############################################################################
##       Rule Specification        
# #############################################################################
# Rule Identifier:  
#   elasticache_repl_grp_rbac_auth_enabled_check  
# Description:
#   This control checks whether Amazon ElastiCache replication groups with an engine 
#   version greater than or equal to 6.0 have RBAC authentication enabled.  
# Reports on:  
#   AWS::ElastiCache::ReplicationGroup  
# Evaluates:  
#   AWS CloudFormation, AWS CloudFormation hook  
#
# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any Amazon ElastiCache replication group
resources
# Then: SKIP

# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon ElastiCache replication group resource
# And: 'Engine' has not been provided or has been provided and is not set to 'redis'
# Then: SKIP

# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon ElastiCache replication group resource
# And: 'Engine' has been provided and is set to 'redis'
# And: 'EngineVersion' has been provided and set to a version less than 6
# Then: SKIP

# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon ElastiCache replication group resource
# And: 'Engine' has been provided and set to 'redis'
# And: 'EngineVersion' has not been provided or has been provided and set to a
version greater than or equal to 6
# And: 'UserGroupIds' has not been provided or has been provided as an empty list or
a list containing an empty
string or invalid local reference
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon ElastiCache replication group resource
# And: 'Engine' has been provided and set to 'redis'
# And: 'EngineVersion' has not been provided or has been provided and set to a
version greater than or equal to 6
# And: 'UserGroupIds' has been provided as a list containing non-empty strings or
valid local references
# Then: PASS

# Constants
# let ELASTICACHE_REPLICATION_GROUP_TYPE = "AWS::ElastiCache::ReplicationGroup"
let REDIS_ENGINE_TYPE = "redis"
let UNSUPPORTED_REDIS_ENGINE_VERSIONS_FOR_RBAC = [
  /^2\./,
  /^3\./,
  /^4\./,
  /^5\./
]
let INPUT_DOCUMENT = this

# Assignments
# let elasticache_replication_groups = Resources.*[ Type == %ELASTICACHE_REPLICATION_GROUP_TYPE ]

# Primary Rules
rule elasticache_repl_grp_rbac_auth_enabled_check when is_cfn_template(%INPUT_DOCUMENT) {
    %elasticache_replication_groups not empty {
        check(%elasticache_replication_groups.Properties)
        <<
        [CT.ELASTICACHE.PR.8]: Require an Amazon ElastiCache replication group of later Redis versions to have RBAC authentication activated
        [FIX]: Set the value of the UserGroupIds property to a list that contains at least one Amazon ElastiCache user group identifier.
        >>
    }
}
rule elasticache_repl_grp_rbac_auth_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTICACHE_REPLICATION_GROUP_TYPE) {
    check(%INPUT_DOCUMENT.%ELASTICACHE_REPLICATION_GROUP_TYPE.resourceProperties)
    <<
    [CT.ELASTICACHE.PR.8]: Require an Amazon ElastiCache replication group of later Redis versions to have RBAC authentication activated
    [FIX]: Set the value of the UserGroupIds property to a list that contains at least one Amazon ElastiCache user group identifier.
    >>
}

# Parameterized Rules

rule check(elasticache_replication_group) {
    %elasticache_replication_group [
        Engine exists
        Engine == %REDISENGINE_TYPE
        # Scenario 3
        EngineVersion not exists or
        EngineVersion not in %UNSUPPORTED_REDIS_ENGINE_VERSIONS_FOR_RBAC
    ] {
        # Scenarios 4, 5 and 6
        UserGroupIds exists
        UserGroupIds is_list
        UserGroupIds not empty
        UserGroupIds[*] {
            check_is_string_and_not_empty(this) or
            check_local_references(%INPUT_DOCUMENT, this, "AWS::ElastiCache::UserGroup")
        }
    }
}

# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
rule check_is_string_and_not_empty(value) {
    %value {
        this is_string
        ...
rule check_local_references(doc, reference_properties, referenced_resource_type) {
  %reference_properties {
    'Fn::GetAtt' {
      query_for_resource(%doc, this[0], %referenced_resource_type)
      <<Local Stack reference was invalid>>
    } or Ref {
      query_for_resource(%doc, this, %referenced_resource_type)
      <<Local Stack reference was invalid>>
    }
  }
}

rule query_for_resource(doc, resource_key, referenced_resource_type) {
  let referenced_resource = %doc.Resources[ keys == %resource_key ]
  %referenced_resource not empty
  %referenced_resource {
    Type == %referenced_resource_type
  }
}

CT.ELASTICACHE.PR.8 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/16
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: '
SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
    GroupDescription: test
    VpcId:
      Ref: VPC
    SecurityGroupIngress:
      - FromPort: 443
        IpProtocol: tcp
        ToPort: 443
        CidrIp: 0.0.0.0/0
SubnetGroup:
  Type: AWS::ElastiCache::SubnetGroup
  Properties:
    Description: Cache Subnet Group
    SubnetIds:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/16
    AvailabilityZone:
      Fn::Select:
        - 0
      Fn::GetAZs: ''
SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
    GroupDescription: test
    VpcId:
      Ref: VPC
    SecurityGroupIngress:
      - FromPort: 443
        IpProtocol: tcp
        ToPort: 443
        CidrIp: 0.0.0.0/0
SubnetGroup:
  Type: AWS::ElastiCache::SubnetGroup
  Properties:
    Description: Cache Subnet Group
    SubnetIds:
      - Ref: Subnet
ReplicationGroup:
  Type: AWS::ElastiCache::ReplicationGroup
  Properties:
    ReplicationGroupDescription:
Amazon Elastic Container Registry controls

Topics
- [CT.ECR.PR.1] Require Amazon ECR repositories to have a lifecycle policy configured (p. 754)
- [CT.ECR.PR.2] Require Amazon ECR private repositories to have image scanning enabled (p. 758)
- [CT.ECR.PR.3] Require Amazon ECR private repositories to have tag immutability enabled (p. 761)

[CT.ECR.PR.1] Require Amazon ECR repositories to have a lifecycle policy configured

This control checks whether a private Amazon Elastic Container Registry (Amazon ECR) repository has at least one lifecycle policy configured.

- **Control objective:** Manage vulnerabilities, Protect configurations
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ECR::Repository
- **AWS CloudFormation guard rule:** CT.ECR.PR.1 rule specification (p. 755)

Details and examples
- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ECR.PR.1 rule specification (p. 755)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.ECR.PR.1 example templates (p. 757)

Explanation

Amazon ECR lifecycle policies specify the lifecycle management of images in a repository. By configuring lifecycle policies, you can automate the cleanup of unused images and the expiration of images, based on age or count. Automating these tasks can help you to avoid unintentionally using outdated images in your repository.

Remediation for rule failure

Provide a LifecyclePolicy configuration and set LifecyclePolicyText to an Amazon ECR repository lifecycle policy.

The examples that follow show how to implement this remediation.

Amazon ECR Repository - Example

Amazon ECR repository configured with a lifecycle policy. The example is shown in JSON and in YAML.
**JSON example**

```json
{
  "ECRRepository": {
    "Type": "AWS::ECR::Repository",
    "Properties": {
      "LifecyclePolicy": {
        "LifecyclePolicyText": "{
          "rules": ["rulePriority": 1, "description": "Expire images older than 14 days",
          "selection": {"tagStatus": "untagged", "countType": "sinceImagePushed", "countUnit": "days", "countNumber": 14},
          "action": {"type": "expire"}
        }
        ]
      }
    }
  }
}
```

**YAML example**

```yaml
ECRRepository:
  Type: AWS::ECR::Repository
  Properties:
    LifecyclePolicy:
      LifecyclePolicyText: |
        
        
        "rulePriority": 1, "description": "Expire images older than 14 days",
        "selection": {"tagStatus": "untagged", "countType": "sinceImagePushed", "countUnit": "days", "countNumber": 14},
        "action": {"type": "expire"}
```

**CT.ECR.PR.1 rule specification**

```
# ###################################
##       Rule Specification        ##
#####################################
#
# Rule Identifier:
#    ecr_private_lifecycle_policy_configured_check
#
# Description:
#   This control checks whether a private Amazon Elastic Container Registry (ECR) repository has at least one lifecycle policy configured.
#
# Reports on:
#    AWS::ECR::Repository
```
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document does not contain any ECR repository resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ECR repository resource
# And: 'LifecyclePolicy' is not present
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ECR repository resource
# And: 'LifecyclePolicy' is present
# And: 'LifecyclePolicyText' has not been provided in the 'LifecyclePolicy' configuration or has been provided as
# an empty string
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ECR repository resource
# And: 'LifecyclePolicy' is present
# And: 'LifecyclePolicyText' has been provided in the 'LifecyclePolicy' configuration with a non-empty string
# Then: PASS

# Constants

let ECR_REPOSITORY_TYPE = "AWS::ECR::Repository"
let INPUT_DOCUMENT = this

# Assignments

let ecr_repositories = Resources.*[ Type == %ECR_REPOSITORY_TYPE ]

# Primary Rules

rule ecr_private_lifecycle_policy_configured_check when is_cfn_template(%INPUT_DOCUMENT)
%ecr_repositories not empty {
  check(%ecr_repositories.Properties)
  <<
  [CT.ECR.PR.1]: Require Amazon ECR repositories to have a lifecycle policy configured
  [FIX]: Provide a 'LifecyclePolicy' configuration and set 'LifecyclePolicyText' to an Amazon ECR repository lifecycle policy.
  >>
}

rule ecr_private_lifecycle_policy_configured_check when is_cfn_hook(%INPUT_DOCUMENT, %ECR_REPOSITORY_TYPE) {
  check(%INPUT_DOCUMENT.%ECR_REPOSITORY_TYPE.resourceProperties)
  <<
  [CT.ECR.PR.1]: Require Amazon ECR repositories to have a lifecycle policy configured
  [FIX]: Provide a 'LifecyclePolicy' configuration and set 'LifecyclePolicyText' to an Amazon ECR repository lifecycle policy.
}
CT.ECR.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
ECRRepository:
  Type: AWS::ECR::Repository
  Properties:
    LifecyclePolicy:
      LifecyclePolicyText: |
        "rules": [
          {
            "rulePriority": 1,
            "description": "Expire images older than 14 days",
            "selection": {
              "tagStatus": "untagged",
              "countType": "sinceImagePushed",
              "countUnit": "days",
            }
          }
        ]
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  ECRRepository:
    Type: AWS::ECR::Repository
    Properties: {}

[CT.ECR.PR.2] Require Amazon ECR private repositories to have image scanning enabled

This control checks whether a private Amazon Elastic Container Registry (Amazon ECR) repository has image scanning enabled.

- **Control objective:** Manage vulnerabilities
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ECR::Repository
- **AWS CloudFormation guard rule:** [CT.ECR.PR.2 rule specification](p. 759)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ECR.PR.2 rule specification](p. 759)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ECR.PR.2 example templates](p. 761)

Explanation

Amazon ECR image scanning helps with identifying software vulnerabilities in your container images. Amazon ECR uses the Common Vulnerabilities and Exposures (CVEs) database from the open-source Clair project, and it provides a list of scan findings. Enabling image scanning on Amazon ECR repositories adds a layer of verification regarding the integrity and safety of the images being stored.

**Remediation for rule failure**

Set `ScanOnPush` in `ImageScanningConfiguration` to `true`.

The examples that follow show how to implement this remediation.

**Amazon ECR Repository - Example**

Amazon ECR repository with image scanning enabled. The example is shown in JSON and in YAML.
JSON example

```json
{
  "ECRRepository": {
    "Type": "AWS::ECR::Repository",
    "Properties": {
      "ImageScanningConfiguration": {
        "ScanOnPush": true
      }
    }
  }
}
```

YAML example

```yaml
ECRRepository:
  Type: AWS::ECR::Repository
  Properties:
    ImageScanningConfiguration:
      ScanOnPush: true
```

CT.ECR.PR.2 rule specification

```
# ###################################
##       Rule Specification        ##
#####################################
#
# Rule Identifier:
#   ecr_private_image_scanning_enabled_check
#
# Description:
#   This control checks whether a private Amazon Elastic Container Registry (Amazon ECR) repository has image scanning enabled.
#
# Reports on:
#   AWS::ECR::Repository
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any Amazon ECR repository resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an Amazon ECR repository resource
#     And: 'ImageScanningConfiguration.ScanOnPush' has not been provided
#     Then: FAIL
#   Scenario: 3
```
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an Amazon ECR repository resource
And: 'ImageScanningConfiguration.ScanOnPush' has been provided and set to a value
other than bool(true)
Then: FAIL
Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an Amazon ECR repository resource
And: 'ImageScanningConfiguration.ScanOnPush' has been provided and set to
bool(true)
Then: PASS

Constants

let ECR_REPOSITORY_TYPE = "AWS::ECR::Repository"
let INPUT_DOCUMENT = this

Assignments

let ecr_repositories = Resources.*[ Type == %ECR_REPOSITORY_TYPE ]

Primary Rules

rule ecr_private_image_scanning_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%ecr_repositories not empty {
    check(%ecr_repositories.Properties)
    %ecr_repositories not empty {
        [CT.ECR.PR.2]: Require Amazon ECR private repositories to have image scanning
        enabled
        [FIX]: Set 'ScanOnPush' in 'ImageScanningConfiguration' to 'true'.
    }
}

rule ecr_private_image_scanning_enabled_check when is_cfn_hook(%INPUT_DOCUMENT,
%ECR_REPOSITORY_TYPE) {
    check(%INPUT_DOCUMENT.%ECR_REPOSITORY_TYPE.resourceProperties)
    %ecr_repositories not empty {
        [CT.ECR.PR.2]: Require Amazon ECR private repositories to have image scanning
        enabled
        [FIX]: Set 'ScanOnPush' in 'ImageScanningConfiguration' to 'true'.
    }
}

Parameterized Rules

rule check(ecr_repository) {
    %ecr_repository {
        # Scenario 2
        ImageScanningConfiguration exists
        ImageScanningConfiguration is_struct
        ImageScanningConfiguration {
            # Scenario 3 and 4
            ScanOnPush exists
            ScanOnPush == true
        }
    }
}

#
# Utility Rules

## rule is_cfn_template(doc) {
  "doc {  
    AWSTemplateFormatVersion exists or 
    Resources exists  
  }"
}

## rule is_cfn_hook(doc, RESOURCE_TYPE) {
  "doc.%RESOURCE_TYPE.resourceProperties exists"
}

### CT.ECR.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

#### PASS Example - Use this template to verify a compliant resource creation.

Resources:

ECRRepository:
  Type: AWS::ECR::Repository
  Properties:
    ImageScanningConfiguration:
      ScanOnPush: true

#### FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:

ECRRepository:
  Type: AWS::ECR::Repository
  Properties:
    ImageScanningConfiguration:
      ScanOnPush: false

### CT.ECR.PR.3 Require Amazon ECR private repositories to have tag immutability enabled

This control checks whether a private Amazon Elastic Container Registry (Amazon ECR) repository has tag immutability enabled.

- **Control objective:** Protect configurations
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ECR::Repository
- **AWS CloudFormation guard rule:** [CT.ECR.PR.3 rule specification (p. 762)](#)

#### Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ECR.PR.3 rule specification (p. 762)](#)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.ECR.PR.3 example templates (p. 764)

**Explanation**

Amazon ECR tag immutability enables customers to rely on the descriptive tags of an image as a reliable mechanism that tracks and uniquely identifies images. An immutable tag is static, which means that each tag refers to a unique image. This tagging improves reliability and scalability, because the use of a static tag always results in the same image being deployed. When configured, tag immutability prevents the tags from being overridden, which reduces the attack surface.

**Remediation for rule failure**

Set `ImageTagMutability` to `IMMUTABLE`.

The examples that follow show how to implement this remediation.

**Amazon ECR Repository - Example**

Amazon ECR repository configured with immutable tags. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ECRRepository": {
      "Type": "AWS::ECR::Repository",
      "Properties": {
          "ImageTagMutability": "IMMUTABLE"
          
      }
  }
}
```

**YAML example**

```yaml
ECRRepository:
  Type: AWS::ECR::Repository
  Properties:
    ImageTagMutability: IMMUTABLE
```

**CT.ECR.PR.3 rule specification**

```
# ###################################################################
##       Rule Specification       ##
# ###################################################################
#
# Rule Identifier:
#   ecr_private_tag_immutability_enabled_check
#
# Description:
#   This control checks whether a private Amazon Elastic Container Registry (Amazon ECR) repository has tag immutability enabled.
#
# Reports on:
#   AWS::ECR::Repository
```
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document does not contain any ECR repository resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ECR repository resource
# And: 'ImageTagMutability' has not been provided
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ECR repository resource
# And: 'ImageTagMutability' has been provided with a value of 'MUTABLE'
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ECR repository resource
# And: 'ImageTagMutability' has been provided with a value of 'IMMUTABLE'
# Then: PASS

# Constants

let ECR_REPOSITORY_TYPE = "AWS::ECR::Repository"
let INPUT_DOCUMENT = this

# Assignments

let ecr_repositories = Resources.*[ Type == %ECR_REPOSITORY_TYPE ]

# Primary Rules

# Primary Rules

rule ecr_private_tag_immutability_enabled_check when is_cfn_template(%INPUT_DOCUMENT) %ecr_repositories not empty {
  check(ecr_repositories.Properties)
  "<"[CT.ECR.PR.3]: Require Amazon ECR private repositories to have tag immutability enabled
  [FIX]: Set 'ImageTagMutability' to 'IMMUTABLE'.
  >>
}

rule ecr_private_tag_immutability_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %ECR_REPOSITORY_TYPE) {
  check(%INPUT_DOCUMENT.%ECR_REPOSITORY_TYPE.resourceProperties)
  "<"[CT.ECR.PR.3]: Require Amazon ECR private repositories to have tag immutability enabled
  [FIX]: Set 'ImageTagMutability' to 'IMMUTABLE'.
  >>
}
# Parameterized Rules

```python
rule check(ecr_repository) {
    %ecr_repository {
        # Scenario 2, 3 and 4
        ImageTagMutability exists
        ImageTagMutability == "IMMUTABLE"
    }
}
```

# Utility Rules

```python
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
```

```python
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

## CT.ECR.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

<table>
<thead>
<tr>
<th>Resources:</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECRRepository:</td>
</tr>
<tr>
<td>Type: AWS::ECR::Repository</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>ImageTagMutability: IMMUTABLE</td>
</tr>
</tbody>
</table>

**FAIL Example** - Use this template to verify that the control prevents non-compliant resource creation.

<table>
<thead>
<tr>
<th>Resources:</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECRRepository:</td>
</tr>
<tr>
<td>Type: AWS::ECR::Repository</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>ImageTagMutability: MUTABLE</td>
</tr>
</tbody>
</table>

## Amazon Elastic Container Service controls

### Topics

- [CT.ECS.PR.1] Require Amazon ECS Fargate Services to run on the latest Fargate platform version (p. 765)
- [CT.ECS.PR.2] Require any Amazon ECS cluster to have container insights activated (p. 772)
- [CT.ECS.PR.3] Require any Amazon ECS task definition to specify a user that is not the root (p. 776)
**[CT.ECS.PR.4]** Require Amazon ECS tasks to use 'awsvpc' networking mode (p. 780)

**[CT.ECS.PR.5]** Require an active Amazon ECS task definition to have a logging configuration (p. 784)

**[CT.ECS.PR.6]** Require Amazon ECS containers to allow read-only access to the root filesystem (p. 789)

**[CT.ECS.PR.7]** Require an Amazon ECS task definition to have a specific memory usage limit (p. 794)

**[CT.ECS.PR.8]** Require Amazon ECS task definitions to have secure networking modes and user definitions (p. 798)

**[CT.ECS.PR.9]** Require Amazon ECS services not to assign public IP addresses automatically (p. 804)

**[CT.ECS.PR.10]** Require that Amazon ECS task definitions do not share the host's process namespace (p. 810)

**[CT.ECS.PR.11]** Require an Amazon ECS container to run as non-privileged (p. 815)

**[CT.ECS.PR.12]** Require that Amazon ECS task definitions do not pass secrets as container environment variables (p. 819)

**[CT.ECS.PR.1] Require Amazon ECS Fargate Services to run on the latest Fargate platform version**

This control checks whether Amazon Elastic Container Service (Amazon ECS) Fargate services are configured to deploy using the **LATEST** platform version rather than a specified version number.

- **Control objective:** Manage vulnerabilities
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ECS::Service
- **AWS CloudFormation guard rule:** [CT.ECS.PR.1 rule specification (p. 767)](#)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ECS.PR.1 rule specification (p. 767)](#)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ECS.PR.1 example templates (p. 770)](#)

**Explanation**

AWS Fargate platform versions refer to a specific runtime environment for Fargate task infrastructure, which is a combination of kernel and container runtime versions. New platform versions are released as the runtime environment evolves. For example, a new version may be released for kernel or operating system updates, new features, bug fixes, or security updates. Security updates and patches are deployed automatically for your Fargate tasks. If a security issue is found that affects a platform version, AWS patches the platform version.

**Usage considerations**

- This control only applies to Amazon ECS services with a LaunchType of FARGATE

**Remediation for rule failure**

When LaunchType is set to FARGATE, set the PlatformVersion property to LATEST or omit the PlatformVersion property (default: LATEST).

The examples that follow show how to implement this remediation.
Amazon ECS Service - Example One

Amazon ECS service configured to deploy using the LATEST platform version by means of AWS CloudFormation defaults. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ECSService": {
    "Type": "AWS::ECS::Service",
    "Properties": {
      "Cluster": {
        "Ref": "ECSCluster"
      },
      "DesiredCount": 1,
      "TaskDefinition": {
        "Ref": "ECSTaskDefinition"
      },
      "NetworkConfiguration": {
        "AwsvpcConfiguration": {
          "AssignPublicIp": "DISABLED",
          "Subnets": [
            "Ref": "SubnetOne",
            "Ref": "SubnetTwo"
          ]
        },
        "LaunchType": "FARGATE"
      }
    }
  }
}
```

**YAML example**

```yaml
ECSService:
  Type: AWS::ECS::Service
  Properties:
    Cluster: !Ref 'ECSCluster'
    DesiredCount: 1
    TaskDefinition: !Ref 'ECSTaskDefinition'
    NetworkConfiguration:
      AwsvpcConfiguration:
        AssignPublicIp: DISABLED
        Subnets:
        - !Ref 'SubnetOne'
        - !Ref 'SubnetTwo'
    LaunchType: FARGATE
```

The examples that follow show how to implement this remediation.

Amazon ECS Service - Example Two

Amazon ECS service configured to deploy using the LATEST platform version by means of the PlatformVersion property. The example is shown in JSON and in YAML.
JSON example

```json
{
    "ECSService": {
        "Type": "AWS::ECS::Service",
        "Properties": {
            "Cluster": {
                "Ref": "ECSCluster"
            },
            "DesiredCount": 1,
            "TaskDefinition": {
                "Ref": "ECSTaskDefinition"
            },
            "NetworkConfiguration": {
                "AwsvpcConfiguration": {
                    "AssignPublicIp": "DISABLED",
                    "Subnets": [
                        {
                            "Ref": "SubnetOne"
                        },
                        {
                            "Ref": "SubnetTwo"
                        }
                    ]
                }
            }
        },
        "LaunchType": "FARGATE",
        "PlatformVersion": "LATEST"
    }
}
```

YAML example

```yaml
ECSService:
  Type: AWS::ECS::Service
  Properties:
    Cluster: !Ref 'ECSCluster'
    DesiredCount: 1
    TaskDefinition: !Ref 'ECSTaskDefinition'
    NetworkConfiguration:
      AwsvpcConfiguration:
        AssignPublicIp: DISABLED
        Subnets:
        - !Ref 'SubnetOne'
        - !Ref 'SubnetTwo'
    LaunchType: FARGATE
    PlatformVersion: LATEST
```

CT.ECS.PR.1 rule specification

```markdown
# #################################################################################
##       Rule Specification        ##
# #################################################################################
#
# Rule Identifier:
#   ecs_fargate_latest_platform_version_check
```
# Description:
# This control checks whether Amazon Elastic Container Service (Amazon ECS) Fargate
# services are configured to deploy using the 'LATEST' platform version rather than a
# specified version number.
#
# Reports on:
# AWS::ECS::Service
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation
# hook document
#   And: The input document does not contain an Amazon ECS service resource
#   Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation
# hook document
#   And: The input document contains an Amazon ECS service resource
#   And: 'LaunchType' is not present
#   Then: SKIP
# Scenario: 3
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation
# hook document
#   And: The input document contains an Amazon ECS service resource
#   And: 'LaunchType' is present and not set to 'FARGATE'
#   Then: SKIP
# Scenario: 4
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation
# hook document
#   And: The input document contains an Amazon ECS service resource
#   And: 'LaunchType' is present and set to 'FARGATE'
#   And: 'PlatformVersion' is present and not set to 'LATEST'
#   Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation
# hook document
#   And: The input document contains an Amazon ECS service resource
#   And: 'LaunchType' is present and set to 'FARGATE'
#   And: 'PlatformVersion' is not present
#   Then: PASS
# Scenario: 6
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation
# hook document
#   And: The input document contains an Amazon ECS service resource
#   And: 'LaunchType' is present and set to 'FARGATE'
#   And: 'PlatformVersion' is set to 'LATEST'
#   Then: PASS
#
# Constants
# let ECS_SERVICE_TYPE = "AWS::ECS::Service"
# let INPUT_DOCUMENT = this
#
# Assignments
# let ecs_services = Resources.*[ Type == %ECS_SERVICE_TYPE ]
# Primary Rules

rule ecs_fargate_latest_platform_version_check when is_cfn_template(%INPUT_DOCUMENT) {
    %ecs_services not empty {
        check(%ecs_services.Properties)
        <<
        [CT.ECS.PR.1]: Require Amazon ECS Fargate Services to run on the latest Fargate platform version
        [FIX]: When 'LaunchType' is set to 'FARGATE', set the 'PlatformVersion' property to 'LATEST' or omit the 'PlatformVersion' property (default: 'LATEST').
        >>
    }
}

rule ecs_fargate_latest_platform_version_check when is_cfn_hook(%INPUT_DOCUMENT, %ECS_SERVICE_TYPE) {
    check(%INPUT_DOCUMENT.%ECS_SERVICE_TYPE.resourceProperties)
    <<
    [CT.ECS.PR.1]: Require Amazon ECS Fargate Services to run on the latest Fargate platform version
    [FIX]: When 'LaunchType' is set to 'FARGATE', set the 'PlatformVersion' property to 'LATEST' or omit the 'PlatformVersion' property (default: 'LATEST').
    >>
}

# Parameterized Rules

rule check(ecs_service) {
    %ecs_service [ filter_launch_type_is_fargate(this) ]{
        # Scenario 5
        PlatformVersion not exists or
        # Scenario 4 and 6
        check_fargate_version_latest(PlatformVersion)
    }
}

rule filter_launch_type_is_fargate(ecs_service) {
    %ecs_service {
        # Scenario 2
        LaunchType exists
        LaunchType is_string
        # Scenario 3
        LaunchType == "FARGATE"
    }
}

rule check_fargate_version_latest(property) {
    %property {
        this is_string
        this == "LATEST"
    }
}

# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

**CT.ECS.PR.1 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

```yaml
Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
  SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/24
      AvailabilityZone:
        Fn::Select:
        - 0
        - Fn::GetAZs: ''
  SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.1.0/24
      AvailabilityZone:
        Fn::Select:
        - 1
        - Fn::GetAZs: ''
  ECSCluster:
    Type: AWS::ECS::Cluster
    Properties:
      CapacityProviders:
      - FARGATE
  ECSTaskDefinition:
    Type: AWS::ECS::TaskDefinition
    Properties:
      ContainerDefinitions:
      - Essential: true
        Image: nginx:latest
        Name: SampleContainer
        Memory: '512'
      RequiresCompatibilities:
      - FARGATE
      NetworkMode: awsvpc
      Cpu: 256
  ECSService:
    Type: AWS::ECS::Service
    Properties:
      Cluster:
        Ref: ECSCluster
      DesiredCount: 0
      TaskDefinition:
```
Proactive controls

Ref: ECSTaskDefinition
NetworkConfiguration:
  AwsvpcConfiguration:
    AssignPublicIp: DISABLED
  Subnets:
    - Ref: SubnetOne
    - Ref: SubnetTwo
LaunchType: FARGATE

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
        - 1
        - Fn::GetAZs: ''
ECSCluster:
  Type: AWS::ECS::Cluster
  Properties:
    CapacityProviders:
    - FARGATE
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    ContainerDefinitions:
    - Essential: true
      Image: nginx:latest
      Name: SampleContainer
      Memory: '512'
      RequiresCompatibilities:
        - FARGATE
      NetworkMode: awsvpc
      Cpu: 256
ECSService:
  Type: AWS::ECS::Service
  Properties:
    Cluster:
      Ref: ECSCluster
    DesiredCount: 0
    TaskDefinition:
[CT.ECS.PR.2] Require any Amazon ECS cluster to have container insights activated

This control checks whether your Amazon Elastic Container Service (Amazon ECS) clusters have container insights enabled.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ECS::Cluster
- **AWS CloudFormation guard rule:** CT.ECS.PR.2 rule specification (p. 773)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ECS.PR.2 rule specification (p. 773)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.ECS.PR.2 example templates (p. 775)

**Explanation**

Monitoring is an important part of maintaining the reliability, availability, and performance of Amazon ECS clusters. Use CloudWatch container insights to collect, aggregate, and summarize metrics and logs from your containerized applications and microservices. CloudWatch automatically collects metrics for many resources, such as CPU, memory, disk, and network. The container insights capability also provides diagnostic information, such as container restart failures, which helps you isolate issues and resolve them quickly. You can set CloudWatch alarms on the metrics that container insights collects.

**Remediation for rule failure**

Enable container insights on Amazon ECS clusters with an entry in ClusterSettings that has Name set to containerInsights and Value set to enabled.

The examples that follow show how to implement this remediation.

**Amazon ECS Cluster - Example**

Amazon ECS cluster configured with container insights enabled. The example is shown in JSON and in YAML.

**JSON example**
YAML example

ECSCluster:
  Type: AWS::ECS::Cluster
  Properties:
    ClusterSettings:
      - Name: containerInsights
        Value: enabled

CT.ECS.PR.2 rule specification

# #########################################################
##       Rule Specification        ##
# #########################################################
#
# Rule Identifier:
#  ecs_container_insights_enabled_check
#
# Description:
#   This control checks whether your Amazon Elastic Container Service (Amazon ECS) clusters have container insights enabled.
#
# Reports on:
#   AWS::ECS::Cluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook document
#         And: The input document does not contain an Amazon ECS cluster resource
#         Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook document
#     And: The input document contains an Amazon ECS cluster resource
#     And: 'ClusterSettings' property is not present or is an empty list
#     Then: FAIL
#   Scenario: 3
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook document
# And: The input document contains an Amazon ECS cluster resource
# And: 'ClusterSettings' property is present
# And: An entry with 'Name' set to 'containerInsights' is not present in 'ClusterSettings'
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook document
# And: The input document contains an Amazon ECS cluster resource
# And: 'ClusterSettings' property is present
# And: An entry with 'Name' set to 'containerInsights' is present in 'ClusterSettings' with a 'Value' not set
to 'enabled'
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook document
# And: The input document contains an Amazon ECS cluster resource
# And: 'ClusterSettings' property is present
# And: An entry with 'Name' set to 'containerInsights' is present in 'ClusterSettings' with a 'Value' set to 'enabled'
# Then: PASS

# Constants

let ECS_CLUSTER_TYPE = "AWS::ECS::Cluster"
let INPUT_DOCUMENT = this

# Assignments

let ecs_clusters = Resources.*[ Type == %ECS_CLUSTER_TYPE ]

# Primary Rules

rule ecs_container_insights_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%ecs_clusters not empty {    
    check(%ecs_clusters.Properties)
    %ecs_clusters not empty {
        <<
        [CT.ECS.PR.2]: Require any Amazon ECS cluster to have container insights activated
        [FIX]: Enable container insights on Amazon ECS clusters with an entry in 'ClusterSettings' that has 'Name' set to 'containerInsights' and 'Value' set to 'enabled'.
        >>
    }
}

rule ecs_container_insights_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %ECS_CLUSTER_TYPE) {
    check(%INPUT_DOCUMENT.%ECS_CLUSTER_TYPE.resourceProperties)
    <<
    [CT.ECS.PR.2]: Require any Amazon ECS cluster to have container insights activated
    [FIX]: Enable container insights on Amazon ECS clusters with an entry in 'ClusterSettings' that has 'Name' set to 'containerInsights' and 'Value' set to 'enabled'.
    >>
}

# Parameterized Rules

rule check(ecs_cluster) {
    %ecs_cluster {
        # Scenario 2
    }
ClusterSettings exists
ClusterSettings is_list
ClusterSettings not empty

# Scenario 3, 4 and 5
some ClusterSettings[*] {
    Name exists
    Value exists

    Name is_string
    Value is_string

    Name == "containerInsights"
    Value == "enabled"
}
}

# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.ECS.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
ECSCluster:
    Type: AWS::ECS::Cluster
    Properties:
        ClusterSettings:
            - Name: containerInsights
              Value: enabled

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
ECSCluster:
    Type: AWS::ECS::Cluster
    Properties:
        ClusterSettings:
            - Name: containerInsights
              Value: disabled
[CT.ECS.PR.3] Require any Amazon ECS task definition to specify a user that is not the root

This control checks whether Amazon Elastic Container Service (ECS) task definitions run as a non-root user within Amazon ECS containers.

- **Control objective:** Enforce least privilege, Manage vulnerabilities
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ECS::TaskDefinition
- **AWS CloudFormation guard rule:** CT.ECS.PR.3 rule specification (p. 777)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ECS.PR.3 rule specification (p. 777)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.ECS.PR.3 example templates (p. 779)

Explanation

It is a best practice to run containers as a non-root user. By default, containers run as the root user, unless the `User` directive is included in your Dockerfile. The default Linux capabilities that are assigned by Docker restrict the actions that can be run as the root user, but only marginally. For example, a container running as the root user does not have access to devices.

**Usage considerations**

- This control applies only to Amazon ECS task definitions that are configured with container definitions.

Remediation for rule failure

Set the `User` property to a non-root user.

The examples that follow show how to implement this remediation.

**Amazon ECS Task Definition - Example**

Amazon ECS task definition configured with a container definition and a non-root user user. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ECSTaskDefinition": {
    "Type": "AWS::ECS::TaskDefinition",
    "Properties": {
      "Memory": "512",
      "ContainerDefinitions": [
        {
          "Essential": true,
          "Image": "nginx:latest",
          "Name": "SampleContainerA",
          "User": "sampleuser",
          "Memory": 256
```
YAML example

ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    Memory: '512'
    ContainerDefinitions:
      - Essential: true
        Image: nginx:latest
        Name: SampleContainerA
        User: sampleuser
        Memory: 256

CT.ECS.PR.3 rule specification

# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
# Rule Specification
# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #
# # Rule Identifier:
# #   ecs_task_definition_nonroot_user_check
# # Description:
# #   This control checks whether Amazon Elastic Container Service (ECS) task definitions run
# #   as a non-root user within Amazon ECS containers.
# # Reports on:
# #   AWS::ECS::TaskDefinition
# # Evaluates:
# #   AWS CloudFormation, AWS CloudFormation hook
# # Rule Parameters:
# #   None
# # Scenarios:
# #   Scenario: 1
# #     Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook
document
# #     And: The input document does not contain an ECS task definition resource
# #     Then: SKIP
# #   Scenario: 2
# #     Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook
document
# #     And: The input document contains an ECS task definition resource
# #     And: 'ContainerDefinitions' is not present or is an empty list
# #     Then: SKIP
# #   Scenario: 3
# #     Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook
document
# #     And: The input document contains an ECS task definition resource
# #     And: 'ContainerDefinitions' property is present and is not an empty list
# Proactive controls

- Scenario 4
  Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook document
  And: The input document contains an ECS task definition resource
  And: 'ContainerDefinitions' is present and is not an empty list
  And: One or more containers defined in 'ContainerDefinitions' have a 'User' property set to a root user
  Then: FAIL

- Scenario 5
  Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook document
  And: The input document contains an ECS task definition resource
  And: 'ContainerDefinitions' is present and is not an empty list
  And: All containers defined in 'ContainerDefinitions' do not have a 'User' property set to a root user
  Then: PASS

### Constants

```plaintext
let ECS_TASK_DEFINITION_TYPE = "AWS::ECS::TaskDefinition"
let INPUT_DOCUMENT = this
let ROOT_USER_PATTERNS = [ 0, "0", "root", /^0:.*/ , /^root:.*/ ]
```

### Assignments

```plaintext
let ecs_task_definitions = Resources.*[ Type == %ECS_TASK_DEFINITION_TYPE ]
```

### Primary Rules

- rule ecs_task_definition_nonroot_user_check when is_cfn_template(%INPUT_DOCUMENT)
  %ecs_task_definitions not empty {
    check(%ecs_task_definitions.Properties) <<
    [CT.ECS.PR.3]: Require any Amazon ECS task definition to specify a user that is not the root
    [FIX]: Set the 'User' property to a non-root user.
    >>
  }

- rule ecs_task_definition_nonroot_user_check when is_cfn_hook(%INPUT_DOCUMENT, %ECS_TASK_DEFINITION_TYPE) {
    check(%INPUT_DOCUMENT.%ECS_TASK_DEFINITION_TYPE.resourceProperties) <<
    [CT.ECS.PR.3]: Require any Amazon ECS task definition to specify a user that is not the root
    [FIX]: Set the 'User' property to a non-root user.
    >>
  }

### Parameterized Rules

- rule check(ecs_task_definition) {
  %ecs_task_definition [ filter_container_definitions_is_present(this)
  ]{ ContainerDefinitions[*] {
    # Scenario 3
User exists

# Scenario 4 and 5
User not in %ROOT_USER_PATTERNS
}
}
}
}
}
}

rule filter_container_definitions_is_present(ecs_task_definition) {
  %ecs_task_definition {
    # Scenario 2
    ContainerDefinitions exists
    ContainerDefinitions is_list
    ContainerDefinitions not empty
  }
}
#
# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.ECS.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    Memory: '512'
    ContainerDefinitions:
      - Essential: true
        Image: nginx:latest
        Name: ExampleContainerA
        User: exampleuser
        Memory: 256
      - Name: ExampleContainerB
        Image: alpine:latest
        User: exampleuser

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
[CT.ECS.PR.4] Require Amazon ECS tasks to use 'awsvpc' networking mode

This control checks whether the networking mode for Amazon Elastic Container Service (ECS) task definitions is set to awsvpc.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ECS::TaskDefinition
- **AWS CloudFormation guard rule:** [CT.ECS.PR.4 rule specification](p. 781)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ECS.PR.4 rule specification](p. 781)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ECS.PR.4 example templates](p. 783)

**Explanation**

Amazon ECS recommends using the awsvpc network mode, unless you have a specific reason to use a different network mode. The awsvpc network mode simplifies container networking, and it gives you control over the ways that containerized applications communicate with each other, or with other services, within your VPCs. The awsvpc network mode provides improved security for your containers, because it empowers you to use security groups and network monitoring tools at a detailed level within your tasks. Each task has its own elastic network interface (ENI); therefore, you can include other Amazon EC2 networking features, such as VPC Flow Logs, which help you monitor traffic among your tasks.

**Usage considerations**

- This control applies only to Amazon ECS task definitions for launch types of EC2 and Fargate.

**Remediation for rule failure**

Set NetworkMode to awsvpc for Amazon ECS tasks that deploy to Amazon EC2 or AWS Fargate.

The examples that follow show how to implement this remediation.

**Amazon ECS Task Definition - Example**

Amazon ECS task definition configured with awsvpc networking mode. The example is shown in JSON and in YAML.
### JSON example

```json
{
  "Resources": {
    "ECSTaskDefinition": {
      "Type": "AWS::ECS::TaskDefinition",
      "Properties": {
        "ContainerDefinitions": [
          {
            "Essential": true,
            "Image": "nginx:latest",
            "Name": "SampleContainer"
          }
        ],
        "Memory": 512,
        "NetworkMode": "awsvpc"
      }
    }
  }
}
```

### YAML example

```yaml
Resources:
  ECSTaskDefinition:
    Type: AWS::ECS::TaskDefinition
    Properties:
      ContainerDefinitions:
        - Essential: true
          Image: nginx:latest
          Name: SampleContainer
          Memory: 512
          NetworkMode: awsvpc
```

### CT.ECS.PR.4 rule specification

```
# ##############################################################################
## Rule Specification          ##
# ##############################################################################
# Rule Identifier:             
# ecs_awsvpc_networking_enabled_check
# Description:                 
# This control checks whether the networking mode for Amazon Elastic Container Service (ECS) task definitions is set to 'awsvpc'.
# Reports on:                  
# AWS::ECS::TaskDefinition
# Evaluates:                  
# AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters:            
# None
# Scenarios:                  
```

781
# Scenario: 1
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation
hook document
# And: The input document does not contain an ECS task definition resource
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation
hook document
# And: The input document contains an ECS task definition resource
# And: 'RequiresCompatibilities' is present and only has one entry in the list set to 'EXTERNAL'
# Then: SKIP
# Scenario: 3
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation
hook document
# And: The input document contains an ECS task definition resource
# And: 'RequiresCompatibilities' is either not present or set to a list with entries that include 'EC2', 'FARGATE' or both.
# And: 'NetworkMode' is not present
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation
hook document
# And: The input document contains an ECS task definition resource
# And: 'RequiresCompatibilities' is either not present or set to a list with entries that include 'EC2', 'FARGATE' or both.
# And: 'NetworkMode' is present
# And: 'NetworkMode' is not set to 'awsvpc'
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation
hook document
# And: The input document contains an ECS task definition resource
# And: 'RequiresCompatibilities' is either not present or set to a list with entries that include 'EC2', 'FARGATE' or both.
# And: 'NetworkMode' is present
# And: 'NetworkMode' is set to 'awsvpc'
# Then: PASS

# Constants
#
let ECS_TASK_DEFINITION_TYPE = "AWS::ECS::TaskDefinition"
let ALLOWED_NETWORK_MODES = [ "awsvpc" ]
let SUPPORTED_LAUNCH_PLATFORMS = [ "EC2", "FARGATE" ]
let INPUT_DOCUMENT = this

# Assignments
#
let ecs_task_definitions = Resources.*[ Type == %ECS_TASK_DEFINITION_TYPE ]

# Primary Rules
#
rule ecs_awsvpc_networking_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%ecs_task_definitions not empty {
  check(%ecs_task_definitions.Properties)
<<
  [CT.ECS.PR.4]: Require Amazon ECS tasks to use 'awsvpc' networking mode
  [FIX]: Set 'NetworkMode' to 'awsvpc' for Amazon ECS tasks that deploy to Amazon EC2 or AWS Fargate.
>>
rule ecs_awsvpc_networking_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %ECS_TASK_DEFINITION_TYPE) {
    check(%INPUT_DOCUMENT.%ECS_TASK_DEFINITION_TYPE.resourceProperties)
    <<
    [CT.ECS.PR.4]: Require Amazon ECS tasks to use 'awsvpc' networking mode
    [FIX]: Set 'NetworkMode' to 'awsvpc' for Amazon ECS tasks that deploy to Amazon EC2 or AWS Fargate.
    >>
}

# Parameterized Rules
#
rule check(ecs_task_definition) {
    %ecs_task_definition [ filter_external_task_definitions(this) ] {
        # Scenario 3
        NetworkMode exists
        # Scenario 4 and 5
        NetworkMode is_string
        NetworkMode in %ALLOWED_NETWORK_MODES
    }
}

rule filter_external_task_definitions(ecs_task_definition) {
    %ecs_task_definition [ filter_supported_task_definitions(RequiresCompatibilities) ] {
        # Scenario 2
        RequiresCompatibilities not exists or
        filter_supported_task_definitions(RequiresCompatibilities)
    }
}

rule filter_supported_task_definitions(requires_compatibilities) {
    %requires_compatibilities {
        this is_list
        this not empty
        some this[*] in %SUPPORTED_LAUNCH_PLATFORMS
    }
}

# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.ECS.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.
[CT.ECS.PR.5] Require an active Amazon ECS task definition to have a logging configuration

This control checks whether Amazon Elastic Container Service (ECS) task definitions have a logging configuration specified.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ECS::TaskDefinition
- **AWS CloudFormation guard rule:** [CT.ECS.PR.5 rule specification (p. 786)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ECS.PR.5 rule specification (p. 786)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ECS.PR.5 example templates (p. 788)]

Explanation

Monitoring is an important part of maintaining the reliability, availability, and performance of Amazon Elastic Container Service (ECS) and your AWS environments. We recommend that you collect monitoring data from all parts of your AWS environment, because this data can help you debug a multi-point failure, if such a failure occurs.

**Usage considerations**

- This control applies only to Amazon ECS task definitions that are configured with container definitions.
Remediation for rule failure

For each container definition, within LogConfiguration set the LogDriver property to a supported log driver.

The examples that follow show how to implement this remediation.

Amazon ECS Task Definition - Example

Amazon ECS task definition configured to send log information to Amazon CloudWatch Logs for each container definition. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "ECSTaskDefinition": {
        "Type": "AWS::ECS::TaskDefinition",
        "Properties": {
            "Memory": "512",
            "ContainerDefinitions": [
                {
                    "Name": "ContainerA",
                    "Image": "nginx:latest",
                    "Essential": true,
                    "LogConfiguration": {
                        "LogDriver": "awslogs",
                        "Options": {
                            "awslogs-group": {
                                "Ref": "LogGroup"
                            },
                            "awslogs-region": {
                                "Ref": "AWS::Region"
                            }
                        }
                    }
                },
                {
                    "Name": "ContainerB",
                    "Image": "nginx:latest",
                    "LogConfiguration": {
                        "LogDriver": "awslogs",
                        "Options": {
                            "awslogs-group": {
                                "Ref": "LogGroup"
                            },
                            "awslogs-stream-prefix": "Container-B-LogStream",
                            "awslogs-region": {
                                "Ref": "AWS::Region"
                            }
                        }
                    }
                }
            ]
        }
    }
}
```

**YAML example**

```yaml
- ECSTaskDefinition:
  - Type: AWS::ECS::TaskDefinition
    Properties:
      Memory: 512
      ContainerDefinitions:
        - Name: ContainerA
          Image: nginx:latest
          Essential: true
          LogConfiguration:
            LogDriver: awslogs
            Options:
              awslogs-group: Ref: LogGroup
              awslogs-stream-prefix: Container-A-LogStream
              awslogs-region: Ref: AWS::Region
        - Name: ContainerB
          Image: nginx:latest
          LogConfiguration:
            LogDriver: awslogs
            Options:
              awslogs-group: Ref: LogGroup
              awslogs-stream-prefix: Container-B-LogStream
              awslogs-region: Ref: AWS::Region
```

785
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    Memory: '512'
  ContainerDefinitions:
    - Name: ContainerA
      Image: nginx:latest
      Essential: true
      LogConfiguration:
        LogDriver: awslogs
        Options:
          awslogs-group: !Ref 'LogGroup'
          awslogs-stream-prefix: Container-A-LogStream
          awslogs-region: !Ref 'AWS::Region'
    - Name: ContainerB
      Image: nginx:latest
      LogConfiguration:
        LogDriver: awslogs
        Options:
          awslogs-group: !Ref 'LogGroup'
          awslogs-stream-prefix: Container-B-LogStream
          awslogs-region: !Ref 'AWS::Region'

CT.ECS.PR.5 rule specification

# ###################################
##       Rule Specification        ##
####################################
#
# Rule Identifier:
#   ecs_task_definition_log_configuration_check
#
# Description:
#   This control checks whether Amazon Elastic Container Service (ECS) task definitions
#   have a logging configuration specified.
#
# Reports on:
#   AWS::ECS::TaskDefinition
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#  Scenario: 1
#    Given: The input document is an AWS CloudFormation document or AWS CloudFormation
#           hook document
#    And: The input document does not contain an ECS task definition resource
#         Then: SKIP
#  Scenario: 2
#    Given: The input document is an AWS CloudFormation document or AWS CloudFormation
#           hook document
#    And: The input document contains an ECS task definition resource
#         And: 'ContainerDefinitions' property is not present or is an empty list
#         Then: SKIP
#  Scenario: 3
#    Given: The input document is an AWS CloudFormation document or AWS CloudFormation
#           hook document
#    And: The input document contains an ECS task definition resource
And: 'ContainerDefinitions' property is present and is not an empty list
And: One or more containers defined in 'ContainerDefinitions' do not have
'LogConfiguration' set or it is set to an empty struct
Then: FAIL
Scenario: 4
Given: The input document is an AWS CloudFormation document or AWS CloudFormation
hook document
And: The input document contains an ECS task definition resource
And: 'ContainerDefinitions' property is present and is not an empty list
And: One or more containers defined in 'ContainerDefinitions' have
'LogConfiguration' property present
And: 'LogConfiguration.LogDriver' is not present or is set to an empty string
Then: FAIL
Scenario: 5
Given: The input document is an AWS CloudFormation document or AWS CloudFormation
hook document
And: The input document contains an ECS task definition resource
And: 'ContainerDefinitions' property is present
And: All containers defined in 'ContainerDefinitions' have 'LogConfiguration'
property present
And: 'LogConfiguration.LogDriver' is present and set to a non-empty string
Then: PASS

# Constants
let ECS_TASK_DEFINITION_TYPE = "AWS::ECS::TaskDefinition"
let INPUT_DOCUMENT = this

# Assignments
let ecs_task_definitions = Resources.*[ Type == %ECS_TASK_DEFINITION_TYPE ]

# Primary Rules
rule ecs_task_definition_log_configuration_check when is_cfn_template(%INPUT_DOCUMENT)
  %ecs_task_definitions not empty { check(%ecs_task_definitions.Properties)
    << [CT.ECS.PR.5]: Require an active Amazon ECS task definition to have a logging
    configuration
    [FIX]: For each container definition, within 'LogConfiguration' set the
    'LogDriver' property to a supported log driver.
    >>
  }
rule ecs_task_definition_log_configuration_check when is_cfn_hook(%INPUT_DOCUMENT,
  %ECS_TASK_DEFINITION_TYPE) {
  check(%INPUT_DOCUMENT.%ECS_TASK_DEFINITION_TYPE.resourceProperties)
    << [CT.ECS.PR.5]: Require an active Amazon ECS task definition to have a logging
    configuration
    [FIX]: For each container definition, within 'LogConfiguration' set the
    'LogDriver' property to a supported log driver.
    >>
}

# Parameterized Rules
rule check(ecs_task_definition) {
  %ecs_task_definition [ filter_container_definitions_is_present(this)
CT.ECS.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```
Resources:
    LogGroup:
        Type: AWS::Logs::LogGroup
        DeletionPolicy: Delete
        UpdateReplacePolicy: Delete
    ECSTaskDefinition:
        Type: AWS::ECS::TaskDefinition
        Properties:
            Memory: '512'
```
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
LogGroup:
  Type: AWS::Logs::LogGroup
  DeletionPolicy: Delete
  UpdateReplacePolicy: Delete
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    Memory: '512'
    ContainerDefinitions:
      - Name: ContainerA
        Essential: true
        Image: nginx:latest
      - Name: ContainerB
        Image: nginx:latest
        LogConfiguration:
          LogDriver: awslogs
          Options:
            awslogs-group:
              Ref: LogGroup
            awslogs-stream-prefix: Container-B-LogStream
            awslogs-region:
              Ref: AWS::Region

[CT.ECS.PR.6] Require Amazon ECS containers to allow read-only access to the root filesystem

This control checks whether Amazon Elastic Container Service (Amazon ECS) task definitions have been configured to require read-only access to container root filesystems.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation Guard Rule
• **Control behavior:** Proactive
• **Resource types:** AWS::ECS::TaskDefinition
• **AWS CloudFormation guard rule:** [CT.ECS.PR.6 rule specification](p. 791)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ECS.PR.6 rule specification](p. 791)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ECS.PR.6 example templates](p. 793)

**Explanation**

Enabling this option reduces security attack vectors. When it is enabled, the container instance's filesystem cannot be tampered with or written to unless it has explicitly granted read-write permissions on its filesystem folder and directories. This control adheres to the principle of least privilege.

**Usage considerations**

- This control is incompatible with Amazon ECS task definitions that use Windows containers.

**Remediation for rule failure**

Set the `ReadonlyRootFilesystem` property to `true` for all `ContainerDefinitions`.

The examples that follow show how to implement this remediation.

**Amazon ECS Task Definition - Example**

Amazon ECS task definition with read-only access to container root filesystems. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ECSTaskDefinition": {
    "Type": "AWS::ECS::TaskDefinition",
    "Properties": {
      "ContainerDefinitions": [
        {
          "Essential": true,
          "Image": "nginx:latest",
          "Name": "SampleContainerA",
          "ReadonlyRootFilesystem": true
        },
        {
          "Image": "alpine:latest",
          "Name": "SampleContainerB",
          "ReadonlyRootFilesystem": true
        }
      ],
      "Memory": "512"
    }
  }
}
```

**YAML example**

```yaml
ECSTaskDefinition: |
  Type: AWS::ECS::TaskDefinition
  Properties:
    ContainerDefinitions:
      - Essential: true
        Image: nginx:latest
        Name: SampleContainerA
        ReadonlyRootFilesystem: true
      - Image: alpine:latest
        Name: SampleContainerB
        ReadonlyRootFilesystem: true
    Memory: 512
```

790
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    ContainerDefinitions:
      - Essential: true
        Image: nginx:latest
        Name: SampleContainerA
        ReadonlyRootFilesystem: true
      - Image: alpine:latest
        Name: SampleContainerB
        ReadonlyRootFilesystem: true
        Memory: '512'

CT.ECS.PR.6 rule specification

# ###################################################################
## Rule Specification     ##
# ###################################################################
# Rule Identifier:
#   ecs_containers_readonly_access_check
#
# Description:
#   This control checks whether Amazon Elastic Container Service (Amazon ECS) task
definitions have been configured to require read-only access to container root
filesystems.
#
# Reports on:
#   AWS::ECS::TaskDefinition
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook
document
#       And: The input document does not contain an Amazon ECS task definition resource
#          Then: SKIP
# Scenario: 2
#   Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook
document
#       And: The input document contains an Amazon ECS task definition resource
#       And: 'ContainerDefinitions' property is not present or is empty
#       Then: SKIP
# Scenario: 3
#   Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook
document
#       And: The input document contains an Amazon ECS task definition resource
#       And: 'ContainerDefinitions' property is present
#       And: One or more containers defined in 'ContainerDefinitions' do not have
#            'ReadonlyRootFilesystem' present
#       Then: FAIL
# Scenario: 4
#   Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook
document
#       And: The input document contains an Amazon ECS task definition resource
#       And: 'ContainerDefinitions' property is present
# Scenario: 5
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook document
# And: The input document contains an Amazon ECS task definition resource
# And: 'ContainerDefinitions' property is present
# And: All containers defined in 'ContainerDefinitions' have the value of 'ReadonlyRootFilesystem' set to
#    bool(true)
# Then: PASS

# Constants
#
let ECS_TASK_DEFINITION_TYPE = "AWS::ECS::TaskDefinition"
let INPUT_DOCUMENT = this
#
# Assignments
#
let ecs_task_definitions = Resources.*[ Type == %ECS_TASK_DEFINITION_TYPE ]
#
# Primary Rules
#
rule ecs_containers_readonly_access_check when is_cfn_template(%INPUT_DOCUMENT)
  %ecs_task_definitions not empty {
    check(%ecs_task_definitions.Properties)
    <<
    [CT.ECS.PR.6]: Require Amazon ECS containers to allow read-only access to the root filesystem
    [FIX]: Set the 'ReadonlyRootFilesystem' property to 'true' for all 'ContainerDefinitions'.
    >>
  }

rule ecs_containers_readonly_access_check when is_cfn_hook(%INPUT_DOCUMENT, %ECS_TASK_DEFINITION_TYPE) {
  check(%INPUT_DOCUMENT.%ECS_TASK_DEFINITION_TYPE.resourceProperties)
  <<
  [CT.ECS.PR.6]: Require Amazon ECS containers to allow read-only access to the root filesystem
  [FIX]: Set the 'ReadonlyRootFilesystem' property to 'true' for all 'ContainerDefinitions'.
  >>
  }
#
# Parameterized Rules
#
rule check(ecs_task_definition) {
  %ecs_task_definition [ filter_container_definitions_is_present(this) ]{
    ContainerDefinitions[*] {
      # Scenario 3
      ReadonlyRootFilesystem exists
      # Scenario 4
      ReadonlyRootFilesystem == true
    }
  }
}
CT.ECS.PR.6 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
Properties:
  ContainerDefinitions:
    - Essential: true
      Image: nginx:latest
      Name: SampleContainerA
      ReadonlyRootFilesystem: true
    - Image: alpine:latest
      Name: SampleContainerB
      ReadonlyRootFilesystem: true
      Memory: '512'

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
Properties:
  ContainerDefinitions:
    - Essential: true
      Image: nginx:latest
      Name: SampleContainerA
      ReadonlyRootFilesystem: false
    - Image: alpine:latest
      Name: SampleContainerB
      ReadonlyRootFilesystem: false
      Memory: '512'
[CT.ECS.PR.7] Require an Amazon ECS task definition to have a specific memory usage limit

This control checks whether Amazon Elastic Container Service (ECS) task definitions have specified a memory limit for container definitions.

- **Control objective:** Improve availability
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ECS::TaskDefinition
- **AWS CloudFormation guard rule:** [CT.ECS.PR.7 rule specification (p. 795)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ECS.PR.7 rule specification (p. 795)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ECS.PR.7 example templates (p. 797)]

Explanation

We recommend that you specify the maximum memory available to your containers, because this limit protects your resources in the event of malicious access to your containers.

**Usage considerations**

- This control applies only to Amazon ECS task definitions that are configured with container definitions.

Remediation for rule failure

Set the Memory property in ContainerDefinitions for Amazon ECS task definitions.

The examples that follow show how to implement this remediation.

**Amazon ECS Task Definition - Example**

Amazon ECS task definition configured with a specified memory limit for container definitions. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "ECSTaskDefinition": {
        "Type": "AWS::ECS::TaskDefinition",
        "Properties": { 
            "ContainerDefinitions": [
                {
                    "Essential": true,
                    "Image": "nginx:latest",
                    "Name": "SampleContainer",
                    "Memory": 256
                }
            ]
        }
    }
}
```
YAML example

ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
Properties:
  ContainerDefinitions:
    - Essential: true
      Image: nginx:latest
      Name: SampleContainer
      Memory: 256

CT.ECS.PR.7 rule specification

# ###################################################################
##       Rule Specification       ##
# ###################################################################
#
# Rule Identifier:
#   ecs_task_definition_memory_hard_limit_check
#
# Description:
#   This control checks whether Amazon Elastic Container Service (ECS) task definitions
#   have specified a memory limit for container definitions.
#
# Reports on:
#   AWS::ECS::TaskDefinition
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation document or AWS CloudFormation
#     hook document
#     And: The input document does not contain an ECS task definition resource
#     Then: SKIP
#   Scenario: 2
#    Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook
#      document
#      And: The input document contains an ECS task definition resource
#      And: 'ContainerDefinitions' property is not present or is an empty list
#      Then: SKIP
#   Scenario: 3
#    Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook
#      document
#      And: The input document contains an ECS task definition resource
#      And: 'ContainerDefinitions' property is present and is not an empty list
#      And: One or more containers defined in 'ContainerDefinitions' do not have 'Memory'
#      property set
#      Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook
document
# And: The input document contains an ECS task definition resource
# And: 'ContainerDefinitions' property is present and is not an empty list
# And: One or more containers defined in 'ContainerDefinitions' have 'Memory' property
# set to an integer value less than four (< 4)
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation
# hook document
# And: The input document contains an ECS task definition resource
# And: 'ContainerDefinitions' property is present
# And: All containers defined in 'ContainerDefinitions' have 'Memory' property set to
# an integer value greater than or equal to four (>= 4)
# Then: PASS

# Constants
# let ECS_TASK_DEFINITION_TYPE = "AWS::ECS::TaskDefinition"
let INPUT_DOCUMENT = this
#
# Assignments
# let ecs_task_definitions = Resources.*[ Type == %ECS_TASK_DEFINITION_TYPE ]
#
# Primary Rules
# rule ecs_task_definition_memory_hard_limit_check when is_cfn_template(%INPUT_DOCUMENT)
# %ecs_task_definitions not empty {
#   check(%ecs_task_definitions.Properties)
#     <<
#     [CT.ECS.PR.7]: Require an Amazon ECS task definition to have a specific memory
# usage limit
#     [FIX]: Set the 'Memory' property in 'ContainerDefinitions' for Amazon ECS task
# definitions.
#     >>
#   }
#
rule ecs_task_definition_memory_hard_limit_check when is_cfn_hook(%INPUT_DOCUMENT,
%ECS_TASK_DEFINITION_TYPE) { 
  check(%INPUT_DOCUMENT.%ECS_TASK_DEFINITION_TYPE.resourceProperties)
  <<
  [CT.ECS.PR.7]: Require an Amazon ECS task definition to have a specific memory
  usage limit
  [FIX]: Set the 'Memory' property in 'ContainerDefinitions' for Amazon ECS task
  definitions.
  >>
}
#
# Parameterized Rules
# rule check(ecs_task_definition) {
#   %ecs_task_definition [filter_container_definitions_is_present(this)][
#     ContainerDefinitions[*] {
#       # Scenario 3
#       Memory exists
#       # Scenario 4 and 5
#       Memory >> 4
CT.ECS.PR.7 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    ContainerDefinitions:
    - Essential: true
      Image: nginx:latest
      Name: ExampleContainerA
      Memory: 256
    - Image: alpine:latest
      Name: ExampleContainerB
      Memory: 512

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    Memory: "512"
    ContainerDefinitions:
    - Essential: true
      Image: nginx:latest
      Name: ExampleContainerA
[CT.ECS.PR.8] Require Amazon ECS task definitions to have secure networking modes and user definitions

This control checks whether Amazon Elastic Container Service (ECS) task definitions that use host networking mode have a privileged container definition, and whether they specify a non-root user definition.

- **Control objective:** Manage vulnerabilities
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ECS::TaskDefinition
- **AWS CloudFormation guard rule:** CT.ECS.PR.8 rule specification (p. 800)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ECS.PR.8 rule specification (p. 800)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.ECS.PR.8 example templates (p. 803)

Explanation

If a task definition has elevated privileges, it implies that a customer has specifically chosen that configuration. This control checks for unexpected privilege escalation, which occurs when a task definition enables host networking, but a customer has not opted into elevated privileges.

**Usage considerations**

- This control applies only to Amazon ECS task definitions that include host networking mode and one or more container definitions.
- This control is incompatible with Amazon ECS task definitions that use Windows containers.

Remediation for rule failure

For Amazon ECS task definitions that use host networking mode, your container definitions must set the User property to a non-root user. Also, to opt into elevated privileges, configure containers to run in privileged mode by setting the Privileged property to true.

The examples that follow show how to implement this remediation.

**Amazon ECS Task Definition - Example One**

Amazon ECS task definition with host networking mode configured for privileged container definitions. The example is shown in JSON and in YAML.

**JSON example**
The examples that follow show how to implement this remediation.

**Amazon ECS Task Definition - Example Two**

Amazon ECS task definition with host networking mode configured for non-root user container definitions and privileged mode deactivated, by means of AWS CloudFormation defaults. The example is shown in JSON and in YAML.

**YAML example**

```
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    Memory: '512'
    NetworkMode: host
  ContainerDefinitions:
    - Name: SampleContainerA
      User: root
      Privileged: true
      Image: nginx:latest
      Essential: true
    - Name: SampleContainerB
      User: root
      Privileged: true
      Image: alpine:latest
```

**JSON example**

```
{
  "ECSTaskDefinition": {
    "Type": "AWS::ECS::TaskDefinition",
    "Properties": {
      "Memory": "512",
      "NetworkMode": "host",
      "ContainerDefinitions": [
        {
          "Name": "SampleContainerA",
          "User": "root",
          "Privileged": true,
          "Image": "nginx:latest",
          "Essential": true
        },
        {
          "Name": "SampleContainerB",
          "User": "root",
          "Privileged": true,
          "Image": "alpine:latest"
        }
      ]
    }
  }
}
```
"NetworkMode": "host",
"ContainerDefinitions": [
  {
    "Name": "SampleContainerA",
    "User": "root",
    "Privileged": true,
    "Image": "nginx:latest",
    "Essential": true
  },
  {
    "Name": "SampleContainerB",
    "User": "root",
    "Privileged": true,
    "Image": "alpine:latest"
  }
]
}

YAML example

ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    Memory: '512'
    NetworkMode: host
    ContainerDefinitions:
    - Name: SampleContainerA
      User: root
      Privileged: true
      Image: nginx:latest
      Essential: true
    - Name: SampleContainerB
      User: root
      Privileged: true
      Image: alpine:latest

CT.ECS.PR.8 rule specification

# #########################################################
# Rule Specification  #
# #########################################################

# Rule Identifier:
#   ecs_task_definition_user_for_host_mode_check

# Description:
# This control checks whether Amazon Elastic Container Service (ECS) task definitions
# that use 'host' networking mode have a privileged container definition, and whether they
# specify a non-root user definition.

# Reports on:
#   AWS::ECS::TaskDefinition

# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook

800
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document does not contain an ECS task definition resource
# Then: SKIP
#
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ECS task definition resource
# And: 'ContainerDefinitions' property is not present or is an empty list
# Then: SKIP
#
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ECS task definition resource
# And: 'ContainerDefinitions' property is present and is not an empty list
# And: 'NetworkMode' property is either not present or set to a value other than 'host'
# Then: SKIP
#
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ECS task definition resource
# And: 'ContainerDefinitions' property is present and is not an empty list
# And: 'NetworkMode' property is present and set to 'host'
# And: A container defined in 'ContainerDefinitions' has 'Privileged' property not set or is set as bool(false)
# And: This same container either does not have the 'User' property set or has it set to a value that translates to root user
# Then: FAIL
#
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ECS task definition resource
# And: 'ContainerDefinitions' property is present
# And: 'NetworkMode' property is present and set to 'host'
# And: All Containers defined in 'ContainerDefinitions' either have the 'Privileged' property set to bool(true)
# or have their 'User' property set to a value that does not translate to root user
# Then: PASS
#
# Constants
#
let ECS_TASK_DEFINITION_TYPE = "AWS::ECS::TaskDefinition"
let INPUT_DOCUMENT = this
let ROOT_USER_PATTERNS = [ 0 , "0" , "root" , /^0:.*/ , /^root:.*/ ]
let VALID_NETWORKModes = [ "host" ]
#
# Assignments
#
let ecs_task_definitions = Resources.*[ Type == %ECS_TASK_DEFINITION_TYPE ]
#
# Primary Rules
#
rule ecs_task_definition_user_for_host_mode_check when is_cfn_template(%INPUT_DOCUMENT)
%ecs_task_definitions not empty {
  check(%ecs_task_definitions.Properties)
[CT.ECS.PR.8]: Require Amazon ECS task definitions to have secure networking modes and user definitions

[FIX]: For Amazon ECS task definitions that use 'host' networking mode, your container definitions must set the 'User' property to a non-root user. Also, to opt into elevated privileges, configure containers to run in privileged mode by setting the 'Privileged' property to 'true'.

rule ecs_task_definition_user_for_host_mode_check when is_cfn_hook(%INPUT_DOCUMENT, %ECS_TASK_DEFINITION_TYPE) {
    check(%INPUT_DOCUMENT.%ECS_TASK_DEFINITION_TYPE.resourceProperties)
    <<
    [CT.ECS.PR.8]: Require Amazon ECS task definitions to have secure networking modes and user definitions
    [FIX]: For Amazon ECS task definitions that use 'host' networking mode, your container definitions must set the 'User' property to a non-root user. Also, to opt into elevated privileges, configure containers to run in privileged mode by setting the 'Privileged' property to 'true'.
    >>
}

# Parameterized Rules
#
rule check(ecs_task_definition) {
    %ecs_task_definition [ filter_nw_mode_container_definitions(this) ]{
        ContainerDefinitions[*] {
            # Scenario 4 and 5
            check_elevated_privilege_containers(this) or
            check_nonroot_user_containers(this)
        }
    }
}
rule check_elevated_privilege_containers(container_definition) {
    %container_definition {
        Privileged exists
        Privileged == true
    }
}
rule check_nonroot_user_containers(container_definition) {
    %container_definition {
        User exists
        User not in %ROOT_USER_PATTERNS
    }
}
rule filter_nw_mode_container_definitions(ecs_task_definition) {
    %ecs_task_definition {
        # Scenario 2
        ContainerDefinitions exists
        ContainerDefinitions is_list
        ContainerDefinitions not empty
        # Scenario 3
        NetworkMode exists
        NetworkMode is_string
        NetworkMode in %VALID_NETWORK_MODES
    }
}
# Utility Rules

## is_cfn_template

```bash
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
```

## is_cfn_hook

```bash
rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

### CT.ECS.PR.8 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

```
Resources:
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    Memory: '512'
    NetworkMode: host
    ContainerDefinitions:
    - Name: ExampleContainerA
      User: root
      Privileged: true
      Image: nginx:latest
      Essential: true
    - Name: ExampleContainerB
      User: root
      Privileged: true
      Image: alpine:latest
```

**FAIL Example** - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    Memory: '512'
    NetworkMode: host
    ContainerDefinitions:
    - Name: ExampleContainerA
      User: root
      Privileged: true
      Image: nginx:latest
      Essential: true
    - Name: ExampleContainerB
      Image: alpine:latest
      User: root
```
**[CT.ECS.PR.9] Require Amazon ECS services not to assign public IP addresses automatically**

This control checks whether your Amazon Elastic Container Service (Amazon ECS) service resources are configured to assign public IP addresses automatically.

- **Control objective:** Limit network access, Enforce least privilege
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ECS::Service
- **AWS CloudFormation guard rule:** [CT.ECS.PR.9 rule specification](p. 806)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ECS.PR.9 rule specification](p. 806)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ECS.PR.9 example templates](p. 808)

**Explanation**

A public IP address is an IP address that is reachable from the internet. If you launch your Amazon ECS instances with a public IP address, then your Amazon ECS instances are reachable from the internet. Amazon ECS services should not be publicly accessible, because it may allow unintended access to your container application servers.

**Remediation for rule failure**

Set `AssignPublicIp` in `NetworkConfiguration.AwsvpcConfiguration` to DISABLED.

The examples that follow show how to implement this remediation.

**Amazon ECS Service - Example One**

Amazon ECS service configured to disallow automatic public IP address assignment, by means of AWS CloudFormation defaults. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ECSService": {
    "Type": "AWS::ECS::Service",
    "Properties": {
      "Cluster": {
        "Ref": "ECSCluster"
      },
      "DesiredCount": 0,
      "TaskDefinition": {
        "Ref": "ECSTaskDefinition"
      },
      "LaunchType": "FARGATE",
      "NetworkConfiguration": {
        "AwsvpcConfiguration": {
          "Subnets": [
            {
              "Ref": "SubnetOne"
            }
          ],
          "AssignPublicIp": false
```
YAML example

ECSService:
  Type: AWS::ECS::Service
  Properties:
    Cluster: !Ref 'ECSCluster'
    DesiredCount: 0
    TaskDefinition: !Ref 'ECSTaskDefinition'
    LaunchType: FARGATE
    NetworkConfiguration:
      AwsvpcConfiguration:
        Subnets:
        - !Ref 'SubnetOne'
        - !Ref 'SubnetTwo'

The examples that follow show how to implement this remediation.

Amazon ECS Service - Example Two

Amazon ECS service configured to disallow automatic public IP address assignment, by means of the AssignPublicIp property. The example is shown in JSON and in YAML.

JSON example

```json
[
  {"ECSService": {
    "Type": "AWS::ECS::Service",
    "Properties": {
      "Cluster": {
        "Ref": "ECSCluster"
      },
      "DesiredCount": 0,
      "TaskDefinition": {
        "Ref": "ECSTaskDefinition"
      },
      "LaunchType": "FARGATE",
      "NetworkConfiguration": {
        "AwsvpcConfiguration": {
          "AssignPublicIp": "DISABLED",
          "Subnets": [
            {
              "Ref": "SubnetOne"
            },
            {
              "Ref": "SubnetTwo"
            }
          ]
        }
      }
    }
  }
]```
YAML example

```
ECSService:
  Type: AWS::ECS::Service
  Properties:
    Cluster: !Ref 'ECSCluster'
    DesiredCount: 0
    TaskDefinition: !Ref 'ECSTaskDefinition'
    LaunchType: FARGATE
    NetworkConfiguration:
      AwsvpcConfiguration:
        AssignPublicIp: DISABLED
        Subnets:
          - !Ref 'SubnetOne'
          - !Ref 'SubnetTwo'
```

CT.ECS.PR.9 rule specification

```
# ###################################
#       Rule Specification        
# ###################################
#
# Rule Identifier:
#   ecs_service_assign_public_ip_disabled_check
#
# Description:
#   This control checks whether your Amazon Elastic Container Service (Amazon ECS) service
#   resources are configured to assign public IP addresses automatically.
#
# Reports on:
#   AWS::ECS::Service
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document does not contain an Amazon ECS service resource
#       Then: SKIP
#
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document contains an Amazon ECS service resource
#       And: 'NetworkConfiguration' property is not present
#       Then: SKIP
#
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document contains an Amazon ECS service resource
```
And: 'NetworkConfiguration.AwsvpcConfiguration' property is not present
Then: SKIP

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an Amazon ECS service resource
And: 'NetworkConfiguration.AwsvpcConfiguration' property is present
And: 'AssignPublicIp' property is present and set to 'ENABLED'
Then: FAIL

Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an Amazon ECS service resource
And: 'NetworkConfiguration.AwsvpcConfiguration' property is present
And: 'AssignPublicIp' property is not present
Then: PASS

Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an Amazon ECS service resource
And: 'NetworkConfiguration.AwsvpcConfiguration' property is present
And: 'AssignPublicIp' property is present and set to 'DISABLED'
Then: PASS

# Constants

let ECS_SERVICE_TYPE = "AWS::ECS::Service"
let INPUT_DOCUMENT = this

# Assignments

let ecs_services = Resources.*[ Type == %ECS_SERVICE_TYPE ]

# Primary Rules

rule ecs_service_assign_public_ip_disabled_check when is_cfn_template(%INPUT_DOCUMENT)
%ecs_services not empty { check(%ecs_services.Properties) <<
[CT.ECS.PR.9]: Require Amazon ECS services not to assign public IP addresses automatically
[FIX]: Set 'AssignPublicIp' in 'NetworkConfiguration.AwsvpcConfiguration' to 'DISABLED'.
>>}

rule ecs_service_assign_public_ip_disabled_check when is_cfn_hook(%INPUT_DOCUMENT, %ECS_SERVICE_TYPE) {
  check(%INPUT_DOCUMENT.%ECS_SERVICE_TYPE.resourceProperties) <<
  [CT.ECS.PR.9]: Require Amazon ECS services not to assign public IP addresses automatically
  [FIX]: Set 'AssignPublicIp' in 'NetworkConfiguration.AwsvpcConfiguration' to 'DISABLED'.
  >>}

# Parameterized Rules

rule check(ecs_service) {
  %ecs_service [filter_ecs_service_with_vpc_configuration(this)] {
    NetworkConfiguration {

807
CT.ECS.PR.9 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

<table>
<thead>
<tr>
<th>Resources:</th>
</tr>
</thead>
<tbody>
<tr>
<td>VPC:</td>
</tr>
<tr>
<td>Type: AWS::EC2::VPC</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>CidrBlock: 10.0.0.0/16</td>
</tr>
<tr>
<td>EnableDnsSupport: 'true'</td>
</tr>
<tr>
<td>EnableDnsHostnames: 'true'</td>
</tr>
<tr>
<td>SubnetOne:</td>
</tr>
<tr>
<td>Type: AWS::EC2::Subnet</td>
</tr>
</tbody>
</table>
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: true
      EnableDnsHostnames: true
  SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId: 
        Ref: VPC
      CidrBlock: 10.0.1.0/24
      AvailabilityZone:
        Fn::Select:
          - 1
        -Fn::GetAZs:
            ''

ECSCluster:
  Type: AWS::ECS::Cluster
  Properties:
    CapacityProviders:
      - FARGATE

ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    ContainerDefinitions:
      - Name: SampleContainer
        Essential: true
        Image: nginx:latest
        Memory: '512'
        RequiresCompatibilities:
          - FARGATE
        NetworkMode: awsvpc
        Cpu: 256
    RequiresCompatibilities:
      - FARGATE
      NetworkMode: awsvpc
      Cpu: 256

ECSService:
  Type: AWS::ECS::Service
  Properties:
    Cluster:
      Ref: ECSCluster
    DesiredCount: 0
    TaskDefinition:
      Ref: ECSTaskDefinition
    NetworkConfiguration:
      AwsVpcConfiguration:
        Subnets:
          - Ref: SubnetOne
          - Ref: SubnetTwo
        LaunchType: FARGATE

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/24
      EnableDnsSupport: true
      EnableDnsHostnames: true

SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
      -Fn::GetAZs:
          ''
[CT.ECS.PR.10] Require that Amazon ECS task definitions do not share the host's process namespace

This control checks whether Amazon Elastic Container Service (ECS) task definitions are configured to share a host's process namespace with its containers.

- **Control objective:** Protect configurations, Enforce least privilege
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ECS::TaskDefinition
• **AWS CloudFormation guard rule**: [CT.ECS.PR.10 rule specification](p. 812)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ECS.PR.10 rule specification](p. 812)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ECS.PR.10 example templates](p. 814)

**Explanations**

A process ID (PID) namespace provides separation between processes. It prevents system processes from being visible to other processes, and it allows PIDs to be reused, including PID 1. If the host's PID namespace is shared with containers, those containers can see all of the processes on the host system. Process visibility reduces the benefit of process-level isolation between the host and the containers. Reduced isolation can allow unauthorized access to processes on the host itself, including the ability to manipulate and terminate the host's processes. As a best practice, do not share the host's process namespace with containers running on the host.

**Usage considerations**

- This control applies only to Amazon ECS task definitions that are configured with container definitions.
- This control is not compatible with Amazon ECS task definitions that are configured to run on AWS Fargate, or definitions that use Windows containers.

**Remediation for rule failure**

Omit the `PidMode` property, or set `PidMode` to `task`.

The examples that follow show how to implement this remediation.

**Amazon ECS Task Definition - Example One**

Amazon ECS task definition configured with a task-level process namespace, by means of AWS CloudFormation defaults. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "TaskDefinition": {
    "Type": "AWS::ECS::TaskDefinition",
    "Properties": {
      "Memory": "512",
      "ContainerDefinitions": [
        {
          "Essential": true,
          "Image": "nginx:latest",
          "Name": "SampleContainer"
        }
      ]
    }
  }
}
```
YAML example

```
TaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    Memory: '512'
    ContainerDefinitions:
      - Essential: true
        Image: nginx:latest
        Name: SampleContainer
```

The examples that follow show how to implement this remediation.

Amazon ECS Task Definition - Example Two

Amazon ECS task definition configured with a task-level process namespace, by means of the PidMode property. The example is shown in JSON and in YAML.

JSON example

```
{
  "TaskDefinition": {
    "Type": "AWS::ECS::TaskDefinition",
    "Properties": {
      "Memory": "512",
      "ContainerDefinitions": [
        {
          "Essential": true,
          "Image": "nginx:latest",
          "Name": "SampleContainer"
        }
      ],
      "PidMode": "task"
    }
  }
}
```

YAML example

```
TaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    Memory: '512'
    ContainerDefinitions:
      - Essential: true
        Image: nginx:latest
        Name: SampleContainer
    PidMode: task
```

CT.ECS.PR.10 rule specification

```
# ##########################################################################
##     Rule Specification     ##
```
Rule Identifier:
ecs_task_definition_pid_mode_check

Description:
This control checks whether Amazon Elastic Container Service (ECS) task definitions are configured to share a host's process namespace with its containers.

Reports on:
AWS::ECS::TaskDefinition

Evaluates:
AWS CloudFormation, AWS CloudFormation hook

Rule Parameters:
None

Scenarios:
1. Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   And: The input document does not contain an ECS task definition resource
   Then: SKIP
2. Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   And: The input document contains an ECS task definition resource
   And: 'PidMode' is provided as an empty string
   Then: FAIL
3. Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   And: The input document contains an ECS task definition resource
   And: 'PidMode' is set to 'host'
   Then: FAIL
4. Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   And: The input document contains an ECS task definition resource
   And: 'PidMode' is not present
   Then: PASS
5. Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   And: The input document contains an ECS task definition resource
   And: 'PidMode' is provided as a non-empty string that is not 'host'
   Then: PASS

Constants

let ECS_TASK_DEFINITION_TYPE = "AWS::ECS::TaskDefinition"
let INPUT_DOCUMENT = this

Assignments

let ecs_task_definitions = Resources.* [ Type == %ECS_TASK_DEFINITION_TYPE ]

Primary Rules

rule ecs_task_definition_pid_mode_check when is_cfn_template(%INPUT_DOCUMENT)
ecs_task_definitions not empty {
  check(%ecs_task_definitions.Properties)
[CT.ECS.PR.10]: Require that Amazon ECS task definitions do not share the host's process namespace
[FIX]: Omit the 'PidMode' property, or set 'PidMode' to 'task'.

```python
rule ecs_task_definition_pid_mode_check when is_cfn_hook(%INPUT_DOCUMENT, 
%ECS_TASK_DEFINITION_TYPE) {
    check(%INPUT_DOCUMENT.%ECS_TASK_DEFINITION_TYPE.resourceProperties)
}
```

# Parameterized Rules

```python
rule check(ecs_task_definition) {
    %ecs_task_definition {
        # Scenario 2
        PidMode not exists or
        # Scenario 3 and 4
        check_pidmode_value(PidMode)
    }
}
```

```python
rule check_pidmode_value(pid_mode) {
    %pid_mode {
        check_is_string_and_not_empty(this)
        this != "host"
    }
}
```

# Utility Rules

```python
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
```

```python
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

```python
rule check_is_string_and_not_empty(value) {
    %value {
        this is_string
        this != /\A\s*\z/
    }
}
```

**CT.ECS.PR.10 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.
[CT.ECS.PR.11] Require an Amazon ECS container to run as non-privileged

This control checks whether container definitions in Amazon Elastic Container Service (ECS) task definitions are configured with elevated privileges.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ECS::TaskDefinition
- **AWS CloudFormation guard rule:** [CT.ECS.PR.11 rule specification](p. 816)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ECS.PR.11 rule specification](p. 816)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ECS.PR.11 example templates](p. 818)

**Explanation**

We recommend that you remove elevated privileges from your Amazon ECS task definitions. When the privilege parameter is `true`, the container can operate with elevated privileges on the host container instance. These privileges are similar to the root user privileges.

**Usage considerations**

- This control applies only to Amazon ECS task definitions that are configured with container definitions.
• This control is incompatible with Amazon ECS task definitions that use Windows containers.

Remediation for rule failure

Be sure that all containers defined in ContainerDefinitions either omit the Privileged property, or that they set Privileged to false.

The examples that follow show how to implement this remediation.

Amazon ECS Task Definition - Example

Amazon ECS task definition configured with privileged mode deactivated for container definitions. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ECSTaskDefinition": {
    "Type": "AWS::ECS::TaskDefinition",
    "Properties": {
      "ContainerDefinitions": [
        {
          "Essential": true,
          "Image": "alpine:latest",
          "Name": "SampleContainerA"
        },
        {
          "Image": "nginx:latest",
          "Name": "SampleContainerB",
          "Privileged": false
        }
      ],
      "Memory": "512"
    }
  }
}
```

**YAML example**

```yaml
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    ContainerDefinitions:
    - Essential: true
      Image: alpine:latest
      Name: SampleContainerA
    - Image: nginx:latest
      Name: SampleContainerB
      Privileged: false
    Memory: '512'
```

**CT.ECS.PR.11 rule specification**

```plaintext
# ###############################################################################
##       Rule Specification        
# ###############################################################################
```
# Rule Identifier:
#   ecs_containers_nonprivileged_check
#
# Description:
#   This control checks whether container definitions in Amazon Elastic Container Service (ECS) task definitions are configured with elevated privileges.
#
# Reports on:
#   AWS::ECS::TaskDefinition
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain an ECS task definition resource
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an ECS task definition resource
#     And: 'ContainerDefinitions' property is not present or is an empty list
#     Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an ECS task definition resource
#     And: 'ContainerDefinitions' property is present
#     And: One or more containers defined in 'ContainerDefinitions' have 'Privileged' set to bool(true)
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an ECS task definition resource
#     And: 'ContainerDefinitions' property is present
#     And: All containers defined in 'ContainerDefinitions' either do not have the 'Privileged' property present or 'Privileged' is present and set to bool(false)
#     Then: PASS
#
# Constants
#
# let ECS_TASK_DEFINITION_TYPE = "AWS::ECS::TaskDefinition"
let INPUT_DOCUMENT = this
#
# Assignments
#
# let ecs_task_definitions = Resources.*[ Type == %ECS_TASK_DEFINITION_TYPE ]
#
# Primary Rules
#
# rule ecs_containers_nonprivileged_check when is_cfn_template(%INPUT_DOCUMENT)
%ecs_task_definitions not empty {
  check(%ecs_task_definitions.Properties)
  <<
    [CT.ECS.PR.11]: Require an Amazon ECS container to run as non-privileged
[FIX]: Be sure that all containers defined in 'ContainerDefinitions' either omit the 'Privileged' property, or that they set 'Privileged' to 'false'.

```json
rule ecs_containers_nonprivileged_check when is_cfn_hook(%INPUT_DOCUMENT, %ECS_TASK_DEFINITION_TYPE) {
    check(%INPUT_DOCUMENT.%ECS_TASK_DEFINITION_TYPE.resourceProperties)
    <<
    [CT.ECS.PR.11]: Require an Amazon ECS container to run as non-privileged
    [FIX]: Be sure that all containers defined in 'ContainerDefinitions' either omit the 'Privileged' property, or that they set 'Privileged' to 'false'.
    >>
}
```

# Parameterized Rules

```json
# Parameterized Rules
#
rule check(ecs_task_definition) {
    %ecs_task_definition [
        filter_container_definitions_is_present(this)
    ]{
        ContainerDefinitions[*] {
            # Scenario 3
            Privileged not exists or
            # Scenario 4
            Privileged == false
        }
    }
}
```

```json
rule filter_container_definitions_is_present(ecs_task_definition) {
    %ecs_task_definition {
        # Scenario 2
        ContainerDefinitions exists
        ContainerDefinitions is_list
        ContainerDefinitions not empty
    }
}
```

# Utility Rules

```json
# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
```

```json
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

CT.ECS.PR.11 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.
Resources:
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
Properties:
  ContainerDefinitions:
  - Essential: true
    Image: alpine:latest
    Name: ExampleContainerA
  - Image: nginx:latest
    Name: ExampleContainerB
    Privileged: false
  Memory: '512'

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
Properties:
  ContainerDefinitions:
  - Essential: true
    Image: nginx:latest
    Name: ExampleContainerA
    Privileged: false
  - Essential: true
    Image: alpine:latest
    Name: ExampleContainerB
  - Image: nginx:latest
    Name: ExampleContainerC
    Privileged: true
  Memory: '512'

[CT.ECS.PR.12] Require that Amazon ECS task definitions do not pass secrets as container environment variables

This control checks whether Amazon Elastic Container Service (ECS) task definition container definitions include environment variables named AWS_ACCESS_KEY_ID, AWS_SECRET_ACCESS_KEY, or ECS_ENGINE_AUTH_DATA.

- **Control objective:** Use strong authentication
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ECS::TaskDefinition
- **AWS CloudFormation guard rule:** [CT.ECS.PR.12 rule specification](p. 821)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ECS.PR.12 rule specification](p. 821)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ECS.PR.12 example templates](p. 823)

Explanation
AWS Systems Manager Parameter Store can help you improve the security posture of your organization. We recommend the Parameter Store as a way to store secrets and credentials, instead of passing them into your container instances or entering them into your source code.

**Usage considerations**

- This control applies only to Amazon ECS task definitions that are configured with container definitions.
- This control evaluates plaintext environment variables configured directly on container definitions.

**Remediation for rule failure**

Omit environment variables with Name set to `AWS_ACCESS_KEY_ID`, `AWS_SECRET_ACCESS_KEY` or `ECS_ENGINE_AUTH_DATA` from container definitions.

The examples that follow show how to implement this remediation.

**Amazon ECS Task Definition - Example**

Amazon ECS task definition configured to inject sensitive data into a container as an environment variable. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "ECSTaskDefinition": {
        "Type": "AWS::ECS::TaskDefinition",
        "Properties": {
            "Memory": "512",
            "ExecutionRoleArn": {
                "Fn::GetAtt": [
                    "ECSTaskExecutionRole",
                    "Arn"
                ]
            }
        },
        "ContainerDefinitions": [
            {
                "Essential": true,
                "Image": "nginx:latest",
                "Name": "SampleContainer",
                "Environment": [
                    {
                        "Name": "SAMPLE_ENV_VAR",
                        "Value": "sampleValue"
                    }
                ],
                "Secrets": [
                    {
                        "Name": "SAMPLE_SENSITIVE_ENV_VAR",
                        "ValueFrom": "arn:aws:ssm:us-east-1:123456789012:parameter/sample_parameter"
                    }
                ]
            }
        ]
    }
}
```
YAML example

ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    Memory: '512'
    ExecutionRoleArn: !GetAtt 'ECSTaskExecutionRole.Arn'
  ContainerDefinitions:
    - Essential: true
      Image: nginx:latest
      Name: SampleContainer
      Environment:
        - Name: SAMPLE_ENV_VAR
          Value: sampleValue
      Secrets:
        - Name: SAMPLE_SENSITIVE_ENV_VAR
          ValueFrom: arn:aws:ssm:us-east-1:123456789012:parameter/sample_parameter

CT.ECS.PR.12 rule specification

# ##################################################################
##       Rule Specification        ##
# ##################################################################
#
# Rule Identifier:
#   ecs_no_environment_secrets_check
#
# Description:
#   This control checks whether Amazon Elastic Container Service (ECS) task definition
#   container definitions include environment variables named 'AWS_ACCESS_KEY_ID',
#   'AWS_SECRET_ACCESS_KEY', or 'ECS_ENGINE_AUTH_DATA'.
#
# Reports on:
#   AWS::ECS::TaskDefinition
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain an ECS task definition resource
#     Then: SKIP
# Scenario: 2
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an ECS task definition resource
#     And: 'ContainerDefinitions' property is not present or is empty
#     Then: SKIP
# Scenario: 3
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an ECS task definition resource
#     And: 'ContainerDefinitions' property is present
#     And: Containers defined in 'ContainerDefinitions' do not have 'Environment' property
#     Then: SKIP
# Scenario: 4
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an ECS task definition resource
And: 'ContainerDefinitions' property is present
And: One or more containers defined in 'ContainerDefinitions' have 'Environment' present
And: 'Environment' property has an entry with 'Name' set to 'AWS_ACCESS_KEY_ID', 'AWS_SECRET_ACCESS_KEY', or 'ECS_ENGINE_AUTH_DATA'
Then: FAIL
Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an ECS task definition resource
And: 'ContainerDefinitions' property is present
And: One or more containers defined in 'ContainerDefinitions' have 'Environment' present
And: 'Environment' property does not have an entry with 'Name' set to 'AWS_ACCESS_KEY_ID', 'AWS_SECRET_ACCESS_KEY', or 'ECS_ENGINE_AUTH_DATA'
Then: PASS

Constants

let ECS_TASK_DEFINITION_TYPE = "AWS::ECS::TaskDefinition"
let INPUT_DOCUMENT = this
let RESTRICTED_ENVIRONMENT_VARIABLES = ["AWS_ACCESS_KEY_ID", "AWS_SECRET_ACCESS_KEY", "ECS_ENGINE_AUTH_DATA"]

Assignments

let ecs_task_definitions = Resources.*[ Type == %ECS_TASK_DEFINITION_TYPE ]

Primary Rules

rule ecs_no_environment_secrets_check when is_cfn_template(%INPUT_DOCUMENT)
%ecs_task_definitions not empty {
  check(%ecs_task_definitions.Properties)
  <<
  [CT.ECS.PR.12]: Require that Amazon ECS task definitions do not pass secrets as container environment variables
  [FIX]: Omit environment variables with 'Name' set to 'AWS_ACCESS_KEY_ID', 'AWS_SECRET_ACCESS_KEY' or 'ECS_ENGINE_AUTH_DATA' from container definitions.
  >>
}

rule ecs_no_environment_secrets_check when is_cfn_hook(%INPUT_DOCUMENT, %ECS_TASK_DEFINITION_TYPE) {
  check(%INPUT_DOCUMENT.%ECS_TASK_DEFINITION_TYPE.resourceProperties)
  <<
  [CT.ECS.PR.12]: Require that Amazon ECS task definitions do not pass secrets as container environment variables
  [FIX]: Omit environment variables with 'Name' set to 'AWS_ACCESS_KEY_ID', 'AWS_SECRET_ACCESS_KEY' or 'ECSENGINE_AUTH_DATA' from container definitions.
  >>
}

Parameterized Rules

rule check(ecs_task_definition) {
  %ecs_task_definition [
    filter_container_definitions_is_present(this)
  ]{
    ContainerDefinitions[
      filter_environment_is_present(this)
    ]
  }
}
CT.ECS.PR.12 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
ECSTaskExecutionRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service:
              - ecs-tasks.amazonaws.com
          Action:
            - sts:AssumeRole
          Path: /
ManagedPolicyArns:
- arn:aws:iam::aws:policy/service-role/AmazonECSTaskExecutionRolePolicy

Policies:
- PolicyName: ECSTaskPolicy
  PolicyDocument:
    Version: '2012-10-17'
    Statement:
      - Effect: Allow
        Action:
          - ssm:GetParameters
        Resource: arn:aws:ssm:us-east-1:123456789012:parameter/example_parameter

ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    Memory: '512'
    ExecutionRoleArn:
      Fn::GetAtt: [ ECSTaskExecutionRole, Arn ]
  ContainerDefinitions:
    - Essential: true
      Image: nginx:latest
      Name: ExampleContainer
      Environment:
        - Name: EXAMPLE_ENV_VAR
          Value: exampleValue
      Secrets:
        - Name: EXAMPLE_SENSITIVE_ENV_VAR
          ValueFrom: arn:aws:ssm:us-east-1:123456789012:parameter/example_parameter

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
ECSTaskDefinition:
  Type: AWS::ECS::TaskDefinition
  Properties:
    Memory: '512'
  ContainerDefinitions:
    - Essential: true
      Image: nginx:latest
      Name: ExampleContainerA
      Environment:
        - Name: AWS_ACCESS_KEY_ID
          Value: exampleKey
        - Name: AWS_SECRET_ACCESS_KEY
          Value: exampleSecretKey
        - Name: Image: alpine:latest
          Name: ExampleContainerB

Amazon Elastic File System controls

Topics
- [CT.ELASTICFILESYSTEM.PR.1] Require an Amazon EFS file system to encrypt file data at rest using AWS KMS (p. 825)
- [CT.ELASTICFILESYSTEM.PR.2] Require an Amazon EFS volume to have an automated backup plan (p. 828)
- [CT.ELASTICFILESYSTEM.PR.3] Require Amazon EFS access points to have a root directory (p. 832)
• [CT.ELASTICFILESYSTEM.PR.4] Require Amazon EFS access points to enforce a user identity (p. 836)

[CT.ELASTICFILESYSTEM.PR.1] Require an Amazon EFS file system to encrypt file data at rest using AWS KMS

This control checks whether an Amazon Elastic File System (Amazon EFS) file system is configured to encrypt file data using AWS KMS.

• Control objective: Encrypt data at rest
• Implementation: AWS CloudFormation Guard Rule
• Control behavior: Proactive
• Resource types: AWS::EFS::FileSystem
• AWS CloudFormation guard rule: CT.ELASTICFILESYSTEM.PR.1 rule specification (p. 826)

Details and examples

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ELASTICFILESYSTEM.PR.1 rule specification (p. 826)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.ELASTICFILESYSTEM.PR.1 example templates (p. 828)

Explanation

For an added layer of security for your sensitive data in Amazon EFS, you should create encrypted file systems. Amazon EFS supports encryption for file systems at rest. You can enable encryption of data at rest when you create an Amazon EFS file system.

Usage considerations

• This control requires only the Encrypted property to be set to true, and it does not require the KmsKeyId property to be provided.
• If the KmsKeyId property is not provided, the default AWS KMS key for Amazon EFS, /aws/elasticfilesystem, is used to protect the encrypted file system.

Remediation for rule failure

Set Encrypted to true and optionally set KmsKeyId to a valid AWS KMS key identifier.

The examples that follow show how to implement this remediation.

Amazon EFS File System - Example One

Amazon EFS file system configured with encryption enabled, by means of the default AWS KMS key for Amazon EFS. The example is shown in JSON and in YAML.

JSON example

```json
{
  "EFSFileSystem": {
    "Type": "AWS::EFS::FileSystem",
    "Properties": {
      "Encrypted": true
    }
  }
}
```
The examples that follow show how to implement this remediation.

**Amazon EFS File System - Example Two**

Amazon EFS file system configured with encryption enabled, by means of a customer-managed AWS KMS key. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "EFSFileSystem": {
        "Type": "AWS::EFS::FileSystem",
        "Properties": {
            "Encrypted": true,
            "KmsKeyId": {
                "Ref": "KMSKey"
            }
        }
    }
}
```

**YAML example**

```yaml
EFSFileSystem:
    Type: AWS::EFS::FileSystem
    Properties:
        Encrypted: true
        KmsKeyId: !Ref 'KMSKey'
```

**CT.ELASTICFILESYSTEM.PR.1 rule specification**

```plaintext
# #################################################################
# Rule Specification  ##
# #################################################################
# Rule Identifier:
#  efs_encrypted_check
# # Description:
#  This control checks whether an Amazon Elastic File System (Amazon EFS) file system is configured to encrypt file data using AWS KMS.
# # Reports on:
```
# AWS::EFS::FileSystem
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
# # Rule Parameters:
#   None
# # Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#           And: The input document does not contain any Amazon EFS file system resources
#           Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#           And: The input document contains an Amazon EFS file system resource
#           And: 'Encrypted' is not present
#           Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#           And: The input document contains an Amazon EFS file system resource
#           And: 'Encrypted' is present and set to bool(false)
#           Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#           And: The input document contains an Amazon EFS file system resource
#           And: 'Encrypted' is present and set to bool(true)
#           Then: PASS
#
# # Constants
#
# let RESOURCE_TYPE = "AWS::EFS::FileSystem"
# let INPUT_DOCUMENT = this
#
# # Assignments
#
# let efs_file_systems = Resources.*[ Type == %RESOURCE_TYPE ]
#
# # Primary Rules
#
# rule efs_encrypted_check when is_cfn_template(%INPUT_DOCUMENT)
#   %efs_file_systems not empty {
#     check(%efs_file_systems.Properties)
#     <<- [CT.ELASTICFILESYSYSTEM.PR.1]: Require an Amazon EFS file system to encrypt file data at rest using AWS KMS
#        [FIX]: Set 'Encrypted' to 'true' and optionally set 'KmsKeyId' to a valid AWS KMS key identifier.
#     >> }
#   
#   rule efs_encrypted_check when is_cfn_hook(%INPUT_DOCUMENT, %RESOURCE_TYPE) {
#     check(%INPUT_DOCUMENT.%RESOURCE_TYPE.resourceProperties)
#     <<- [CT.ELASTICFILESYSYSTEM.PR.1]: Require an Amazon EFS file system to encrypt file data at rest using AWS KMS
#        [FIX]: Set 'Encrypted' to 'true' and optionally set 'KmsKeyId' to a valid AWS KMS key identifier.
#     >> }
# Parameterized Rules

rule check(efs_file_systems) {
    %efs_file_systems {
        # Scenario 2
        Encrypted exists
        # Scenario 3 and 4
        Encrypted == true
    }
}

# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

**CT.ELASTICFILESYSTEM.PR.1 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example - Use this template to verify a compliant resource creation.**

<table>
<thead>
<tr>
<th>Resources:</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFSFileSystem:</td>
</tr>
<tr>
<td>Type: AWS::EFS::FileSystem</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>Encrypted: true</td>
</tr>
</tbody>
</table>

**FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.**

<table>
<thead>
<tr>
<th>Resources:</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFSFileSystem:</td>
</tr>
<tr>
<td>Type: AWS::EFS::FileSystem</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>Encrypted: false</td>
</tr>
</tbody>
</table>

**[CT.ELASTICFILESYSTEM.PR.2] Require an Amazon EFS volume to have an automated backup plan**

This control checks whether your Amazon Elastic File System (Amazon EFS) file system has been configured with automatic backups through AWS Backup.
• **Control objective**: Improve resiliency
• **Implementation**: AWS CloudFormation Guard Rule
• **Control behavior**: Proactive
• **Resource types**: AWS::EFS::FileSystem
• **AWS CloudFormation guard rule**: [CT.ELASTICFILESYSTEM.PR.2 rule specification (p. 829)](#)

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICFILESYSTEM.PR.2 rule specification (p. 829)](#)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ELASTICFILESYSTEM.PR.2 example templates (p. 831)](#)

**Explanation**

Including Amazon EFS file systems in the backup plans helps you to protect your data from deletion and data loss.

**Remediation for rule failure**

Enable automatic backups by setting `BackupPolicy.Status` to `ENABLED`.

The examples that follow show how to implement this remediation.

**Amazon EFS File System - Example**

Amazon EFS file system configured with automatic backups enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "EFSFileSystem": {
        "Type": "AWS::EFS::FileSystem",
        "Properties": {
            "BackupPolicy": {
                "Status": "ENABLED"
            }
        }
    }
}
```

**YAML example**

```yaml
EFSFileSystem:
  Type: AWS::EFS::FileSystem
  Properties:
    BackupPolicy:
      Status: ENABLED
```

**CT.ELASTICFILESYSTEM.PR.2 rule specification**

829
# Rule Identifier:
# efs_automatic_backups_enabled_check
#
# Description:
# This control checks whether your Amazon Elastic File System (Amazon EFS) file system has been configured with automatic backups through AWS Backup.
#
# Reports on:
# AWS::EFS::FileSystem
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document does not contain any Amazon EFS file system resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Amazon EFS file system resource
# And: 'BackupPolicy' is not present
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Amazon EFS file system resource
# And: 'BackupPolicy' is present and 'Status' is set to 'DISABLED'
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Amazon EFS file system resource
# And: 'BackupPolicy' is present and 'Status' is set to 'ENABLED'
# Then: PASS
#
# Constants
#
let RESOURCE_TYPE = "AWS::EFS::FileSystem"
let INPUT_DOCUMENT = this
#
# Assignments
#
let efs_file_systems = Resources.*[ Type == %RESOURCE_TYPE ]
#
# Primary Rules
#
rule efs_automatic_backups_enabled_check when is_cfn_template(this)
%efs_file_systems not empty {  
  check(%efs_file_systems.Properties)  
  <<  
  [CT.ELASTICFILESYSTEM.PR.2]: Require an Amazon EFS volume to have an automated backup plan  
  [FIX]: Enable automatic backups by setting 'BackupPolicy.Status' to 'ENABLED'.}
CT.ELASTICFILESYSTEM.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
EFSFileSystem:
  Type: AWS::EFS::FileSystem
  Properties:
    BackupPolicy:
      Status: ENABLED

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.
[CT.ELASTICFILESYSTEM.PR.3] Require Amazon EFS access points to have a root directory

This control checks whether your Amazon Elastic File System (Amazon EFS) access points are configured to enforce a root directory.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EFS::AccessPoint
- **AWS CloudFormation guard rule:** [CT.ELASTICFILESYSTEM.PR.3 rule specification (p. 833)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICFILESYSTEM.PR.3 rule specification (p. 833)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ELASTICFILESYSTEM.PR.3 example templates (p. 835)]

Explanation

When you enforce a root directory, the NFS client at the access point uses the root directory configured on the access point, instead of the file system’s root directory. Enforcing a root directory for an access point helps restrict data access by ensuring that users of the access point can reach only the files of the specified subdirectory.

Remediation for rule failure

Provide a `RootDirectory.Path` configuration with a value for `Path` that does not equal `/`

The examples that follow show how to implement this remediation.

Amazon EFS Access Point - Example

Amazon EFS access point configured with a root directory set to a specific subdirectory. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "EFSAccessPoint": {
        "Type": "AWS::EFS::AccessPoint",
        "Properties": {
```
"FileSystemId": {
  "Ref": "EFSFileSystem"
},
"RootDirectory": {
  "Path": "/dir1/child1"
}
}
}

YAML example

EFSAccessPoint:
  Type: AWS::EFS::AccessPoint
  Properties:
    FileSystemId: !Ref 'EFSFileSystem'
    RootDirectory:
      Path: /dir1/child1

CT.ELASTICFILESYSTEM.PR.3 rule specification

# #####################################################################
## Rule Specification
# #####################################################################
#
# Rule Identifier:
#   efs_access_point_enforce_root_directory_check
# # Description:
#   This control checks whether your Amazon Elastic File System (Amazon EFS) access points
# are configured to enforce a root directory.
# # Reports on:
#   AWS::EFS::AccessPoint
# # Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
# # Rule Parameters:
#   None
# # Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any Amazon EFS access point resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an Amazon EFS access point resource
#     And: 'RootDirectory' has not been provided
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an Amazon EFS access point resource
#     And: 'RootDirectory' has been provided

833
And: 'Path' within 'RootDirectory' has not been provided or has been provided with an empty string value
Then: FAIL

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an Amazon EFS access point resource
And: 'RootDirectory' has been provided
And: 'Path' within 'RootDirectory' been provided with a value of '/'
Then: FAIL

Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an Amazon EFS access point resource
And: 'RootDirectory' has been provided
And: 'Path' within 'RootDirectory' been provided with a non-empty string value not equal to '/'
Then: PASS

Constants

let EFS_ACCESS_POINT_TYPE = "AWS::EFS::AccessPoint"
let INPUT_DOCUMENT = this

Assignments

let efs_access_points = Resources.*[ Type == %EFS_ACCESS_POINT_TYPE ]

Primary Rules

rule efs_access_point_enforce_root_directory_check when is_cfn_template(%INPUT_DOCUMENT) %efs_access_points not empty {
    check(%efs_access_points.Properties)
    %efs_access_points not empty {
        [CT.ELASTICFILESYSTEM.PR.3]: Require Amazon EFS access points to have a root directory
        [FIX]: Provide a 'RootDirectory.Path' configuration with a value for 'Path' that does not equal '/'.
        >>
    }
}

rule efs_access_point_enforce_root_directory_check when is_cfn_hook(%INPUT_DOCUMENT, %EFS_ACCESS_POINT_TYPE) {
    check(%INPUT_DOCUMENT.%EFS_ACCESS_POINT_TYPE.resourceProperties)
    %EFS_ACCESS_POINT_TYPE.resourceProperties {
        [CT.ELASTICFILESYSTEM.PR.3]: Require Amazon EFS access points to have a root directory
        [FIX]: Provide a 'RootDirectory.Path' configuration with a value for 'Path' that does not equal '/'.
        >>
    }
}

Parameterized Rules

rule check(efs_access_points) {
    %efs_access_points {
        # Scenario 2
        RootDirectory exists
        RootDirectory {
            # Scenario 3, 4 and 5
            Path exists
            check_is_string_and_not_empty(Path)
        }
    }
}
Path != "/"

# Utility Rules

# is_cfn_template(doc) {
#   %doc {
#     AWSTemplateFormatVersion exists or
#     Resources exists
#   }
# }

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_is_string_and_not_empty(value) {
  %value {
    this is_string
    this != \A\s*\z/
  }
}

CT.ELASTICFILESYSTEM.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
EFSAccessPoint:
  Type: AWS::EFS::AccessPoint
  Properties:
    FileSystemId:
      Ref: EFSFileSystem
    RootDirectory:
      Path: /dir1/child1
EFSFileSystem:
  Type: AWS::EFS::FileSystem
  Properties: {}

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
EFSAccessPoint:
  Type: AWS::EFS::AccessPoint
  Properties:
    FileSystemId:
      Ref: EFSFileSystem
    RootDirectory:
      Path: /
EFSFileSystem:
  Type: AWS::EFS::FileSystem
  Properties: {}
[CT.ELASTICFILESYSTEM.PR.4] Require Amazon EFS access points to enforce a user identity

This control checks whether your Amazon Elastic File System (Amazon EFS) access points are configured to enforce a user identity.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EFS::AccessPoint
- **AWS CloudFormation guard rule:** [CT.ELASTICFILESYSTEM.PR.4 rule specification (p. 837)](p. 837)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICFILESYSTEM.PR.4 rule specification (p. 837)](p. 837)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ELASTICFILESYSTEM.PR.4 example templates (p. 839)](p. 839)

**Explanation**

Amazon EFS access points are application-specific entry points into an Amazon EFS file system that make it easier to manage application access to shared datasets. Access points can enforce a user identity, including the user's POSIX groups, for all file system requests that are made through the access point. Access points also can enforce a different root directory for the file system, so that clients gain access only to data in the specified directory or its subdirectories.

**Remediation for rule failure**

Provide a PosixUser configuration with a POSIX user ID (Uid) and POSIX group ID (Gid).

The examples that follow show how to implement this remediation.

**Amazon EFS Access Point - Example**

Amazon EFS access point configured to enforce a user identity for all file system requests made through the access point. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "EFSAccessPoint": {
    "Type": "AWS::EFS::AccessPoint",
    "Properties": {
      "FileSystemId": {
        "Ref": "EFSFileSystem"
      },
      "PosixUser": {
        "Uid": "111",
        "Gid": "222"
      }
    }
  }
}
```
YAML example

```yaml
EFSAccessPoint:
  Type: AWS::EFS::AccessPoint
  Properties:
    FileSystemId: !Ref 'EFSFileSystem'
    PosixUser:
      Uid: '111'
      Gid: '222'
```

CT.ELASTICFILESYSTEM.PR.4 rule specification

```plaintext
# ###################################################################
#       Rule Specification      ##
# ###################################################################
# Rule Identifier:       # efs_access_point_enforce_user_identity_check
# # Description:       # This control checks whether your Amazon Elastic File System (Amazon EFS) access points are configured to enforce a user identity.
# # Reports on:        # AWS::EFS::AccessPoint
# # Evaluates:        # AWS CloudFormation, AWS CloudFormation hook
# # Rule Parameters:  # None
# # Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any Amazon EFS access point resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document contains an Amazon EFS access point resource
#     And: 'PosixUser' has not been provided
#     Then: FAIL
#   Scenario: 3
#     Given: The input document contains an Amazon EFS access point resource
#     And: 'Uid' within 'PosixUser' has not been provided or has been provided with an empty string value
#     Then: FAIL
#   Scenario: 4
#     Given: The input document contains an Amazon EFS access point resource
#     And: 'Gid' within 'PosixUser' has not been provided or has been provided with an empty string value
#     Then: FAIL
```
# Constants

let EFS_ACCESS_POINT_TYPE = "AWS::EFS::AccessPoint"
let INPUT_DOCUMENT = this

# Assignments

let efs_access_points = Resources.*[ Type == %EFS_ACCESS_POINT_TYPE ]

# Primary Rules

rule efs_access_point_enforce_user_identity_check when is_cfn_template(this) {
    check(%efs_access_points.Properties)   %efs_access_points not empty {
        [CT.ELASTICFILESYSTEM.PR.4]: Require Amazon EFS access points to enforce a user identity
        [FIX]: Provide a 'PosixUser' configuration with a POSIX user ID ('Uid') and POSIX group ID ('Gid').
    }>
}

rule efs_access_point_enforce_user_identity_check when is_cfn_hook(%INPUT_DOCUMENT, %EFS_ACCESS_POINT_TYPE) {
    check(%INPUT_DOCUMENT.%EFS_ACCESS_POINT_TYPE.resourceProperties)   %efs_access_points not empty {
        [CT.ELASTICFILESYSTEM.PR.4]: Require Amazon EFS access points to enforce a user identity
        [FIX]: Provide a 'PosixUser' configuration with a POSIX user ID ('Uid') and POSIX group ID ('Gid').
    }>
}

# Parameterized Rules

rule check(efs_access_points) {
    %efs_access_points {
        # Scenario 2
        PosixUser exists
        PosixUser {
            # Scenario 3 and 4
            Uid exists
            check_is_string_and_not_empty(Uid)
            Gid exists
            check_is_string_and_not_empty(Gid)
        }>
    }
}

# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or Resources exists
    }
}
CT.ELASTICFILESYSTEM.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
EFSAccessPoint:
  Type: AWS::EFS::AccessPoint
  Properties:
    FileSystemId:
      Ref: EFSFileSystem
    PosixUser:
      Uid: '111'
      Gid: '222'
EFSFileSystem:
  Type: AWS::EFS::FileSystem
  Properties: {}

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
EFSAccessPoint:
  Type: AWS::EFS::AccessPoint
  Properties:
    FileSystemId:
      Ref: EFSFileSystem
EFSFileSystem:
  Type: AWS::EFS::FileSystem
  Properties: {}

Amazon Elastic Kubernetes Service (EKS) controls

Topics
- [CT.EKS.PR.1] Require an Amazon EKS cluster to be configured with public access disabled to the cluster Kubernetes API server endpoint (p. 840)
- [CT.EKS.PR.2] Require an Amazon EKS cluster to be configured with secret encryption using AWS Key Management Service (KMS) keys (p. 845)
[CT.EKS.PR.1] Require an Amazon EKS cluster to be configured with public access disabled to the cluster Kubernetes API server endpoint

This control checks whether an Amazon Elastic Kubernetes Service (EKS) cluster endpoint disallows public access to the cluster Kubernetes API server endpoint.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EKS::Cluster
- **AWS CloudFormation guard rule:** CT.EKS.PR.1 rule specification (p. 841)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.EKS.PR.1 rule specification (p. 841)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: CT.EKS.PR.1 example templates (p. 843)

**Explanation**

When you create a new cluster, Amazon Elastic Kubernetes Service (EKS) creates an endpoint for the managed Kubernetes API server, which you can use to communicate with your cluster using Kubernetes management tools, such as kubectl. By default, this API server endpoint is public to the internet, and access to the API server is secured using a combination of AWS Identity and Access Management (IAM) along with native Kubernetes Role-Based Access Control (RBAC). Enabling private access to the Kubernetes API server ensures that all communication between your nodes and the API server stays within your VPC. You can limit the IP addresses that have access to your API server from the internet, or you can completely disallow internet access to the API server.

**Remediation for rule failure**

Set the value of the EndpointPublicAccess parameter to false and the value of the EndpointPrivateAccess parameter to true.

The examples that follow show how to implement this remediation.

**Amazon EKS Cluster - Example**

An Amazon EKS cluster configured with public access disabled to the cluster's Kubernetes API server endpoint. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "EKSCluster": {
        "Type": "AWS::EKS::Cluster",
        "Properties": {
            "RoleArn": {
                "Fn::GetAtt": "EKSClusterRole.Arn"
            },
            "ResourcesVpcConfig": {
                "SubnetIds": [
                    "Ref": "SubnetOne"
                ]
            }
        }
    }
}
```
YAML example

EKSCluster:
  Type: AWS::EKS::Cluster
  Properties:
    RoleArn: !GetAtt 'EKSClusterRole.Arn'
    ResourcesVpcConfig:
      SubnetIds:
        - !Ref 'SubnetOne'
        - !Ref 'SubnetTwo'
      EndpointPublicAccess: false
      EndpointPrivateAccess: true

CT.EKS.PR.1 rule specification

# ###################################
##       Rule Specification        ##
#####################################
#
# Rule Identifier:
#   eks_endpoint_no_public_access_check
#
# Description:
#   This control checks whether an Amazon Elastic Kubernetes Service (EKS) cluster endpoint disallows public access to the cluster Kubernetes API server endpoint.
#
# Reports on:
#   AWS::EKS::Cluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any Amazon EKS cluster resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document contains an Amazon EKS cluster resource
#     And: 'EndpointPublicAccess' in 'ResourcesVpcConfig' has not been provided
#     And: 'EndpointPrivateAccess' in 'ResourcesVpcConfig' has not been provided
#     Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Amazon EKS cluster resource
# And: 'EndpointPrivateAccess' in 'ResourcesVpcConfig' has not been provided
# And: 'EndpointPublicAccess' in 'ResourcesVpcConfig' has not been provided or has been provided and set to a value other than bool(false)
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Amazon EKS cluster resource
# And: 'EndpointPublicAccess' in 'ResourcesVpcConfig' has not been provided or has been provided and set to a value other than bool(false)
# And: 'EndpointPrivateAccess' in 'ResourcesVpcConfig' has been provided and set to a value other than bool(true)
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Amazon EKS cluster resource
# And: 'EndpointPublicAccess' in 'ResourcesVpcConfig' has been provided and set to bool(false)
# And: 'EndpointPrivateAccess' in 'ResourcesVpcConfig' has been provided and set to bool(true)
# Then: PASS

# Constants
let EKS_CLUSTER_TYPE = "AWS::EKS::Cluster"
let INPUT_DOCUMENT = this

# Assignments
let eks_clusters = Resources.*[ Type == %EKS_CLUSTER_TYPE ]

# Primary Rules
rule eks_endpoint_no_public_access_check when is_cfn_template(%INPUT_DOCUMENT)
%eks_clusters not empty {
    check(%eks_clusters.Properties)
    <<
    [CT.EKS.PR.1]: Require an Amazon EKS cluster to be configured with public access disabled to the cluster Kubernetes API server endpoint.
    [FIX]: Set the value of the 'EndpointPublicAccess' parameter to false and the value of the 'EndpointPrivateAccess' parameter to true.
    >>
}
rule eks_endpoint_no_public_access_check when is_cfn_hook(%INPUT_DOCUMENT, %EKS_CLUSTER_TYPE) {
    check(%INPUT_DOCUMENT.%EKS_CLUSTER_TYPE.resourceProperties)
    <<
    [CT.EKS.PR.1]: Require an Amazon EKS cluster to be configured with public access disabled to the cluster Kubernetes API server endpoint.
    [FIX]: Set the value of the 'EndpointPublicAccess' parameter to false and the value of the 'EndpointPrivateAccess' parameter to true.
    >>
}
CT.EKS.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```
Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
  SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId: 
        Ref: VPC
      CidrBlock: 10.0.0.0/24
      AvailabilityZone: 
        Fn::Select:
          - 0
          - Fn::GetAZs: '
  SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.1.0/24
      AvailabilityZone:
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
        - 1
        - Fn::GetAZs: ''
EKSClusterRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service: eks.amazonaws.com
          Action: sts:AssumeRole
          Path: /
        - ManagedPolicyArns:
          - arn:aws:iam::aws:policy/AmazonEKSClusterPolicy
EKSCluster:
  Type: AWS::EKS::Cluster
  Properties:
    RoleArn:
      Fn::GetAtt: EKSClusterRole.Arn
    ResourcesVpcConfig:
      SubnetIds:
        - Ref: SubnetOne
        - Ref: SubnetTwo
      EndpointPublicAccess: false
      EndpointPrivateAccess: true
[CT.EKS.PR.2] Require an Amazon EKS cluster to be configured with secret encryption using AWS Key Management Service (KMS) keys

This control checks whether Amazon Elastic Kubernetes Service (Amazon EKS) clusters are configured to use Kubernetes secrets encrypted with AWS Key Management Service (KMS) keys.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EKS::Cluster
- **AWS CloudFormation guard rule:** [CT.EKS.PR.2 rule specification (p. 847)](#)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.EKS.PR.2 rule specification (p. 847)](#)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.EKS.PR.2 example templates (p. 850)](#)

**Explanation**

Kubernetes secrets store sensitive information, such as user certificates, passwords, or API keys. Encrypting Kubernetes secrets at rest bolsters the security of your EKS clusters.

**Usage considerations**

- For a cluster that uses KMS Envelope Encryption, kms:CreateGrant permissions are required. The condition kms:GrantIsForAWSResource is not supported for the CreateCluster action, and this condition should not be given in KMS policies to control kms:CreateGrant permissions for users performing CreateCluster operations.

**Remediation for rule failure**

Provide an EncryptionConfig configuration with a list of Resources that contains secrets and a Provider configuration containing a KeyArn.
The examples that follow show how to implement this remediation.

**Amazon EKS cluster - Example**

Amazon EKS cluster configured to have Kubernetes secrets encrypted using Amazon Elastic Kubernetes Service (KMS) keys. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "EKSCluster": {
    "Type": "AWS::EKS::Cluster",
    "Properties": {
      "RoleArn": {
        "Fn::GetAtt": [
          "EKSClusterRole",
          "Arn"
        ]
      },
      "ResourcesVpcConfig": {
        "SubnetIds": [
          { "Ref": "SubnetOne" },
          { "Ref": "SubnetTwo" }]
      },
      "EndpointPublicAccess": false,
      "EndpointPrivateAccess": true
    },
    "Logging": {
      "ClusterLogging": {
        "EnabledTypes": [
          { "Type": "api" },
          { "Type": "audit" },
          { "Type": "authentication" },
          { "Type": "controllerManager" },
          { "Type": "scheduler" }
        ]
      },
      "EncryptionConfig": [
        { "Resources": ["secrets"],
          "Provider": {
            "KeyArn": { "Fn::GetAtt": ["KMSKey", "Arn"] } } }
      ]
    }
  }
}
```
YAML example

EKSCluster:
  Type: AWS::EKS::Cluster
  Properties:
    RoleArn: !GetAtt 'EKSClusterRole.Arn'
    ResourcesVpcConfig:
      - !Ref 'SubnetOne'
      - !Ref 'SubnetTwo'
    EndpointPublicAccess: false
    EndpointPrivateAccess: true
  Logging:
    ClusterLogging:
      EnabledTypes:
        - Type: api
        - Type: audit
        - Type: authenticator
        - Type: controllerManager
        - Type: scheduler
    EncryptionConfig:
      - Resources:
        - secrets
        Provider:
          KeyArn: !GetAtt 'KMSKey.Arn'

CT.EKS.PR.2 rule specification

# ####################################################################
##                         Rule Specification                        ##
# ####################################################################
#
# Rule Identifier:
# eks_secrets_encrypted_check
#
# Description:
# This control checks whether Amazon Elastic Kubernetes Service (Amazon EKS) clusters are configured to use Kubernetes secrets encrypted with AWS Key Management Service (KMS) keys.
#
# Reports on:
# AWS::EKS::Cluster
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document does not contain any Amazon EKS cluster resources
Then: SKIP

Scenario: 2
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an Amazon EKS cluster resource
And: 'EncryptionConfig' has not been provided or provided as an empty list
Then: FAIL

Scenario: 3
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an Amazon EKS cluster resource
And: 'EncryptionConfig' has been provided as a non-empty list
And: There are no entries in 'EncryptionConfig' where 'Resources' has been provided
as a non-empty list with at least one value equal to 'secrets'
And: For the same entry in 'EncryptionConfig', where 'KeyArn' in 'Provider' has
been
provided as a non-empty string or valid local reference to a KMS key or key
alias
Then: FAIL

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an Amazon EKS cluster resource
And: 'EncryptionConfig' has been provided as a non-empty list
And: For at least one entry in 'EncryptionConfig', 'Resources' has been provided as
a
non-empty list with at least one value equal to 'secrets'
And: For the same entry in 'EncryptionConfig', 'KeyArn' in 'Provider' has been
provided as a non-empty string or valid local reference to a KMS key or key alias
Then: PASS

Constants

let EKS_CLUSTER_TYPE = "AWS::EKS::Cluster"
let INPUT_DOCUMENT = this

Assignments

let eks_clusters = Resources.*[ Type == %EKS_CLUSTER_TYPE ]

Primary Rules

rule eks_secrets_encrypted_check when is_cfn_template(%INPUT_DOCUMENT) {
    check(%eks_clusters.Properties)
    %eks_clusters not empty {
        [CT.EKS.PR.2]: Require an Amazon EKS cluster to be configured with secret
        encryption using AWS Key Management Service (KMS) keys
        [FIX]: Provide an 'EncryptionConfig' configuration with a list of 'Resources' that
        contains 'secrets' and a 'Provider' configuration containing a 'KeyArn'.
    }
}

rule eks_secrets_encrypted_check when is_cfn_hook(%INPUT_DOCUMENT, %EKS_CLUSTER_TYPE) {
    check(%INPUT_DOCUMENT.%EKS_CLUSTER_TYPE.resourceProperties)
    %EKS_CLUSTER_TYPE
    [CT.EKS.PR.2]: Require an Amazon EKS cluster to be configured with secret
    encryption using AWS Key Management Service (KMS) keys
    [FIX]: Provide an 'EncryptionConfig' configuration with a list of 'Resources' that
    contains 'secrets' and a 'Provider' configuration containing a 'KeyArn'.
}
### Parameterized Rules

```bash
# Scenario 2
EncryptionConfig exists
EncryptionConfig is_list
EncryptionConfig not empty

# Scenario 3 and 4
some EncryptionConfig[*] {
  Resources exists
  Resources is_list
  Resources not empty
  some Resources[*] == "secrets"

  Provider exists
  Provider is_struct
  Provider {
    KeyArn exists
    check_is_string_and_not_empty(KeyArn) or
    check_local_references(%INPUT_DOCUMENT, KeyArn, "AWS::KMS::Key") or
    check_local_references(%INPUT_DOCUMENT, KeyArn, "AWS::KMS::Alias")
  }
}
```

### Utility Rules

```bash
# Scenario 2
EncryptionConfig exists
EncryptionConfig is_list
EncryptionConfig not empty

# Scenario 3 and 4
some EncryptionConfig[*] {
  Resources exists
  Resources is_list
  Resources not empty
  some Resources[*] == "secrets"

  Provider exists
  Provider is_struct
  Provider {
    KeyArn exists
    check_is_string_and_not_empty(KeyArn) or
    check_local_references(%INPUT_DOCUMENT, KeyArn, "AWS::KMS::Key") or
    check_local_references(%INPUT_DOCUMENT, KeyArn, "AWS::KMS::Alias")
  }
}
```

```bash
# Utility Rules

```bash
# Scenario 2
EncryptionConfig exists
EncryptionConfig is_list
EncryptionConfig not empty

# Scenario 3 and 4
some EncryptionConfig[*] {
  Resources exists
  Resources is_list
  Resources not empty
  some Resources[*] == "secrets"

  Provider exists
  Provider is_struct
  Provider {
    KeyArn exists
    check_is_string_and_not_empty(KeyArn) or
    check_local_references(%INPUT_DOCUMENT, KeyArn, "AWS::KMS::Key") or
    check_local_references(%INPUT_DOCUMENT, KeyArn, "AWS::KMS::Alias")
  }
}
```

```bash
# Scenario 2
EncryptionConfig exists
EncryptionConfig is_list
EncryptionConfig not empty

# Scenario 3 and 4
some EncryptionConfig[*] {
  Resources exists
  Resources is_list
  Resources not empty
  some Resources[*] == "secrets"

  Provider exists
  Provider is_struct
  Provider {
    KeyArn exists
    check_is_string_and_not_empty(KeyArn) or
    check_local_references(%INPUT_DOCUMENT, KeyArn, "AWS::KMS::Key") or
    check_local_references(%INPUT_DOCUMENT, KeyArn, "AWS::KMS::Alias")
  }
}
```
CT.EKS.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```yaml
%referenced_resource not empty
%referenced_resource {
  Type == %referenced_resource_type
}
}

Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
  SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/24
      AvailabilityZone:
        Fn::Select:
        - 0
        - Fn::GetAZs: ''
  SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.1.0/24
      AvailabilityZone:
        Fn::Select:
        - 1
        - Fn::GetAZs: ''
  EKSClusterRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: '2012-10-17'
        Statement:
        - Effect: Allow
          Principal:
            Service: eks.amazonaws.com
          Action: sts:AssumeRole
          Path: /
          ManagedPolicyArns:
            - arn:aws:iam::aws:policy/AmazonEKSClusterPolicy
  KMSKey:
    Type: AWS::KMS::Key
    Properties:
      PendingWindowInDays: 7
      KeyPolicy:
        Version: 2012-10-17
        Id: example-key-policy
        Statement:
        - Sid: Enable IAM User Permissions
```
Proactive controls

Effect: Allow
Principal:
  AWS:
    Fn::Sub: arn:${AWS::Partition}:iam::${AWS::AccountId}:root
Action: kms:*
Resource: '*'
KeySpec: SYMMETRIC_DEFAULT

EKSCluster:
  Type: AWS::EKS::Cluster
  Properties:
    RoleArn:
      Fn::GetAtt: - EKSClusterRole - Arn
    ResourcesVpcConfig:
      SubnetIds:
        - Ref: SubnetOne
        - Ref: SubnetTwo
    EndpointPublicAccess: false
    EndpointPrivateAccess: true
  Logging:
    ClusterLogging:
      EnabledTypes:
        - Type: api
        - Type: audit
        - Type: authenticator
        - Type: controllerManager
        - Type: scheduler
    EncryptionConfig:
      - Resources:
        - secrets
        Provider:
          KeyArn:
            Fn::GetAtt: [KMSKey, Arn]

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
  SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/24
      AvailabilityZone:
        Fn::Select:
          - 0
          - Fn::GetAZs: ''
  SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.1.0/24
      AvailabilityZone:
        Fn::Select:
Elastic Load Balancing controls

Topics

- [CT.ELASTICLOADBALANCING.PR.1] Require any application load balancer listener default actions to redirect all HTTP requests to HTTPS (p. 853)
- [CT.ELASTICLOADBALANCING.PR.2] Require any Amazon ELB application or network load balancer to have an AWS Certificate Manager certificate (p. 859)
- [CT.ELASTICLOADBALANCING.PR.3] Require any application load balancer to have defensive or strictest desync mitigation mode activated (p. 866)
- [CT.ELASTICLOADBALANCING.PR.4] Require that any application load balancer must be configured to drop HTTP headers (p. 872)
- [CT.ELASTICLOADBALANCING.PR.5] Require that application load balancer deletion protection is activated (p. 878)
- [CT.ELASTICLOADBALANCING.PR.6] Require that application and network load balancer access logging is activated (p. 882)
- [CT.ELASTICLOADBALANCING.PR.7] Require any classic load balancer to have multiple Availability Zones configured (p. 891)
- [CT.ELASTICLOADBALANCING.PR.8] Require any classic load balancer SSL/HTTPS listener to have a certificate provided by AWS Certificate Manager (p. 899)
• [CT.ELASTICLOADBALANCING.PR.9] Require that an AWS ELB Application or Classic Load Balancer listener is configured with HTTPS or TLS termination (p. 905)
• [CT.ELASTICLOADBALANCING.PR.10] Require an ELB application or classic load balancer to have logging activated (p. 910)
• [CT.ELASTICLOADBALANCING.PR.11] Require any ELB classic load balancer to have connection draining activated (p. 918)
• [CT.ELASTICLOADBALANCING.PR.12] Require any ELB classic load balancer SSL/HTTPS listener to have a predefined security policy with a strong configuration (p. 923)
• [CT.ELASTICLOADBALANCING.PR.13] Require any ELB classic load balancer to have cross-zone load balancing activated (p. 929)
• [CT.ELASTICLOADBALANCING.PR.14] Require a Network Load Balancer to have cross-zone load balancing activated (p. 935)
• [CT.ELASTICLOADBALANCING.PR.15] Require that an Elastic Load Balancing v2 target group does not explicitly disable cross-zone load balancing (p. 940)

[CT.ELASTICLOADBALANCING.PR.1] Require any application load balancer listener default actions to redirect all HTTP requests to HTTPS

This control checks whether HTTP to HTTPS redirection is configured as a default action on HTTP listeners of Application Load Balancers.

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElasticLoadBalancingV2::Listener
- **AWS CloudFormation guard rule:** [CT.ELASTICLOADBALANCING.PR.1 rule specification (p. 854)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICLOADBALANCING.PR.1 rule specification (p. 854)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ELASTICLOADBALANCING.PR.1 example templates (p. 857)]

**Explanation**

Before you start to use your Application Load Balancer, you must add one or more listeners. A listener is a process that uses the configured protocol and port to check for connection requests. Listeners support HTTP and HTTPS protocols. You can use an HTTPS listener to offload the work of encryption and decryption to your Application Load Balancer. You should utilize redirect actions with Application Load Balancer to redirect any client HTTP request to an HTTPS request on port 443, to enforce encryption in transit.

**Usage considerations**

- This control evaluates only the default actions on Application Load Balancer listeners.

**Remediation for rule failure**

Configure a default HTTPS redirect action on Application Load Balancer HTTP listeners.

The examples that follow show how to implement this remediation.
Application Load Balancer Listener - Example

Application load balancer listener configured with a default action that redirects HTTP requests on port 80 to HTTPS requests on port 443, retaining the original host name, path, and query string. The example is shown in JSON and in YAML.

JSON example

```json
{
   "Listener": {
      "Type": "AWS::ElasticLoadBalancingV2::Listener",
      "Properties": {
         "LoadBalancerArn": {
            "Ref": "ApplicationLoadBalancer"
         },
         "Port": 80,
         "Protocol": "HTTP",
         "DefaultActions": [
            {
               "Type": "redirect",
               "RedirectConfig": {
                  "Protocol": "HTTPS",
                  "Port": 443,
                  "Host": "#{host}",
                  "Path": "/#{path}",
                  "Query": "#{query}",
                  "StatusCode": "HTTP_301"
               }
            }
         ]
      }
   }
}
```

YAML example

```yaml
Listener:
  Type: AWS::ElasticLoadBalancingV2::Listener
  Properties:
    LoadBalancerArn: !Ref 'ApplicationLoadBalancer'
    Port: 80
    Protocol: HTTP
    DefaultActions:
      - Type: redirect
        RedirectConfig:
          Protocol: HTTPS
          Port: 443
          Host: "#{host}",
          Path: "/#{path}",
          Query: "#{query}",
          StatusCode: "HTTP_301"
```

CT.ELASTICLOADBALANCING.PR.1 rule specification

```plaintext
# ###################################################################
##       Rule Specification       ##
```

854
Rule Identifier:
# alb_http_to_https_redirection_check

Description:
# This control checks whether HTTP to HTTPS redirection is configured as a default action on HTTP listeners of Application Load Balancers.

Reports on:
# AWS::ElasticLoadBalancingV2::Listener

Evaluates:
# AWS CloudFormation, AWS CloudFormation hook

Rule Parameters:
# None

Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document does not contain any ElasticLoadBalancingV2 listener resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ElasticLoadBalancingV2 listener
# And: 'Protocol' is set to a value other than 'HTTP'
# Then: SKIP
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ElasticLoadBalancingV2 listener
# And: 'Protocol' is set to 'HTTP'
# And: 'DefaultActions' is missing or is provided and an empty list
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ElasticLoadBalancingV2 listener
# And: 'Protocol' is set to 'HTTP'
# And: 'DefaultActions' contains an action with 'Type' set to a value other than 'redirect'
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ElasticLoadBalancingV2 listener
# And: 'Protocol' is set to 'HTTP'
# And: 'DefaultActions' contains an action with 'Type' set to a value of 'redirect'
# And: 'RedirectConfig.Protocol' is missing or set to a value other than 'HTTPS'
# Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an ElasticLoadBalancingV2 listener
# And: 'Protocol' is set to 'HTTP'
# And: All 'DefaultActions' have an action with 'Type' set to a value of 'redirect'
# And: 'Protocol.RedirectConfig' set to the value 'HTTPS'
# Then: PASS

Constants
let ELASTIC_LOAD_BALANCER_V2_LISTENER_TYPE = "AWS::ElasticLoadBalancingV2::Listener"
let INPUT_DOCUMENT = this

# Assignments
let elb_v2_listeners = Resources.*[ Type == %ELASTIC_LOAD_BALANCER_V2_LISTENER_TYPE ]

# Primary Rules
rule alb_http_to_https_redirection_check when is_cfn_template(%INPUT_DOCUMENT)
  %elb_v2_listeners not empty {
    check(%elb_v2_listeners.Properties)
    <<
    [CT.ELASTICLOADBALANCING.PR.1]: Require any application load balancer listener
default actions to redirect all HTTP requests to HTTPS
    [FIX]: Configure a default HTTPS redirect action on application load balancer HTTP
    listeners.
    >>
  }

rule alb_http_to_https_redirection_check when is_cfn_hook(%INPUT_DOCUMENT,
  %ELASTIC_LOAD_BALANCER_V2_LISTENER_TYPE) {
  check(%INPUT_DOCUMENT.%ELASTIC_LOAD_BALANCER_V2_LISTENER_TYPE.resourceProperties)
  <<
  [CT.ELASTICLOADBALANCING.PR.1]: Require any application load balancer listener
default actions to redirect all HTTP requests to HTTPS
  [FIX]: Configure a default HTTPS redirect action on application load balancer HTTP
  listeners.
  >>
}

# Parameterized Rules
rule check(elbv2_listener) {
  %elbv2_listener [
    Protocol in [ "HTTP" ]
  ] {
    # Scenario 2
    DefaultActions exists
    DefaultActions is_list
    DefaultActions not empty
    # Scenario 4 and 5
    DefaultActions[*] {
      Type == "redirect"
      RedirectConfig exists
      RedirectConfig is_struct
      RedirectConfig {
        Protocol exists
        Protocol == "HTTPS"
      }
    }
  }
}

# Utility Rules
rule is_cfn_template(doc) {
  %doc {
AWS Control Tower User Guide
Proactive controls

AWSTemplateFormatVersion exists or
Resources exists

}

}  

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.ELASTICLOADBALANCING.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
VPC:
    Type: AWS::EC2::VPC
    Properties:
        CidrBlock: 10.0.0.0/16
        EnableDnsSupport: 'true'
        EnableDnsHostnames: 'true'
SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
        VpcId: 
            - Ref: VPC
        CidrBlock: 10.0.0.0/24
        AvailabilityZone: 
            - 0
            - Fn::GetAZs: ''
SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
        VpcId: 
            - Ref: VPC
        CidrBlock: 10.0.1.0/24
        AvailabilityZone: 
            - 1
            - Fn::GetAZs: ''
ApplicationLoadBalancer:
    Type: AWS::ElasticLoadBalancingV2::LoadBalancer
    Properties:
        Scheme: internal
        Subnets:
            - Ref: SubnetOne
            - Ref: SubnetTwo
        IpAddressType: ipv4
Listener:
    Type: AWS::ElasticLoadBalancingV2::Listener
    Properties:
        LoadBalancerArn:
            - Ref: ApplicationLoadBalancer
        Port: 80
        Protocol: HTTP
        DefaultActions:
            - Type: redirect
              RedirectConfig:
                Protocol: HTTPS
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: '
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
        - 1
        - Fn::GetAZs: '
ApplicationLoadBalancer:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
  Properties:
    Scheme: internal
    Subnets:
      - Ref: SubnetOne
      - Ref: SubnetTwo
    IpAddressType: ipv4
Listener:
  Type: AWS::ElasticLoadBalancingV2::Listener
  Properties:
    LoadBalancerArn:
      Ref: ApplicationLoadBalancer
    Port: 80
    Protocol: HTTP
    DefaultActions:
      - Type: redirect
        RedirectConfig:
          Protocol: HTTP
          Port: 8080
          Host: "#{host}"
          Path: "/#{path}"
          Query: "#{query}"
          StatusCode: "HTTP_301"
[CT.ELASTICLOADBALANCING.PR.2] Require any Amazon ELB application or network load balancer to have an AWS Certificate Manager certificate

This control checks whether your Elastic Load Balancing (ELB) application and network load balancers use certificates provided by AWS Certificate Manager (ACM).

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElasticLoadBalancingV2::Listener, AWS::ElasticLoadBalancingV2::ListenerCertificate
- **AWS CloudFormation guard rule:** CT.ELASTICLOADBALANCING.PR.2 rule specification (p. 861)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ELASTICLOADBALANCING.PR.2 rule specification (p. 861)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.ELASTICLOADBALANCING.PR.2 example templates (p. 864)

Explanation

To create a certificate, use AWS Certificate Manager (ACM) or another tool that supports the SSL and TLS protocols, such as OpenSSL. AWS Control Tower recommends that you use AWS Certificate Manager to create or import certificates for your load balancer.

AWS Certificate Manager integrates with Amazon ELB application load balancers and network load balancers, so that you can deploy the certificate on your load balancer. We also recommend that you automatically renew these certificates.

**Usage considerations**

- This control applies only to HTTPS and TLS Amazon ELB listeners and ELB listener certificate resources that have one or more certificates configured.

Remediation for rule failure

Configure the Certificates property to use certificates provided by AWS Certificate Manager.

The examples that follow show how to implement this remediation.

**Amazon ELB Listener - Example**

Amazon ELB HTTPS listener configured with an AWS Certificate Manager SSL certificate. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ELBListener": {
    "Type": "AWS::ElasticLoadBalancingV2::Listener",
    "Properties": {
      "DefaultActions": [
        {
          "Type": "forward",
          "TargetGroupArn": 
```
YAML example

ELBListener:
  Type: AWS::ElasticLoadBalancingV2::Listener
  Properties:
    DefaultActions:
      - Type: forward
        TargetGroupArn: !Ref 'TargetGroup'
        LoadBalancerArn: !Ref 'ApplicationLoadBalancer'
        Protocol: HTTPS
        Certificates: [CertificateArn: !Ref 'ACMCertificate'
          Port: 443]

The examples that follow show how to implement this remediation.

Amazon ELB Listener Certificate - Example

Amazon ELB listener certificate configured with an AWS Certificate Manager SSL certificate. The example is shown in JSON and in YAML.

JSON example

```
{
  "ELBListenerCertificate": {
    "Type": "AWS::ElasticLoadBalancingV2::ListenerCertificate",
    "Properties": {
      "ListenerArn": {
        "Ref": "Listener"
      },
      "Certificates": [
        {
          "CertificateArn": {
            "Ref": "ACMCertificate"
          }
        }
      ]
    }
  }
}
```
YAML example

```
ELBListenerCertificate:
  Type: AWS::ElasticLoadBalancingV2::ListenerCertificate
  Properties:
    ListenerArn: !Ref 'Listener'
    Certificates:
      - CertificateArn: !Ref 'ACMCertificate'
```

CT.ELASTICLOADBALANCING.PR.2 rule specification

```
# ###################################
##       Rule Specification        ##
####################################
#
# Rule Identifier:
#   elbv2_acm_certificate_required_check
#
# Description:
#   This control checks whether your Elastic Load Balancing (ELB) application and network
#   load balancers use certificates provided by AWS Certificate Manager (ACM).
#
# Reports on:
#   AWS::ElasticLoadBalancingV2::Listener, AWS::ElasticLoadBalancingV2::ListenerCertificate
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#        document
#     And: The input document does not contain any ElasticLoadBalancingV2 listener or
#        listener certificate resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#        document
#     And: The input document contains an ElasticLoadBalancingV2 listener resource
#     And: 'Protocol' is set to a value other than 'HTTPS' or 'TLS'
#     Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#        document
#     And: The input document contains an ElasticLoadBalancingV2 listener certificate
#        resource
#     And: 'Certificates' has not been provided or has been provided as an empty list
#     Then: SKIP
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#        document
#     And: The input document contains an ElasticLoadBalancingV2 listener resource
```
And: 'Protocol' is set to 'HTTPS' or 'TLS'
And: 'Certificates' has not been provided or has been provided as an empty list
Then: FAIL

Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an ElasticLoadBalancingV2 listener resource
And: 'Protocol' is set to 'HTTPS' or 'TLS'
And: One or more items in 'Certificates' do not match an ACM certificate ARN
Then: FAIL

Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an ElasticLoadBalancingV2 listener certificate resource
And: One or more items in 'Certificates' do not match an ACM certificate ARN
Then: FAIL

Scenario: 7
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an ElasticLoadBalancingV2 listener resource
And: 'Protocol' is set to 'HTTPS' or 'TLS'
And: All items in 'Certificates' match an ACM certificate ARN
Then: PASS

Scenario: 8
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an ElasticLoadBalancingV2 listener certificate resource
And: All items in 'Certificates' match an ACM certificate ARN
Then: PASS

# Constants

let ELASTIC_LOAD_BALANCER_V2_LISTENER_TYPE = "AWS::ElasticLoadBalancingV2::Listener"
let ELASTIC_LOAD_BALANCER_V2_CERTIFICATE_TYPE = "AWS::ElasticLoadBalancingV2::ListenerCertificate"
let ACM_CERTIFICATE_ARN_PATTERN = /arn:aws[a-z0-9\-]*:acm:[a-z0-9\-]+:\d{12}:certificate\[/\w\-\]{1,64}/
let INPUT_DOCUMENT = this

# Assignments

let elb_v2_listeners = Resources.*[ Type == %ELASTIC_LOAD_BALANCER_V2_LISTENER_TYPE ]
let elb_v2_certificates = Resources.*[ Type == %ELASTIC_LOAD_BALANCER_V2_CERTIFICATE_TYPE ]

# Primary Rules

rule elbv2_acm_certificate_required_check when is_cfn_template(%INPUT_DOCUMENT)
  %elb_v2_listeners not empty {
    check_listener(%elb_v2_listeners.Properties)
    
    [CT.ELASTICLOADBALANCING.PR.2]: Require any Amazon ELB application or network load balancer to have an AWS Certificate Manager certificate
    [FIX]: Configure the 'Certificates' property to use certificates provided by AWS Certificate Manager.
  }

rule elbv2_acm_certificate_required_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_LOAD_BALANCER_V2_LISTENER_TYPE) {
  check_listener(%INPUT_DOCUMENT, %ELASTIC_LOAD_BALANCER_V2_LISTENER_TYPE.resourceProperties)
}
[CT.ELASTICLOADBALANCING.PR.2]: Require any Amazon ELB application or network load balancer to have an AWS Certificate Manager certificate

[FIX]: Configure the 'Certificates' property to use certificates provided by AWS Certificate Manager.

> 

rule elbv2_acm_certificate_required_check when is_cfn_template(%INPUT_DOCUMENT)
%elb_v2_certificates not empty {
  check_elbv2_listener_certificate(%elb_v2_certificates.Properties)
} 

rule elbv2_acm_certificate_required_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_LOAD_BALANCER_V2_CERTIFICATE_TYPE) {
  check_elbv2_listener_certificate(%INPUT_DOCUMENT.%ELASTIC_LOAD_BALANCER_V2_CERTIFICATE_TYPE.resourceProperties)
} 

# Parameterized Rules

rule check_listener(elbv2_listener) {
  %elbv2_listener[
    # Scenario 2
    Protocol in ["HTTPS", "TLS"]
  ] {
    # Scenarios 3 and 5
    Certificates exists
    Certificates is_list
    Certificates not empty
    Certificates[*] {
      CertificateArn exists
      check_is_acm_certificate(CertificateArn)
    }
  }
}

rule check_elbv2_listener_certificate(listener_certificate) {
  %listener_certificate[
    Certificates exists
    Certificates is_list
    Certificates not empty
  ] {
    # Scenarios 4 and 6
    Certificates[*] {
      CertificateArn exists
      check_is_acm_certificate(CertificateArn)
    }
  }
}

rule check_is_acm_certificate(certificate) {
  %certificate {
CT.ELASTICLOADBALANCING.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:

VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'

SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
[CT.ELASTICLOADBALANCING.PR.3] Require any application load balancer to have defensive or strictest desync mitigation mode activated

This control checks to ensure that an Application Load Balancer is configured with defensive or strictest desync mitigation mode.

- **Control objective**: Protect data integrity
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::ElasticLoadBalancingV2::LoadBalancer
- **AWS CloudFormation guard rule**: [CT.ELASTICLOADBALANCING.PR.3 rule specification (p. 868)]

Details and examples
• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the:
  CT.ELASTICLOADBALANCING.PR.3 rule specification (p. 868)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see:
  CT.ELASTICLOADBALANCING.PR.3 example templates (p. 871)

Explanation

HTTP desynchronization (desync) issues can lead to request smuggling and make applications vulnerable to request queue or cache poisoning. In turn, these vulnerabilities can lead to credential stuffing or execution of unauthorized commands. When configured with defensive or strictest desync mitigation mode, Application Load Balancers can protect your application from security issues that may be caused by HTTP desync.

Remediation for rule failure

Omit the load balancer attribute `routing.http.desync_mitigation_mode` or set the attribute to one of defensive or strictest.

The examples that follow show how to implement this remediation.

Application Load Balancer - Example

Application Load Balancer configured with defensive desync mitigation mode, by means of AWS CloudFormation defaults. The example is shown in JSON and in YAML.

JSON example

```json
{
    "ApplicationLoadBalancer": {
        "Type": "AWS::ElasticLoadBalancingV2::LoadBalancer",
        "Properties": {
            "Scheme": "internal",
            "Subnets": [
                {
                    "Ref": "SubnetOne"
                },
                {
                    "Ref": "SubnetTwo"
                }
            ],
            "IpAddressType": "ipv4",
            "Type": "application"
        }
    }
}
```

YAML example

```yaml
ApplicationLoadBalancer:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
  Properties:
    Scheme: internal
    Subnets:
    - !Ref 'SubnetOne'
    - !Ref 'SubnetTwo'
    IpAddressType: ipv4
    Type: application
```
The examples that follow show how to implement this remediation.

**Application Load Balancer - Example**

Application Load Balancer configured with *strictest* desync mitigation mode, by means of the `routing.http.desync_mitigation_mode` load balancer attribute. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ApplicationLoadBalancer": {
    "Type": "AWS::ElasticLoadBalancingV2::LoadBalancer",
    "Properties": {
      "Scheme": "internal",
      "Subnets": [
        { "Ref": "SubnetOne" },
        { "Ref": "SubnetTwo" }
      ],
      "IpAddressType": "ipv4",
      "Type": "application",
      "LoadBalancerAttributes": [
        { "Key": "routing.http.desync_mitigation_mode",
          "Value": "strictest"
        }
      ]
    }
  }
}
```

**YAML example**

```yaml
ApplicationLoadBalancer:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
  Properties:
    Scheme: internal
    Subnets:
      - !Ref 'SubnetOne'
      - !Ref 'SubnetTwo'
    IpAddressType: ipv4
    Type: application
    LoadBalancerAttributes:
      - Key: routing.http.desync_mitigation_mode
        Value: strictest
```

**CT.ELASTICLOADBALANCING.PR.3 rule specification**

```yaml
# ########################################################################
```
Rule Specification

Rule Identifier:
  alb_desync_mode_check

Description:
  This control checks to ensure that an Application Load Balancer is configured with
  'defensive' or 'strictest' desync mitigation mode.

Reports on:
  AWS::ElasticLoadBalancingV2::LoadBalancer

Evaluates:
  AWS CloudFormation, AWS CloudFormation hook

Rule Parameters:
  None

Scenarios:
  Scenario: 1
    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
    And: The input document does not contain any ELBv2 load balancer resources
    Then: SKIP
  Scenario: 2
    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
    And: The input document contains an ELBv2 load balancer resource
    And: 'Type' is set to a value other than 'application'
    Then: SKIP
  Scenario: 3
    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
    And: The input document contains an ELBv2 load balancer resource
    And: 'Type' is set to 'application' for the ELBv2 load balancer resource
    And: 'LoadBalancerAttributes' have been specified on the ELBv2 load balancer
    resource
    And: The 'LoadBalancerAttribute' 'routing.http.desync_mitigation_mode' has been
    provided and is not one of 'defensive' or 'strictest'
    Then: FAIL
  Scenario: 4
    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
    And: The input document contains an ELBv2 load balancer resource
    And: 'Type' is set to 'application' for the ELBv2 load balancer resource
    And: 'LoadBalancerAttributes' have not been specified on the ELBv2 load balancer
    resource or specified as an empty list
    Then: PASS
  Scenario: 5
    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
    And: The input document contains an ELBv2 load balancer resource
    And: 'Type' is set to 'application' for the ELBv2 load balancer resource
    And: 'LoadBalancerAttributes' have been specified on the ELBv2 load balancer
    resource
    And: 'routing.http.desync_mitigation_mode' has not been provided as a
    'LoadBalancerAttribute'
    Then: PASS
  Scenario: 6
    Given: The input document contains an ELBv2 load balancer resource
    And: 'Type' is set to 'application' for the ELBv2 load balancer resource
And: 'LoadBalancerAttributes' have been specified on the ELBv2 load balancer resource
And: The 'LoadBalancerAttribute' 'routing.http.desync_mitigation_mode' has been provided
and is one of 'defensive' or 'strictest'
Then: PASS

# Constants

let ELASTIC_LOAD_BALANCER_V2_TYPE = "AWS::ElasticLoadBalancingV2::LoadBalancer"
let ALLOWED_DESYNC_MODES = ["defensive", "strictest"]
let INPUT_DOCUMENT = this

# Assignments

let elastic_load_balancers = Resources.*[ Type == %ELASTIC_LOAD_BALANCER_V2_TYPE ]

# Primary Rules

rule alb_desync_mode_check when is_cfn_template(%INPUT_DOCUMENT)
%elastic_load_balancers not empty {
  check(%elastic_load_balancers.Properties)
  <<<
  [CT.ELASTICLOADBALANCING.PR.3]: Require any application load balancer to have defensive or strictest desync mitigation mode activated
  [FIX]: Omit the load balancer attribute 'routing.http.desync_mitigation_mode' or set the attribute to one of 'defensive' or 'strictest'.
  >>>
}

rule alb_desync_mode_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_LOAD_BALANCER_V2_TYPE) {
  check(%INPUT_DOCUMENT.%ELASTIC_LOAD_BALANCER_V2_TYPE.resourceProperties)
  <<<
  [CT.ELASTICLOADBALANCING.PR.3]: Require any application load balancer to have defensive or strictest desync mitigation mode activated
  [FIX]: Omit the load balancer attribute 'routing.http.desync_mitigation_mode' or set the attribute to one of 'defensive' or 'strictest'.
  >>>
}

# Parameterized Rules

rule check(elastic_load_balancer) {
%elastic_load_balancer[
  # Scenario 2
  Type == "application"
]
  <<<
  # Scenario 4
  LoadBalancerAttributes not exists or
  check_application_load_balancer_attributes(this)
  >>>
}

rule check_application_load_balancer_attributes(application_load_balancer) {
%application_load_balancer {
  LoadBalancerAttributes is_list
  LoadBalancerAttributes[1]
  # Scenario 5
}
Proactive controls

CT.ELASTICLOADBALANCING.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:

VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'

SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId: Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      - Fn::Select:
        - 0
        - Fn::GetAZs: ''

SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId: Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      - Fn::Select:
        - 1
        - Fn::GetAZs: ''

ApplicationLoadBalancer:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
  Properties:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:

VPC:
  Type: AWS::EC2::VPC
  Properties:
  - CidrBlock: 10.0.0.0/16
  - EnableDnsSupport: 'true'
  - EnableDnsHostnames: 'true'

SubnetOne:
  Type: AWS::EC2::Subnet
  VpcId:
  - Ref: VPC
  Properties:
  - CidrBlock: 10.0.0.0/24
  - AvailabilityZone:
    - Fn::Select:
      - 0
    - Fn::GetAZs: ''

SubnetTwo:
  Type: AWS::EC2::Subnet
  VpcId:
  - Ref: VPC
  Properties:
  - CidrBlock: 10.0.1.0/24
  - AvailabilityZone:
    - Fn::Select:
      - 1
    - Fn::GetAZs: ''

ApplicationLoadBalancer:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
  Properties:
  - Scheme: internal
  - Subnets:
    - Ref: SubnetOne
    - Ref: SubnetTwo
  - IpAddressType: ipv4
  - Type: application
  - LoadBalancerAttributes:
    - Key: routing.http.desync_mitigation_mode
      Value: monitor

[CT.ELASTICLOADBALANCING.PR.4] Require that any application load balancer must be configured to drop HTTP headers

This control checks whether Application Load Balancers are configured to drop non-valid HTTP headers.

- Control objective: Protect configurations
• **Implementation**: AWS CloudFormation Guard Rule
• **Control behavior**: Proactive
• **Resource types**: AWS::ElasticLoadBalancingV2::LoadBalancer
• **AWS CloudFormation guard rule**: [CT.ELASTICLOADBALANCING.PR.4 rule specification](#) (p. 874)

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICLOADBALANCING.PR.4 rule specification](#) (p. 874)

• For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ELASTICLOADBALANCING.PR.4 example templates](#) (p. 876)

**Explanation**

By default, Application Load Balancers are not configured to drop non-valid HTTP header values. Removing these header values prevents HTTP desync attacks.

**Remediation for rule failure**

Set the load balancer attribute `routing.http.drop_invalid_header_fields.enabled` to `true`.

The examples that follow show how to implement this remediation.

**Application Load Balancer - Example**

Application Load Balancer configured to drop non-valid HTTP headers. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "ApplicationLoadBalancer": {
        "Type": "AWS::ElasticLoadBalancingV2::LoadBalancer",
        "Properties": {
            "Scheme": "internal",
            "Type": "application",
            "Subnets": [
                {
                    "Ref": "SubnetOne"
                },
                {
                    "Ref": "SubnetTwo"
                }
            ],
            "IpAddressType": "ipv4",
            "LoadBalancerAttributes": [
                {
                    "Key": "routing.http.drop_invalid_header_fields.enabled",
                    "Value": "true"
                }
            ]
        }
    }
}
```

**YAML example**

```yaml
applicationLoadBalancer:
  type: AWS::ElasticLoadBalancingV2::LoadBalancer
  properties:
    scheme: internal
    type: application
    subnets:
      - Ref: SubnetOne
      - Ref: SubnetTwo
    ipAddressType: ipv4
    loadBalancerAttributes:
      - key: routing.http.drop_invalid_header_fields.enabled
        value: true
```
ApplicationLoadBalancer:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
Properties:
  Scheme: internal
  Type: application
  Subnets:
    - !Ref 'SubnetOne'
    - !Ref 'SubnetTwo'
  IpAddressType: ipv4
  LoadBalancerAttributes:
    - Key: routing.http.drop_invalid_header_fields.enabled
      Value: 'true'

CT.ELASTICLOADBALANCING.PR.4 rule specification

# ####################################################################
##       Rule Specification       ##
####################################################################
#
# Rule Identifier:
#   alb_http_drop_invalid_header_enabled_check
#
# Description:
#   This control checks whether Application Load Balancers are configured to drop non-valid
#   HTTP headers.
#
# Reports on:
#   AWS::ElasticLoadBalancingV2::LoadBalancer
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#           document
#     And: The input document does not contain any ELBv2 load balancer resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document contains an ELBv2 load balancer resource
#     And: 'Type' is set to a value other than 'application'
#     Then: SKIP
#   Scenario: 3
#     Given: The input document contains an ELBv2 load balancer resource
#     And: 'Type' is set to 'application' for the ELBv2 load balancer resource
#     And: 'LoadBalancerAttributes' have not been specified on the ELBv2 load balancer
#     resource
#     Then: FAIL
#   Scenario: 4
#     Given: The input document contains an ELBv2 load balancer resource
#     And: 'Type' is set to 'application' for the ELBv2 load balancer resource
#
And: 'LoadBalancerAttributes' have been specified on the ELBv2 load balancer resource
And: 'routing.http.drop_invalid_header_fields.enabled' has not been provided as a 'LoadBalancerAttribute'
Then: FAIL

Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an ELBv2 load balancer resource
And: 'Type' is set to 'application' for the ELBv2 load balancer resource
And: 'LoadBalancerAttributes' have been specified on the ELBv2 load balancer resource
And: The 'LoadBalancerAttribute' 'routing.http.drop_invalid_header_fields.enabled' has been provided
   and is set to bool(false) or string(false)
Then: FAIL

Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an ELBv2 load balancer resource
And: 'Type' is set to 'application' for the ELBv2 load balancer resource
And: 'LoadBalancerAttributes' have been specified on the ELBv2 load balancer resource
And: The 'LoadBalancerAttribute' 'routing.http.drop_invalid_header_fields.enabled' has been provided and
   is set to bool(true) or string(true)
Then: PASS

# Constants

let ELASTIC_LOAD_BALANCER_V2_TYPE = "AWS::ElasticLoadBalancingV2::LoadBalancer"
let INPUT_DOCUMENT = this

# Assignments

let elastic_load_balancers = Resources.*[ Type == %ELASTIC_LOAD_BALANCER_V2_TYPE ]

# Primary Rules

rule alb_http_drop_invalid_header_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%elastic_load_balancers not empty {
    check(%elastic_load_balancers.Properties)
    %elastic_load_balancers not empty {
        [CT.ELASTICLOADBALANCING.PR.4]: Require that any application load balancer must be configured to drop HTTP headers
        [FIX]: Set the load balancer attribute 'routing.http.drop_invalid_header_fields.enabled' to 'true'.
    }
}

rule alb_http_drop_invalid_header_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_LOAD_BALANCER_V2_TYPE) {
    check(%INPUT_DOCUMENT.%ELASTIC_LOAD_BALANCER_V2_TYPE.resourceProperties)
    %ELASTIC_LOAD_BALANCER_V2_TYPE.resourceProperties not empty {
        [CT.ELASTICLOADBALANCING.PR.4]: Require that any application load balancer must be configured to drop HTTP headers
        [FIX]: Set the load balancer attribute 'routing.http.drop_invalid_header_fields.enabled' to 'true'.
    }
}
# Parameterized Rules

rule check(elastic_load_balancer) {
    %elastic_load_balancer[ Type == "application" ] {
        # Scenario 2
        LoadBalancerAttributes exists
        LoadBalancerAttributes is_list
        LoadBalancerAttributes not empty

        # Scenario 3, 4 and 5
        some LoadBalancerAttributes[*] {
            Key exists
            Value exists

            Key == "routing.http.drop_invalid_header_fields.enabled"
            Value in [ true, "true" ]
        }
    }
}

# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists  or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.ELASTICLOADBALANCING.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:

VPC:
    Type: AWS::EC2::VPC
    Properties:
        CidrBlock: 10.0.0.0/16
        EnableDnsSupport: 'true'
        EnableDnsHostnames: 'true'

SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
        VpcId:
            Ref: VPC
        CidrBlock: 10.0.0.0/24
        AvailabilityZone:
            Fn::Select:
            - 0
            - Fn::GetAZs: ''

SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
VpcId:
  Ref: VPC
CidrBlock: 10.0.1.0/24
AvailabilityZone:
  - Fn::Select:
    - 1
    - Fn::GetAZs: ''
ApplicationLoadBalancer:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
  Properties:
    Scheme: internal
    Type: application
    Subnets:
      - Ref: SubnetOne
      - Ref: SubnetTwo
    IpAddressType: ipv4
    LoadBalancerAttributes:
      - Key: routing.http.drop_invalid_header_fields.enabled
        Value: "false"

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      - Fn::Select:
        - 0
        - Fn::GetAZs: ''
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      - Fn::Select:
        - 1
        - Fn::GetAZs: ''
ApplicationLoadBalancer:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
  Properties:
    Scheme: internal
    Type: application
    Subnets:
      - Ref: SubnetOne
      - Ref: SubnetTwo
    IpAddressType: ipv4
    LoadBalancerAttributes:
      - Key: routing.http.drop_invalid_header_fields.enabled
        Value: "true"
[CT.ELASTICLOADBALANCING.PR.5] Require that application load balancer deletion protection is activated

Checks whether Elastic Load Balancing (ELB) has deletion protection activated.

- **Control objective:** Improve availability
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElasticLoadBalancingV2::LoadBalancer
- **AWS CloudFormation guard rule:** [CT.ELASTICLOADBALANCING.PR.5 rule specification (p. 879)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICLOADBALANCING.PR.5 rule specification (p. 879)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ELASTICLOADBALANCING.PR.5 example templates (p. 881)]

**Explanation**

Activate deletion protection to protect your Application Load Balancer from deletion.

**Remediation for rule failure**

Set the load balancer attribute deletion_protection.enabled to true.

The examples that follow show how to implement this remediation.

**Application Load Balancer - Example**

Application Load Balancer configured with deletion protection active. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "Elb": {
    "Type": "AWS::ElasticLoadBalancingV2::LoadBalancer",
    "Properties": {
      "Scheme": "internal",
      "Type": "application",
      "Subnets": [
        {
          "Ref": "SubnetOne"
        },
        {
          "Ref": "SubnetTwo"
        }
      ],
      "IpAddressType": "ipv4",
      "LoadBalancerAttributes": [
        {
          "Key": "deletion_protection.enabled",
          "Value": "true"
        }
      ]
    }
  }
}```
YAML example

```
Elb:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
  Properties:
    Scheme: internal
    Type: application
    Subnets:
      - !Ref 'SubnetOne'
      - !Ref 'SubnetTwo'
    IpAddressType: ipv4
    LoadBalancerAttributes:
      - Key: deletion_protection.enabled
        Value: 'true'
```

CT.ELASTICLOADBALANCING.PR.5 rule specification

```
# ###################################
##       Rule Specification        
####################################

# Rule Identifier:
#   elbv2_deletion_protection_enabled_check
#
# Description:
#   Checks whether Elastic Load Balancing (ELB) has deletion protection activated.
#
# Reports on:
#   AWS::ElasticLoadBalancingV2::LoadBalancer
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#         And: The input document does not contain any ELBv2 LoadBalancer resource
#         Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#         And: The input document contains an ELBv2 LoadBalancer resource
#         And: 'LoadBalancerAttributes' have not been specified or is an empty list on the ELBv2 resource
#         Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#         And: The input document contains an ELBv2 LoadBalancer resource
#         And: 'LoadBalancerAttributes' have been specified on the ELBv2 LoadBalancer resource
```
# Proactive controls

<table>
<thead>
<tr>
<th>Scenario: 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document</td>
</tr>
<tr>
<td>And: The input document contains an ELBv2 LoadBalancer resource</td>
</tr>
<tr>
<td>And: 'LoadBalancerAttributes' have been specified on the ELBv2 LoadBalancer resource</td>
</tr>
<tr>
<td>And: The 'LoadBalancerAttribute' 'deletion_protection.enabled' has not been provided and is set to bool(false) or string(false)</td>
</tr>
<tr>
<td>Then: FAIL</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scenario: 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document</td>
</tr>
<tr>
<td>And: The input document contains an ELBv2 LoadBalancer Resource</td>
</tr>
<tr>
<td>And: 'LoadBalancerAttributes' have been specified on the ELBv2 LoadBalancer resource</td>
</tr>
<tr>
<td>And: The 'LoadBalancerAttribute' 'deletion_protection.enabled' has not been provided and is set to bool(true) or string(true)</td>
</tr>
<tr>
<td>Then: PASS</td>
</tr>
</tbody>
</table>

# Constants

```
let ELASTIC_LOAD_BALANCER_V2_TYPE = "AWS::ElasticLoadBalancingV2::LoadBalancer"
let INPUT_DOCUMENT = this
```

# Assignments

```
let elastic_load_balancers = Resources.*[ Type == %ELASTIC_LOAD_BALANCER_V2_TYPE ]
```

# Primary Rules

```
rule elbv2_deletion_protection_enabled_check when is_cfn_template(%INPUT_DOCUMENT) {
  %elastic_load_balancers not empty {

    check(%elastic_load_balancers.Properties) <<

    [CT.ELASTICLOADBALANCING.PR.5]: Require that application load balancer deletion protection is activated
    [FIX]: Set the load balancer attribute 'deletion_protection.enabled' to 'true'.

  }
}
```

```
rule elbv2_deletion_protection_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_LOAD_BALANCER_V2_TYPE) {
  check(%INPUT_DOCUMENT.%ELASTIC_LOAD_BALANCER_V2_TYPE.resourceProperties) <<

  [CT.ELASTICLOADBALANCING.PR.5]: Require that application load balancer deletion protection is activated
  [FIX]: Set the load balancer attribute 'deletion_protection.enabled' to 'true'.

}
```

# Parameterized Rules

```
rule check(elastic_load_balancer) {
  %elastic_load_balancer {

    # Scenario 2
    LoadBalancerAttributes exists
    LoadBalancerAttributes is_list
```

880
# Scenario 3, 4 and 5

some LoadBalancerAttributes[*] {  
  Key exists  
  Value exists  
  
  Key == "deletion_protection.enabled"  
  Value in [ true, "true" ]  
}

# Utility Rules

rule is_cfn_template(doc) {
  %doc {  
    AWSTemplateFormatVersion exists or  
    Resources exists  
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.ELASTICLOADBALANCING.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

---

Resources:

VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
        - 1
        - Fn::GetAZs: ''
ApplicationLoadBalancer:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'

SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId: Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
      - Fn::GetAZs: ''

SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId: Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
        - 1
      - Fn::GetAZs: ''

ApplicationLoadBalancer:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
  Properties:
    Scheme: internal
    Type: application
    Subnets:
      - Ref: SubnetOne
      - Ref: SubnetTwo
    IpAddressType: ipv4
    LoadBalancerAttributes:
      - Key: deletion_protection.enabled
        Value: "false"

[CT.ELASTICLOADBALANCING.PR.6] Require that application and network load balancer access logging is activated

This control checks whether your Elastic Load Balancing (ELB) application and network load balancers have logging activated.
• **Control objective:** Establish logging and monitoring
• **Implementation:** AWS CloudFormation Guard Rule
• **Control behavior:** Proactive
• **Resource types:** AWS::ElasticLoadBalancingV2::LoadBalancer
• **AWS CloudFormation guard rule:** [CT.ELASTICLOADBALANCING.PR.6 rule specification (p. 885)](https://example.com)

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICLOADBALANCING.PR.6 rule specification (p. 885)](https://example.com)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ELASTICLOADBALANCING.PR.6 example templates (p. 888)](https://example.com)

**Explanation**

Elastic Load Balancing provides access logs that capture detailed information about requests sent to your load balancer. Each log contains information such as the time the request was received, the client's IP address, latencies, request paths, and server responses. You can use these access logs to analyze traffic patterns and to troubleshoot issues.

**Usage considerations**

• This control applies only to ELB load balancer types of application and network.

**Remediation for rule failure**

Set the load balancer attribute `access_logs.s3.enabled` to `true`, and set `access_logs.s3.bucket` to reach an S3 bucket that's configured to receive application load balancer or network load balancer access logs.

The examples that follow show how to implement this remediation.

**Application Load Balancer - Example**

Application Load Balancer configured with access logging activated. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ApplicationLoadBalancer": {
    "Type": "AWS::ElasticLoadBalancingV2::LoadBalancer",
    "Properties": {
      "Scheme": "internal",
      "Subnets": [
        {
          "Ref": "SubnetOne"
        },
        {
          "Ref": "SubnetTwo"
        }
      ],
      "IpAddressType": "ipv4",
      "Type": "application",
      "LoadBalancerAttributes": [
      ]
  }
}
```
YAML example

```yaml
ApplicationLoadBalancer:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
  Properties:
    Scheme: internal
    Subnets:
      - !Ref 'SubnetOne'
      - !Ref 'SubnetTwo'
    IpAddressType: ipv4
    Type: application
    LoadBalancerAttributes:
      - Key: access_logs.s3.enabled
        Value: true
      - Key: access_logs.s3.bucket
        Value: !Ref 'LoggingBucket'
```

The examples that follow show how to implement this remediation.

**Network Load Balancer - Example**

Network Load Balancer configured with access logging activated. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "NetworkLoadBalancer": {
    "Type": "AWS::ElasticLoadBalancingV2::LoadBalancer",
    "Properties": {
      "Scheme": "internal",
      "Subnets": [
        { "Ref": "SubnetOne" },
        { "Ref": "SubnetTwo" }
      ],
      "IpAddressType": "ipv4",
      "Type": "network",
      "LoadBalancerAttributes": [
        { "Key": "access_logs.s3.enabled", "Value": true
```
YAML example

NetworkLoadBalancer:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
  Properties:
    Scheme: internal
    Subnets:
      - !Ref 'SubnetOne'
      - !Ref 'SubnetTwo'
    IpAddressType: ipv4
    Type: network
    LoadBalancerAttributes:
      - Key: access_logs.s3.enabled
        Value: true
      - Key: access_logs.s3.bucket
        Value: !Ref 'LoggingBucket'

CT.ELASTICLOADBALANCING.PR.6 rule specification

# ##########################################################################
# Rule Specification          #
# ##########################################################################
#
# Rule Identifier:
# elbv2_logging_enabled_check
#
# Description:
# This control checks whether your Elastic Load Balancing (ELB) application and network load balancers have logging activated.
#
# Reports on:
# AWS::ElasticLoadBalancingV2::LoadBalancer
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any ElasticLoadBalancingV2 LoadBalancer resources
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains an ElasticLoadBalancingV2 LoadBalancer resource
#   And: 'Type' is set to a value other than 'application' or 'network'
# Then: SKIP

# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains an ElasticLoadBalancingV2 LoadBalancer resource
#   And: The LoadBalancer is of type 'application' or 'network'
#   And: 'LoadBalancerAttributes' has not been provided or is an empty list
# Then: FAIL

# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains an ElasticLoadBalancingV2 LoadBalancer resource
#   And: The LoadBalancer is of type 'application' or 'network'
#   And: 'LoadBalancerAttributes' with Key 'access_logs.s3.enabled' and 'access_logs.s3.bucket' has not been provided
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains an ElasticLoadBalancingV2 LoadBalancer resource
#   And: The LoadBalancer is of type 'application' or 'network'
#   And: 'LoadBalancerAttributes' with Key 'access_logs.s3.enabled' has been provided
#   And: 'access_logs.s3.enabled' is set to bool(false) or string(false)
# Then: FAIL

# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains an ElasticLoadBalancingV2 LoadBalancer resource
#   And: The LoadBalancer is of type 'application' or 'network'
#   And: 'LoadBalancerAttributes' with Key 'access_logs.s3.enabled' has been provided
#   And: 'access_logs.s3.enabled' is set to bool(true) or string(true)
#   And: 'access_logs.s3.bucket' is missing or an empty string value
# Then: FAIL

# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains an ElasticLoadBalancingV2 LoadBalancer resource
#   And: The LoadBalancer is of type 'application'
#   And: A 'LoadBalancerAttributes' with Key 'access_logs.s3.enabled' has been provided
#   And: 'access_logs.s3.enabled' is set to bool(true) or string(true)
#   And: 'access_logs.s3.bucket' is provided and a non-empty string value or valid local reference
# Then: PASS

# Constants
# let ELASTIC_LOAD_BALANCER_V2_TYPE = "AWS::ElasticLoadBalancingV2::LoadBalancer"
let INPUT_DOCUMENT = this

# Assignments
# let elastic_load_balancers = Resources.*[ Type == %ELASTIC_LOAD_BALANCER_V2_TYPE ]

# Primary Rules
# Proactive controls

## rule elbv2_logging_enabled_check when is_cfn_template(%INPUT_DOCUMENT)  
%elastic_load_balancers not empty {

check(%elastic_load_balancers.Properties) <<

[CT.ELASTICLOADBALANCING.PR.6]: Require that application and network load balancer access logging is activated

[FIX]: Set the load balancer attribute 'access_logs.s3.enabled' to 'true', and set 'access_logs.s3.bucket' to reach an Amazon S3 bucket that's configured to receive application load balancer or network load balancer access logs.

>> }

rule elbv2_logging_enabled_check when is_cfn_hook(%INPUT_DOCUMENT,  
%ELASTIC_LOAD_BALANCER_V2_TYPE) {

check(%INPUT_DOCUMENT.%ELASTIC_LOAD_BALANCER_V2_TYPE.resourceProperties) <<

[CT.ELASTICLOADBALANCING.PR.6]: Require that application and network load balancer access logging is activated

[FIX]: Set the load balancer attribute 'access_logs.s3.enabled' to 'true', and set 'access_logs.s3.bucket' to reach an Amazon S3 bucket that's configured to receive application load balancer or network load balancer access logs.

>> }

# Parameterized Rules

# Parameterized Rules

## rule check(elastic_load_balancer) {

%elastic_load_balancer[ Type in ["application", "network"] ] {

# Scenario 3
LoadBalancerAttributes exists
LoadBalancerAttributes is_list
LoadBalancerAttributes not empty

# Scenario 4, 5, 6 and 7
some LoadBalancerAttributes[*] {

Key exists
Value exists

Key == "access_logs.s3.enabled"
Value in [true, "true"]
}

some LoadBalancerAttributes[*] {

Key exists
Value exists

Key == "access_logs.s3.bucket"
check_is_string_and_not_empty(Value) or
check_local_references(%INPUT_DOCUMENT, Value, "AWS::S3::Bucket")
}
}

# Utility Rules

## rule is_cfn_template(doc) {

%doc {

AWSTemplateFormatVersion exists or
Resources exists
}
}
CT.ELASTICLOADBALANCING.PR.6 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Mappings:
RegionToELBAccountId:
  us-east-1: 
    AccountId: '127311923021'
  us-west-1: 
    AccountId: '027434742980'
  us-west-2: 
    AccountId: '797873946194'
  ca-central-1: 
    AccountId: '985666609251'
  eu-west-1: 
    AccountId: '156460612806'
  ap-northeast-1: 
    AccountId: '582318560864'
  ap-northeast-2: 
    AccountId: '600734575887'
  ap-southeast-1: 
    AccountId: '114774131450'
  ap-southeast-2: 
    AccountId: '783225319266'
  ap-south-1: 
    AccountId: '718504428378'
  us-east-2:
<table>
<thead>
<tr>
<th>RegionToARNPrefix</th>
<th>ARNPrefix</th>
</tr>
</thead>
<tbody>
<tr>
<td>us-east-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>us-west-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>us-west-2:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ca-central-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>eu-west-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ap-northeast-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ap-northeast-2:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ap-southeast-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ap-southeast-2:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ap-south-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ap-southeast-3:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>us-east-2:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>sa-east-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>eu-central-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>af-south-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ap-east-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ap-southeast-3:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ap-northeast-3:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>eu-west-2:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>eu-south-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>eu-south-3:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>eu-north-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>me-south-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>us-gov-west-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>us-gov-east-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>eu-south-3:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>eu-south-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>eu-south-3:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>eu-north-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>me-south-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>us-gov-west-1:</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>us-gov-east-1:</td>
<td>arn:aws:</td>
</tr>
</tbody>
</table>

AccountId:
- sa-east-1: '507241528517'
- eu-central-1: '054676820928'
- af-south-1: '098369216593'
- ap-east-1: '754344448648'
- ap-southeast-3: '589379963580'
- ap-northeast-3: '383597477331'
- eu-west-2: '652711504416'
- eu-south-1: '635631232127'
- eu-south-3: '009996457667'
- eu-north-1: '897822967062'
- me-south-1: '076674570225'
- us-gov-west-1: '048591011584'
- us-gov-east-1: '190560391635'

RegionToARNPrefix:
- us-east-1: arn:aws:
- us-west-1: arn:aws:
- us-west-2: arn:aws:
- ca-central-1: arn:aws:
- eu-west-1: arn:aws:
- ap-northeast-1: arn:aws:
- ap-northeast-2: arn:aws:
- ap-southeast-1: arn:aws:
- ap-southeast-2: arn:aws:
- ap-south-1: arn:aws:
- ap-southeast-3: arn:aws:
- us-east-2: arn:aws:
- sa-east-1: arn:aws:
- eu-central-1: arn:aws:
- af-south-1: arn:aws:
- ap-east-1: arn:aws:
- ap-southeast-3: arn:aws:
- ap-northeast-3: arn:aws:
- eu-west-2: arn:aws:
- eu-south-1: arn:aws:
- eu-south-3: arn:aws:
- eu-north-1: arn:aws:
eu-west-3:
   ARNPrefix: 'arn:aws:'
 eu-north-1:
   ARNPrefix: 'arn:aws:'
 me-south-1:
   ARNPrefix: 'arn:aws:'
 us-gov-west-1:
   ARNPrefix: 'arn:aws-us-gov:'
 us-gov-east-1:
   ARNPrefix: 'arn:aws-us-gov:'

Resources:
VPC:
   Type: AWS::EC2::VPC
   Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
SubnetOne:
   Type: AWS::EC2::Subnet
   Properties:
      VpcId:
         Ref: VPC
      CidrBlock: 10.0.0.0/24
      AvailabilityZone: 
         Fn::Select:
            - 0
            - Fn::GetAZs: ''
SubnetTwo:
   Type: AWS::EC2::Subnet
   Properties:
      VpcId:
         Ref: VPC
      CidrBlock: 10.0.1.0/24
      AvailabilityZone: 
         Fn::Select:
            - 1
            - Fn::GetAZs: ''

LoggingBucket:
   Type: AWS::S3::Bucket

LoggingBucketPolicy:
   Type: AWS::S3::BucketPolicy
   Properties:
      Bucket:
         Ref: LoggingBucket
      PolicyDocument:
         Version: 2012-10-17
         Statement:
            - Action:
              - 's3:PutObject'
              - Fn::FindInMap: [RegionToARNPrefix, !Ref 'AWS::Region', ARNPrefix] - 's3:::'
              - Ref: LoggingBucket
              - /AWSLogs/
              - Ref: AWS::AccountId
              - */
            Principal:
              AWS:
                 Fn::FindInMap: [RegionToELBAccountId, !Ref 'AWS::Region', AccountId]

ApplicationLoadBalancer:
   Type: AWS::ElasticLoadBalancingV2::LoadBalancer
   Properties:
      Scheme: internal
**Subnets:**
- Ref: SubnetOne
- Ref: SubnetTwo

**IpAddressType:** ipv4

**Type:** application

**LoadBalancerAttributes:**
- Key: access_logs.s3.enabled
  - Value: true
- Key: access_logs.s3.bucket
  - Value: Ref: LoggingBucket

**FAIL Example** - Use this template to verify that the control prevents non-compliant resource creation.

**Resources:**

**VPC:**
- Type: AWS::EC2::VPC
- Properties:
  - CidrBlock: 10.0.0.0/16
  - EnableDnsSupport: 'true'
  - EnableDnsHostnames: 'true'

**SubnetOne:**
- Type: AWS::EC2::Subnet
- Properties:
  - VpcId:
    - Ref: VPC
  - CidrBlock: 10.0.0.0/24
  - AvailabilityZone:
    - Fn::Select:
      - 0
      - Fn::GetAZs: ''

**SubnetTwo:**
- Type: AWS::EC2::Subnet
- Properties:
  - VpcId:
    - Ref: VPC
  - CidrBlock: 10.0.1.0/24
  - AvailabilityZone:
    - Fn::Select:
      - 1
      - Fn::GetAZs: ''

**ApplicationLoadBalancer:**
- Type: AWS::ElasticLoadBalancingV2::LoadBalancer
- Properties:
  - Scheme: internal
  - Subnets:
    - Ref: SubnetOne
    - Ref: SubnetTwo
  - IpAddressType: ipv4
  - Type: application

---

**[CT.ELASTICLOADBALANCING.PR.7] Require any classic load balancer to have multiple Availability Zones configured**

This control checks whether an Elastic Load Balancing (ELB) classic load balancer has been configured with multiple Availability Zones.

- **Control objective:** Improve availability
• **Implementation**: AWS CloudFormation Guard Rule  
• **Control behavior**: Proactive  
• **Resource types**: `AWS::ElasticLoadBalancing::LoadBalancer`  
• **AWS CloudFormation guard rule**: [CT.ELASTICLOADBALANCING.PR.7 rule specification](p. 895)

**Details and examples**

For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICLOADBALANCING.PR.7 rule specification](p. 895)

For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ELASTICLOADBALANCING.PR.7 example templates](p. 897)

**Explanation**

A Classic Load Balancer can be set up to distribute incoming requests across Amazon EC2 instances in a single Availability Zone or multiple Availability Zones. A Classic Load Balancer that does not span multiple Availability Zones is unable to redirect traffic to targets in another Availability Zone, in case the sole configured Availability Zone becomes unavailable.

**Remediation for rule failure**

Configure Classic Load Balancers with two or more subnets or Availability Zones.

The examples that follow show how to implement this remediation.

**Classic Load Balancer - Example One**

Classic Load Balancer configured with two Availability Zones. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "ClassicLoadBalancer": {
        "Type": "AWS::ElasticLoadBalancing::LoadBalancer",
        "Properties": {
            "Scheme": "internet-facing",
            "Listeners": [
                {
                    "InstancePort": "80",
                    "InstanceProtocol": "HTTP",
                    "LoadBalancerPort": "443",
                    "Protocol": "HTTPS",
                    "PolicyNames": [
                        "Sample-SSLNegotiation-Policy"
                    ],
                    "SSLCertificateId": {
                        "Ref": "ACMCertificate"
                    }
                }
            ],
            "Policies": [
                {
                    "PolicyName": "Sample-SSLNegotiation-Policy",
                    "PolicyType": "SSLNegotiationPolicyType",
                    "Attributes": [
                        {
                            "Name": "Reference-Security-Policy"
                        }
                    ]
                }
            }
        }
    }
}
```
YAML example

```
ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internet-facing
    Listeners:
      - InstancePort: '80'
        InstanceProtocol: HTTP
        LoadBalancerPort: '443'
        Protocol: HTTPS
        PolicyNames:
          - Sample-SSLNegotiation-Policy
        SSLCertificateId: !Ref 'ACMCertificate'
    Policies:
      - PolicyName: Sample-SSLNegotiation-Policy
        PolicyType: SSLNegotiationPolicyType
        Attributes:
          - Name: Reference-Security-Policy
            Value: ELBSecurityPolicy-TLS-1-2-2017-01
    AvailabilityZones:
      - !Select
        - 0
        - !GetAZs ''
      - !Select
        - 1
        - !GetAZs ''
```

The examples that follow show how to implement this remediation.

**Classic Load Balancer - Example Two**

Classic Load Balancer configured with two subnets. The example is shown in JSON and in YAML.
JSON example

```json
{
  "ClassicLoadBalancer": {
    "Type": "AWS::ElasticLoadBalancing::LoadBalancer",
    "Properties": {
      "Scheme": "internet-facing",
      "Listeners": [
        {
          "InstancePort": "80",
          "InstanceProtocol": "HTTP",
          "LoadBalancerPort": "443",
          "Protocol": "HTTPS",
          "PolicyNames": [
            "Sample-SSLNegotiation-Policy"
          ],
          "SSLCertificateId": {
            "Ref": "ACMCertificate"
          }
        }
      ],
      "Policies": [
        {
          "PolicyName": "Sample-SSLNegotiation-Policy",
          "PolicyType": "SSLNegotiationPolicyType",
          "Attributes": [
            {
              "Name": "Reference-Security-Policy",
              "Value": "ELBSecurityPolicy-TLS-1-2-2017-01"
            }
          ]
        }
      ],
      "AvailabilityZones": [
        {
          "Fn::Select": [
            0,
            {
              "Fn::GetAZs": ""
            }
          ]
        },
        {
          "Fn::Select": [
            1,
            {
              "Fn::GetAZs": ""
            }
          ]
        }
      ]
    }
  }
}
```

YAML example

```yaml
ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internet-facing
```

894
Listeners:
- InstancePort: '80'
  InstanceProtocol: HTTP
- LoadBalancerPort: '443'
  Protocol: HTTPS
PolicyNames:
- Sample-SSLNegotiation-Policy
SSLCertificateId: !Ref 'ACMCertificate'
Policies:
- PolicyName: Sample-SSLNegotiation-Policy
  PolicyType: SSLNegotiationPolicyType
Attributes:
- Name: Reference-Security-Policy
  Value: ELBSecurityPolicy-TLS-1-2-2017-01
AvailabilityZones:
- !Select
  - 0
  - !GetAZs ''
- !Select
  - 1
  - !GetAZs ''

CT.ELASTICLOADBALANCING.PR.7 rule specification

# ###################################################################
## Rule Specification       ##
###################################################################
# Rule Identifier:
# elb_multiple_az_check
#
# Description:
# This control checks whether an Elastic Load Balancing (ELB) Classic Load Balancer has
# been configured with multiple Availability Zones.
#
# Reports on:
# AWS::ElasticLoadBalancing::LoadBalancer
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document does not contain any Elastic Load Balancing load balancer resources
#       Then: SKIP
# Scenario: 2
# Given: The input document contains an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains an Elastic Load Balancing load balancer resource
#       And: Neither 'AvailabilityZones' or 'Subnets' have been specified
#       Then: FAIL
# Scenario: 3
# Given: The input document contains an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains an Elastic Load Balancing load balancer resource
#       Then: FAIL
# And: 'AvailabilityZones' been specified on the Elastic Load Balancing load balancer resource
# And: The number of entries in 'AvailabilityZones' is < 2 or the number of unique 'AvailabilityZones' provided is less than 2 (< 2)
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Elastic Load Balancing load balancer resource
# And: 'Subnets' been specified on the Elastic Load Balancing load balancer resource
# And: The number of entries in 'Subnets' is < 2
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Elastic Load Balancing load balancer resource
# And: 'AvailabilityZones' been specified on the Elastic Load Balancing load balancer resource
# And: The number of entries in 'AvailabilityZones' is >= 2
# Then: PASS
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Elastic Load Balancing load balancer resource
# And: 'Subnets' been specified on the Elastic Load Balancing load balancer resource
# And: The number of entries in 'Subnets' is >= 2
# Then: PASS

# Constants

let ELASTIC_LOAD_BALANCER_TYPE = "AWS::ElasticLoadBalancing::LoadBalancer"
let INPUT_DOCUMENT = this

# Assignments

let classic_load_balancers = Resources.*[ Type == %ELASTIC_LOAD_BALANCER_TYPE ]

# Primary Rules

rule elb_multiple_az_check when is_cfn_template(%INPUT_DOCUMENT)
{ classic_load_balancers not empty {
    check(%classic_load_balancers.Properties)
    <<
    [CT.ELASTICLOADBALANCING.PR.7]: Require any classic load balancer to have multiple Availability Zones configured
    [FIX]: Configure Classic Load Balancers with two or more subnets or Availability Zones.
    >>
}
rule elb_multiple_az_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_LOAD_BALANCER_TYPE) {
    check(%INPUT_DOCUMENT.%ELASTIC_LOAD_BALANCER_TYPE.resourceProperties)
    <<
    [CT.ELASTICLOADBALANCING.PR.7]: Require any classic load balancer to have multiple Availability Zones configured
    [FIX]: Configure Classic Load Balancers with two or more subnets or Availability Zones.
    >>
}
# Parameterized Rules

```python
rule check(classic_load_balancer) {
    # Scenario 2
    AvailabilityZones exists or
    Subnets exists

    when AvailabilityZones exists {
        # Scenarios 3 and 5
        two_or_more_entries(AvailabilityZones)
        AvailabilityZones[0] not in AvailabilityZones[1]
    }

    when Subnets exists {
        # Scenarios 4 and 6
        two_or_more_entries(Subnets)
    }
}
```

```python
rule two_or_more_entries(list_property) {
    #list_property {
        this is_list
        this not empty
        this[0] exists
        this[1] exists
    }
}
```

# Utility Rules

```python
rule is_cfn_template(doc) {
    #doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
```

```python
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    #doc.%RESOURCE_TYPE.resourceProperties exists
}
```

## CT.ELASTICLOADBALANCING.PR.7 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

<table>
<thead>
<tr>
<th>Resources:</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACMCertificate:</td>
</tr>
<tr>
<td>Type: &quot;AWS::CertificateManager::Certificate&quot;</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>DomainName: example.com</td>
</tr>
<tr>
<td>ValidationMethod: DNS</td>
</tr>
<tr>
<td>DomainValidationOptions:</td>
</tr>
<tr>
<td>- DomainName: <a href="http://www.example.com">www.example.com</a></td>
</tr>
<tr>
<td>HostedZoneId: ZZZHHHHWWWWAAA</td>
</tr>
<tr>
<td>ClassicLoadBalancer:</td>
</tr>
<tr>
<td>Type: AWS::ElasticLoadBalancing::LoadBalancer</td>
</tr>
</tbody>
</table>

897
Properties:
  Scheme: internet-facing
Listeners:
- Protocol: HTTPS
  InstancePort: '80'
  InstanceProtocol: HTTP
  LoadBalancerPort: '443'
PolicyNames:
- Example-SSLNegotiation-Policy
SSLCertificateId:
  Ref: ACMCertificate
Policies:
- PolicyName: Example-SSLNegotiation-Policy
  PolicyType: SSLNegotiationPolicyType
  Attributes:
    - Name: Reference-Security-Policy
      Value: ELBSecurityPolicy-TLS-1-2-2017-01
AvailabilityZones:
- Fn::Select:
  - 0
  - Fn::GetAZs: ''
- Fn::Select:
  - 1
  - Fn::GetAZs: ''

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''
ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internal
    Listeners:
      - Protocol: HTTP
        InstancePort: 80
        LoadBalancerPort: 80
        Subnets:
          - Ref: Subnet
[CT.ELASTICLOADBALANCING.PR.8] Require any classic load balancer SSL/HTTPS listener to have a certificate provided by AWS Certificate Manager

This control checks whether classic load balancers use HTTPS/SSL certificates provided by AWS Certificate Manager.

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElasticLoadBalancing::LoadBalancer
- **AWS CloudFormation guard rule:** CT.ELASTICLOADBALANCING.PR.8 rule specification (p. 900)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ELASTICLOADBALANCING.PR.8 rule specification (p. 900)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.ELASTICLOADBALANCING.PR.8 example templates (p. 903)

**Explanation**

To create a certificate, you can use either ACM or a tool that supports the SSL and TLS protocols, such as OpenSSL. Security Hub recommends that you use ACM to create or import certificates for your load balancer.

ACM integrates with Classic Load Balancers, so that you can deploy the certificate on your load balancer. You also should renew these certificates automatically.

**Usage considerations**

- This control applies only to Classic Load Balancers configured with HTTPS or SSL listeners.

**Remediation for rule failure**

Configure Classic Load Balancers to use certificates provided by AWS Certificate Manager (ACM).

The examples that follow show how to implement this remediation.

**Classic Load Balancer - Example**

Classic Load Balancer configured with an HTTPS listener and AWS Certificate Manager SSL certificate. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "ClassicLoadBalancer": {
        "Type": "AWS::ElasticLoadBalancing::LoadBalancer",
        "Properties": {
            "Scheme": "internal",
            "Subnets": [
                { "Ref": "SubnetOne" },
                { "Ref": "SubnetTwo" }
            ]
        }
    }
}
```
YAML example

```
ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internal
    Subnets:
      - !Ref 'SubnetOne'
      - !Ref 'SubnetTwo'
    Policies:
      - PolicyName: Example-SSLNegotiation-Policy
        PolicyType: SSLNegotiationPolicyType
        Attributes:
          - Name: Reference-Security-Policy
            Value: ELBSecurityPolicy-TLS-1-2-2017-01
    Listeners:
      - InstancePort: '80'
        InstanceProtocol: HTTP
        LoadBalancerPort: '443'
        Protocol: HTTPS
        PolicyNames:
          - Example-SSLNegotiation-Policy
        SSLCertificateId: !Ref 'ACMCertificate'
```

CT.ELASTICLOADBALANCING.PR.8 rule specification

```bash
# ###################################################################
```

900
## Rule Specification

### Rule Identifier:
- elb_acm_certificate_required_check

### Description:
This control checks whether Classic Load Balancers use HTTPS/SSL certificates provided by AWS Certificate Manager.

### Reports on:
- AWS::ElasticLoadBalancing::LoadBalancer

### Evaluates:
- AWS CloudFormation, AWS CloudFormation hook

### Rule Parameters:
- None

### Scenarios:

#### Scenario: 1
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document does not contain any Elastic Load Balancing load balancer resources
- Then: SKIP

#### Scenario: 2
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains an Elastic Load Balancing load balancer resource
- And: There are no HTTPS or SSL 'Listeners' configured on the load balancer resource
- Then: SKIP

#### Scenario: 3
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains an Elastic Load Balancing load balancer resource
- And: There are one or more HTTPS or SSL 'Listeners' configured on the load balancer resource
- And: 'SSLCertificateId' on load balancer HTTPS or SSL 'Listeners' is missing or not a valid ACM certificate ARN
- Then: FAIL

#### Scenario: 4
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains an Elastic Load Balancing load balancer resource
- And: There are one or more HTTPS or SSL 'Listeners' configured on the load balancer resource
- And: 'SSLCertificateId' matches an ACM certificate ARN for all 'HTTPS' and 'SSL' 'Listeners'
- Then: PASS

### Constants

- let ELASTIC_LOAD_BALANCER_TYPE = "AWS::ElasticLoadBalancing::LoadBalancer"
- let ACM_CERTIFICATE_ARN_PATTERN = /arn:aws[a-z0-9-]*:acm:[a-z0-9-]*:\d{12}:certificate/[a-zA-Z0-9\-]{1,64}/
- let SECURE_LISTENER_PROTOCOLS = ["HTTPS", "SSL"]
- let INPUT_DOCUMENT = this

### Assignments

- let classic_load_balancers = Resources.*[ Type == %ELASTIC_LOAD_BALANCER_TYPE ]
# Primary Rules

```python
# rule elb_acm_certificate_required_check when is_cfn_template(%INPUT_DOCUMENT)
%classic_load_balancers not empty {

    check(%classic_load_balancers.Properties)
    <<<
    [CT.ELASTICLOADBALANCING.PR.8]: Require any classic load balancer SSL/HTTPS listener to have a certificate provided by AWS Certificate Manager
    [FIX]: Configure Classic Load Balancers to use certificates provided by AWS Certificate Manager (ACM).
    >>
}
```

```python
rule elb_acm_certificate_required_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_LOAD_BALANCER_TYPE) {

    check(%INPUT_DOCUMENT.%ELASTIC_LOAD_BALANCER_TYPE.resourceProperties)
    <<<
    [CT.ELASTICLOADBALANCING.PR.8]: Require any classic load balancer SSL/HTTPS listener to have a certificate provided by AWS Certificate Manager
    [FIX]: Configure Classic Load Balancers to use certificates provided by AWS Certificate Manager (ACM).
    >>
}
```

# Parameterized Rules

```python
# rule check(classic_load_balancer) {
%classic_load_balancer [
    filter_load_balancer_with_listeners(this)
] {
    Listeners [
        filter_secure_listeners(this)
    ]{
        # Scenarios 3 and 4
        SSLCertificateId exists
        SSLCertificateId == %ACM_CERTIFICATE_ARN_PATTERN or
        check_local_references(%INPUT_DOCUMENT, SSLCertificateId, "AWS::CertificateManager::Certificate")
    }
}
```

```python
rule filter_load_balancer_with_listeners(classic_load_balancer) {
%classic_load_balancer {
    Listeners exists
    Listeners is_list
    Listeners not empty
}
}
```

```python
rule filter_secure_listeners(listener) {
%listener {
    Protocol exists
    Protocol in %SECURE_LISTENER_PROTOCOLS
}
}
```

# Utility Rules

```python
# rule is_cfn_template(doc) {
%doc {
    AWSTemplateFormatVersion exists or
```
Resources exists

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_local_references(doc, reference_properties, referenced_resource_type) {
    %reference_properties {
        'Fn::GetAtt' {
            query_for_resource(%doc, this[0], %referenced_resource_type)
            <<Local Stack reference was invalid>>
        } or Ref {
            query_for_resource(%doc, this, %referenced_resource_type)
            <<Local Stack reference was invalid>>
        }
    }
}

rule query_for_resource(doc, resource_key, referenced_resource_type) {
    let referenced_resource = %doc.Resources[ keys == %resource_key ]
    %referenced_resource not empty
    %referenced_resource {
        Type == %referenced_resource_type
    }
}

CT.ELASTICLOADBALANCING.PR.8 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
VPC:
    Type: AWS::EC2::VPC
    Properties:
        CidrBlock: 10.0.0.0/16
        EnableDnsSupport: 'true'
        EnableDnsHostnames: 'true'
SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
        VpcId:
            Ref: VPC
        CidrBlock: 10.0.0.0/24
        AvailabilityZone:
            Fn::Select:
                - 0
                - Fn::GetAZs: ''
SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
        VpcId:
            Ref: VPC
        CidrBlock: 10.0.1.0/24
        AvailabilityZone:
            Fn::Select:
                - 1
                - Fn::GetAZs: ''
ACMCertificate:
  Type: "AWS::CertificateManager::Certificate"
  Properties:
    DomainName: example.com
    ValidationMethod: DNS
    DomainValidationOptions:
      - DomainName: www.example.com
    HostedZoneId: ZZZHHHHWWWAAA
ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internal
    Subnets:
      - Ref: SubnetOne
      - Ref: SubnetTwo
    Policies:
      - PolicyName: Example-SSLNegotiation-Policy
        PolicyType: SSLNegotiationPolicyType
        Attributes:
          - Name: Reference-Security-Policy
            Value: ELBSecurityPolicy-TLS-1-2-2017-01
    Listeners:
      - InstancePort: '80'
        InstanceProtocol: HTTP
        LoadBalancerPort: '443'
        Protocol: HTTPS
        PolicyNames:
          - Example-SSLNegotiation-Policy
        SSLSertificateId:
          - Ref: ACMCertificate

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      - Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      - Fn::Select:
        - 0
      - Fn::GetAZs: '
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      - Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      - Fn::Select:
        - 1
      - Fn::GetAZs: '
ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
[CT.ELASTICLOADBALANCING.PR.9] Require that an AWS ELB Application or Classic Load Balancer listener is configured with HTTPS or TLS termination

This control checks whether your Elastic Load Balancing (ELB) Classic Load Balancer front-end listeners are configured with HTTPS or SSL protocols.

- **Control objective**: Encrypt data in transit
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::ElasticLoadBalancing::LoadBalancer
- **AWS CloudFormation guard rule**: CT.ELASTICLOADBALANCING.PR.9 rule specification (p. 907)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ELASTICLOADBALANCING.PR.9 rule specification (p. 907)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.ELASTICLOADBALANCING.PR.9 example templates (p. 909)

Explanation

Before you start to use a load balancer, you must add one or more listeners. A listener is a process that uses the configured protocol and port to check for connection requests. Listeners can support HTTP and HTTPS/TLS protocols. You should always use an HTTPS or TLS listener, so that the load balancer does the work of encryption and decryption in transit.

**Remediation for rule failure**

Configure Classic Load Balancer front-end listeners with HTTPS or SSL protocols.

The examples that follow show how to implement this remediation.

**Classic Load Balancer - Example One**

Classic Load Balancer configured with an HTTPS Listener. The example is shown in JSON and in YAML.

**JSON example**
YAML example

LoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internal
    Subnets:
      - !Ref 'Subnet'
  Listeners:
    - Protocol: HTTPS
      SSLCertificateId: !Ref 'ACMCertificate'
      InstancePort: 80
      LoadBalancerPort: 443

The examples that follow show how to implement this remediation.

Classic Load Balancer - Example Two

Classic Load Balancer configured with an SSL Listener. The example is shown in JSON and in YAML.

JSON example

```json
{
  "LoadBalancer": {
    "Type": "AWS::ElasticLoadBalancing::LoadBalancer",
    "Properties": {
      "Scheme": "internal",
      "Subnets": [
        {
          "Ref": "Subnet"
        }
      ],
      "Listeners": [
        {
          "Protocol": "HTTPS",
          "SSLCertificateId": {
            "Ref": "ACMCertificate"
          },
          "InstancePort": 80,
          "LoadBalancerPort": 443
        }
      ]
    }
  }
}
```
"Listeners": [
  {
    "Protocol": "SSL",
    "SSLCertificateId": {
      "Ref": "ACMCertificate"
    },
    "InstancePort": 80,
    "LoadBalancerPort": 443
  }
]

YAML example

LoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internal
    Subnets:
      - !Ref 'Subnet'
    Listeners:
      - Protocol: SSL
        SSLCertificateId: !Ref 'ACMCertificate'
        InstancePort: 80
        LoadBalancerPort: 443

CT.ELASTICLOADBALANCING.PR.9 rule specification

```
# ### Rule Specification ###
# Rule Identifier:
#   elb_tls_https_listeners_only_check
# Description:
#   Checks whether Classic Load Balancer front-end listeners are configured with HTTPS or SSL protocols.
# Reports on:
#   AWS::ElasticLoadBalancing::LoadBalancer
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters:
#   None
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any Elastic Load Balancing LoadBalancer resources
#     Then: SKIP
#   Scenario: 2
```
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an ElasticLoadBalancing LoadBalancer resource
# And: 'Listeners' has not been provided or is provided with a value of an empty list
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an ElasticLoadBalancing LoadBalancer resource
# And: 'Protocol' on LoadBalancer 'Listeners' is not set to 'HTTPS' or 'SSL'
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an ElasticLoadBalancing LoadBalancer resource
# And: 'Protocol' is set to 'HTTPS' or 'SSL' for all 'Listeners'
# Then: PASS

# Constants

let ELASTIC_LOAD_BALANCER_TYPE = "AWS::ElasticLoadBalancing::LoadBalancer"
let INPUT_DOCUMENT = this

# Assignments

let classic_load_balancers = Resources.*[ Type == %ELASTIC_LOAD_BALANCER_TYPE ]

# Primary Rules

rule elb_tls_https_listeners_only_check when is_cfn_template(%INPUT_DOCUMENT)
%classic_load_balancers not empty {
    check(%classic_load_balancers.Properties)
    <<
    [CT.ELASTICLOADBALANCING.PR.9]: Require that an AWS ELB Application or Classic Load Balancer listener is configured with HTTPS or TLS termination
    [FIX]: Configure Classic Load Balancer front-end listeners with HTTPS or SSL protocols.
    >>
}

rule elb_tls_https_listeners_only_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_LOAD_BALANCER_TYPE) {
    check(%INPUT_DOCUMENT.%ELASTIC_LOAD_BALANCER_TYPE.resourceProperties)
    <<
    [CT.ELASTICLOADBALANCING.PR.9]: Require that an AWS ELB Application or Classic Load Balancer listener is configured with HTTPS or TLS termination
    [FIX]: Configure Classic Load Balancer front-end listeners with HTTPS or SSL protocols.
    >>
}

# Parameterized Rules

rule check(classic_load_balancer) {
    %classic_load_balancer {
        # Scenario 2
        Listeners exists
        Listeners is_list
        Listeners not empty
    }
}
# Scenarios 3 and 4

```plaintext
Listeners[*] {
    Protocol exists
    Protocol in ["HTTPS", "SSL"]
}
}
```

# Utility Rules

```plaintext
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
```

```plaintext
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

**CT.ELASTICLOADBALANCING.PR.9 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

```plaintext
Resources:
VPC:
    Type: AWS::EC2::VPC
    Properties:
        CidrBlock: 10.0.0.0/16
        EnableDnsSupport: 'true'
        EnableDnsHostnames: 'true'
SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
        VpcId:
            Ref: VPC
        CidrBlock: 10.0.0.0/24
        AvailabilityZone:
            Fn::Select:
                - 0
                - Fn::GetAZs: ''
SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
        VpcId:
            Ref: VPC
        CidrBlock: 10.0.1.0/24
        AvailabilityZone:
            Fn::Select:
                - 1
                - Fn::GetAZs: ''
ClassicLoadBalancer:
    Type: AWS::ElasticLoadBalancing::LoadBalancer
    Properties:
        Scheme: internal
        Subnets:
            - Ref: SubnetOne
            - Ref: SubnetTwo
```
Listeners:
- Protocol: HTTPS
  SSLCertificateId: arn:aws:acm:us-east-1:123456789012:certificate/12345678-12ab-34cd-56ef-12345678
  InstancePort: 80
  LoadBalancerPort: 443

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
        - 1
        - Fn::GetAZs: ''
ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internal
    Subnets:
      - Ref: SubnetOne
      - Ref: SubnetTwo
    Listeners:
      - Protocol: HTTP
        InstancePort: 80
        LoadBalancerPort: 80

[CT.ELASTICLOADBALANCING.PR.10] Require an ELB application or classic load balancer to have logging activated

This control checks whether Classic Load Balancers have logging enabled.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElasticLoadBalancing::LoadBalancer
• **AWS CloudFormation guard rule:** [CT.ELASTICLOADBALANCING.PR.10 rule specification (p. 912)]

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICLOADBALANCING.PR.10 rule specification (p. 912)]

• For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ELASTICLOADBALANCING.PR.10 example templates (p. 914)]

**Explanation**

Elastic Load Balancing provides access logs that capture detailed information about requests sent to your load balancer. Each log contains information such as the time the request was received, the client's IP address, latencies, request paths, and server responses. You can use these access logs to analyze traffic patterns and to troubleshoot issues.

**Remediation for rule failure**

Set an `AccessLoggingPolicy` and provide an `S3BucketName` with an Amazon S3 bucket configured to receive classic load balancer access logs.

The examples that follow show how to implement this remediation.

**Classic Load Balancer - Example**

Classic Load Balancer configured with an HTTPS listener and access logging. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ClassicLoadBalancer": {
    "Type": "AWS::ElasticLoadBalancing::LoadBalancer",
    "Properties": {
      "Scheme": "internal",
      "Listeners": [{
        "Protocol": "HTTPS",
        "InstancePort": 80,
        "LoadBalancerPort": 443
      }],
      "Subnets": [{
        "Ref": "Subnet"
      }],
      "AccessLoggingPolicy": {
        "Enabled": true,
        "S3BucketName": {
          "Ref": "LoggingBucket"
        }
      }
    }
  }
}
```

**YAML example**

```yaml

```

911
ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internal
    Listeners:
      - Protocol: HTTPS
        InstancePort: 80
        LoadBalancerPort: 443
    Subnets:
      - !Ref 'Subnet'
  AccessLoggingPolicy:
    Enabled: true
    S3BucketName: !Ref 'LoggingBucket'

CT.ELASTICLOADBALANCING.PR.10 rule specification

```yaml
# Rule Specification
# Rule Identifier:
# elb_logging_enabled_check
# Description:
# This control checks whether Classic Load Balancers have logging enabled.
# Reports on:
# AWS::ElasticLoadBalancing::LoadBalancer
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters:
# None
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any Elastic Load Balancing load balancer
# resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Elastic Load Balancing load balancer resource
# And: 'AccessLoggingPolicy' has not been provided
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Elastic Load Balancing load balancer resource
# And: 'AccessLoggingPolicy' has been provided
# And: 'Enabled' in 'AccessLoggingPolicy' is missing or has been set to bool(false)
or 'S3BucketName' is missing
# or empty string value
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
```
And: The input document contains an Elastic Load Balancing load balancer resource
And: 'AccessLoggingPolicy' has been provided
And: 'Enabled' has been provided in 'AccessLoggingPolicy' and has been set to
    bool(true)
And: 'S3BucketName' has been provided in 'AccessLoggingPolicy' as a non-empty 
    string value or
    valid local reference
Then: PASS

Constants

let ELASTIC_LOAD_BALANCER_TYPE = "AWS::ElasticLoadBalancing::LoadBalancer"
let INPUT_DOCUMENT = this

Assignments

let classic_load_balancers = Resources.*[ Type == %ELASTIC_LOAD_BALANCER_TYPE ]

Primary Rules

rule elb_logging_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%classic_load_balancers not empty {
    check(%classic_load_balancers.Properties)
    
    [CT.ELASTICLOADBALANCING.PR.10]: Require an ELB application or classic load 
    balancer to have logging activated
    [FIX]: Set an 'AccessLoggingPolicy' and provide an 'S3BucketName' with an Amazon S3 
    bucket configured to receive classic load balancer access logs.
}

rule elb_logging_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, 
%ELASTIC_LOAD_BALANCER_TYPE) {
    check(%INPUT_DOCUMENT.%ELASTIC_LOAD_BALANCER_TYPE.resourceProperties)
    
    [CT.ELASTICLOADBALANCING.PR.10]: Require an ELB application or classic load 
    balancer to have logging activated
    [FIX]: Set an 'AccessLoggingPolicy' and provide an 'S3BucketName' with an Amazon S3 
    bucket configured to receive classic load balancer access logs.
}

Parameterized Rules

rule check(classic_load_balancer) {
    %classic_load_balancer {
        # Scenario 2 
        AccessLoggingPolicy exists
        AccessLoggingPolicy is_struct

        AccessLoggingPolicy {
            # Scenario 3 and 4
            Enabled exists
            Enabled == true

            S3BucketName exists
            check_is_string_and_not_empty(S3BucketName) or
            check_local_references(%INPUT_DOCUMENT, S3BucketName, "AWS::S3::Bucket")
        }
    }
}
# Utility Rules

```plaintext
# is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
```

```plaintext
# is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

```plaintext
# check_is_string_and_not_empty(value) {
  %value {
    this is_string
    this != /\A\s\z/ 
  }
}
```

```plaintext
# check_local_references(doc, reference_properties, referenced_resource_type) {
  %reference_properties {
    'Fn::GetAtt' {
      query_for_resource(%doc, this[0], %referenced_resource_type)
      <<Local Stack reference was invalid>>
    } or Ref {
      query_for_resource(%doc, this, %referenced_resource_type)
      <<Local Stack reference was invalid>>
    }
  }
}
```

```plaintext
# query_for_resource(doc, resource_key, referenced_resource_type) {
  let referenced_resource = %doc.Resources[ keys == %resource_key ]
  %referenced_resource not empty
  %referenced_resource {
    Type == %referenced_resource_type
  }
}
```

**CT.ELASTICLOADBALANCING.PR.10 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

Mappings:
```
RegionToELBAccountId:
  us-east-1:
    AccountId: '127311923021'
  us-west-1:
    AccountId: '027434742980'
  us-west-2:
    AccountId: '797873946194'
  ca-central-1:
    AccountId: '985666690251'
  eu-west-1:
    AccountId: '156460612806'
  ap-northeast-1:
    AccountId: '582318560864'
```
### Proactive controls

<table>
<thead>
<tr>
<th>Region</th>
<th>AccountId</th>
</tr>
</thead>
<tbody>
<tr>
<td>ap-northeast-2</td>
<td>'600734575887'</td>
</tr>
<tr>
<td>ap-southeast-1</td>
<td>'114774131450'</td>
</tr>
<tr>
<td>ap-southeast-2</td>
<td>'783225319266'</td>
</tr>
<tr>
<td>ap-south-1</td>
<td>'718504428378'</td>
</tr>
<tr>
<td>us-east-2</td>
<td>'033677994240'</td>
</tr>
<tr>
<td>sa-east-1</td>
<td>'507241528517'</td>
</tr>
<tr>
<td>eu-central-1</td>
<td>'054676820928'</td>
</tr>
<tr>
<td>af-south-1</td>
<td>'098369216593'</td>
</tr>
<tr>
<td>ap-east-1</td>
<td>'754344448648'</td>
</tr>
<tr>
<td>ap-southeast-3</td>
<td>'589379963580'</td>
</tr>
<tr>
<td>ap-northeast-3</td>
<td>'383597477331'</td>
</tr>
<tr>
<td>eu-west-2</td>
<td>'652711504416'</td>
</tr>
<tr>
<td>eu-south-1</td>
<td>'635631232127'</td>
</tr>
<tr>
<td>eu-west-3</td>
<td>'009996457667'</td>
</tr>
<tr>
<td>eu-north-1</td>
<td>'897822967062'</td>
</tr>
<tr>
<td>me-south-1</td>
<td>'076674570225'</td>
</tr>
<tr>
<td>us-gov-west-1</td>
<td>'048591011584'</td>
</tr>
<tr>
<td>us-gov-east-1</td>
<td>'190560391635'</td>
</tr>
</tbody>
</table>

---

**RegionToARNPrefix:**

<table>
<thead>
<tr>
<th>Region</th>
<th>ARNPrefix</th>
</tr>
</thead>
<tbody>
<tr>
<td>us-east-1</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>us-west-1</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>us-west-2</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ca-central-1</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>eu-west-1</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ap-northeast-1</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ap-northeast-2</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ap-southeast-1</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ap-southeast-2</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ap-south-1</td>
<td>arn:aws:</td>
</tr>
<tr>
<td>ap-east-1</td>
<td>arn:aws:</td>
</tr>
</tbody>
</table>
ARNPREFIX: 'arn:aws:'
ap-southeast-3:  
  ARNPREFIX: 'arn:aws:'
ap-northeast-3:  
  ARNPREFIX: 'arn:aws:'
eu-west-2:  
  ARNPREFIX: 'arn:aws:'
eu-south-1:  
  ARNPREFIX: 'arn:aws:'
eu-west-3:  
  ARNPREFIX: 'arn:aws:'
eu-north-1:  
  ARNPREFIX: 'arn:aws:'
me-south-1:  
  ARNPREFIX: 'arn:aws:'
us-gov-west-1:  
  ARNPREFIX: 'arn:aws-us-gov:'
us-gov-east-1:  
  ARNPREFIX: 'arn:aws-us-gov:'

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'

SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''

SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
        - 1
        - Fn::GetAZs: ''

LoggingBucket:
  Type: AWS::S3::Bucket

LoggingBucketPolicy:
  Type: AWS::S3::BucketPolicy
  Properties:
    Bucket:
      Ref: LoggingBucket
    PolicyDocument:
      Version: 2012-10-17
      Statement:
        - Action:
          - 's3:PutObject'
        Effect: Allow
        Resource:
          Fn::Join:
            - ''
            - - Fn::FindInMap: [RegionToARNPrefix, !Ref 'AWS::Region', ARNPREFIX]
              - 's3:::'
              - Ref: LoggingBucket
              - /AWSLogs/
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs:
          ''
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
        - 1
        - Fn::GetAZs:
          ''
ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internal
    Listeners:
      - Protocol: HTTP
        InstancePort: 80
        LoadBalancerPort: 80
    Subnets:
      - Ref: SubnetOne
      - Ref: SubnetTwo
      AccessLoggingPolicy:
        Enabled: true
        S3BucketName:
        Ref: LoggingBucket
Proactive controls

[CT.ELASTICLOADBALANCING.PR.11] Require any ELB classic load balancer to have connection draining activated

This control checks whether Elastic Load Balancing (ELB) Classic Load Balancers have connection draining configured.

- **Control objective:** Improve resiliency
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElasticLoadBalancing::LoadBalancer
- **AWS CloudFormation guard rule:** CT.ELASTICLOADBALANCING.PR.11 rule specification (p. 919)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.ELASTICLOADBALANCING.PR.11 rule specification (p. 919)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.ELASTICLOADBALANCING.PR.11 example templates (p. 921)

**Explanation**

Activating connection draining on Classic Load Balancers ensures that the load balancer stops sending requests to instances that are de-registering or unhealthy. It keeps the existing connections open. This configuration is particularly useful for instances in Auto Scaling groups, to ensure that connections aren't severed abruptly.

**Remediation for rule failure**


The examples that follow show how to implement this remediation.

**Classic Load Balancer - Example**

Classic Load Balancer configured with connection draining active. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "ClassicLoadBalancer": {
    "Type": "AWS::ElasticLoadBalancing::LoadBalancer",
    "Properties": {
      "Scheme": "internal",
      "Listeners": [
        {
          "InstancePort": "80",
          "InstanceProtocol": "HTTP",
          "LoadBalancerPort": "443",
          "Protocol": "HTTPS",
          "PolicyNames": [
            "Example-SSLNegotiation-Policy"
          ],
          "SSLCertificateId": {
            "Ref": "ACMCertificate"
          }
```
YAML example

```yaml
ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internal
    Listeners:
      - InstancePort: '80'
        InstanceProtocol: HTTP
        LoadBalancerPort: '443'
        Protocol: HTTPS
        PolicyNames:
          - Example-SSLNegotiation-Policy
        SSLCertificateId: !Ref 'ACMCertificate'
    Policies:
      - PolicyName: Example-SSLNegotiation-Policy
        PolicyType: SSLNegotiationPolicyType
        Attributes:
          - Name: Reference-Security-Policy
            Value: ELBSecurityPolicy-TLS-1-2-2017-01
    Subnets:
      - !Ref 'SubnetOne'
      - !Ref 'SubnetTwo'
    ConnectionDrainingPolicy: 
      Enabled: true
```

CT.ELASTICLOADBALANCING.PR.11 rule specification

```
# ###################################################################
```
Rule Specification

Rule Identifier:

elb_connection_draining_enabled_check

Description:

This control checks whether Elastic Load Balancing (ELB) Classic Load Balancers have connection draining configured.

Reports on:

AWS::ElasticLoadBalancing::LoadBalancer

Evaluates:

AWS CloudFormation, AWS CloudFormation hook

Rule Parameters:

None

Scenarios:

Scenario: 1
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document does not contain any Elastic Load Balancing load balancer resources
- Then: SKIP

Scenario: 2
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains an Elastic Load Balancing load balancer resource
- And: 'ConnectionDrainingPolicy' has not been specified
- Then: FAIL

Scenario: 3
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains an Elastic Load Balancing load balancer resource
- And: 'ConnectionDrainingPolicy' has been specified
- And: 'Enabled' in 'ConnectionDrainingPolicy' is missing or has been set to bool(false)
- Then: FAIL

Scenario: 4
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains an Elastic Load Balancing load balancer resource
- And: 'ConnectionDrainingPolicy' has been specified
- And: 'Enabled' in 'ConnectionDrainingPolicy' has been set to bool(true)
- Then: PASS

Constants

let ELASTIC_LOAD_BALANCER_TYPE = "AWS::ElasticLoadBalancing::LoadBalancer"
let INPUT_DOCUMENT = this

Assignments

let classic_load_balancers = Resources.*[ Type == %ELASTIC_LOAD_BALANCER_TYPE ]

Primary Rules

rule elb_connection_draining_enabled_check when is_cfn_template(%INPUT_DOCUMENT) %classic_load_balancers not empty {
    check(%classic_load_balancers.Properties)
[CT.ELASTICLOADBALANCING.PR.11]: Require any ELB classic load balancer to have connection draining activated
[FIX]: Configure a 'ConnectionDrainingPolicy' on Elastic Load Balancing Classic Load Balancers.

rule elb_connection_draining_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_LOAD_BALANCER_TYPE) {
  check(%INPUT_DOCUMENT.%ELASTIC_LOAD_BALANCER_TYPE.resourceProperties)
  [CT.ELASTICLOADBALANCING.PR.11]: Require any ELB classic load balancer to have connection draining activated
  [FIX]: Configure a 'ConnectionDrainingPolicy' on Elastic Load Balancing Classic Load Balancers.
}

# Parameterized Rules
#
rule check(classic_load_balancer) {
  %classic_load_balancer {
    # Scenario 2
    ConnectionDrainingPolicy exists
    ConnectionDrainingPolicy is_struct
    ConnectionDrainingPolicy {
      # Scenario 3 and 4
      Enabled exists
      Enabled == true
    }
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.ELASTICLOADBALANCING.PR.11 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.
PASS Example - Use this template to verify a compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
EnableDnsHostnames: 'true'

SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
      - 0
      - Fn::GetAZs: ''

SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
      - 1
      - Fn::GetAZs: ''

ACMCertificate:
  Type: "AWS::CertificateManager::Certificate"
  Properties:
    DomainName: example.com
    ValidationMethod: DNS
    DomainValidationOptions:
    - DomainName: www.example.com
    HostedZoneId: ZZZHHHHWWWWAAA

ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internal
    Listeners:
    - InstancePort: '80'
      InstanceProtocol: HTTP
      LoadBalancerPort: '443'
      Protocol: HTTPS
      PolicyNames:
      - Example-SSLNegotiation-Policy
    SSLCertificateId:
      Ref: ACMCertificate
    Policies:
    - PolicyName: Example-SSLNegotiation-Policy
      PolicyType: SSLNegotiationPolicyType
      Attributes:
      - Name: Reference-Security-Policy
        Value: ELBSecurityPolicy-TLS-1-2-2017-01
    Subnets:
    - Ref: SubnetOne
    - Ref: SubnetTwo
    ConnectionDrainingPolicy:
      Enabled: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
EnableDnsHostnames: 'true'

SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''

SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
        - 1
        - Fn::GetAZs: ''

ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internal
    Listeners:
      - Protocol: HTTP
        InstancePort: 80
        LoadBalancerPort: 80
    Subnets:
      - Ref: SubnetOne
      - Ref: SubnetTwo

[CT.ELASTICLOADBALANCING.PR.12] Require any ELB classic load balancer SSL/HTTPS listener to have a predefined security policy with a strong configuration

This control checks whether Elastic Load Balancing (ELB) Classic Load Balancer HTTPS/SSL listeners use the predefined security policy ELBSecurityPolicy-TLS-1-2-2017-01.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElasticLoadBalancing::LoadBalancer
- **AWS CloudFormation guard rule:** [CT.ELASTICLOADBALANCING.PR.12 rule specification (p. 925)](#)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICLOADBALANCING.PR.12 rule specification (p. 925)](#)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ELASTICLOADBALANCING.PR.12 example templates (p. 928)](#)

**Explanation**

A security policy is a combination of SSL protocols, ciphers, and the server order preference option. Predefined policies control the ciphers, protocols, and preference orders that provide support during SSL negotiations between a client and load balancer.
Using ELBSecurityPolicy-TLS-1-2-2017-01 can help you to meet compliance and security standards that require you to turn off specific versions of SSL and TLS.

**Usage considerations**

- This control applies only to Elastic Load Balancing Classic Load Balancers configured with HTTPS or SSL listeners.

**Remediation for rule failure**

Configure Classic Load Balancer HTTPS/SSL listeners to use the predefined security policy called ELBSecurityPolicy-TLS-1-2-2017-01.

The examples that follow show how to implement this remediation.

**Classic Load Balancer - Example**

Classic Load Balancer configured with an HTTPS listener and SSL negotiation policy that references the ELBSecurityPolicy-TLS-1-2-2017-01 predefined security policy for classic load balancers. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "ClassicLoadBalancer": {
        "Type": "AWS::ElasticLoadBalancing::LoadBalancer",
        "Properties": {
            "Scheme": "internal",
            "Subnets": [
                { "Ref": "SubnetOne" },
                { "Ref": "SubnetTwo" }
            ],
            "Policies": [
                { "PolicyName": "Example-SSLNegotiation-Policy",
                  "PolicyType": "SSLNegotiationPolicyType",
                  "Attributes": [
                      { "Name": "Reference-Security-Policy",
                        "Value": "ELBSecurityPolicy-TLS-1-2-2017-01"
                      }
                  ]
            },
            "Listeners": [
                { "InstancePort": 80,
                  "InstanceProtocol": "HTTP",
                  "LoadBalancerPort": 443,
                  "Protocol": "HTTPS",
                  "SSLCertificateId": { "Ref": "ACMCertificate" },
                  "PolicyNames": [ "Example-SSLNegotiation-Policy" ]
                }
            ]
        }
    }
}
```
YAML example

```yaml
ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internal
    Subnets:
      - !Ref 'SubnetOne'
      - !Ref 'SubnetTwo'
    Policies:
      - PolicyName: Example-SSLNegotiation-Policy
        PolicyType: SSLNegotiationPolicyType
        Attributes:
          - Name: Reference-Security-Policy
            Value: ELBSecurityPolicy-TLS-1-2-2017-01
    Listeners:
      - InstancePort: 80
        InstanceProtocol: HTTP
        LoadBalancerPort: 443
        Protocol: HTTPS
        SSLCertificateId: !Ref 'ACMCertificate'
        PolicyNames:
          - Example-SSLNegotiation-Policy
```

CT.ELASTICLOADBALANCING.PR.12 rule specification

```plaintext
# ####################################################################
##       Rule Specification        ##
# ####################################################################

# Rule Identifier:
#   elb_predefined_security_policy_ssl_check

# Description:
#   This control checks whether Elastic Load Balancing (ELB) Classic Load Balancer HTTPS/SSL listeners use the predefined security policy 'ELBSecurityPolicy-TLS-1-2-2017-01'.

# Reports on:
#   AWS::ElasticLoadBalancing::LoadBalancer

# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
#   None

# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any Elastic Load Balancing LoadBalancer resources
#     Then: SKIP
```
# Scenario: 2  
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document  
And: The input document contains an Elastic Load Balancing LoadBalancer resource  
And: There are no HTTPS or SSL 'Listeners' configured on the Elastic Load Balancing LoadBalancer resource  
Then: SKIP  

# Scenario: 3  
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document  
And: The input document contains an Elastic Load Balancing LoadBalancer resource  
And: 'Policies' does not contain a policy with 'PolicyType' equal to 'SSLOpenPolicyType'  
Then: FAIL  

# Scenario: 4  
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document  
And: The input document contains an Elastic Load Balancing LoadBalancer resource  
And: 'Policies' contains a policy with 'PolicyType' equal to 'SSLOpenPolicyType'  
And: 'Policies' is missing a 'Reference-Security-Policy' with a value of 'ELBSecurityPolicy-TLS-1-2-2017-01'  
Then: FAIL  

# Scenario: 5  
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document  
And: The input document contains an Elastic Load Balancing LoadBalancer resource  
And: 'Policies' contains a policy with 'PolicyType' equal to 'SSLOpenPolicyType'  
And: 'Policies' contains a 'Reference-Security-Policy' with a value of 'ELBSecurityPolicy-TLS-1-2-2017-01'  
And: A 'HTTPS' or 'SSL' Listener on the LoadBalancer resource does not reference the secure policy  
Then: FAIL  

# Scenario: 6  
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document  
And: The input document contains an Elastic Load Balancing LoadBalancer resource  
And: 'Policies' contains a policy with 'PolicyType' equal to 'SSLOpenPolicyType'  
And: 'Policies' contains a 'Reference-Security-Policy' with a value of 'ELBSecurityPolicy-TLS-1-2-2017-01'  
And: All 'HTTPS' and 'SSL' Listeners on the LoadBalancer resource reference the secure policy  
Then: PASS  

# Constants  
let ELASTIC_LOAD_BALANCER_TYPE = "AWS::ElasticLoadBalancing::LoadBalancer"  
let VALID_REFERENCE_SECURITY_POLICIES = [ "ELBSecurityPolicy-TLS-1-2-2017-01" ]  
let INPUT_DOCUMENT = this

# Assignments  
let classic_load_balancers = Resources.*[ Type == %ELASTIC_LOAD_BALANCER_TYPE ]

# Primary Rules  
rule elb_predefined_security_policy_ssl_check when is_cfn_template(%INPUT_DOCUMENT)  
%classic_load_balancers not empty {
    check(%classic_load_balancers.Properties)
}
[CT.ELASTICLOADBALANCING.PR.12]: Require any ELB classic load balancer SSL/HTTPS listener to have a predefined security policy with a strong configuration

[FIX]: Configure classic load balancer HTTPS/SSL listeners to use the predefined security policy called ELBSecurityPolicy-TLS-1-2-2017-01.

```
} rule elb_predefined_security_policy_ssl_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_LOAD_BALANCER_TYPE) {
  check(%INPUT_DOCUMENT.%ELASTIC_LOAD_BALANCER_TYPE.resourceProperties)
  [CT.ELASTICLOADBALANCING.PR.12]: Require any ELB classic load balancer SSL/HTTPS listener to have a predefined security policy with a strong configuration
  [FIX]: Configure classic load balancer HTTPS/SSL listeners to use the predefined security policy called ELBSecurityPolicy-TLS-1-2-2017-01.
  }}
```

## Parameterized Rules

```
# Parameterized Rules
#
# Scenario 2

rule check(classic_load_balancer) {
  %classic_load_balancer {
    let elb = this
    # Scenario 2
    Listeners[ Protocol in ["HTTPS", "SSL"] ] {
      %elb.Policies exists
      %elb.Policies is_list
      %elb.Policies not empty
      let secure_policies = %elb.Policies[
        PolicyType == "SSLNegotiationPolicyType"
        some Attributes[*] {
          Name == "Reference-Security-Policy"
          Value in %VALID_REFERENCE_SECURITY_POLICIES
        }].PolicyName
      # Scenarios 3 and 4
      %secure_policies not empty
      # Scenarios 5 and 6
      PolicyNames exists
      PolicyNames is_list
      PolicyNames not empty
      some PolicyNames.* in %secure_policies
    }
  }
}
```

## Utility Rules

```
# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```
CT.ELASTICLOADBALANCING.PR.12 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
        - 1
        - Fn::GetAZs: ''
ACMCertificate:
  Type: "AWS::CertificateManager::Certificate"
  Properties:
    DomainName: example.com
    ValidationMethod: DNS
    DomainValidationOptions:
      - DomainName: www.example.com
        HostedZoneId: ZZZHHHHWWWWAAA
ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internal
    Subnets:
      - Ref: SubnetOne
      - Ref: SubnetTwo
    Policies:
      - PolicyName: Example-SSLNegotiation-Policy
        PolicyType: SSLNegotiationPolicyType
        Attributes:
          - Name: Reference-Security-Policy
            Value: ELBSecurityPolicy-TLS-1-2-2017-01
    Listeners:
      - InstancePort: 80
        InstanceProtocol: HTTP
        LoadBalancerPort: 443
        Protocol: HTTPS
        SslCertificateId:
          Ref: ACMCertificate
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
  SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/24
      AvailabilityZone:
        Fn::Select:
        - 0
        - Fn::GetAZs:
  SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.1.0/24
      AvailabilityZone:
        Fn::Select:
        - 1
        - Fn::GetAZs:
  ClassicLoadBalancer:
    Type: AWS::ElasticLoadBalancing::LoadBalancer
    Properties:
      Scheme: internal
      Subnets:
        - Ref: SubnetOne
        - Ref: SubnetTwo
      Policies:
        - PolicyName: Example-SSLNegotiation-Policy
          PolicyType: SSLNegotiationPolicyType
          Attributes:
            - Name: Reference-Security-Policy
            Value: ELBSecurityPolicy-2016-08
          Listeners:
            - InstancePort: 80
              InstanceProtocol: HTTP
              LoadBalancerPort: 443
              Protocol: HTTPS
              SslCertificateId: arn:aws:iam::123456789012:server-certificate/example-certificate
              PolicyNames:
                - Example-SSLNegotiation-Policy
```

**[CT.ELASTICLOADBALANCING.PR.13]** Require any ELB classic load balancer to have cross-zone load balancing activated

This control checks whether cross-zone load balancing is configured for your Classic Load Balancer.
- **Control objective:** Improve availability
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElasticLoadBalancing::LoadBalancer
- **AWS CloudFormation guard rule:** [CT.ELASTICLOADBALANCING.PR.13 rule specification (p. 931)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICLOADBALANCING.PR.13 rule specification (p. 931)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ELASTICLOADBALANCING.PR.13 example templates (p. 933)]

**Explanation**

A load balancer node distributes traffic across the registered targets in its Availability Zone. When cross-zone load balancing is turned off, each load balancer node distributes traffic only across the registered targets in its own Availability Zone. If the number of registered targets is not same across the Availability Zones, traffic is not distributed evenly, so the instances in one zone may become over-utilized, when compared to the instances in another zone. With cross-zone load balancing activated, each load balancer node for your classic load balancer distributes requests evenly across the registered instances in all enabled Availability Zones.

**Remediation for rule failure**

Set `CrossZone` to `true` on Classic Load Balancers.

The examples that follow show how to implement this remediation.

**Classic Load Balancer - Example**

Classic Load Balancer configured with cross-zone load balancing active. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "ClassicLoadBalancer": {
        "Type": "AWS::ElasticLoadBalancing::LoadBalancer",
        "Properties": {
            "Scheme": "internal",
            "Listeners": [
                {
                    "InstancePort": "80",
                    "InstanceProtocol": "HTTP",
                    "LoadBalancerPort": "443",
                    "Protocol": "HTTPS",
                    "PolicyNames": ["Sample-SSLNegotiation-Policy"],
                    "SSLCertificateId": {
                        "Ref": "ACMCertificate"
                    }
                }
            ],
            "Policies": [
                {
```

930
"PolicyName": "Sample-SSLNegotiation-Policy",
"PolicyType": "SSLNegotiationPolicyType",
"Attributes": [
  {
    "Name": "Reference-Security-Policy",
    "Value": "ELBSecurityPolicy-TLS-1-2-2017-01"
  }
],
"Subnets": [
  {
    "Ref": "SubnetOne"
  },
  {
    "Ref": "SubnetTwo"
  }
],
"CrossZone": true
}

YAML example

ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internal
    Listeners:
      - InstancePort: '80'
        InstanceProtocol: HTTP
        LoadBalancerPort: '443'
        Protocol: HTTPS
        PolicyNames:
          - !Ref 'Sample-SSLNegotiation-Policy'
        SSLSertificateId: !Ref 'ACMCertificate'
    Policies:
      - PolicyName: Sample-SSLNegotiation-Policy
        PolicyType: SSLNegotiationPolicyType
        Attributes:
          - Name: Reference-Security-Policy
            Value: ELBSecurityPolicy-TLS-1-2-2017-01
    Subnets:
      - !Ref 'SubnetOne'
      - !Ref 'SubnetTwo'
    CrossZone: true

CT.ELASTICLOADBALANCING.PR.13 rule specification

# ##############################################################
##       Rule Specification   ##
#  # Rule Identifier:         #
#  elb_cross_zone_load_balancing_enabled_check
#  # Description:             #
# This control checks whether cross-zone load balancing is configured for your Classic Load Balancer.
# Reports on:
#   AWS::ElasticLoadBalancing::LoadBalancer
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters:
#   None
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any Elastic Load Balancing LoadBalancer resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an Elastic Load Balancing LoadBalancer resource
#     And: 'CrossZone' has not been specified
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an Elastic Load Balancing LoadBalancer resource
#     And: 'CrossZone' has been specified and set to bool(false)
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an Elastic Load Balancing LoadBalancer resource
#     And: 'CrossZone' has been specified and set to bool(true)
#     Then: PASS

# Constants
let ELASTIC_LOAD_BALANCER_TYPE = "AWS::ElasticLoadBalancing::LoadBalancer"
let INPUT_DOCUMENT = this

# Assignments
let classic_load_balancers = Resources.*[ Type == %ELASTIC_LOAD_BALANCER_TYPE ]

# Primary Rules
rule elb_cross_zone_load_balancing_enabled_check when is_cfn_template(%INPUT_DOCUMENT) %classic_load_balancers not empty {
    check(%classic_load_balancers.Properties)
    <<
    [CT.ELASTICLOADBALANCING.PR.13]: Require any ELB classic load balancer to have cross-zone load balancing activated
    [FIX]: Set 'CrossZone' to 'true' on Classic Load Balancers.
    >>
}
rule elb_cross_zone_load_balancing_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTIC_LOAD_BALANCER_TYPE) {
    check(%INPUT_DOCUMENT.%ELASTIC_LOAD_BALANCER_TYPE.resourceProperties)
    <<
[CT.ELASTICLOADBALANCING.PR.13]: Require any ELB classic load balancer to have cross-zone load balancing activated

[FIX]: Set 'CrossZone' to 'true' on Classic Load Balancers.

---

# Parameterized Rules

```
rule check(classic_load_balancer) {
  %classic_load_balancer {
    # Scenario 2
    CrossZone exists
    # Scenario 3 and 4
    CrossZone == true
  }
}
```

# Utility Rules

```
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}
```

```
rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

---

## CT.ELASTICLOADBALANCING.PR.13 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

```
Resources:

VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'

SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''

SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
```
CidrBlock: 10.0.1.0/24
AvailabilityZone:
  - Fn::Select:
  - 1
  - Fn::GetAZs: ''
ACMCertificate:
  Type: "AWS::CertificateManager::Certificate"
  Properties:
    DomainName: example.com
    ValidationMethod: DNS
    DomainValidationOptions:
      - DomainName: www.example.com
        HostedZoneId: ZZZHHHHWWWWAAA
ClassicLoadBalancer:
  Type: AWS::ElasticLoadBalancing::LoadBalancer
  Properties:
    Scheme: internal
    Listeners:
      - InstancePort: '80'
        InstanceProtocol: HTTP
        LoadBalancerPort: '443'
        Protocol: HTTPS
        PolicyNames:
          - Example-SSLNegotiation-Policy
        SSLCertificateId:
          Ref: ACMCertificate
        Policies:
          - PolicyName: Example-SSLNegotiation-Policy
            PolicyType: SSLNegotiationPolicyType
            Attributes:
              - Name: Reference-Security-Policy
                Value: ELBSecurityPolicy-TLS-1-2-2017-01
        Subnets:
          - Ref: SubnetOne
          - Ref: SubnetTwo
        CrossZone: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      - Fn::Select:
        - 0
        - Fn::GetAZs: ''
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.1.0/24
[CT.ELASTICLOADBALANCING.PR.14] Require a Network Load Balancer to have cross-zone load balancing activated

This control checks whether a Network Load Balancer (NLB) is configured with cross-zone load balancing.

- **Control objective:** Improve resiliency, Improve availability
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElasticLoadBalancingV2::LoadBalancer
- **AWS CloudFormation guard rule:** [CT.ELASTICLOADBALANCING.PR.14 rule specification (p. 936)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICLOADBALANCING.PR.14 rule specification (p. 936)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ELASTICLOADBALANCING.PR.14 example templates (p. 939)]

**Explanation**

The nodes for your load balancer distribute requests from clients to registered targets. When cross-zone load balancing is enabled, each load balancer node distributes traffic across the registered targets in all enabled Availability Zones. When cross-zone load balancing is not enabled, each load balancer node distributes traffic only across the registered targets in its own Availability Zone.

**Usage considerations**

- This control applies only to a Network Load Balancer (Type of network).
- With a Network Load Balancer, cross-zone load balancing is off by default at the load-balancer level. You can turn it on at any time. For target groups, the default is to use the load balancer setting, but you can override the default by turning cross-zone load balancing on or off explicitly, at the target group level. To ensure that cross-zone load balancing is configured on target groups, use this control in conjunction with CT.ELASTICLOADBALANCING.PR.15.

**Remediation for rule failure**

Set the load balancer attribute `load_balancing.cross_zone.enabled` to `true`. 
The examples that follow show how to implement this remediation.

**Network Load Balancer - Example**

Network Load Balancer configured with cross-zone load balancing enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "NetworkLoadBalancer": {
    "Type": "AWS::ElasticLoadBalancingV2::LoadBalancer",
    "Properties": {
      "Scheme": "internal",
      "Type": "network",
      "Subnets": [
        {
          "Ref": "SubnetOne"
        },
        {
          "Ref": "SubnetTwo"
        }
      ],
      "IpAddressType": "ipv4",
      "LoadBalancerAttributes": [
        {
          "Key": "load_balancing.cross_zone.enabled",
          "Value": true
        }
      ]
    }
  }
}
```

**YAML example**

```
NetworkLoadBalancer:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
  Properties:
    Scheme: internal
    Type: network
    Subnets:
      - !Ref 'SubnetOne'
      - !Ref 'SubnetTwo'
    IpAddressType: ipv4
    LoadBalancerAttributes:
      - Key: load_balancing.cross_zone.enabled
        Value: true
```

**CT.ELASTICLOADBALANCING.PR.14 rule specification**

```bash
# ******************************************************************************
##       Rule Specification        
# ******************************************************************************
#
# Rule Identifier:
```
# nlb_cross_zone_load_balancing_enabled_check
#
# Description:
#   This control checks whether a Network Load Balancer (NLB) is configured with cross-zone load balancing.
#
# Reports on:
#   AWS::ElasticLoadBalancingV2::LoadBalancer
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any ELBv2 Load Balancer resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an ELBv2 Load Balancer resource
#     And: 'Type' has been provided and is set to a value other than 'network'
#     Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an ELBv2 Load Balancer resource
#     And: 'Type' has been provided and set to 'network'
#     And: 'LoadBalancerAttributes' has not been provided or has been provided as an empty list
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an ELBv2 Load Balancer resource
#     And: 'Type' has been provided and set to 'network'
#     And: 'LoadBalancerAttributes' has been provided as a non-empty list
#     And: 'LoadBalancerAttributes' does not contain an entry with a 'Key' equal to
#          'load_balancing.cross_zone.enabled'
#     Then: FAIL
#   Scenario: 5
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an ELBv2 Load Balancer resource
#     And: 'Type' has been provided and set to 'network'
#     And: 'LoadBalancerAttributes' has been provided as a non-empty list
#     And: 'LoadBalancerAttributes' contains an entry with a 'Key' equal to
#          'load_balancing.cross_zone.enabled' and
#          'Value' equal to a value other than bool(true) or string(true)
#     Then: FAIL
#   Scenario: 6
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an ELBv2 Load Balancer resource
#     And: 'Type' has been provided and set to 'network'
#     And: 'LoadBalancerAttributes' has been provided as a non-empty list
#     And: 'LoadBalancerAttributes' contains an entry with a 'Key' equal to
#          'load_balancing.cross_zone.enabled' and
#          'Value' equal to bool(true) or string(true)
#     Then: PASS
#     #
# Constants

```python
#
let ELASTIC_LOAD_BALANCER_V2_TYPE = "AWS::ElasticLoadBalancingV2::LoadBalancer"
let INPUT_DOCUMENT = this
```

# Assignments

```python
#
let elastic_load_balancers = Resources.*[ Type == %ELASTIC_LOAD_BALANCER_V2_TYPE ]
```

# Primary Rules

```python
#
rule nlb_cross_zone_load_balancing_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%elastic_load_balancers not empty {

  check(%elastic_load_balancers.Properties)
  <<
  [CT.ELASTICLOADBALANCING.PR.14]: Require a Network Load Balancer to have cross-zone load balancing activated
  [FIX]: Set the load balancer attribute 'load_balancing.cross_zone.enabled' to 'true'.
  >>
}
```

```python
rule nlb_cross_zone_load_balancing_enabled_check when is_cfn_hook(%INPUT_DOCUMENT,
%ELASTIC_LOAD_BALANCER_V2_TYPE) {

  check(%INPUT_DOCUMENT.%ELASTIC_LOAD_BALANCER_V2_TYPE.resourceProperties)
  <<
  [CT.ELASTICLOADBALANCING.PR.14]: Require a Network Load Balancer to have cross-zone load balancing activated
  [FIX]: Set the load balancer attribute 'load_balancing.cross_zone.enabled' to 'true'.
  >>
}
```

# Parameterized Rules

```python
#
rule check(elastic_load_balancer) {
  %elastic_load_balancer[ Type == "network" ] {
  # Scenario 2
  LoadBalancerAttributes exists
  LoadBalancerAttributes is_list
  LoadBalancerAttributes not empty

  # Scenarios 3, 4 and 5
  some LoadBalancerAttributes[*] {
    Key exists
    Value exists

    Key == "load_balancing.cross_zone.enabled"
    Value in [ true, "true" ]

  }
  }
}
```

# Utility Rules

```python
#
rule is_cfn_template(doc) {
  %doc {
  AWSTemplateFormatVersion exists or
  Resources exists
  }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.ELASTICLOADBALANCING.PR.14 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
Vpc:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: true
    EnableDnsHostnames: true
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: Vpc
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAzs:
    SubnetTwo:
      Type: AWS::EC2::Subnet
      Properties:
        VpcId:
          Ref: Vpc
        CidrBlock: 10.0.1.0/24
        AvailabilityZone:
          Fn::Select:
            - 1
            - Fn::GetAzs:
NetworkLoadBalancer:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
  Properties:
    Scheme: internal
    Type: network
    Subnets:
      - Ref: SubnetOne
      - Ref: SubnetTwo
    IpAddressType: ipv4
    LoadBalancerAttributes:
      - Key: load_balancing.cross_zone.enabled
        Value: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
Vpc:
  Type: AWS::EC2::VPC
Properties:
  CidrBlock: 10.0.0.0/16
  EnableDnsSupport: 'true'
  EnableDnsHostnames: 'true'
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: Vpc
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: Vpc
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
        - 1
        - Fn::GetAZs: ''
NetworkLoadBalancer:
  Type: AWS::ElasticLoadBalancingV2::LoadBalancer
  Properties:
    Scheme: internal
    Type: network
    Subnets:
      - Ref: SubnetOne
      - Ref: SubnetTwo
    IpAddressType: ipv4

[CT.ELASTICLOADBALANCING.PR.15] Require that an Elastic Load Balancing v2 target group does not explicitly disable cross-zone load balancing

This control checks whether an Elastic Load Balancing v2 target group is configured so that it does not explicitly turn off cross-zone load balancing.

- **Control objective:** Improve availability
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::ElasticLoadBalancingV2::TargetGroup
- **AWS CloudFormation guard rule:** [CT.ELASTICLOADBALANCING.PR.15 rule specification](p. 942)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.ELASTICLOADBALANCING.PR.15 rule specification](p. 942)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.ELASTICLOADBALANCING.PR.15 example templates](p. 944)

Explanation

The nodes for your load balancer distribute requests from clients to registered targets. When cross-zone load balancing is enabled, each load balancer node distributes traffic across the registered targets in
all enabled Availability Zones. When cross-zone load balancing is not enabled, each load balancer node distributes traffic only across the registered targets in its Availability Zone.

The target group's cross-zone load balancing setting determines the load balancing behavior for the entire target group. For example, if cross-zone load balancing is enabled at the load balancer level, but not enabled at the target group level, traffic sent to the target group is not routed across Availability Zones.

### Usage considerations

- This control checks only to ensure that cross-zone load balancing has not been explicitly turned off on an ELB target group. To ensure that cross-zone load balancing is enabled, be sure to enable this control in conjunction with related proactive controls that check load balancers directly.
- If you turn on cross-zone load balancing, you can't start a zonal shift. For more information, see [Resources supported for zonal shifts](https://docs.aws.amazon.com/r53recovery/latest/dg/arc-zonal-shift.resource-types.html) in the Amazon Route 53 Application Recovery Controller Developer Guide.

### Remediation for rule failure

Do not set the load balancer attribute `load_balancing.cross_zone.enabled` to adopt the default value of `use_load_balancer_configuration`. Do not explicitly set the attribute to true, nor to the value `use_load_balancer_configuration`.

The examples that follow show how to implement this remediation.

### Elastic Load Balancer target group - Example

Elastic Load Balancer target group configured to enable cross-zone load balancing. The example is shown in JSON and in YAML.

#### JSON example

```json
{
   "TargetGroup": {
      "Type": "AWS::ElasticLoadBalancingV2::TargetGroup",
      "Properties": {
         "Protocol": "HTTP",
         "Port": 80,
         "VpcId": {
            "Ref": "VPC"
         },
         "TargetGroupAttributes": [
            {
               "Key": "load_balancing.cross_zone.enabled",
               "Value": true
            }
         ]
      }
   }
}
```

#### YAML example

```yaml
TargetGroup:
  Type: AWS::ElasticLoadBalancingV2::TargetGroup
  Properties:
    Protocol: HTTP
    Port: 80
    VpcId:
      Ref: VPC
    TargetGroupAttributes:
      - Key: load_balancing.cross_zone.enabled
        Value: true
```
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Properties:
- Protocol: HTTP
- Port: 80
- VpcId: !Ref 'VPC'
- TargetGroupAttributes:
  - Key: load_balancing.cross_zone.enabled
    Value: true

CT.ELASTICLOADBALANCING.PR.15 rule specification

```plaintext
# #############################################################################
##       Rule Specification       ##
# #############################################################################

# Rule Identifier:
#   elbv2_target_group_cross_zone_check
#
# Description:
#   This control checks whether an Elastic Load Balancing v2 target group is configured so
#   that it does not explicitly turn off cross-zone load balancing.
#
# Reports on:
#   AWS::ElasticLoadBalancingV2::TargetGroup
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any Elastic Load Balancing v2 target group
resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an Elastic Load Balancing v2 target group resource
#     And: 'TargetGroupAttributes' has been provided as a non-empty list
#     And: 'TargetGroupAttributes' contain an entry with a 'Key' equal to
#       'load_balancing.cross_zone.enabled'
#     And: 'Value' equal to a value other than bool(true), 'true' or
#       'use_load_balancer_configuration'
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an Elastic Load Balancing v2 target group resource
#     And: 'TargetGroupAttributes' has not been provided or has been provided as a list
#       that
#       does not contain an entry with a 'Key' equal to
#       'load_balancing.cross_zone.enabled'
#     Then: PASS
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an Elastic Load Balancing v2 target group resource
#     And: 'TargetGroupAttributes' has been provided as a non-empty list
```
And: 'TargetGroupAttributes' contains an entry with a 'Key' equal to 'load_balancing.cross_zone.enabled' and 'Value' equal to bool(true), string(true) or 'use_load_balancer_configuration' Then: PASS

# Constants
let INPUT_DOCUMENT = this
let ELBV2_TARGET_GROUP_TYPE = "AWS::ElasticLoadBalancingV2::TargetGroup"
let ALLOWED_CROSS_ZONE_VALUES = ["true", true, "use_load_balancer_configuration"]

# Assignments
let elbv2_target_groups = Resources.*[ Type == %ELBV2_TARGET_GROUP_TYPE ]

# Primary Rules
rule elbv2_target_group_cross_zone_check when is_cfn_template(%INPUT_DOCUMENT) %elbv2_target_groups not empty {
    check(%elbv2_target_groups.Properties)
    %elbv2_target_groups not empty {
        check(%elbv2_target_groups.Properties)
        <<
            [CT.ELASTICLOADBALANCING.PR.15]: Require that an Elastic Load Balancing v2 target group does not explicitly disable cross-zone load balancing
            [FIX]: Do not set the load balancer attribute 'load_balancing.cross_zone.enabled' to adopt the default value of 'use_load_balancer_configuration'. Do not explicitly set the attribute to true, nor to the value 'use_load_balancer_configuration'.
        >>
    }
}

rule elbv2_target_group_cross_zone_check when is_cfn_hook(%INPUT_DOCUMENT, %ELBV2_TARGET_GROUP_TYPE) {
    check(%INPUT_DOCUMENT.%ELBV2_TARGET_GROUP_TYPE.resourceProperties)
    %elbv2_target_groups not empty {
        check(%INPUT_DOCUMENT.%ELBV2_TARGET_GROUP_TYPE.resourceProperties)
        <<
            [CT.ELASTICLOADBALANCING.PR.15]: Require that an Elastic Load Balancing v2 target group does not explicitly disable cross-zone load balancing
            [FIX]: Do not set the load balancer attribute 'load_balancing.cross_zone.enabled' to adopt the default value of 'use_load_balancer_configuration'. Do not explicitly set the attribute to true, nor to the value 'use_load_balancer_configuration'.
        >>
    }
}

# Parameterized Rules
# rule check(elbv2_target_group) {
#     %elbv2_target_group {
#         # Scenarios 2 and 3
#         TargetGroupAttributes not exists or
#         check_target_group_with_attributes(this)
#     }
#}

rule check_target_group_with_attributes(target_group) {
    %target_group {
        TargetGroupAttributes exists
        TargetGroupAttributes is_list
        TargetGroupAttributes[
            Key exists
            Key == "load_balancing.cross_zone.enabled"
        ] {
            # Scenario 4
CT.ELASTICLOADBALANCING.PR.15 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: true
    EnableDnsHostnames: true
TargetGroup:
  Type: AWS::ElasticLoadBalancingV2::TargetGroup
  Properties:
    Protocol: HTTP
    Port: 80
    VpcId:
      Ref: VPC
    TargetGroupAttributes:
      - Key: load_balancing.cross_zone.enabled
        Value: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: true
    EnableDnsHostnames: true
TargetGroup:
  Type: AWS::ElasticLoadBalancingV2::TargetGroup
  Properties:
    Protocol: HTTP
Amazon Elastic Map Reduce (Amazon EMR) controls

Topics

- [CT.EMR.PR.1] Require that an Amazon Elastic MapReduce (EMR) security configuration is configured to encrypt data at rest in Amazon S3
- [CT.EMR.PR.2] Require that an Amazon Elastic MapReduce (EMR) security configuration is configured to encrypt data at rest in Amazon S3 with an AWS KMS key
- [CT.EMR.PR.3] Require that an Amazon Elastic MapReduce (EMR) security configuration is configured with EBS volume local disk encryption using an AWS KMS key
- [CT.EMR.PR.4] Require that an Amazon Elastic MapReduce (EMR) security configuration is configured to encrypt data in transit

[CT.EMR.PR.1] Require that an Amazon Elastic MapReduce (EMR) security configuration is configured to encrypt data at rest in Amazon S3

This control checks whether an Amazon EMR security configuration is configured to encrypt EMR File System (EMRFS) objects at rest in Amazon S3.

- Control objective: Encrypt data at rest
- Implementation: AWS CloudFormation guard rule
- Control behavior: Proactive
- Resource types: AWS::EMR::SecurityConfiguration
- AWS CloudFormation guard rule: CT.EMR.PR.1 rule specification

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.EMR.PR.1 rule specification
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.EMR.PR.1 example templates

Explanation

Amazon S3 encryption works with EMR File System (EMRFS) objects that are read from and written to Amazon S3. When you enable encryption at rest, you specify Amazon S3 server-side encryption (SSE) or client-side encryption (CSE) as the default encryption mode. Optionally, you can specify different encryption methods for individual buckets by using per bucket encryption overrides.

Remediation for rule failure

In the EncryptionConfiguration parameter, set the value of EnableAtRestEncryption to true, and provide an AtRestEncryptionConfiguration configuration.

The examples that follow show how to implement this remediation.
Amazon EMR security configuration - Example

An Amazon EMR security configuration configured to encrypt EMR File System (EMRFS) objects at rest in Amazon S3. The example is shown in JSON and in YAML.

JSON example

```json
{
  "SecurityConfiguration": {
    "Type": "AWS::EMR::SecurityConfiguration",
    "Properties": {
      "SecurityConfiguration": {
        "EncryptionConfiguration": {
          "EnableInTransitEncryption": false,
          "EnableAtRestEncryption": true,
          "AtRestEncryptionConfiguration": {
            "S3EncryptionConfiguration": {
              "EncryptionMode": "SSE-S3"
            }
          }
        }
      }
    }
  }
}
```

YAML example

```yaml
SecurityConfiguration:
  Type: AWS::EMR::SecurityConfiguration
  Properties:
    SecurityConfiguration:
      EncryptionConfiguration:
        EnableInTransitEncryption: false
        EnableAtRestEncryption: true
        AtRestEncryptionConfiguration:
          S3EncryptionConfiguration:
            EncryptionMode: SSE-S3
```

CT.EMR.PR.1 rule specification

```yaml
# ##################################################################
##       Rule Specification        ##
####################################################################
#
# Rule Identifier:
#   emr_sec_config_encryption_at_rest_s3_check
#
# Description:
#   This control checks whether an Amazon EMR security configuration is configured to encrypt EMR File System (EMRFS) objects at rest in Amazon S3.
#
# Reports on:
#   AWS::EMR::SecurityConfiguration
#
# Evaluates:
```
AWS Control Tower User Guide
Proactive controls

# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any EMR security configuration resources
# Then: SKIP

# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an EMR security configuration resource
# And: 'EncryptionConfiguration' in 'SecurityConfiguration' has not been provided
# Then: FAIL

# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an EMR security configuration resource
# And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a
# struct
# And: 'EnableAtRestEncryption' in 'EncryptionConfiguration' has not been provided
# or has been provided and set to a value other than bool(true)
# Then: FAIL

# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an EMR security configuration resource
# And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a
# struct
# And: 'EnableAtRestEncryption' in 'EncryptionConfiguration' has been provided and
# set to bool(true)
# And: 'AtRestEncryptionConfiguration' has not been provided
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an EMR security configuration resource
# And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a
# struct
# And: 'EnableAtRestEncryption' in 'EncryptionConfiguration' has been provided and
# set to bool(true)
# And: 'AtRestEncryptionConfiguration' has been provided as a struct
# And: 'EncryptionMode' in 'AtRestEncryptionConfiguration.S3EncryptionConfiguration'
# has not been provided or has been provided as an empty string
# Then: FAIL

# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an EMR security configuration resource
# And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a
# struct
# And: 'EnableAtRestEncryption' in 'EncryptionConfiguration' has been provided and
# set to bool(true)
# And: 'AtRestEncryptionConfiguration' has been provided as a struct
# And: 'EncryptionMode' in 'AtRestEncryptionConfiguration.S3EncryptionConfiguration'
# has been provided as a non-empty string
# Then: PASS

# Constants

let EMR_SECURITY_CONFIGURATION_TYPE = "AWS::EMR::SecurityConfiguration"
let INPUT_DOCUMENT = this
# Assignments

let emr_security_configurations = Resources.*[ Type == %EMR_SECURITYConfigurationException_TYPE ]

# Primary Rules

rule emr_sec_config_encryption_at_rest_s3_check when is_cfn_template(%INPUT_DOCUMENT) %emr_security_configurations not empty
{
    check(%emr_security_configurations.Properties)
    <<
    [CT.EMR.PR.1]: Require that an Amazon Elastic MapReduce (EMR) security configuration is configured to encrypt data at rest in Amazon S3
    [FIX]: In the 'EncryptionConfiguration' parameter, set the value of 'EnableAtRestEncryption' to true, and provide an 'AtRestEncryptionConfiguration' configuration.
    >>
}

rule emr_sec_config_encryption_at_rest_s3_check when is_cfn_hook(%INPUT_DOCUMENT, %EMR_SECURITYConfigurationException_TYPE) {
    check(%INPUT_DOCUMENT.%EMR_SECURITYConfigurationException_TYPE.resourceProperties)
    <<
    [CT.EMR.PR.1]: Require that an Amazon Elastic MapReduce (EMR) security configuration is configured to encrypt data at rest in Amazon S3
    [FIX]: In the 'EncryptionConfiguration' parameter, set the value of 'EnableAtRestEncryption' to true, and provide an 'AtRestEncryptionConfiguration' configuration.
    >>
}

# Parameterized Rules

rule check(emr_security_configuration) {
    %emr_security_configuration {
        SecurityConfiguration exists
        SecurityConfiguration is_struct

        SecurityConfiguration {
            # Scenario 2
            EncryptionConfiguration exists
            EncryptionConfiguration is_struct

            EncryptionConfiguration {
                # Scenario 3
                EnableAtRestEncryption exists
                EnableAtRestEncryption == true

                # Scenario 4
                AtRestEncryptionConfiguration exists
                AtRestEncryptionConfiguration is_struct

                # Scenarios 5 and 6
                AtRestEncryptionConfiguration {
                    S3EncryptionConfiguration exists
                    S3EncryptionConfiguration is_struct

                    S3EncryptionConfiguration {
                        EncryptionMode exists
                        check_is_string_and_not_empty(EncryptionMode)
                    }
                }
            }
        }
    }
}
CT.EMR.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  SecurityConfiguration:
    Type: AWS::EMR::SecurityConfiguration
    Properties:
      SecurityConfiguration:
        EncryptionConfiguration:
          EnableInTransitEncryption: false
          EnableAtRestEncryption: true
          AtRestEncryptionConfiguration:
            S3EncryptionConfiguration:
              EncryptionMode: SSE-S3

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  SecurityConfiguration:
    Type: AWS::EMR::SecurityConfiguration
    Properties:
      SecurityConfiguration:
        EncryptionConfiguration:
          EnableAtRestEncryption: false
          EnableInTransitEncryption: false
[CT.EMR.PR.2] Require that an Amazon Elastic MapReduce (EMR) security configuration is configured to encrypt data at rest in Amazon S3 with an AWS KMS key

This control checks whether an Amazon EMR security configuration is configured to encrypt EMR File System (EMRFS) objects at rest in Amazon S3 with an AWS KMS key.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EMR::SecurityConfiguration
- **AWS CloudFormation guard rule:** CT.EMR.PR.2 rule specification (p. 951)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.EMR.PR.2 rule specification (p. 951)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.EMR.PR.2 example templates (p. 954)

Explanation

Amazon S3 encryption works with EMR File System (EMRFS) objects that are read from and written to Amazon S3. When you enable encryption at rest, you specify Amazon S3 server-side encryption (SSE) or client-side encryption (CSE) as the default encryption mode. Optionally, you can specify different encryption methods for individual buckets using per bucket encryption overrides.

Remediation for rule failure

In the EncryptionConfiguration parameter, set EnableAtRestEncryption to true, and provide an AtRestEncryptionConfiguration configuration, with EncryptionMode set to SSE-KMS or CSE-KMS.

The examples that follow show how to implement this remediation.

**Amazon EMR security configuration - Example**

An Amazon EMR security configuration configured to encrypt EMR File System (EMRFS) objects at rest in Amazon S3 with AWS KMS. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "SecurityConfiguration": {
    "Type": "AWS::EMR::SecurityConfiguration",
    "Properties": {
      "EncryptionConfiguration": {
        "EnableInTransitEncryption": false,
        "EnableAtRestEncryption": true,
        "AtRestEncryptionConfiguration": {
          "S3EncryptionConfiguration": {
            "EncryptionMode": "SSE-KMS",
            "AwsKmsKey": {
              "Fn::GetAtt": [
```

950
YAML example

```yaml
SecurityConfiguration:
  Type: AWS::EMR::SecurityConfiguration
  Properties:
    SecurityConfiguration:
      EncryptionConfiguration:
        EnableInTransitEncryption: false
        EnableAtRestEncryption: true
        AtRestEncryptionConfiguration:
          SSEConfiguration:
            EncryptionMode: SSE-KMS
            AwsKmsKey: !GetAtt 'KmsKey.Arn'
```

CT.EMR.PR.2 rule specification

```plaintext
# # Rule Specification
# # Rule Identifier:
# # emr_sec_config_encryption_at_rest_s3_kms_check
# # Description:
# # This control checks whether an Amazon EMR security configuration is configured to encrypt EMR File System (EMRFS) objects at rest in Amazon S3 with an AWS KMS key.
# # Reports on:
# # AWS::EMR::SecurityConfiguration
# # Evaluates:
# # AWS CloudFormation, AWS CloudFormation hook
# # Rule Parameters:
# # None
# # Scenarios:
# # Scenario: 1
# # Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# # And: The input document does not contain any EMR security configuration resources
# # Then: SKIP
# # Scenario: 2
# # Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# # And: The input document contains an EMR security configuration resource
```
# Proactive controls

# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an EMR security configuration resource
# And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a struct
# And: 'EnableAtRestEncryption' in 'EncryptionConfiguration' has not been provided or has been provided and set to a value other than bool(true)
# Then: FAIL

# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an EMR security configuration resource
# And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a struct
# And: 'EnableAtRestEncryption' in 'EncryptionConfiguration' has been provided and set to bool(true)
# And: 'AtRestEncryptionConfiguration' has not been provided
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an EMR security configuration resource
# And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a struct
# And: 'EnableAtRestEncryption' in 'EncryptionConfiguration' has been provided and set to bool(true)
# And: 'AtRestEncryptionConfiguration' has been provided as a struct
# And: 'EncryptionMode' in 'AtRestEncryptionConfiguration.S3EncryptionConfiguration' has not been provided or has been provided and set to a value other than a KMS-based encryption mode ('SSE-KMS', 'CSE-KMS')
# Then: FAIL

# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an EMR security configuration resource
# And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a struct
# And: 'EnableAtRestEncryption' in 'EncryptionConfiguration' has been provided and set to bool(true)
# And: 'AtRestEncryptionConfiguration' has been provided as a struct
# And: 'EncryptionMode' in 'AtRestEncryptionConfiguration.S3EncryptionConfiguration' has been provided and set to a KMS-based encryption mode ('SSE-KMS', 'CSE-KMS')
# And: 'Overrides' in 'AtRestEncryptionConfiguration.S3EncryptionConfiguration' has been provided as a non-empty list where one or more entries does not contain 'EncryptionMode', or contains 'EncryptionMode' set to a value other than a KMS-based encryption mode ('SSE-KMS', 'CSE-KMS')
# Then: FAIL

# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an EMR security configuration resource
# And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a struct
# And: 'EnableAtRestEncryption' in 'EncryptionConfiguration' has been provided and set to bool(true)
# And: 'AtRestEncryptionConfiguration' has been provided as a struct
# And: 'EncryptionMode' in 'AtRestEncryptionConfiguration.S3EncryptionConfiguration' has been provided and set to a KMS-based encryption mode ('SSE-KMS', 'CSE-KMS')
# Proactive controls

And: 'Overrides' in 'AtRestEncryptionConfiguration.S3EncryptionConfiguration' has not been provided, or has been provided as an empty list, or list where every entry contains 'EncryptionMode' set to a KMS-based encryption mode ('SSE-KMS', 'CSE-KMS')

Then: PASS

# Constants

let EMR_SECURITY_CONFIGURATION_TYPE = "AWS::EMR::SecurityConfiguration"
let S3_KMS_ENCRYPTION_MODES = ["SSE-KMS", "CSE-KMS"]
let INPUT_DOCUMENT = this

# Assignments

let emr_securityConfigurations = Resources.*[ Type == %EMR_SECURITY_CONFIGURATION_TYPE ]

# Primary Rules

rule emr_sec_config_encryption_at_rest_s3_kms_check when is_cfn_template(%INPUT_DOCUMENT) %emr_securityConfigurations not empty {
    check(%emr_securityConfigurations.Properties)
    [CT.EMR.PR.2]: Require that an Amazon Elastic MapReduce (EMR) security configuration is configured to encrypt data at rest in Amazon S3 with an AWS KMS key
    [FIX]: In the 'EncryptionConfiguration' parameter, set 'EnableAtRestEncryption' to true, and provide an 'AtRestEncryptionConfiguration' configuration, with 'EncryptionMode' set to 'SSE-KMS' or 'CSE-KMS'.
    >>
    }

rule emr_sec_config_encryption_at_rest_s3_kms_check when is_cfn_hook(%INPUT_DOCUMENT, %EMR_SECURITY_CONFIGURATION_TYPE) {
    check(%INPUT_DOCUMENT.%EMR_SECURITY_CONFIGURATION_TYPE.resourceProperties)
    [CT.EMR.PR.2]: Require that an Amazon Elastic MapReduce (EMR) security configuration is configured to encrypt data at rest in Amazon S3 with an AWS KMS key
    [FIX]: In the 'EncryptionConfiguration' parameter, set 'EnableAtRestEncryption' to true, and provide an 'AtRestEncryptionConfiguration' configuration, with 'EncryptionMode' set to 'SSE-KMS' or 'CSE-KMS'.
    >>
    }

# Parameterized Rules

rule check(emr_security_configuration) {
    %emr_security_configuration {
        SecurityConfiguration exists
        SecurityConfiguration is_struct
        SecurityConfiguration {
            # Scenario 2
            EncryptionConfiguration exists
            EncryptionConfiguration is_struct
            EncryptionConfiguration {
                # Scenario 3
                EnableAtRestEncryption exists
                EnableAtRestEncryption == true
            }
        }
    }

}
# Scenario 4
AtRestEncryptionConfiguration exists
AtRestEncryptionConfiguration is struct

# Scenarios 5, 6 and 7
AtRestEncryptionConfiguration {
S3EncryptionConfiguration exists
S3EncryptionConfiguration is struct

let s3_encryption_configuration = S3EncryptionConfiguration

%s3_encryption_configuration {
check_kms_key_configuration(this)
}

%s3_encryption_configuration [
Overrides exists
Overrides is list
Overrides not empty
] {
  Overrides[*] {
    check_kms_key_configuration(this)
  }
}
}
}
}
}
}
}
}
}

rule check_kms_key_configuration(s3_encryption_config) {

%s3_encryption_config {
EncryptionMode exists
EncryptionMode in %S3_KMS_ENCRYPTION_MODES
}
}

# Utility Rules
#
rule is_cfn_template(doc) {
%doc {
  AWSTemplateFormatVersion exists or
  Resources exists
}
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
%doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.EMR.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  KmsKey:
    Type: AWS::KMS::Key
    Properties:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
SecurityConfiguration:
  Type: AWS::EMR::SecurityConfiguration
Properties:
  SecurityConfiguration:
    EncryptionConfiguration:
      EnableInTransitEncryption: false
      EnableAtRestEncryption: false
      S3EncryptionConfiguration:
        EncryptionMode: SSE-KMS
        AwsKmsKey:
          Fn::GetAtt:
            - KmsKey
            - Arn

[CT.EMR.PR.3] Require that an Amazon Elastic MapReduce (EMR) security configuration is configured with EBS volume local disk encryption using an AWS KMS key

This control checks whether Amazon EMR security configurations are configured with local disk encryption enabled, using EBS volume encryption and AWS KMS.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EMR::SecurityConfiguration
- **AWS CloudFormation guard rule:** CT.EMR.PR.3 rule specification (p. 957)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.EMR.PR.3 rule specification (p. 957)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.EMR.PR.3 example templates (p. 959)

Explanation
For data at rest, EMR provides the option to encrypt local disk storage. The local storage consists of EC2 instance store volumes and the attached Amazon Elastic Block Store (EBS) storage, which are provisioned with your cluster. The EBS encryption option encrypts the EBS root device volume and its attached storage volumes. The EBS encryption option is available only when you specify AWS Key Management Service as your key provider. AWS Control Tower recommends using EBS encryption.

Usage considerations
• If you create a cluster in a Region where Amazon EC2 encryption of EBS volumes is enabled by default for your account, an EBS volume is encrypted even when local disk encryption is not enabled.
• With local disk encryption enabled in a security configuration, the Amazon EMR settings take precedence over the Amazon EC2 encryption-by-default settings for cluster EC2 instances.

Remediation for rule failure
In the EncryptionConfiguration parameter, set the value of EnableAtRestEncryption to true, and provide an AtRestEncryptionConfiguration configuration, containing an LocalDiskEncryptionConfiguration configuration that sets EnableEbsEncryption to true.

The examples that follow show how to implement this remediation.

Amazon EMR security configuration - Example
An Amazon EMR security configuration configured with EBS encryption using AWS KMS. The example is shown in JSON and in YAML.

JSON example

```
{
    "SecurityConfiguration": {
        "Type": "AWS::EMR::SecurityConfiguration",
        "Properties": {
            "SecurityConfiguration": {
                "EncryptionConfiguration": {
                    "EnableInTransitEncryption": false,
                    "EnableAtRestEncryption": true,
                    "AtRestEncryptionConfiguration": {
                        "LocalDiskEncryptionConfiguration": {
                            "EnableEbsEncryption": true,
                            "EncryptionKeyProviderType": "AwsKms",
                            "AwsKmsKey": "arn:aws:kms:us-west-2:123456789012:key/1234abcd-12ab-34cd-56ef-1234567890ab"
                        }
                    }
                }
            }
        }
    }
}
```

YAML example

```
security_configuration:

  encryption_configuration:

    at_rest_encryption_configuration:

      local_disk_encryption_configuration:

        enable_ebs_encryption: true
```

956
SecurityConfiguration:
  Type: AWS::EMR::SecurityConfiguration
Properties:
  SecurityConfiguration:
    EncryptionConfiguration:
      EnableInTransitEncryption: false
      EnableAtRestEncryption: true
    AtRestEncryptionConfiguration:
      LocalDiskEncryptionConfiguration:
        EnableEbsEncryption: true
        EncryptionKeyProviderType: AwsKms
        AwsKmsKey: arn:aws:kms:us-west-2:123456789012:key/1234abcd-12ab-34cd-56ef-1234567890ab

CT.EMR.PR.3 rule specification

# ###############################################################################
##       Rule Specification        ##
###############################################################################
#
# Rule Identifier:
#   emr_sec_config_ebs_encryption_check
#
# Description:
#   This control checks whether Amazon EMR security configurations are configured with
#   local disk encryption enabled, using EBS volume encryption and AWS KMS.
#
# Reports on:
#   AWS::EMR::SecurityConfiguration
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#             And: The input document does not contain any EMR security configuration resources
#             Then: SKIP
#   Scenario: 2
#     Given: The input document contains an EMR security configuration resource
#             And: 'EncryptionConfiguration' in 'SecurityConfiguration' has not been provided
#             Then: FAIL
#   Scenario: 3
#     Given: The input document contains an EMR security configuration resource
#             And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a
#                struct
#             And: 'EnableAtRestEncryption' in 'EncryptionConfiguration' has not been provided
#             or has been provided and set to a value other than bool(true)
#             Then: FAIL
#   Scenario: 4
#     Given: The input document contains an EMR security configuration resource
#             And: The input document contains an EMR security configuration resource
#             And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a
#                struct
#             Then: FAIL
And: The input document contains an EMR security configuration resource
And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a struct
And: 'EnableAtRestEncryption' in 'EncryptionConfiguration' has been provided and set to bool(true)
And: 'AtRestEncryptionConfiguration' has not been provided
Then: FAIL

Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an EMR security configuration resource
And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a struct
And: 'EnableAtRestEncryption' in 'EncryptionConfiguration' has been provided and set to bool(true)
And: 'AtRestEncryptionConfiguration' has been provided as a struct
And: 'EnableEbsEncryption' in 'AtRestEncryptionConfiguration.LocalDiskEncryptionConfiguration'
has not been provided or has been provided and set to a value other than bool(true)
Then: FAIL

Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an EMR security configuration resource
And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a struct
And: 'EnableAtRestEncryption' in 'EncryptionConfiguration' has been provided and set to bool(true)
And: 'AtRestEncryptionConfiguration' has been provided as a struct
And: 'EnableEbsEncryption' in 'AtRestEncryptionConfiguration.LocalDiskEncryptionConfiguration'
has not been provided and set to bool(true)
Then: PASS

# Constants
let EMR_SECURITY_CONFIGURATION_TYPE = "AWS::EMR::SecurityConfiguration"
let INPUT_DOCUMENT = this

# Assignments
let emr_security_configurations = Resources.*[ Type == %EMR_SECURITY_CONFIGURATION_TYPE ]

# Primary Rules
rule emr_sec_config_ebs_encryption_check when is_cfn_template(%INPUT_DOCUMENT) {
  check(%emr_security_configurations.Properties)
  <<
  [CT.EMR.PR.3]: Require that an Amazon Elastic MapReduce (EMR) security configuration is configured with EBS volume local disk encryption using an AWS KMS key
  [FIX]: In the 'EncryptionConfiguration' parameter, set the value of 'EnableAtRestEncryption' to true, and provide an 'AtRestEncryptionConfiguration' configuration, containing an 'LocalDiskEncryptionConfiguration' configuration that sets 'EnableEbsEncryption' to true.
  >>
}

rule emr_sec_config_ebs_encryption_check when is_cfn_hook(%INPUT_DOCUMENT, %EMR_SECURITY_CONFIGURATION_TYPE) {
  check(%INPUT_DOCUMENT.%EMR_SECURITY_CONFIGURATION_TYPE.resourceProperties)
  <<
}
[CT.EMR.PR.3]: Require that an Amazon Elastic MapReduce (EMR) security configuration is configured with EBS volume local disk encryption using an AWS KMS key

[FIX]: In the 'EncryptionConfiguration' parameter, set the value of 'EnableAtRestEncryption' to true, and provide an 'AtRestEncryptionConfiguration' configuration, containing an 'LocalDiskEncryptionConfiguration' configuration that sets 'EnableEbsEncryption' to true.

```}
```

# Parameterized Rules
#
rule check(emr_security_configuration) {
  %emr_security_configuration {  
    SecurityConfiguration exists  
    SecurityConfiguration is_struct  
      SecurityConfiguration {  
        # Scenario 2  
        EncryptionConfiguration exists  
        EncryptionConfiguration is_struct  
          EncryptionConfiguration {  
            # Scenario 3  
            EnableAtRestEncryption exists  
            EnableAtRestEncryption == true  
            # Scenario 4  
            AtRestEncryptionConfiguration exists  
            AtRestEncryptionConfiguration is_struct  
              AtRestEncryptionConfiguration {  
                LocalDiskEncryptionConfiguration exists  
                LocalDiskEncryptionConfiguration is_struct  
                  LocalDiskEncryptionConfiguration {  
                    EnableEbsEncryption exists  
                    EnableEbsEncryption == true  
                  }  
                }  
            }  
          }  
      }  
  }
}
```

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {  
    AWSTemplateFormatVersion exists  
    Resources exists  
  }
}
```

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists  
}
```

CT.EMR.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.
PASS Example - Use this template to verify a compliant resource creation.

Resources:
KmsKey:
  Type: AWS::KMS::Key
  Properties:
    KeyPolicy:
      Version: 2012-10-17
      Id: example-key-policy
      Statement:
        - Sid: Enable IAM User Permissions
          Effect: Allow
          Principal:
            AWS:
              Fn::Sub: arn:${AWS::Partition}:iam::${AWS::AccountId}:root
          Action: kms:*
          Resource: "*"
    SecurityConfiguration:
      Type: AWS::EMR::SecurityConfiguration
      Properties:
        EncryptionConfiguration:
          EnableInTransitEncryption: false
          EnableAtRestEncryption: true
        AtRestEncryptionConfiguration:
          LocalDiskEncryptionConfiguration:
            EnableEbsEncryption: true
          EncryptionKeyProviderType: AwsKms
          AwsKmsKey:
            Fn::GetAtt:
              - KmsKey
              - Arn

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
SecurityConfiguration:
  Type: AWS::EMR::SecurityConfiguration
  Properties:
    SecurityConfiguration:
      EncryptionConfiguration:
        EnableInTransitEncryption: false
        EnableAtRestEncryption: false

[CT.EMR.PR.4] Require that an Amazon Elastic MapReduce (EMR) security configuration is configured to encrypt data in transit

This control checks whether an Amazon EMR security configuration is configured to require encryption in transit.

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::EMR::SecurityConfiguration
Proactive controls

• **AWS CloudFormation guard rule**: CT.EMR.PR.4 rule specification (p. 962)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see: CT.EMR.PR.4 rule specification (p. 962)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.EMR.PR.4 example templates (p. 965)

**Explanation**

For data in transit, EMR security configurations provide you two options. You can create PEM certificates, zip them in a file, and reference them from Amazon S3, or you can implement a certificate custom provider in Java and specify the S3 path to the JAR. In either case, EMR downloads artifacts to each node in the cluster automatically, and later uses them to implement open-source, in-transit encryption features. For more information on how these certificates are used with different big data technologies, see Amazon EMR documentation.

**Usage considerations**

- Several encryption mechanisms are associated with in-transit encryption. These mechanisms are open-source features, they are application-specific, and they may vary by Amazon EMR release. For more information, see Encryption in transit in the Amazon EMR Management Guide.

**Remediation for rule failure**

In the EncryptionConfiguration parameter, set the EnableInTransitEncryption parameter to true, and provide an InTransitEncryptionConfiguration configuration.

The examples that follow show how to implement this remediation.

**Amazon EMR security configuration - Example**

An Amazon EMR security configuration configured to require encryption of data in transit. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "SecurityConfiguration": {
        "Type": "AWS::EMR::SecurityConfiguration",
        "Properties": {
            "SecurityConfiguration": {
                "EncryptionConfiguration": {
                    "EnableAtRestEncryption": false,
                    "EnableInTransitEncryption": true,
                    "InTransitEncryptionConfiguration": {
                        "TLSCertificateConfiguration": {
                            "CertificateProviderType": "PEM",
                            "S3Object": "s3://MyConfigStore/artifacts/MyCerts.zip"
                        }
                    }
                }
            }
        }
    }
}
```
YAML example

```yaml
SecurityConfiguration:
  Type: AWS::EMR::SecurityConfiguration
  Properties:
    SecurityConfiguration:
      EncryptionConfiguration:
        EnableAtRestEncryption: false
        EnableInTransitEncryption: true
        InTransitEncryptionConfiguration:
          TLSCertificateConfiguration:
            CertificateProviderType: PEM
            S3Object: s3://MyConfigStore/artifacts/MyCerts.zip
```

CT.EMR.PR.4 rule specification

```yaml
# Rule Identifier:
#   emr_sec_config_encryption_in_transit_check
#
# Description:
#   This control checks whether an Amazon EMR security configuration is configured to require encryption in transit.
#
# Reports on:
#   AWS::EMR::SecurityConfiguration
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any EMR security configuration resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an EMR security configuration resource
#     And: 'EncryptionConfiguration' in 'SecurityConfiguration' has not been provided
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an EMR security configuration resource
#     And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a struct
#     And: 'EnableInTransitEncryption' in 'EncryptionConfiguration' has not been provided or has been provided and set to a value other than bool(true)
#     Then: FAIL
```
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an EMR security configuration resource
# And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a struct
# And: 'EnableInTransitEncryption' in 'EncryptionConfiguration' has been provided and set to bool(true)
# And: 'InTransitEncryptionConfiguration' has not been provided
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an EMR security configuration resource
# And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a struct
# And: 'EnableInTransitEncryption' in 'EncryptionConfiguration' has been provided and set to bool(true)
# And: 'InTransitEncryptionConfiguration' has been provided as a struct
# And: 'CertificateProviderType' in 'InTransitEncryptionConfiguration.TLSCertificateConfiguration'
# has not been provided or has been provided and set to an empty string
# Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an EMR security configuration resource
# And: 'EncryptionConfiguration' in 'SecurityConfiguration' has been provided as a struct
# And: 'EnableInTransitEncryption' in 'EncryptionConfiguration' has been provided and set to bool(true)
# And: 'InTransitEncryptionConfiguration' has been provided as a struct
# And: 'CertificateProviderType' in 'InTransitEncryptionConfiguration.TLSCertificateConfiguration'
# has been provided and set to a non-empty string
# Then: PASS

# Constants
# let EMR_SECURITY_CONFIGURATION_TYPE = "AWS::EMR::SecurityConfiguration"
let INPUT_DOCUMENT = this

# Assignments
# let emr_security_configurations = Resources.*[ Type == %EMR_SECURITY_CONFIGURATION_TYPE ]

# Primary Rules
# rule emr_sec_config_encryption_in_transit_check when is_cfn_template(%INPUT_DOCUMENT)
# %emr_security_configurations not empty
#
#   check(%emr_security_configurations.Properties)
#   <<
#   [CT.EMR.PR.4]: Require that an Amazon Elastic MapReduce (EMR) security configuration is configured to encrypt data in transit
#   [FIX]: In the 'EncryptionConfiguration' parameter, set the 'EnableInTransitEncryption' parameter to true, and provide an 'InTransitEncryptionConfiguration' configuration.
#   >>
# }
rule emr_sec_config_encryption_in_transit_check when is_cfn_hook(%INPUT_DOCUMENT,
%EMR_SECURITY_CONFIGURATION_TYPE) {
check(%INPUT_DOCUMENT.%EMR_SECURITY_CONFIGURATION_TYPE.resourceProperties)
<<
[CT.EMR.PR.4]: Require that an Amazon Elastic MapReduce (EMR) security configuration is configured to encrypt data in transit
[FIX]: In the 'EncryptionConfiguration' parameter, set the 'EnableInTransitEncryption' parameter to true, and provide an 'InTransitEncryptionConfiguration' configuration.
>>

# Parameterized Rules

# rule check(emr_security_configuration) {
%emr_security_configuration {
  SecurityConfiguration exists
  SecurityConfiguration is_struct

  SecurityConfiguration {
  # Scenario 2
  EncryptionConfiguration exists
  EncryptionConfiguration is_struct

  EncryptionConfiguration {
  # Scenario 3
  EnableInTransitEncryption exists
  EnableInTransitEncryption == true

  # Scenario 4
  InTransitEncryptionConfiguration exists
  InTransitEncryptionConfiguration is_struct

  # Scenarios 5 and 6
  InTransitEncryptionConfiguration {
  TLSCertificateConfiguration exists
  TLSCertificateConfiguration is_struct

  TLSCertificateConfiguration {
  CertificateProviderType exists
  check_is_string_and_not_empty(CertificateProviderType)
  }
  }
  }
  }
}

# Utility Rules

# rule is_cfn_template(doc) {
%doc {
  AWSTemplateFormatVersion exists  or
  Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
%doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_is_string_and_not_empty(value) {
%value {
  this is_string
  this != \A\s*\z/
  }
}
CT.EMR.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
SecurityConfiguration:
  Type: AWS::EMR::SecurityConfiguration
  Properties:
    SecurityConfiguration:
      EncryptionConfiguration:
        EnableAtRestEncryption: false
        EnableIn TransitEncryption: true
        In TransitEncryptionConfiguration:
          TLSCertificateConfiguration:
            CertificateProviderType: PEM
            S3Object: s3://MyConfigStore/artifacts/MyCerts.zip

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
SecurityConfiguration:
  Type: AWS::EMR::SecurityConfiguration
  Properties:
    SecurityConfiguration:
      EncryptionConfiguration:
        EnableInTransitEncryption: false
        EnableAtRestEncryption: false

AWS Glue controls

Topics
- [CT.GLUE.PR.1] Require an AWS Glue job to have an associated security configuration (p. 965)

[CT.GLUE.PR.1] Require an AWS Glue job to have an associated security configuration

This control checks whether an AWS Glue job has an associated security configuration.

- Control objective: Encrypt data at rest
- Implementation: AWS CloudFormation guard rule
- Control behavior: Proactive
- Resource types: AWS::Glue::Job
- AWS CloudFormation guard rule: CT.GLUE.PR.1 rule specification (p. 967)

Details and examples
Proactive controls

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.GLUE.PR.1 rule specification](p. 967)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.GLUE.PR.1 example templates](p. 969)

Explanation

In AWS Glue, a security configuration contains the properties that are needed when you write encrypted data. Security configurations for an AWS Glue job must be configured to specify how the data is encrypted at the Amazon S3 target. Encryption helps protect the data from unauthorized access and exposure.

Remediation for rule failure

Set the `SecurityConfiguration` parameter to the name of an AWS Glue security configuration.

The examples that follow show how to implement this remediation.

**AWS Glue job - Example**

An AWS Glue job configured with an associated security configuration. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "GlueJob": {
        "Type": "AWS::Glue::Job",
        "Properties": {
            "Command": {
                "Name": "glueetl",
                "ScriptLocation": "s3://example-glue-script-bucket/scripts"
            },
            "Name": "sample-glue-job",
            "Role": {
                "Ref": "IAMRole"
            },
            "GlueVersion": "2.0",
            "SecurityConfiguration": {
                "Ref": "GlueSecurityConfig"
            }
        }
    }
}
```

**YAML example**

```yaml
GlueJob:
  Type: AWS::Glue::Job
  Properties:
    Command:
      Name: glueetl
      ScriptLocation: s3://example-glue-script-bucket/scripts
    Name: sample-glue-job
    Role: !Ref 'IAMRole'
    GlueVersion: '2.0'
    SecurityConfiguration: !Ref 'GlueSecurityConfig'
```
CT.GLUE.PR.1 rule specification

```
# ###################################
##       Rule Specification        
####################################
#
# Rule Identifier:
#   glue_job_security_config_check
#
# Description:
#   This control checks whether an AWS Glue job has an associated security configuration.
#
# Reports on:
#   AWS::Glue::Job
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any AWS Glue job resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an AWS Glue job resource
#     And: 'SecurityConfiguration' has not been provided
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an AWS Glue job resource
#     And: 'SecurityConfiguration' has been provided as an empty string or invalid local reference
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation Hook Document
#     And: The input document contains an AWS Glue job resource
#     And: 'SecurityConfiguration' has been provided as a non-empty string or valid local reference to an AWS Glue security configuration resource
#     Then: PASS
#
# Constants
#
let INPUT_DOCUMENT = this
let GLUE_JOB_TYPE = "AWS::Glue::Job"

# Assignments
#
let glue_jobs = Resources.*[ Type == %GLUE_JOB_TYPE ]
```

967
rule glue_job_security_config_check when is_cfn_template(%INPUT_DOCUMENT) {
  %glue_jobs not empty {
    <<
    [CT.GLUE.PR.1]: Require an AWS Glue job to have an associated security configuration
    [FIX]: Set the 'SecurityConfiguration' parameter to the name of an AWS Glue security configuration.
    >>
  }
}

rule glue_job_security_config_check when is_cfn_hook(%INPUT_DOCUMENT, %GLUE_JOB_TYPE) {
  check(%INPUT_DOCUMENT.%GLUE_JOB_TYPE.resourceProperties)
  <<
  [CT.GLUE.PR.1]: Require an AWS Glue job to have an associated security configuration
  [FIX]: Set the 'SecurityConfiguration' parameter to the name of an AWS Glue security configuration.
  >>
}

# Parameterized Rules
#
rule check(glue_job) {
  %glue_job{
    # Scenario 2
    SecurityConfiguration exists
    # Scenario 3 and 4
    check_is_string_and_not_empty(SecurityConfiguration) or
    check_local_references(%INPUT_DOCUMENT, SecurityConfiguration, "AWS::Glue::SecurityConfiguration")
  }
}

# Utility Rules
#
rule check_is_string_and_not_empty(value) {
  %value {
    this is_string
    this != /\A\s*\z/
  }
}

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_local_references(doc, reference_properties, referenced_RESOURCE_TYPE) {
  %reference_properties {
    'Fn::GetAtt' {
      query_for_resource(%doc, this[0], %referenced_RESOURCE_TYPE)
      <<Local Stack reference was invalid>>
    } or Ref {
      query_for_resource(%doc, this, %referenced_RESOURCE_TYPE)
      <<Local Stack reference was invalid>>
    }
  }
}
You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```yaml
Resources:
  IAMRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: "2012-10-17"
        Statement:
          - Effect: "Allow"
            Principal:
              Service:
                - "glue.amazonaws.com"
            Action:
              - "sts:AssumeRole"
            Path: "/"
  Key:
    Type: AWS::KMS::Key
    Properties:
      KeyPolicy:
        Version: 2012-10-17
        Id: example-policy
        Statement:
          - Sid: Enable IAM User Permissions
            Effect: Allow
            Principal:
              AWS:
                Fn::Sub: arn:${AWS::Partition}:iam::${AWS::AccountId}:root
            Action: kms:*
            Resource: '*'
            KeySpec: SYMMETRIC_DEFAULT
            EnableKeyRotation: true
  GlueSecurityConfig:
    Type: AWS::Glue::SecurityConfiguration
    Properties:
      Name:
        Fn::Sub: ${AWS::StackName}-example
      EncryptionConfiguration:
        SSEEncryptions:
          - KmsKeyArn:
              Fn::GetAtt: [Key, Arn]
          SSEEncryptionMode: SSE-KMS
  GlueJob:
    Type: AWS::Glue::Job
    Properties:
      Command:
```

CT.GLUE.PR.1 example templates
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
IAMRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: "2012-10-17"
      Statement:
        - Effect: "Allow"
          Principal:
            Service:
              - "glue.amazonaws.com"
          Action:
            - "sts:AssumeRole"
          Path: "/

GlueJob:
  Type: AWS::Glue::Job
  Properties:
    Command:
      Name: glueetl
      ScriptLocation: "s3://example-glue-script-bucket/scripts"
    Name:
      Fn::Sub: ${AWS::StackName}-example
    Role:
      Ref: IAMRole
    GlueVersion: "2.0"

Amazon GuardDuty controls

Topics
- [CT.GUARDDUTY.PR.1] Require an Amazon GuardDuty detector to have Amazon S3 protection activated (p. 970)

[CT.GUARDDUTY.PR.1] Require an Amazon GuardDuty detector to have Amazon S3 protection activated

This control checks whether Amazon S3 protection is enabled on an Amazon GuardDuty detector.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::GuardDuty::Detector
- **AWS CloudFormation guard rule:** [CT.GUARDDUTY.PR.1 rule specification (p. 972)]
Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: 
  CT.GUARDDUTY.PR.1 rule specification (p. 972)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: 
  CT.GUARDDUTY.PR.1 example templates (p. 974)

Explanation

Amazon GuardDuty monitors threats against your Amazon S3 resources by analyzing AWS CloudTrail management events and CloudTrail S3 data events. These data sources monitor different kinds of activity. For example, CloudTrail management events for S3 include operations that list or configure S3 buckets, such as ListBuckets, DeleteBuckets, and PutBucketReplication. Examples of data events for S3 include object-level API operations, such as GetObject, ListObjects, DeleteObject, and PutObject.

Amazon GuardDuty monitoring of AWS CloudTrail management events is on by default for all accounts that have enabled GuardDuty, and it is not configurable. Amazon S3 data event logs are a configurable data source in GuardDuty.

AWS Control Tower recommends that you enable Amazon S3 protection in GuardDuty. If the feature is not enabled, GuardDuty cannot fully monitor or generate findings for suspicious access to data stored in your Amazon S3 buckets.

Remediation for rule failure

Set DataSources.S3Logs to true.

The examples that follow show how to implement this remediation.

GuardDuty Detector - Example

Amazon GuardDuty detector with Amazon S3 protection enabled. The example is shown in JSON and in YAML.

JSON example

```
{
    "GuardDutyDetector": {
        "Type": "AWS::GuardDuty::Detector",
        "Properties": {
            "Enable": true,
            "DataSources": {
                "S3Logs": {
                    "Enable": true
                }
            }
        }
    }
}
```

YAML example

```
GuardDutyDetector:
  Type: AWS::GuardDuty::Detector
  Properties:
```
AWS Control Tower User Guide
Proactive controls
Enable: true
DataSources:
S3Logs:
Enable: true

CT.GUARDDUTY.PR.1 rule speciﬁcation

# ###################################
##
Rule Specification
##
#####################################
#
# Rule Identifier:
#
guardduty_s3_protection_enabled_check
#
# Description:
#
Checks if Amazon S3 protection is enabled on an Amazon GuardDuty detector.
#
# Reports on:
#
AWS::GuardDuty::Detector
#
# Evaluates:
#
AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#
None
#
# Scenarios:
#
Scenario: 1
#
Given: The input document is an AWS CloudFormation or CloudFormation hook document
#
And: The input document does not contain any Amazon GuardDuty detector resources
#
Then: SKIP
#
Scenario: 2
#
Given: The input document is an AWS CloudFormation or CloudFormation hook document
#
And: The input document contains a GuardDuty detector resource
#
And: 'Enable' has not been specified or specified with value is bool(false)
#
Then: FAIL
#
Scenario: 3
#
Given: The input document is an AWS CloudFormation or CloudFormation hook document
#
And: The input document contains a GuardDuty detector resource
#
And: 'Enable' is specified with a value of bool(true)
#
And: 'DataSources.S3Logs' has not been specified
#
Then: FAIL
#
Scenario: 4
#
Given: The input document is an AWS CloudFormation or CloudFormation hook document
#
And: The input document contains a GuardDuty detector resource
#
And: 'Enable' is specified and value is bool(true)
#
And: 'DataSources.S3Logs' has been specified
#
And: 'Enable' has not been specified within 'S3Logs' or has been specified with a
value of bool(false)
#
Then: FAIL
#
Scenario: 5
#
Given: The input document is an AWS CloudFormation or CloudFormation hook document
#
And: The input document contains a GuardDuty detector resource
#
And: 'Enable' is specified and value is bool(true)
#
And: 'DataSources.S3Logs' has been specified
#
And: 'Enable' has been specified within 'S3Logs' with a value of bool(true)
#
Then: PASS
#
# Constants
#
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let GUARDDUTY_DETECTOR_TYPE = "AWS::GuardDuty::Detector"
let INPUT_DOCUMENT = this

# # Assignments
# let guardduty_detectors = Resources.[ Type == %GUARDDUTY_DETECTOR_TYPE ]

# # Primary Rules
# rule guardduty_s3_protection_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%guardduty_detectors not empty {
    check(%guardduty_detectors.Properties)
    <<
        [CT.GUARDDUTY.PR.1]: Require an Amazon GuardDuty detector to have Amazon S3 protection activated
        [FIX]: Set 'DataSources.S3Logs' to true.
    >>
}

rule guardduty_s3_protection_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %GUARDDUTY_DETECTOR_TYPE) {
    check(%INPUT_DOCUMENT.%GUARDDUTY_DETECTOR_TYPE.resourceProperties)
    <<
        [CT.GUARDDUTY.PR.1]: Require an Amazon GuardDuty detector to have Amazon S3 protection activated
        [FIX]: Set 'DataSources.S3Logs' to true.
    >>
}

# # Parameterized Rules
# rule check(guardduty_detector) {
%guardduty_detector {
    # Scenario: 2
    Enable exists
   Enable == true
    # Scenario: 3
    DataSources exists
    DataSources is_struct
    DataSources {
        # Scenario: 4 and 5
        S3Logs exists
        S3Logs is_struct
        S3Logs {
            Enable exists
            Enable == true
        }
    }
}
}

# # Utility Rules
# # rule is_cfn_template(doc) {
%doc {
    AWSTemplateFormatVersion exists or
    Resources exists
}
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
CT.GUARDDUTY.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
GuardDutyDetector:
  Type: AWS::GuardDuty::Detector
  Properties:
    Enable: true
    DataSources:
      S3Logs:
        Enable: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
GuardDutyDetector:
  Type: AWS::GuardDuty::Detector
  Properties:
    Enable: true
    DataSources:
      S3Logs:
        Enable: false

AWS Identity and Access Management (IAM) controls

Topics

- [CT.IAM.PR.1] Require that an AWS Identity and Access Management (IAM) inline policy does not have a statement that includes "*" in the Action and Resource elements (p. 974)
- [CT.IAM.PR.2] Require that AWS Identity and Access Management (IAM) customer-managed policies do not contain a statement that includes "*" in the Action and Resource elements (p. 983)
- [CT.IAM.PR.3] Require that AWS Identity and Access Management (IAM) customer-managed policies do not have wildcard service actions (p. 988)
- [CT.IAM.PR.4] Require that an AWS Identity and Access Management (IAM) user does not have an inline or managed policy attached (p. 994)
- [CT.IAM.PR.5] Require that AWS Identity and Access Management (IAM) inline policies do not have wildcard service actions (p. 1000)

[CT.IAM.PR.1] Require that an AWS Identity and Access Management (IAM) inline policy does not have a statement that includes "*" in the Action and Resource elements

This control checks that AWS Identity and Access Management (IAM) inline policies do not include Effect: Allow with Action: * over Resource: *.
• **Control objective:** Enforce least privilege
• **Implementation:** AWS CloudFormation Guard Rule
• **Control behavior:** Proactive
• **Resource types:** AWS::IAM::Policy, AWS::IAM::Role, AWS::IAM::User, AWS::IAM::Group
• **AWS CloudFormation guard rule:** [CT.IAM.PR.1 rule specification (p. 977)](#)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.IAM.PR.1 rule specification (p. 977)](#)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.IAM.PR.1 example templates (p. 982)](#)

**Explanation**

IAM policies define a set of privileges that are granted to users, groups, or roles. In alignment with industry-standard security advice, AWS recommends that your policies grant least privilege, which means to grant only the permissions that are required to perform a task. When you provide full administrative privileges instead of the minimum set of permissions that the user requires, you may expose the resources to unwanted actions.

Instead of allowing full administrative privileges, determine the specific actions that your users must carry out, and then craft policies that let the users perform only those tasks. It is more secure to start with a minimum set of permissions and grant additional permissions when necessary. Do not start with lenient permissions and try to tighten them later.

Remove IAM policies that have a statement with Effect: Allow that permit Action: * over Resource: *.

**Usage considerations**

- This control applies only to IAM inline policies with statements that contain an Effect of Allow and that contain both the Action and the Resource element.

**Remediation for rule failure**

Remove IAM inline policy statements with Effect: Allow that permit Action: * over Resource: *.

The examples that follow show how to implement this remediation.

**IAM Policy - Example One**

IAM inline policy configured to allow retrieval of objects from an Amazon S3 bucket. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "IAMPolicy": {
    "Type": "AWS::IAM::Policy",
    "Properties": {
      "PolicyName": "sample-inline-policy",
      "Roles": [
        { "Ref": "IAMRole"
      ]
    }
  }
}
```
YAML example

IAMPolicy:
  Type: AWS::IAM::Policy
  Properties:
    PolicyName: sample-inline-policy
    Roles:
      - !Ref 'IAMRole'
    PolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Action:
            - s3:GetObject
          Resource:
            - arn:aws:s3:::samplebucket/*

The examples that follow show how to implement this remediation.

IAM Role - Example Two

IAM role configured with an inline policy allowing retrieval of objects from an Amazon S3 bucket. The example is shown in JSON and in YAML.

JSON example

[  
  "IAMRole": {  
    "Type": "AWS::IAM::Role",
    "Properties": {
      "AssumeRolePolicyDocument": {
        "Version": "2012-10-17",
        "Statement": [
          {
            "Effect": "Allow",
            "Principal": {
              "AWS": {
                "Ref": "AWS::AccountId"
              }
            },
            "Action": [
              s3:GetObject
            ],
            "Resource": [
              arn:aws:s3:::samplebucket/*
            ]
          }
        ]
      }
    }
  }
]


YAML example

IAMRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            AWS: !Ref 'AWS::AccountId'
          Action:
            - sts:AssumeRole
        Policies:
          - PolicyName: sample-inline-policy
            PolicyDocument:
              Version: '2012-10-17'
              Statement:
                - Effect: Allow
                  Action:
                    - s3:GetObject
                  Resource:
                    - arn:aws:s3:::samplebucket/*

CT.IAM.PR.1 rule specification

# #-rule specification
# Rule Specification

# # Rule Name:

977
# iam_inline_policy_no_statements_with_admin_access_check

## Description:
This control checks that AWS Identity and Access Management (IAM) inline policies do not include "Effect": "Allow" with "Action": "*" over "Resource": "*".

## Reports on:
AWS::IAM::Policy, AWS::IAM::Role, AWS::IAM::User, AWS::IAM::Group

## Evaluates:
AWS CloudFormation, AWS CloudFormation hook

## Rule Parameters:
None

## Scenarios:

### Scenario: 1
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document does not contain any IAM policy, IAM role, IAM user or IAM group resources
Then: SKIP

### Scenario: 2
Given: The input document contains an IAM policy resource
And: The policy has no statements with 'Effect' set to 'Allow'
Then: SKIP

### Scenario: 3
Given: The input document contains an IAM policy resource
And: The policy has a statement with 'Effect' set to 'Allow'
And: The policy does not have both Action and resource statements
Then: SKIP

### Scenario: 4
Given: The input document contains an IAM role, IAM user or IAM group resources
And: 'Policies' is not provided or is an empty list
Then: SKIP

### Scenario: 5
Given: The input document contains an IAM role, IAM user or IAM group resources
And: 'Policies' is provided as a non-empty list
And: All IAM policy documents in 'Policies' have statements with 'Effect' set to 'Allow'
Then: SKIP

### Scenario: 6
Given: The input document contains an IAM policy resource
And: The policy has a statement with 'Effect' set to 'Allow'
And: The policy statement has one or more Action statements and one or more Resource statements
And: At least one Action statement allows all actions (Action value of '*')
And: At least one Resource statement is a wildcard representing all resources (Resource value of '*')
Then: FAIL

### Scenario: 7
Given: The input document contains an IAM role, IAM user or IAM group resources
And: 'Policies' is provided as a non-empty list
And: IAM policy document in 'Policies' has a statement with 'Effect' set to 'Allow'
# And: The policy has one or more 'Action' statements
# And: At least one Action statement allows all actions (Action value of '*')
# And: At least one Resource statement is a wildcard representing all resources
# (Resource value of '*')
# Then: FAIL
# Scenario: 8
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an IAM policy resource
# And: The policy has a statement with 'Effect' set to 'Allow'
# And: The policy has one or more Action statements and one or more Resource
# statements
# And: No Action statements allow administrator access (Action value of '*')
# And: No Resources are wildcards representing all resources (Resource value of '*')
# Then: PASS
# Scenario: 9
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an IAM role, IAM user or IAM group resources
# And: 'Policies' is provided as a non-empty list
# And: IAM policy document in 'Policies' has a statement with 'Effect' set to 'Allow'
# And: The policy has one or more 'Action' statements
# And: No Action statements allow administrator access (Action value of '*')
# And: No Resources are wildcards representing all resources (Resource value of '*')
# Then: PASS

# Constants

let AWS_IAM_POLICY_TYPE = "AWS::IAM::Policy"
let AWS_IAM_ROLE_TYPE = "AWS::IAM::Role"
let AWS_IAM_USER_TYPE = "AWS::IAM::User"
let AWS_IAM_GROUP_TYPE = "AWS::IAM::Group"
let INPUT_DOCUMENT = this

# Assignments

let iam_policies = Resources.*[ Type == %AWS_IAM_POLICY_TYPE ]
let iam_principals = Resources.*[
  Type == %AWS_IAM_ROLE_TYPE or
  Type == %AWS_IAM_USER_TYPE or
  Type == %AWS_IAM_GROUP_TYPE
]

# Primary Rules

rule iam_inline_policy_no_statements_with_admin_access_check when
  is_cfn_template(%INPUT_DOCUMENT)
  %iam_policies not empty {
    check_policy(%iam_policies.Properties)
    "<<
    [CT.IAM.PR.1]: Require that an AWS Identity and Access Management (IAM) inline
    policy does not have a statement that includes "*" in the Action and Resource elements
    [FIX]: Remove IAM inline policy statements with "Effect": "Allow" that permit
    "Action": "*" over "Resource": "*".
    >>"
}

rule iam_inline_policy_no_statements_with_admin_access_check when
  is_cfn_hook(%INPUT_DOCUMENT, %AWS_IAM_POLICY_TYPE) {
  check_policy(%INPUT_DOCUMENT.%AWS_IAM_POLICY_TYPE.resourceProperties)
  "<<
  [CT.IAM.PR.1]: Require that an AWS Identity and Access Management (IAM) inline
  policy does not have a statement that includes "*" in the Action and Resource elements
  [FIX]: Remove IAM inline policy statements with "Effect": "Allow" that permit
  "Action": "*" over "Resource": "*".
  >>"
[FIX]: Remove IAM inline policy statements with "Effect": "Allow" that permit 
"Action": "*" over "Resource": "*".

}]

rule iam_inline_policy_no_statements_with_admin_access_check when 
is_cfn_template(%INPUT_DOCUMENT) %iam_principals not empty 
{
  check_principal(%iam_principals.Properties)
<<<<
  [CT.IAM.PR.1]: Require that an AWS Identity and Access Management (IAM) inline 
policy does not have a statement that includes "*" in the Action and Resource elements 
  [FIX]: Remove IAM inline policy statements with "Effect": "Allow" that permit 
"Action": "*" over "Resource": "*".
<<<<
}

rule iam_inline_policy_no_statements_with_admin_access_check when 
is_cfn_hook(%INPUT_DOCUMENT, %AWS_IAM_ROLE_TYPE) 
{
  check_principal(%INPUT_DOCUMENT.%AWS_IAM_ROLE_TYPE.resourceProperties)
<<<<
  [CT.IAM.PR.1]: Require that an AWS Identity and Access Management (IAM) inline 
policy does not have a statement that includes "*" in the Action and Resource elements 
  [FIX]: Remove IAM inline policy statements with "Effect": "Allow" that permit 
"Action": "*" over "Resource": "*".
<<<<
}

rule iam_inline_policy_no_statements_with_admin_access_check when 
is_cfn_hook(%INPUT_DOCUMENT, %AWS_IAM_USER_TYPE) 
{
  check_principal(%INPUT_DOCUMENT.%AWS_IAM_USER_TYPE.resourceProperties)
<<<<
  [CT.IAM.PR.1]: Require that an AWS Identity and Access Management (IAM) inline 
policy does not have a statement that includes "*" in the Action and Resource elements 
  [FIX]: Remove IAM inline policy statements with "Effect": "Allow" that permit 
"Action": "*" over "Resource": "*".
<<<<
}

rule iam_inline_policy_no_statements_with_admin_access_check when 
is_cfn_hook(%INPUT_DOCUMENT, %AWS_IAM_GROUP_TYPE) 
{
  check_principal(%INPUT_DOCUMENT.%AWS_IAM_GROUP_TYPE.resourceProperties)
<<<<
  [CT.IAM.PR.1]: Require that an AWS Identity and Access Management (IAM) inline 
policy does not have a statement that includes "*" in the Action and Resource elements 
  [FIX]: Remove IAM inline policy statements with "Effect": "Allow" that permit 
"Action": "*" over "Resource": "*".
<<<<
}

# # Parameterized Rules
#
rule check_policy(policy) {
  %policy [
    filter_policy_document_with_statement_provided(this)
  ] {
    PolicyDocument {
      check_statement(Statement)
    }
  }
}

rule check_principal(iam_principal) {
  %iam_principal [
filter_iam_principal_with_inline_policy_provided(iam_principal) {
  Policies[*] {
    check_policy(this)
  }
}

rule check_statement(statement) {
  %statement [
    filter_allow_on_action_and_resource(statement)
  ] {
    Action exists
    Resource exists
    check_admin_access(Action, Resource)
  }
}

rule filter_allow_on_action_and_resource(statement) {
  %statement {
    Effect == "Allow"
    Action exists
    Resource exists
  }
}

rule filter_policy_document_with_statement_provided(policy) {
  %policy {
    PolicyDocument exists
    PolicyDocument is_struct
    PolicyDocument {
      Statement exists
      filter_statement_non_empty_list(Statement) or
      Statement is_struct
    }
  }
}

rule filter_iam_principal_with_inline_policy_provided(iam_principal) {
  %iam_principal {
    Policies exists
    Policies is_list
    Policies not empty
  }
}

rule filter_statement_non_empty_list(statement) {
  %statement {
    this is_list
    this not empty
  }
}

rule check_admin_access(actions, resources) {
  when some %actions[*] == "*" {
    %resources[*] != "*"
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
CT.IAM.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```
Resources:
IAMRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
      - Effect: Allow
        Principal:
          AWS:
            Ref: AWS::AccountId
        Action:
        - sts:AssumeRole
    IAMPolicy:
      Type: AWS::IAM::Policy
      Properties:
        PolicyName:
          Fn::Sub: ${AWS::StackName}-inline-policy
        Roles:
        - Ref: IAMRole
      PolicyDocument:
        Version: '2012-10-17'
        Statement:
        - Effect: Allow
          Action:
          - s3:GetObject
          Resource:
            - arn:aws:s3:::examplebucket/*
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
IAMRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
      - Effect: Allow
        Principal:
          AWS:
            Ref: AWS::AccountId
        Action:
        - sts:AssumeRole
    IAMPolicy:
```
Type: AWS::IAM::Policy
Properties:
  PolicyName:
    Fn::Sub: ${AWS::StackName}-inline-policy
Roles:
- Ref: IAMRole
PolicyDocument:
  Version: '2012-10-17'
  Statement:
    - Effect: Allow
      Action: '*'
      Resource: '*'

[CT.IAM.PR.2] Require that AWS Identity and Access Management (IAM) customer-managed policies do not contain a statement that includes "*" in the Action and Resource elements

This control checks whether AWS Identity and Access Management (IAM) customer managed policies do not include Effect: Allow with Action: * over Resource: *.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::IAM::ManagedPolicy
- **AWS CloudFormation guard rule:** [CT.IAM.PR.2 rule specification (p. 985)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.IAM.PR.2 rule specification (p. 985)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.IAM.PR.2 example templates (p. 987)]

**Explanation**

IAM policies define a set of privileges that are granted to users, groups, or roles. In alignment with industry-standard security advice, AWS recommends that your policies grant least privilege, which means to grant only the permissions that are required to perform a task. When you provide full privileges instead of the minimum set of permissions that the user requires, you may expose the resources to unwanted actions.

Instead of allowing full privileges, determine the specific actions that your users must carry out, and then craft policies that let the users perform only those tasks. It is more secure to start with a minimum set of permissions and grant additional permissions when necessary. Do not start with lenient permissions and try to tighten them later.

Remove IAM policies that have a statement with Effect: Allow that permit Action: * over Resource: *.

**Usage considerations**

- This control checks IAM customer-managed policies only. It does not check inline and AWS-managed policies.
- This control applies only to IAM inline policies with statements that contain an Effect of Allow and that contain both the Action and the Resource element.
Remediation for rule failure

Remove IAM inline policy statements with Effect: Allow that permit Action: * over Resource: *.

The examples that follow show how to implement this remediation.

IAM Managed Policy - Example

IAM managed policy configured to allow retrieval of objects from an Amazon S3 bucket. The example is shown in JSON and in YAML.

JSON example

```json
{
    "IAMManagedPolicy": {
        "Type": "AWS::IAM::ManagedPolicy",
        "Properties": {
            "Roles": [
                {
                    "Ref": "IAMRole"
                }
            ],
            "PolicyDocument": {
                "Version": "2012-10-17",
                "Statement": [
                    {
                        "Effect": "Allow",
                        "Action": [
                            "s3:GetObject"
                        ],
                        "Resource": [
                            "arn:aws:s3:::samplebucket/*"
                        ]
                    }
                ]
            }
        }
    }
}
```

YAML example

```yaml
IAMManagedPolicy:
  Type: AWS::IAM::ManagedPolicy
  Properties:
    Roles:
      - !Ref 'IAMRole'
  PolicyDocument:
    Version: '2012-10-17'
    Statement:
      - Effect: Allow
        Action:
          - s3:GetObject
        Resource:
          - arn:aws:s3:::samplebucket/*
```
CT.IAM.PR.2 rule specification

```groovy
# #############################################################################
##       Rule Specification        ##
# #############################################################################
#
# Rule Name:
#  iam_managed_policy_no_statements_with_admin_access_check
#
# Description:
#  This control checks whether AWS Identity and Access Management (IAM) customer managed
# policies do not include "Effect": "Allow" with "Action": "*" over "Resource": "*".
#
# Reports on:
#  AWS::IAM::ManagedPolicy
#
# Evaluates:
#  AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#  None
#
# Scenarios:
#  Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#            And: The input document does not contain any IAM managed policy resources
#            Then: SKIP
#  Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#            And: The input document contains an IAM managed policy resource
#            And: The policy has no statements with 'Effect' set to 'Allow'
#            Then: SKIP
#  Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#            And: The input document contains an IAM managed policy resource
#            And: The policy has a statement with 'Effect' set to 'Allow'
#            And: The policy does not have both Action and Resource statements
#            Then: SKIP
#  Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#            And: The input document contains an IAM managed policy resource
#            And: The policy has a statement with 'Effect' set to 'Allow'
#            And: The policy statement has one or more Action statements and one or more
#            Resource statements
#            And: Within a single policy statement at least one Action statement allows all
#            actions (Action value of '*')
#            And: Within the same policy statement at least one Resource statement is a wildcard
#            representing all resources (Resource value of '*')
#            Then: FAIL
#  Scenario: 5
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#            And: The input document contains an IAM managed policy resource
#            And: The policy has a statement with 'Effect' set to 'Allow'
#            And: The policy has one or more Action statements and one or more Resource
#            statements
#            And: Within a single policy statement no Action statements allow all actions
#            (Action value of '*')
#            And: Within the same policy statement no Resources are wildcards representing all
```
resources (Resource value of '**) Then: PASS

# Constants
let AWS_IAM_MANAGED_POLICY_TYPE = "AWS::IAM::ManagedPolicy"
let INPUT_DOCUMENT = this

# Assignments
let iam_managed_policies = Resources.*[ Type == %AWS_IAM_MANAGED_POLICY_TYPE ]

# Primary Rules
rule iam_managed_policy_no_statements_with_admin_access_check when is_cfn_template(%INPUT_DOCUMENT) { %iamManagedPolicies 
    check(%iamManagedPolicies.Properties)
    <<
        [CT.IAM.PR.2]: Require that AWS Identity and Access Management (IAM) customer-managed policies do not contain a statement that includes "**" in the Action and Resource elements
        [FIX]: Remove IAM inline policy statements with "Effect": "Allow" that permit "Action": "**" over "Resource": "**".
    >>
}

rule iam_managed_policy_no_statements_with_admin_access_check when is_cfn_hook(%INPUT_DOCUMENT, %AWS_IAM_MANAGED_POLICY_TYPE) { %iamManagedPolicies 
    check(%INPUT_DOCUMENT.%AWS_IAM_MANAGED_POLICY_TYPE.resourceProperties)
    <<
        [CT.IAM.PR.2]: Require that AWS Identity and Access Management (IAM) customer-managed policies do not contain a statement that includes "**" in the Action and Resource elements
        [FIX]: Remove IAM inline policy statements with "Effect": "Allow" that permit "Action": "**" over "Resource": "**".
    >>
}

# Parameterized Rules

# Parameterized Rules

rule check(policy) {
    %policy [
        filter_policy_document_with_statement_provided(this)
    ] {
        PolicyDocument {
            check_statement(Statement)
        }
    }
}

rule check_statement(statement) {
    %statement [
        filter_allow_on_action_and_resource(this)
    ] {
        Action exists
        Resource exists
        check_admin_access(Action, Resource)
    }
}
rule filter_allow_on_action_and_resource(statement) {
  %statement {
    Effect == "Allow"
    Action exists
    Resource exists
  }
}

rule filter_policy_document_with_statement_provided(policy) {
  %policy {
    PolicyDocument exists
    PolicyDocument is_struct
    PolicyDocument {
      Statement exists
      filter_statement_non_empty_list(Statement) or
      Statement is_struct
    }
  }
}

rule filter_statement_non_empty_list(statement) {
  %statement {
    this is_list
    this not empty
  }
}

rule check_admin_access(actions, resources) {
  when some %actions[*] == "*" {
    %resources[*] != "*"
  }
}

# Utility Rules
#
# is_cfn_template(doc) {
#  %doc {
#    AWSTemplateFormatVersion exists or
#    Resources exists
#  }
#}

# is_cfn_hook(doc, RESOURCE_TYPE) {
#  %doc.%RESOURCE_TYPE.resourceProperties exists
#}

**CT.IAM.PR.2 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

**Resources:**
IAMRole:
  Type: AWS::IAM::Role
Properties:
  AssumeRolePolicyDocument:
    Version: '2012-10-17'
    Statement:
      - Effect: Allow
Proactive controls

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

[CT.IAM.PR.3] Require that AWS Identity and Access Management (IAM) customer-managed policies do not have wildcard service actions

This control checks that AWS Identity and Access Management (IAM) customer-managed policies do not contain statements of Effect: Allow with Action: Service:* (for example, s3:*), for individual AWS services, and that the policies do not use the combination of NotAction with an Effect of Allow.

- Control objective: Enforce least privilege
- Implementation: AWS CloudFormation guard rule
- Control behavior: Proactive
• **Resource types**: AWS::IAM::ManagedPolicy
  
  **AWS CloudFormation guard rule**: CT.IAM.PR.3 rule specification (p. 990)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.IAM.PR.3 rule specification (p. 990)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.IAM.PR.3 example templates (p. 993)

**Explanation**

When you assign permissions to AWS services, it is important to scope the allowed IAM actions in your IAM policies. We recommend that you provision least-privilege permissions by restricting IAM policies to required actions only. Overly permissive policies can lead to privilege escalation, if the policies are attached to an IAM principal that may not require the permission.

**Usage considerations**

- This control checks IAM customer-managed policies only. It does not check inline and AWS-managed policies.
- This control applies only to IAM customer-managed policies with statements that contain an Effect of Allow with an Action or NotAction element present.

**Remediation for rule failure**

Remove statements from IAM customer-managed policies with Effect: Allow and Action: service:* or Effect: Allow and NotAction.

The examples that follow show how to implement this remediation.

**IAM Managed Policy - Example**

IAM managed policy configured to allow the Amazon S3 ListBucket action. The example is shown in JSON and in YAML.

**JSON example**

```
{
    "IAMManagedPolicy": {
        "Type": "AWS::IAM::ManagedPolicy",
        "Properties": {
            "Roles": [
                {
                    "Ref": "IAMRole"
                }
            ],
            "PolicyDocument": {
                "Version": "2012-10-17",
                "Statement": [
                    {
                        "Effect": "Allow",
                        "Action": [
                            "s3:ListBucket"
                        ],
                        "Resource": [:null]
                    }
                ]
            }
        }
    }
}
```
YAML example

IAMManagedPolicy:
Type: AWS::IAM::ManagedPolicy
Properties:
  Roles:
    - !Ref 'IAMRole'
PolicyDocument:
  Version: '2012-10-17'
  Statement:
    - Effect: Allow
      Action:
        - s3:ListBucket
      Resource:
        - '*'

CT.IAM.PR.3 rule specification

# ###################################################################
#  Rule Specification  #
# ###################################################################
#
# Rule Name:
#  iam_managed_policy_no_statements_with_full_access_check
#
# Description:
#  This control checks that AWS Identity and Access Management (IAM) customer-managed
#  policies do not contain statements of "Effect": "Allow" with "Action": "Service:*" (for
#  example, s3:*) for individual AWS services, and that the policies do not use the
#  combination of "NotAction" with an "Effect" of "Allow".
#
# Reports on:
#  AWS::IAM::ManagedPolicy
#
# Rule Parameters:
#  None
#
# Scenarios:
#  Scenario: 1
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#    And: The input document does not contain any IAM Managed Policy resources
#    Then: SKIP
#  Scenario: 2
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#    And: The input document contains an IAM Managed Policy resource
#    And: The policy has no statements with 'Effect' set to 'Allow'
#    Then: SKIP
#  Scenario: 3
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an IAM Managed Policy resource
And: The policy has a statement with 'Effect' set to 'Allow'
And: The policy has one or more 'Action' statements
And: At least one 'Action' statement allows full access to a service ('Action' has a value 'service:*')
Then: FAIL

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an IAM Managed Policy resource
And: The policy has a statement with 'Effect' set to 'Allow'
And: The policy has one or more 'NotAction' statements
Then: FAIL

Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an IAM Managed Policy resource
And: The policy has a statement with 'Effect' set to 'Allow'
And: The policy has one or more 'Action' statements
And: No 'Action' statements allow full access to a service ('Action' does not have a value 'service:*')
Then: PASS

# Constants

let AWS_IAM_MANAGED_POLICY_TYPE = "AWS::IAM::ManagedPolicy"
let WILDCARD_ACTION_PATTERN = /^[\w]*[:]*\*$/
let INPUT_DOCUMENT = this

# Assignments

let iam_managed_policies = Resources.*[ Type == %AWS_IAM_MANAGED_POLICY_TYPE ]

# Primary Rules

rule iam_managed_policy_no_statements_with_full_access_check when
is_cfn_template(%INPUT_DOCUMENT) %iam_managed_policies not empty {
    check(%iam_managed_policies.Properties)
    [CT.IAM.PR.3]: Require that AWS Identity and Access Management (IAM) customer-managed policies do not have wildcard service actions
    [FIX]: Remove statements from IAM customer-managed policies with "Effect": "Allow" and "Action": "service:*" or "Effect": "Allow" and "NotAction".
}

rule iam_managed_policy_no_statements_with_full_access_check when
is_cfn_hook(%INPUT_DOCUMENT, %AWS_IAM_MANAGED_POLICY_TYPE) {
    check(%INPUT_DOCUMENT.%AWS_IAM_MANAGED_POLICY_TYPE.resourceProperties)
    [CT.IAM.PR.3]: Require that AWS Identity and Access Management (IAM) customer-managed policies do not have wildcard service actions
    [FIX]: Remove statements from IAM customer-managed policies with "Effect": "Allow" and "Action": "service:*" or "Effect": "Allow" and "NotAction".
}

# Parameterized Rules
# rule check(policy) {
  %policy [
    filter_policy_document_with_statement_provided(this)
  ] {
    PolicyDocument {
      check_statement_no_wildcard_actions(Statement)
      check_statement_no_not_action(Statement)
    }
  }
}

rule check_statement_no_wildcard_actions(statement) {
  %statement [
    filter_allow_on_action(this)
  ] {
    Action exists
    check_no_wildcard_action(Action)
  }
}

rule check_statement_no_not_action(statement) {
  %statement [
    filter_allow(this)
  ] {
    NotAction not exists
  }
}

rule filter_allow_on_action(statement) {
  %statement {
    Effect == "Allow"
    Action exists
  }
}

rule filter_allow(statement) {
  %statement {
    Effect == "Allow"
  }
}

rule filter_policy_document_with_statement_provided(policy) {
  %policy {
    PolicyDocument exists
    PolicyDocument is_struct
    PolicyDocument {
      Statement exists
      filter_statement_non_empty_list(Statement) or
      Statement is_struct
    }
  }
}

rule filter_statement_non_empty_list(statement) {
  %statement {
    this is_list
    this not empty
  }
}

rule check_no_wildcard_action(actions) {
  %actions[*] {
    this != %WILDCARD_ACTION_PATTERN
  }
}
## Utility Rules

rule is_cfn_template(doc) {
    %doc {
    
    AWSTemplateFormatVersion exists or
    Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

### CT.IAM.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

<table>
<thead>
<tr>
<th>Resources:</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAMRole:</td>
</tr>
<tr>
<td>Type: AWS::IAM::Role</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>AssumeRolePolicyDocument:</td>
</tr>
<tr>
<td>Version: '2012-10-17'</td>
</tr>
<tr>
<td>Statement:</td>
</tr>
<tr>
<td>- Effect: Allow</td>
</tr>
<tr>
<td>Principal:</td>
</tr>
<tr>
<td>AWS:</td>
</tr>
<tr>
<td>Ref: AWS::AccountId</td>
</tr>
<tr>
<td>Action:</td>
</tr>
<tr>
<td>- sts:AssumeRole</td>
</tr>
<tr>
<td>IAMManagedPolicy:</td>
</tr>
<tr>
<td>Type: AWS::IAM::ManagedPolicy</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>Roles:</td>
</tr>
<tr>
<td>- Ref: IAMRole</td>
</tr>
<tr>
<td>PolicyDocument:</td>
</tr>
<tr>
<td>Version: '2012-10-17'</td>
</tr>
<tr>
<td>Statement:</td>
</tr>
<tr>
<td>- Effect: Allow</td>
</tr>
<tr>
<td>Action:</td>
</tr>
<tr>
<td>- s3:ListBucket</td>
</tr>
<tr>
<td>Resource:</td>
</tr>
<tr>
<td>- '***'</td>
</tr>
</tbody>
</table>

**FAIL Example** - Use this template to verify that the control prevents non-compliant resource creation.

<table>
<thead>
<tr>
<th>Resources:</th>
</tr>
</thead>
<tbody>
<tr>
<td>IAMRole:</td>
</tr>
<tr>
<td>Type: AWS::IAM::Role</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>AssumeRolePolicyDocument:</td>
</tr>
<tr>
<td>Version: '2012-10-17'</td>
</tr>
<tr>
<td>Statement:</td>
</tr>
</tbody>
</table>
[CT.IAM.PR.4] Require that an AWS Identity and Access Management (IAM) user does not have an inline or managed policy attached

This control checks whether your AWS Identity and Access Management (IAM) user has inline or managed (AWS and customer) policies directly attached. Instead, IAM users should inherit permissions from IAM groups or roles.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::IAM::User, AWS::IAM::Policy, AWS::IAM::ManagedPolicy
- **AWS CloudFormation guard rule:** [CT.IAM.PR.4 rule specification (p. 996)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.IAM.PR.4 rule specification (p. 996)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.IAM.PR.4 example templates (p. 999)]

**Explanation**

By default, IAM users, groups, and roles have no access to AWS resources. IAM policies grant privileges to users, groups, or roles. We recommend that you apply IAM policies directly to groups and roles, but not to users. As the number of users grows, assigning privileges at the group or role level reduces the complexity of access management. Reducing access management complexity may in turn reduce the opportunity for a principal to receive or retain excessive privileges inadvertently.

**Remediation for rule failure**

Configure IAM users to inherit permissions from IAM groups.

The examples that follow show how to implement this remediation.

**IAM User - Example**

IAM user configured with no IAM policy or managed policy attachments. The example is shown in JSON and in YAML:
The examples that follow show how to implement this remediation.

**IAM Policy - Example**

IAM policy configured with no IAM user associations. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "IAMPolicy": {
        "Type": "AWS::IAM::Policy",
        "Properties": {
            "PolicyDocument": {
                "Version": "2012-10-17",
                "Statement": [
                    {
                        "Effect": "Allow",
                        "Action": [
                            "cloudformation:DescribeStacks"
                        ],
                        "Resource": "*"
                    }
                ],
                "PolicyName": "sample-policy",
                "Roles": [
                    {
                        "Ref": "IAMRole"
                    }
                ]
            }
        }
    }
}
```

**YAML example**

```yaml
IAMPolicy:
  Type: AWS::IAM::Policy
  Properties:
    PolicyDocument:
```

995
The examples that follow show how to implement this remediation.

**IAM Managed Policy - Example**

IAM managed policy configured with no IAM user associations. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "IAMManagedPolicy": {
        "Type": "AWS::IAM::ManagedPolicy",
        "Properties": {
            "PolicyDocument": {
                "Version": "2012-10-17",
                "Statement": [
                    {
                        "Effect": "Allow",
                        "Action": [
                            "cloudformation:DescribeStacks"
                        ],
                        "Resource": "*"
                    }
                ]
            }
        }
    }
}
```

**YAML example**

```yaml
IAMManagedPolicy:
  Type: AWS::IAM::ManagedPolicy
  Properties:
    PolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Action:
            - cloudformation:DescribeStacks
          Resource: "*"
```

**CT.IAM.PR.4 rule specification**
# Proactive controls

## Rule Specification

### Rule Identifier:
- `iam_user_no_policies_check`

### Description:
This control checks whether your AWS Identity and Access Management (IAM) user has inline or managed (AWS and customer) policies directly attached. Instead, IAM users should inherit permissions from IAM groups or roles.

### Reports on:
- `AWS::IAM::User`, `AWS::IAM::Policy`, `AWS::IAM::ManagedPolicy`

### Evaluates:
- AWS CloudFormation, AWS CloudFormation hook

### Rule Parameters:
- None

### Scenarios:
1. **Scenario: 1**
   - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   - And: The input document does not contain any IAM user, policy or managed policy resources
   - Then: SKIP
2. **Scenario: 2**
   - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   - And: The input document contains an IAM user resource
   - And: 'Policies' or 'ManagedPolicyArns' have been specified as a non-empty list
   - Then: FAIL
3. **Scenario: 3**
   - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   - And: The input document contains an IAM policy or managed policy resource
   - And: 'Users' has been specified and is a non-empty list
   - Then: FAIL
4. **Scenario: 4**
   - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   - And: The input document contains an IAM user resource
   - And: 'Policies' has not been specified or is an empty list
   - And: 'ManagedPolicyArns' has not been specified or is an empty list
   - Then: PASS
5. **Scenario: 5**
   - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   - And: The input document contains an IAM policy or managed policy resource
   - And: 'Users' has not been specified or is an empty list
   - Then: PASS

### Constants

```javascript
let IAM_USER_TYPE = "AWS::IAM::User"
let IAM_POLICY_TYPE = "AWS::IAM::Policy"
let IAM_MANAGED_POLICY_TYPE = "AWS::IAM::ManagedPolicy"
let INPUT_DOCUMENT = this
```

### Assignments

```javascript
let iam_users = Resources.*[ Type == %IAM_USER_TYPE ]
```
let iam_policies = Resources.*[ Type == %IAM_POLICY_TYPE ]
let iam_managed_policies = Resources.*[ Type == %IAM_MANAGED_POLICY_TYPE ]

# Primary Rules
#
rule iam_user_no_policies_check when is_cfn_template(%INPUT_DOCUMENT)
%iam_users not empty {
    check_user(%iam_users.Properties)
    <<
        [CT.IAM.PR.4]: Require that an AWS Identity and Access Management (IAM) user does not have an inline or managed policy attached attached
        [FIX]: Configure IAM users to inherit permissions from IAM groups.
    >>
}

rule iam_user_no_policies_check when is_cfn_template(%INPUT_DOCUMENT)
%iam_policies not empty {
    check_policy(%iam_policies.Properties)
    <<
        [CT.IAM.PR.4]: Require that an AWS Identity and Access Management (IAM) user does not have an inline or managed policy attached attached
        [FIX]: Configure IAM users to inherit permissions from IAM groups.
    >>
}

rule iam_user_no_policies_check when is_cfn_template(%INPUT_DOCUMENT)
%iam_managed_policies not empty {
    check_policy(%iam_managed_policies.Properties)
    <<
        [CT.IAM.PR.4]: Require that an AWS Identity and Access Management (IAM) user does not have an inline or managed policy attached attached
        [FIX]: Configure IAM users to inherit permissions from IAM groups.
    >>
}

rule iam_user_no_policies_check when is_cfn_hook(%INPUT_DOCUMENT, %IAM_USER_TYPE) {
    check_user(%INPUT_DOCUMENT.%IAM_USER_TYPE.resourceProperties)
    <<
        [CT.IAM.PR.4]: Require that an AWS Identity and Access Management (IAM) user does not have an inline or managed policy attached attached
        [FIX]: Configure IAM users to inherit permissions from IAM groups.
    >>
}

rule iam_user_no_policies_check when is_cfn_hook(%INPUT_DOCUMENT, %IAM_POLICY_TYPE) {
    check_policy(%INPUT_DOCUMENT.%IAM_POLICY_TYPE.resourceProperties)
    <<
        [CT.IAM.PR.4]: Require that an AWS Identity and Access Management (IAM) user does not have an inline or managed policy attached attached
        [FIX]: Configure IAM users to inherit permissions from IAM groups.
    >>
}

rule iam_user_no_policies_check when is_cfn_hook(%INPUT_DOCUMENT, %IAM_MANAGED_POLICY_TYPE) {
    check_policy(%INPUT_DOCUMENT.%IAM_MANAGED_POLICY_TYPE.resourceProperties)
    <<
        [CT.IAM.PR.4]: Require that an AWS Identity and Access Management (IAM) user does not have an inline or managed policy attached attached
        [FIX]: Configure IAM users to inherit permissions from IAM groups.
    >>
}

# Parameterized Rules
CT.IAM.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
IAMUser:
  Type: AWS::IAM::User
  Properties: {}
[CT.IAM.PR.5] Require that AWS Identity and Access Management (IAM) inline policies do not have wildcard service actions

This control checks whether AWS Identity and Access Management (IAM) inline policies do not include Effect: Allow with Action: Service:* (e.g. s3:*). For individual AWS services or use the combination of NotAction with an Effect of Allow.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::IAM::Policy, AWS::IAM::Role, AWS::IAM::User, AWS::IAM::Group

**AWS CloudFormation guard rule:** [CT.IAM.PR.5 rule specification (p. 1004)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.IAM.PR.5 rule specification (p. 1004)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.IAM.PR.5 example templates (p. 1009)]

**Explanation**

When you assign permissions to AWS services, it is important to scope the allowed IAM actions in your IAM policies. You should restrict IAM actions to only those actions that are needed. This helps you to provision least privilege permissions. Overly permissive policies might lead to privilege escalation if the policies are attached to an IAM principal that might not require the permission.

**Usage considerations**

- This control only applies to IAM inline policies with statements that contain an Effect of Allow with an Action or NotAction element present
- This control only applies to IAM role, user or group resources with one or more inline policies and IAM policy resources with one or more statements configured

**Remediation for rule failure**

Remove statements from IAM inline policies with Effect: Allow and Action: service:* or Effect: Allow and NotAction.

The examples that follow show how to implement this remediation.

**IAM Inline Policy - Example One**

IAM role configured with an inline policy allowing the S3 ListBucket action. The example is shown in JSON and in YAML.

**JSON example**
IAMRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            AWS: !Ref 'AWS::AccountId'
          Action:
            - sts:AssumeRole
    Policies:
      - PolicyDocument:
          Version: '2012-10-17'
          Statement:
            - Effect: Allow
              Action:
                - s3:ListBucket
              Resource: ['*']
      PolicyName: "sample-policy"
The examples that follow show how to implement this remediation.

**IAM Inline Policy - Example Two**

IAM user configured with an inline policy allowing the S3 ListBucket action. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "IAMUser": {
    "Type": "AWS::IAM::User",
    "Properties": {
      "Policies": [
        {
          "PolicyDocument": {
            "Version": "2012-10-17",
            "Statement": [
              {
                "Effect": "Allow",
                "Action": [
                  "s3:ListBucket"
                ],
                "Resource": [
                  "*"
                ]
              }
            ],
            "PolicyName": "sample-policy"
          }
        }
      ]
    }
  }
}
```

**YAML example**

```
IAMUser:
  Type: AWS::IAM::User
  Properties:
    Policies:
      - PolicyDocument:
          Version: '2012-10-17'
          Statement:
            - Effect: Allow
              Action:
                - s3:ListBucket
              Resource:
                - '*'
            
          PolicyName: sample-policy
```
The examples that follow show how to implement this remediation.

**IAM Inline Policy - Example Three**

IAM group configured with an inline policy allowing the S3 ListBucket action. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "IAMGroup": {
    "Type": "AWS::IAM::Group",
    "Properties": {
      "Policies": [
        {
          "PolicyDocument": {
            "Version": "2012-10-17",
            "Statement": [
              {
                "Effect": "Allow",
                "Action": ["s3:ListBucket"],
                "Resource": ["*"]
              }
            ]
          },
          "PolicyName": "sample-policy"
        }
      ]
    }
  }
}
```

**YAML example**

```
IAMGroup:
  Type: AWS::IAM::Group
  Properties:
    Policies:
      - PolicyDocument:
          Version: '2012-10-17'
          Statement:
            - Effect: Allow
              Action: ["s3:ListBucket"]
              Resource: ["*"]
            PolicyName: sample-policy
```

The examples that follow show how to implement this remediation.
IAM Inline Policy - Example Four

IAM policy associated with an IAM role as an inline policy and configured to allow the S3 ListBucket action. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "IAMPolicy": {
        "Type": "AWS::IAM::Policy",
        "Properties": {
            "PolicyName": "sample-policy",
            "Roles": [
                {
                    "Ref": "IAMRole"
                }
            ],
            "PolicyDocument": {
                "Version": "2012-10-17",
                "Statement": [
                    {
                        "Effect": "Allow",
                        "Action": ["s3:ListBucket"],
                        "Resource": ["*"],
                    }
                ]
            }
        }
    }
}
```  

**YAML example**

```yaml
IAMPolicy:
  Type: AWS::IAM::Policy
  Properties:
    PolicyName: sample-policy
    Roles:
      - !Ref 'IAMRole'
    PolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Action: ["s3:ListBucket"]
          Resource: ["*"],
```

**CT.IAM.PR.5 rule specification**

```plaintext
# ###################################################
##       Rule Specification       ##
```

1004
# Rule Name:
# iam_inline_policy_no_statements_with_full_access_check

# Description:
# This control checks whether AWS Identity and Access Management (IAM) inline policies
do not include "Effect": "Allow" with "Action": "Service:*" (e.g. s3:*) for individual AWS
services or use the combination of "NotAction" with an "Effect" of "Allow".

# Reports on:
# AWS::IAM::Policy, AWS::IAM::Role, AWS::IAM::User, AWS::IAM::Group

# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any IAM policy, IAM role, IAM user or IAM
group resources
# Then: SKIP

# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an IAM policy resource
# And: The policy has no statements with 'Effect' set to 'Allow'
# Then: SKIP

# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an IAM role, IAM user or IAM group resource
# And: 'Policies' is not provided or is an empty list
# Then: SKIP

# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an IAM role, IAM user or IAM group resource
# And: 'Policies' is provided as a non-empty list
# And: All IAM policy documents in 'Policies' have no statements with 'Effect' set to
'Allow'
# Then: SKIP

# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an IAM policy resource
# And: The policy has a statement with 'Effect' set to 'Allow'
# And: The policy has one or more 'Action' statements
# And: 'Action' statement allows full access to a service ('Action' has a value
'service:*')
# Then: FAIL

# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an IAM policy resource
# And: The policy has a statement with 'Effect' set to 'Allow'
# And: The policy has one or more 'NotAction' statements
# Then: FAIL

# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an IAM role, IAM user or IAM group resource
# And: 'Policies' is provided as a non-empty list
# And: IAM policy document in 'Policies' has a statement with 'Effect' set to 'Allow'
# And: The policy has one or more 'Action' statements
# And: 'Action' statement allows full access to a service ('Action' has a value 'service:*')
# Then: FAIL
# Scenario: 8
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an IAM role, IAM user or IAM user resource
# And: 'Policies' is provided as a non-empty list
# And: At least one IAM policy document in 'Policies' has a statement with 'Effect' set to 'Allow'
# And: The policy has one or more 'NotAction' statements
# Then: FAIL
# Scenario: 9
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an IAM policy resource
# And: The policy has a statement with 'Effect' set to 'Allow'
# And: The policy has one or more 'Action' statements
# And: No 'Action' statements allow full access to a service ('Action' does not have a value 'service:*')
# Then: PASS
# Scenario: 10
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an IAM role, IAM user or IAM user resource
# And: 'Policies' is provided as a non-empty list
# And: At least one IAM policy document in 'Policies' has a statement with 'Effect' set to 'Allow'
# And: The policy has one or more 'Action' statements
# And: No 'Action' statements allow full access to a service ('Action' does not have a value 'service:*')
# Then: PASS

# Constants
#
let AWS_IAM_POLICY_TYPE = "AWS::IAM::Policy"
let AWS_IAM_ROLE_TYPE = "AWS::IAM::Role"
let AWS_IAM_USER_TYPE = "AWS::IAM::User"
let AWS_IAM_GROUP_TYPE = "AWS::IAM::Group"
let WILDCARD_ACTION_PATTERN = /^\[\w\]*\[:]*\*$/
let INPUT_DOCUMENT = this

# Assignments
#
let iam_policies = Resources.*[ Type == %AWS_IAM_POLICY_TYPE ]
let iam_principals = Resources.*[
    Type == %AWS_IAM_ROLE_TYPE or
    Type == %AWS_IAM_USER_TYPE or
    Type == %AWS_IAM_GROUP_TYPE
]

# Primary Rules
#
rule iam_inline_policy_no_statements_with_full_access_check when
    is_cfn_template(%INPUT_DOCUMENT)
    %iam_policies not empty {
        check_policy(%iam_policies.Properties)
        <<
        [CT.IAM.PR.5]: Require that AWS Identity and Access Management (IAM) inline policies do not have wildcard service actions
        [FIX]: Remove statements from IAM inline policies with "Effect": "Allow" and "Action": "service:*" or "Effect": "Allow" and "NotAction".
        >>
    }
rule iam_inline_policy_no_statements_with_full_access_check when is_cfn_hook(%INPUT_DOCUMENT, %AWS_IAM_POLICY_TYPE) {
    check_policy(%INPUT_DOCUMENT.%AWS_IAM_POLICY_TYPE.resourceProperties)
    <<
    [CT.IAM.PR.5]: Require that AWS Identity and Access Management (IAM) inline policies do not have wildcard service actions
    [FIX]: Remove statements from IAM inline policies with "Effect": "Allow" and "Action": "service:*" or "Effect": "Allow" and "NotAction".
    >>
}
rule iam_inline_policy_no_statements_with_full_access_check when is_cfn_template(%INPUT_DOCUMENT) %iam_principals not empty
    {
        check_principal(%iam_principals.Properties)
        <<
        [CT.IAM.PR.5]: Require that AWS Identity and Access Management (IAM) inline policies do not have wildcard service actions
        [FIX]: Remove statements from IAM inline policies with "Effect": "Allow" and "Action": "service:*" or "Effect": "Allow" and "NotAction".
        >>
    }
rule iam_inline_policy_no_statements_with_full_access_check when is_cfn_hook(%INPUT_DOCUMENT, %AWS_IAM_ROLE_TYPE) {
    check_principal(%INPUT_DOCUMENT.%AWS_IAM_ROLE_TYPE.resourceProperties)
    <<
    [CT.IAM.PR.5]: Require that AWS Identity and Access Management (IAM) inline policies do not have wildcard service actions
    [FIX]: Remove statements from IAM inline policies with "Effect": "Allow" and "Action": "service:*" or "Effect": "Allow" and "NotAction".
    >>
}
rule iam_inline_policy_no_statements_with_full_access_check when is_cfn_hook(%INPUT_DOCUMENT, %AWS_IAM_USER_TYPE) {
    check_principal(%INPUT_DOCUMENT.%AWS_IAM_USER_TYPE.resourceProperties)
    <<
    [CT.IAM.PR.5]: Require that AWS Identity and Access Management (IAM) inline policies do not have wildcard service actions
    [FIX]: Remove statements from IAM inline policies with "Effect": "Allow" and "Action": "service:*" or "Effect": "Allow" and "NotAction".
    >>
}
rule iam_inline_policy_no_statements_with_full_access_check when is_cfn_hook(%INPUT_DOCUMENT, %AWS_IAM_GROUP_TYPE) {
    check_principal(%INPUT_DOCUMENT.%AWS_IAM_GROUP_TYPE.resourceProperties)
    <<
    [CT.IAM.PR.5]: Require that AWS Identity and Access Management (IAM) inline policies do not have wildcard service actions
    [FIX]: Remove statements from IAM inline policies with "Effect": "Allow" and "Action": "service:*" or "Effect": "Allow" and "NotAction".
    >>
}
# # Parameterized Rules
# rule check_policy(policy) {
#     %policy [
#         filter_policy_document_with_statement_provided(this)


```plaintext
rule check_principal(iam_principal) {
    %iam_principal [
        filter_iam_principal_with_inline_policy_provided(this)
    ] {
        Policies[*] {
            check_policy(this)
        }
    }
}

rule check_statement_no_wildcard_actions(statement) {
    %statement [
        filter_allow_on_action(this)
    ] {
        Action exists
        check_no_wildcard_action(Action)
    }
}

rule check_statement_no_not_action(statement) {
    %statement [
        filter_allow(this)
    ] {
        NotAction not exists
    }
}

rule filter_allow_on_action(statement) {
    %statement {
        Effect == "Allow"
        Action exists
    }
}

rule filter_allow(statement) {
    %statement {
        Effect == "Allow"
    }
}

rule filter_policy_document_with_statement_provided(policy) {
    %policy {
        PolicyDocument exists
        PolicyDocument is_struct
        PolicyDocument {
            Statement exists
            filter_statement_non_empty_list(Statement) or
            Statement is_struct
        }
    }
}

rule filter_iam_principal_with_inline_policy_provided(iam_principal) {
    %iam_principal {
        Policies exists
        Policies is_list
        Policies not empty
    }
}
```
CT.IAM.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
IAMRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            AWS:
              Ref: AWS::AccountId
          Action:
            - sts:AssumeRole
IAMPolicy:
  Type: AWS::IAM::Policy
  Properties:
    PolicyName: 
    Fn::Sub: ${AWS::StackName}-example
    Roles:
      - Ref: IAMRole
    PolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Action:
            - s3:ListBucket
Proactive controls

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
IAMRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            AWS:
              Ref: AWS::AccountId
          Action:
            - sts:AssumeRole
    IAMPolicy:
      Type: AWS::IAM::Policy
      Properties:
        PolicyName:
          Fn::Sub: ${AWS::StackName}-example
        Roles:
          - Ref: IAMRole
        PolicyDocument:
          Version: '2012-10-17'
          Statement:
            - Effect: Allow
              Action: s3:*
              Resource: '*'

AWS Key Management Service (AWS KMS) controls

Topics
- [CT.KMS.PR.1] Require any AWS KMS key to have rotation configured (p. 1010)
- [CT.KMS.PR.2] Require that an AWS Key Management Service asymmetric key with RSA key material used for encryption has a key length greater than 2048 bits (p. 1015)
- [CT.KMS.PR.3] Require an AWS Key Management Service key policy to have a statement that limits creation of AWS KMS grants to AWS services (p. 1019)

[CT.KMS.PR.1] Require any AWS KMS key to have rotation configured

This control checks whether key rotation is enabled for AWS KMS customer managed keys.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::KMS::Key
- **AWS CloudFormation guard rule:** [CT.KMS.PR.1 rule specification (p. 1012)]

Details and examples
For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.KMS.PR.1 rule specification (p. 1012)](#)

For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.KMS.PR.1 example templates (p. 1014)](#)

**Explanation**

Key rotation minimizes the possibility of key exposure to malicious users. Cryptographic best practices discourage extensive reuse of encryption keys. Rotation of keys on regular basis helps you meet organizational security and compliance requirements.

**Usage considerations**

- This control applies only to AWS KMS symmetric-encryption, customer managed keys.

**Remediation for rule failure**

Set EnableKeyRotation to true for AWS KMS symmetric-encryption keys.

The examples that follow show how to implement this remediation.

**AWS KMS key - Example**

AWS KMS customer managed key configured with key rotation activated. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "KMSKey": {
    "Type": "AWS::KMS::Key",
    "Properties": {
      "PendingWindowInDays": 7,
      "KeyPolicy": {
        "Version": "2012-10-17",
        "Id": "sample-policy",
        "Statement": [
          {
            "Sid": "Enable IAM User Permissions",
            "Effect": "Allow",
            "Principal": {
              "AWS": {
                "Fn::Sub": "arn:${AWS::Partition}:iam::${AWS::AccountId}:root"
              }
            },
            "Action": "kms:*",
            "Resource": "*"
          }
        ]
      }
    },
    "EnableKeyRotation": true
  }
}
```

**YAML example**

```yaml
> 1011
CT.KMS.PR.1 rule specification

```
# Rule Identifier:
# kms_key_rotation_enabled_check

# Description:
# This control checks whether key rotation is enabled for AWS KMS customer managed keys.

# Reports on:
# AWS::KMS::Key

# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document does not contain any KMS key resources
#   Then: SKIP

# Scenario: 2
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains a KMS key resource
#   And: 'KeySpec' is provided and is a value other than 'SYMMETRIC_DEFAULT'
#   Then: SKIP

# Scenario: 3
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains a KMS key resource
#   And: 'KeySpec' is not provided or is provided and is set to 'SYMMETRIC_DEFAULT'
#   And: 'EnableKeyRotation' is not provided
#   Then: FAIL

# Scenario: 4
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains a KMS key resource
```
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a KMS key resource
# And: 'KeySpec' is not provided or is provided and is set to 'SYMMETRIC_DEFAULT'
# And: 'EnableKeyRotation' is provided and is set to bool(true)
# Then: PASS

# Constants

let KMS_KEY_TYPE = "AWS::KMS::Key"
let INPUT_DOCUMENT = this

# Assignments

let kms_keys = Resources.*[ Type == %KMS_KEY_TYPE ]

# Primary Rules

rule kms_key_rotation_enabled_check when is_cfn_template(%INPUT_DOCUMENT) {
  %kms_keys not empty {
    check(%kms_keys.Properties)
    <<
    [CT.KMS.PR.1]: Require any AWS KMS key to have rotation configured
    [FIX]: Set 'EnableKeyRotation' to 'true' for AWS KMS symmetric-encryption keys.
    >>
  }
}

rule kms_key_rotation_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %KMS_KEY_TYPE) {
  check(%INPUT_DOCUMENT.%KMS_KEY_TYPE.resourceProperties)
  <<
  [CT.KMS.PR.1]: Require any AWS KMS key to have rotation configured
  [FIX]: Set 'EnableKeyRotation' to 'true' for AWS KMS symmetric-encryption keys.
  >>
}

# Parameterized Rules

rule check(kms_keys) {
  %kms_keys{
  # Scenario 2
  filter_is_kms_cmk_symmetric_key(this)
  }
} {
  # Scenario 3, 4 and 5
  EnableKeyRotation exists
  EnableKeyRotation == true
}

rule filter_is_kms_cmk_symmetric_key(kms_key) {
  %kms_key {
  KeySpec not exists or
  KeySpec == "SYMMETRIC_DEFAULT"
}
}

# Utility Rules


CT.KMS.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
Key:
  Type: AWS::KMS::Key
  Properties:
    PendingWindowInDays: 7
    KeyPolicy:
      Version: 2012-10-17
      Id: example-policy
      Statement:
        - Sid: Enable IAM User Permissions
          Effect: Allow
          Principal:
            AWS:
            Fn::Sub: arn:${AWS::Partition}:iam::${AWS::AccountId}:root
          Action: kms:*
          Resource: '*'
        EnableKeyRotation: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
Key:
  Type: AWS::KMS::Key
  Properties:
    PendingWindowInDays: 7
    KeyPolicy:
      Version: 2012-10-17
      Id: example-policy
      Statement:
        - Sid: Enable IAM User Permissions
          Effect: Allow
          Principal:
            AWS:
            Fn::Sub: arn:${AWS::Partition}:iam::${AWS::AccountId}:root
          Action: kms:*
          Resource: '*'
        EnableKeyRotation: false
[CT.KMS.PR.2] Require that an AWS Key Management Service asymmetric key with RSA key material used for encryption has a key length greater than 2048 bits

This control checks whether an AWS KMS asymmetric key with RSA key material, which is used for encryption and decryption, to use a key spec with a key length greater than 2048 bits (that is, a key spec other than RSA_2048).

- **Control objective**: Encrypt data at rest
- **Implementation**: AWS CloudFormation guard rule
- **Control behavior**: Proactive
- **Resource types**: AWS::KMS::Key
- **AWS CloudFormation guard rule**: [CT.KMS.PR.2 rule specification (p. 1016)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.KMS.PR.2 rule specification (p. 1016)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.KMS.PR.2 example templates (p. 1018)]

**Explanation**

AWS Control Tower recommends using an RSA key spec with a key length greater than 2048 bits, when you are using such keys for encryption and decryption. The key spec determines whether the KMS key is symmetric or asymmetric. It also determines the type of key material, and the algorithms it supports. AWS KMS supports asymmetric KMS keys that represent a mathematically-related RSA or elliptic curve (ECC) public and private key pair. A KMS key with an RSA key pair can be used for encryption and decryption, or for signing and verification (but not both). AWS KMS supports several key lengths for different security requirements.

**Usage considerations**

- This control applies only to a KMS key with an RSA key spec, which is configured for encryption and decryption.

**Remediation for rule failure**

For KMS keys with an RSA key spec, which are configured for encryption and decryption (KeyUsage of ENCRYPT_DECRYPT), set the KeySpec parameter to a key spec other than RSA_2048.

The examples that follow show how to implement this remediation.

**AWS KMS key - Example**

An AWS KMS asymmetric key configured for encryption and decryption, with an RSA_4096 key spec. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "Key": {
    "Type": "AWS::KMS::Key",
```
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"Properties": {
    "KeyPolicy": {
      "Version": "2012-10-17",
      "Id": "example-policy",
      "Statement": [
        {
          "Sid": "Enable IAM User Permissions",
          "Effect": "Allow",
          "Principal": {
            "AWS": {
              "Fn::Sub": "arn:${AWS::Partition}:iam::${AWS::AccountId}:root"
            }
          },
          "Action": "kms:*",
          "Resource": "*"
        }
      ],
      "KeyUsage": "ENCRYPT_DECRYPT",
      "KeySpec": "RSA_4096"
    }
  }
}

YAML example

Key:
Type: AWS::KMS::Key
Properties:
  KeyPolicy:
    Version: '2012-10-17'
    Id: example-policy
    Statement:
      - Sid: Enable IAM User Permissions
        Effect: Allow
        Principal:
          AWS: !Sub 'arn:${AWS::Partition}:iam::${AWS::AccountId}:root'
        Action: kms:*
        Resource: '*'
      "KeyUsage": "ENCRYPT_DECRYPT"
      "KeySpec": "RSA_4096"

CT.KMS.PR.2 rule specification

# ###################################################################
##       Rule Specification       
# ###################################################################
# # Rule Name:
# kms_asymmetric_rsa_keyspec_check
# # Description:
# This control checks whether an AWS KMS asymmetric key with RSA key material, which is
# used for encryption and decryption, to use a key spec with a key length greater than 2048
# bits (that is, a key spec other than 'RSA_2048').
# # Reports on:
# Proactive controls

## AWS::KMS::Key

# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any KMS key resources
# Then: SKIP

# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a KMS key resource
# And: 'KeyUsage' has been provided and is a value other than 'ENCRYPT_DECRYPT'
# Then: SKIP

# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a KMS key resource
# And: 'KeyUsage' has not been provided or has been provided and is set to
# 'ENCRYPT_DECRYPT'
# And: 'KeySpec' has not been provided or has been provided and is set to a
# key spec other than an RSA key spec (does not begin with 'RSA_')
# Then: SKIP

# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a KMS key resource
# And: 'KeyUsage' has not been provided or has been provided and is set to
# 'ENCRYPT_DECRYPT'
# And: 'KeySpec' has been provided and is set to an RSA key spec (begins with 'RSA_')
# And: 'KeySpec' has been set to a disallowed RSA key spec ('RSA_2048')
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a KMS key resource
# And: 'KeyUsage' has not been provided or has been provided and is set to
# 'ENCRYPT_DECRYPT'
# And: 'KeySpec' has been provided and is set to an RSA key spec (begins with 'RSA_')
# And: 'KeySpec' has not been set to a disallowed RSA key spec ('RSA_2048')
# Then: PASS

# Constants

let KMS_KEY_TYPE = "AWS::KMS::Key"
let RSA_KEYSPEC_PATTERN = /^RSA_/
let ENCRYPTION_KEY_USAGE = "ENCRYPT_DECRYPT"
let DISALLOWED_RSA_KEYSPECS = [ "RSA_2048" ]
let INPUT_DOCUMENT = this

# Assignments

let kms_keys = Resources.*[ Type == %KMS_KEY_TYPE ]

# Primary Rules

rule kms_asymmetric_rsa_keyspec_check when is_cfn_template(%INPUT_DOCUMENT)
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%kms_keys not empty {
  check(%kms_keys.Properties)
  <<
  [CT.KMS.PR.2]: Require that an AWS KMS asymmetric key with RSA key material used for encryption has a key length greater than 2048 bits
  [FIX]: For KMS keys with an RSA keyspec, which are configured for encryption and decryption ('KeyUsage' of 'ENCRYPT_DECRYPT'), set the 'KeySpec' parameter to a key spec other than 'RSA_2048'.
  >>
}

rule kms_asymmetric_rsa_keyspec_check when is_cfn_hook(%INPUT_DOCUMENT, %KMS_KEY_TYPE) {
  check(%INPUT_DOCUMENT.%KMS_KEY_TYPE.resourceProperties)
  <<
  [CT.KMS.PR.2]: Require that an AWS KMS asymmetric key with RSA key material used for encryption has a key length greater than 2048 bits
  [FIX]: For KMS keys with an RSA keyspec, which are configured for encryption and decryption ('KeyUsage' of 'ENCRYPT_DECRYPT'), set the 'KeySpec' parameter to a key spec other than 'RSA_2048'.
  >>
}

# Parameterized Rules
#
rule check(kms_keys) {
  %kms_keys[
    # Scenarios 2 and 3
    filter_is_kms_rsa_asymmetric_encryption_key(this)
  ] {
    # Scenario 4 and 5
    KeySpec exists
    KeySpec not in %DISALLOWED_RSA_KEYSPECS
  }
}

rule filter_is_kms_rsa_asymmetric_encryption_key(kms_key) {
  %kms_key {
    KeyUsage not exists or
    KeyUsage == %ENCRYPTION_KEY_USAGE
    KeySpec exists
    KeySpec == %RSA_KEYSPEC_PATTERN
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.KMS.PR.2 example templates
You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.
PASS Example - Use this template to verify a compliant resource creation.

<table>
<thead>
<tr>
<th>Resources:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key:</td>
</tr>
<tr>
<td>Type: AWS::KMS::Key</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>KeyPolicy:</td>
</tr>
<tr>
<td>Version: '2012-10-17'</td>
</tr>
<tr>
<td>Id: example-policy</td>
</tr>
<tr>
<td>Statement:</td>
</tr>
<tr>
<td>- Sid: Enable IAM User Permissions</td>
</tr>
<tr>
<td>Effect: Allow</td>
</tr>
<tr>
<td>Principal:</td>
</tr>
<tr>
<td>AWS:</td>
</tr>
<tr>
<td>Fn::Sub: arn:${AWS::Partition}:iam::${AWS::AccountId}:root</td>
</tr>
<tr>
<td>Action: kms:*</td>
</tr>
<tr>
<td>Resource: '*'</td>
</tr>
<tr>
<td>KeyUsage: ENCRYPT_DECRYPT</td>
</tr>
<tr>
<td>KeySpec: RSA_4096</td>
</tr>
</tbody>
</table>

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

<table>
<thead>
<tr>
<th>Resources:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key:</td>
</tr>
<tr>
<td>Type: AWS::KMS::Key</td>
</tr>
<tr>
<td>Properties:</td>
</tr>
<tr>
<td>KeyPolicy:</td>
</tr>
<tr>
<td>Version: '2012-10-17'</td>
</tr>
<tr>
<td>Id: example-policy</td>
</tr>
<tr>
<td>Statement:</td>
</tr>
<tr>
<td>- Sid: Enable IAM User Permissions</td>
</tr>
<tr>
<td>Effect: Allow</td>
</tr>
<tr>
<td>Principal:</td>
</tr>
<tr>
<td>AWS:</td>
</tr>
<tr>
<td>Fn::Sub: arn:${AWS::Partition}:iam::${AWS::AccountId}:root</td>
</tr>
<tr>
<td>Action: kms:*</td>
</tr>
<tr>
<td>Resource: '*'</td>
</tr>
<tr>
<td>KeyUsage: ENCRYPT_DECRYPT</td>
</tr>
<tr>
<td>KeySpec: RSA_2048</td>
</tr>
</tbody>
</table>

[CT.KMS.PR.3] Require an AWS Key Management Service key policy to have a statement that limits creation of AWS KMS grants to AWS services

This control checks whether an AWS KMS key has an associated key policy statement that limits creation of AWS KMS grants to AWS services only.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::KMS::Key
- **AWS CloudFormation guard rule:** [CT.KMS.PR.3 rule specification](p. 1021)

Details and examples
• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.KMS.PR.3 rule specification (p. 1021)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.KMS.PR.3 example templates (p. 1024)

Explanation

Users with permission to create grants for a KMS key (kms:CreateGrant) can use a grant to allow other users and roles, including AWS services, to use the KMS key (grantee principals). Grantee principals can be identities in your own AWS account, or identities from a different account or organization.

By denying creation of AWS KMS grants unless the request originates from an AWS service, you prevent grants from being assigned directly to principals other than AWS service principals, and you reduce the opportunities for grant misuse. The kms:GrantIsForAWSResource condition helps check whether the CreateGrant operation is being called by an AWS service integrated with AWS KMS, on behalf of another principal. The aws:PrincipalIsAWSService condition helps check whether the CreateGrant operation is being called directly by an AWS service principal.

Usage considerations

• If you must use additional conditions on your grants, or if you must issue AWS KMS grants directly to your IAM principals for a customer-managed key, do not enable this control. This control requires a policy statement that denies the creation of AWS KMS grants for your customer-managed KMS keys, if the request does not originate from an AWS service that's integrated with AWS KMS, or from an AWS service principal.

Remediation for rule failure

Configure an AWS KMS policy statement that denies access to the kms:CreateGrant operation for all principals when the kms:GrantIsForAWSResource and aws:PrincipalIsAWSService conditions are both false, using the BoolIfExists condition operator.

The examples that follow show how to implement this remediation.

AWS KMS key - Example

An AWS KMS key, configured to deny creation of AWS KMS grants where the CreateGrant request does not originate from an AWS service principal. The example is shown in JSON and in YAML.

JSON example

```
{
   "Key": {
      "Type": "AWS::KMS::Key",
      "Properties": {
         "KeyUsage": "ENCRYPT_DECRYPT",
         "KeySpec": "SYMMETRIC_DEFAULT",
         "KeyPolicy": {
            "Version": "2012-10-17",
            "Id": "sample-policy",
            "Statement": [
               {
                  "Sid": "Enable IAM User Permissions",
                  "Effect": "Allow",
                  "Principal": {
                     "AWS": {
                        "Fn::Sub": "arn:${AWS::Partition}:iam::${AWS::AccountId}:root"}
                  }
               }
            ]
         }
      }
   }
}
```
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YAML example

Key:
  Type: AWS::KMS::Key
Properties:
  KeyUsage: ENCRYPT_DECRYPT
 KeySpec: SYMMETRIC_DEFAULT
  KeyPolicy:
    Version: '2012-10-17'
    Id: sample-policy
    Statement:
      - Sid: Enable IAM User Permissions
        Effect: Allow
        Principal:
          AWS: !Sub 'arn:${AWS::Partition}:iam::${AWS::AccountId}:root'
        Action: kms:*
        Resource: '*'
      - Effect: Deny
        Action: kms:CreateGrant
        Resource: '*'
        Principal: '*'
        Condition:
          BoolIfExists:
            kms:GrantIsForAWSResource: 'false'
            aws:PrincipalIsAWSService: 'false'

CT.KMS.PR.3 rule specification

# ###################################################################
##       Rule Specification        
# ###################################################################

# Rule Name:
#  kms_create_grant_aws_service_check
#
# Description:
This control checks whether an AWS KMS key has an associated key policy statement that limits creation of AWS KMS grants to AWS services only.

# Reports on:
AWS::KMS::Key

# Evaluates:
AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
None

# Scenarios:
# Scenario: 1
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   And: The input document does not contain any KMS key resources
   Then: SKIP
# Scenario: 2
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   And: The input document contains a KMS key resource
   And: 'Statement' in 'KeyPolicy' has not been provided or has been provided as an empty list
   Then: FAIL
# Scenario: 3
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   And: The input document contains a KMS key resource
   And: 'Statement' in 'KeyPolicy' has been provided as a non-empty list
   And: 'Statement' in 'KeyPolicy' does not include a statement that denies all Principals ('*', AWS: '*')
   # create grant permissions ('kms:CreateGrant') on the KMS key (resource of '*')
   # when the conditions 'kms:GrantIsForAWSResource' and 'aws:PrincipalIsAWSService'
   # are both 'false' ('BoolIfExists' condition operator)
   Then: FAIL
# Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   And: The input document contains a KMS key resource
   And: 'Statement' in 'KeyPolicy' has been provided as a non-empty list
   And: 'Statement' in 'KeyPolicy' includes a statement that denies all Principals ('*', AWS: '*')
   # create grant permissions ('kms:CreateGrant') on the KMS key (resource of '*')
   # when the conditions 'kms:GrantIsForAWSResource' and 'aws:PrincipalIsAWSService'
   # are both 'false' ('BoolIfExists' condition operator)
   Then: PASS

# Constants
let INPUT_DOCUMENT = this
let KMS_KEY_TYPE = "AWS::KMS::Key"
let KMS_GRANT_IS_FOR_AWS RESOURCE KEY_PATTERN = /^(?i)kms:GrantIsForAWSResource$/
let AWS_PRINCIPAL_IS_AWS_SERVICE KEY_PATTERN = /^(?i)aws:PrincipalIsAWSService$/
let ALLOWED KEY PATTERNS = [ /^(?i)kms:GrantIsForAWSResource$/ , /^(?i)aws:PrincipalIsAWSService$/ ]

# Assignments
let kms_keys = Resources.*[ Type == %KMS_KEY_TYPE ]
# Primary Rules

rule kms_create_grant_aws_service_check when is_cfn_template(%INPUT_DOCUMENT) {
    %kms_keys not empty {
        check(%kms_keys.Properties)
        <<
            [CT.KMS.PR.3]: Require an AWS KMS key policy to have a statement that limits creation of AWS KMS grants to AWS services
            [FIX]: Configure a KMS keys policy statement that denies access to the
            'kms:CreateGrant' operation for all principals when the 'kms:GrantIsForAWSResource' and
            'aws:PrincipalIsAWSService' conditions are both false, using the 'BoolIfExists' condition operator.
        >>
    }
}

rule kms_create_grant_aws_service_check when is_cfn_hook(%INPUT_DOCUMENT, %KMS_KEY_TYPE) {
    check(%INPUT_DOCUMENT.%KMS_KEY_TYPE.resourceProperties)
    <<
        [CT.KMS.PR.3]: Require an AWS KMS key policy to have a statement that limits creation of AWS KMS grants to AWS services
        [FIX]: Configure a KMS key policy statement that denies access to the
        'kms:CreateGrant' operation for all principals when the 'kms:GrantIsForAWSResource' and
        'aws:PrincipalIsAWSService' conditions are both false, using the 'BoolIfExists' condition operator.
    >>
}

# Parameterized Rules

rule check(kms_keys) {
    %kms_keys {
        # Scenario 2
        KeyPolicy exists
        KeyPolicy is_struct
        KeyPolicy {
            Statement exists
            Statement is_list
            Statement not empty
            # Scenario 3 and 4
            some Statement[*] {
                check_statement_create_grant_aws_services_only(this)
            }
        }
    }
}

rule check_statement_create_grant_aws_services_only(statement) {
    %statement{
        check_all_required_statement_properties(this)
        Effect == "Deny"
        Action[*] in ["kms:CreateGrant"]
        Principal == "*" or
        Principal {
            AWS exists
            AWS == "*"
        }
        Resource[*] == "*"
        Condition is_struct
        struct_contains_only_allowed_keys(Condition, ["BoolIfExists"])
    }
}
Condition {
  BoolIfExists exists
  BoolIfExists is_struct
    struct_contains_only_allowed_keys(BoolIfExists, %ALLOWED_KEY_PATTERNS)
    struct_contains_key_with_value(BoolIfExists, %KMS_GRANT_IS_FOR_AWS_RESOURCE_KEY_PATTERN, "false")
    struct_contains_key_with_value(BoolIfExists, %AWS_PRINCIPAL_IS_AWS_SERVICE_KEY_PATTERN, "false")
}

rule check_all_required_statement_properties(statement) {
  %statement {
    Effect exists
    Action exists
    Principal exists
    Condition exists
    Resource exists
  }
}

rule struct_contains_only_allowed_keys(struct, allowed_keys) {
  let disallowed_keys = %struct[
    keys not in %allowed_keys
  ]
  %disallowed_keys empty
}

rule struct_contains_key_with_value(struct, key, value) {
  let key_present = %struct[
    keys == %key
  ]
  %key_present not empty
  %key_present == %value
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.KMS.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  Key:
Type: AWS::KMS::Key
Properties:
  KeyUsage: ENCRYPT_DECRYPT
 KeySpec: SYMMETRIC_DEFAULT
  KeyPolicy:
    Version: '2012-10-17'
    Id: example-policy
    Statement:
      - Sid: Enable IAM User Permissions
        Effect: Allow
        Principal:
          AWS:
            Fn::Sub: arn:${AWS::Partition}:iam::${AWS::AccountId}:root
            Action: kms:*
            Resource: '*'
        - Effect: Deny
          Action: kms:CreateGrant
          Resource: '*'
          Principal: '*'
          Condition:
            BoolIfExists:
              kms:GrantIsForAWSResource: 'false'
              aws:PrincipalIsAWSService: 'false'

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  Key:
    Type: AWS::KMS::Key
    Properties:
      KeyUsage: ENCRYPT_DECRYPT
     KeySpec: SYMMETRIC_DEFAULT
      KeyPolicy:
        Version: '2012-10-17'
        Id: example-policy
        Statement:
          - Sid: Enable IAM User Permissions
            Effect: Allow
            Principal:
              AWS:
                Fn::Sub: arn:${AWS::Partition}:iam::${AWS::AccountId}:root
                Action: kms:*
                Resource: '*'

Amazon Kinesis controls

Topics
- [CT.KINESIS.PR.1] Require any Amazon Kinesis data stream to have encryption at rest configured (p. 1025)

[CT.KINESIS.PR.1] Require any Amazon Kinesis data stream to have encryption at rest configured

This control checks whether Amazon Kinesis data streams are encrypted at rest with server-side encryption.
- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Kinesis::Stream
- **AWS CloudFormation guard rule:** CT.KINESIS.PR.1 rule specification (p. 1027)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.KINESIS.PR.1 rule specification (p. 1027)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.KINESIS.PR.1 example templates (p. 1029)

**Explanation**

Server-side encryption is a feature in Amazon Kinesis data streams that encrypts data automatically, before the data is at rest, by using an AWS KMS key. Data is encrypted before it is written to the Kinesis stream storage layer, and decrypted after it is retrieved from storage. As a result, your data is encrypted at rest within the Amazon Kinesis data stream service.

**Remediation for rule failure**

Specify a StreamEncryption configuration, with EncryptionType set to KMS and KeyId set to an AWS KMS key identifier.

The examples that follow show how to implement this remediation.

**Amazon Kinesis Data Stream - Example**

Amazon Kinesis data stream configured to encrypt data at rest with server-side encryption, using an AWS KMS key. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "KinesisStream": {
    "Type": "AWS::Kinesis::Stream",
    "Properties": {
      "RetentionPeriodHours": 168,
      "ShardCount": 3,
      "StreamEncryption": {
        "EncryptionType": "KMS",
        "KeyId": {
          "Ref": "KMSKey"
        }
      }
    }
  }
}
```

**YAML example**

```
KinesisStream:
  Type: AWS::Kinesis::Stream
```
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Properties:
  RetentionPeriodHours: 168
  ShardCount: 3
  StreamEncryption:
    EncryptionType: KMS
    KeyId: !Ref 'KMSKey'

CT.KINESIS.PR.1 rule specification

# ##########################################################################
##       Rule Specification        ##
##########################################################################
#
# Rule Identifier:
#   kinesis_stream_encrypted_check
#
# Description:
#   This control checks whether Amazon Kinesis data streams are encrypted at rest with
#   server-side encryption.
#
# Reports on:
#   AWS::Kinesis::Stream
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     document
#     And: The input document does not contain any Kinesis stream resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     document
#     And: The input document contains an Kinesis stream resource
#     And: 'StreamEncryption' has not been provided
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     document
#     And: The input document contains an Kinesis stream resource
#     And: 'StreamEncryption' has been provided
#     And: 'StreamEncryption.EncryptionType' has not been provided or provided as an
#     empty string
#     And: 'StreamEncryption.KeyId' has not been provided or provided as an empty string
#     or invalid local reference
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     document
#     And: The input document contains an Kinesis stream resource
#     And: 'StreamEncryption' has been provided
#     And: 'StreamEncryption.EncryptionType' has been provided as a non-empty string
#     And: 'StreamEncryption.KeyId' has not been provided or provided as an empty string
#     or invalid local reference
#     Then: FAIL
#   Scenario: 5
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# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Kinesis stream resource
# And: 'StreamEncryption' has been provided
# And: '{\text{StreamEncryption.EncryptionType}}' has not been provided or provided as an empty string
# And: '{\text{StreamEncryption.KeyId}}' has been provided as a non-empty string or valid local reference
# Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Kinesis stream resource
# And: 'StreamEncryption' has been provided
# And: '{\text{StreamEncryption.EncryptionType}}' has been provided as a non-empty string
# And: '{\text{StreamEncryption.KeyId}}' has been provided as a non-empty string or valid local reference
# Then: PASS

# Constants
#
let KINESIS_STREAM_TYPE = "AWS::Kinesis::Stream"
let INPUT_DOCUMENT = this
#
# Assignments
#
let kinesis_streams = Resources.*[ Type == %KINESIS_STREAM_TYPE ]
#
# Primary Rules
# rule kinesis_stream_encrypted_check when is_cfn_template(%INPUT_DOCUMENT)
%kinesis_streams not empty { 
check(%kinesis_streams.Properties)
  "[CT.KINESIS.PR.1]: Require any Amazon Kinesis data stream to have encryption at rest configured"
  "[FIX]: Specify a 'StreamEncryption' configuration, with 'EncryptionType' set to 'KMS' and 'KeyId' set to an AWS KMS key identifier."
}
rule kinesis_stream_encrypted_check when is_cfn_hook(%INPUT_DOCUMENT, %KINESIS_STREAM_TYPE) {
  check(%INPUT_DOCUMENT.%KINESIS_STREAM_TYPE.resourceProperties)
  "[CT.KINESIS.PR.1]: Require any Amazon Kinesis data stream to have encryption at rest configured"
  "[FIX]: Specify a 'StreamEncryption' configuration, with 'EncryptionType' set to 'KMS' and 'KeyId' set to an AWS KMS key identifier."
}
#
# Parameterized Rules
#
rule check(kinesis_stream) {
  %kinesis_stream {
    # Scenario 2
    StreamEncryption exists
    StreamEncryption is_struct
    StreamEncryption {
      # Scenario 3
AWS Control Tower User Guide
Proactive controls
EncryptionType exists
KeyId exists

}

}

}

# Scenario 4, 5 and 6
check_is_string_and_not_empty(EncryptionType)
check_is_string_and_not_empty(KeyId) or
check_local_references(%INPUT_DOCUMENT, KeyId, "AWS::KMS::Key") or
check_local_references(%INPUT_DOCUMENT, KeyId, "AWS::KMS::Alias")

#
# Utility Rules
#
rule is_cfn_template(doc) {
%doc {
AWSTemplateFormatVersion exists or
Resources exists
}
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
%doc.%RESOURCE_TYPE.resourceProperties exists
}
rule check_is_string_and_not_empty(value) {
%value {
this is_string
this != /\A\s*\z/
}
}
rule check_local_references(doc, reference_properties, referenced_resource_type) {
%reference_properties {
'Fn::GetAtt' {
query_for_resource(%doc, this[0], %referenced_resource_type)
<<Local Stack reference was invalid>>
} or Ref {
query_for_resource(%doc, this, %referenced_resource_type)
<<Local Stack reference was invalid>>
}
}
}
rule query_for_resource(doc, resource_key, referenced_resource_type) {
let referenced_resource = %doc.Resources[ keys == %resource_key ]
%referenced_resource not empty
%referenced_resource {
Type == %referenced_resource_type
}
}

CT.KINESIS.PR.1 example templates
You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.
PASS Example - Use this template to verify a compliant resource creation.
Resources:
KMSKey:
Type: AWS::KMS::Key
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Properties:
PendingWindowInDays: 7
KeyPolicy:
  Version: 2012-10-17
  Id: example-key-policy
  Statement:
    - Sid: Enable IAM User Permissions
      Effect: Allow
      Principal:
        AWS: Fn::Sub: arn:${AWS::Partition}:iam::${AWS::AccountId}:root
      Action: kms:*
      Resource: '*'
     KeySpec: SYMMETRIC_DEFAULT
KinesisStream:
  Type: AWS::Kinesis::Stream
  Properties:
    RetentionPeriodHours: 168
    ShardCount: 3
  StreamEncryption:
    EncryptionType: KMS
    KeyId:
      Ref: KMSKey

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
KinesisStream:
  Type: AWS::Kinesis::Stream
  Properties:
    RetentionPeriodHours: 168
    ShardCount: 3

AWS Lambda controls

Topics
- [CT.LAMBDA.PR.2] Require AWS Lambda function policies to prohibit public access (p. 1030)
- [CT.LAMBDA.PR.3] Require an AWS Lambda function to be in a customer-managed Amazon Virtual Private Cloud (VPC) (p. 1038)
- [CT.LAMBDA.PR.4] Require an AWS Lambda layer permission to grant access to an AWS organization or specific AWS account (p. 1044)
- [CT.LAMBDA.PR.5] Require an AWS Lambda function URL to use AWS IAM-based authentication (p. 1049)
- [CT.LAMBDA.PR.6] Require an AWS Lambda function URL CORS policy to restrict access to specific origins (p. 1054)

[CT.LAMBDA.PR.2] Require AWS Lambda function policies to prohibit public access

This control checks whether an AWS Lambda function resource-based policy prohibits public access.

- **Control objective**: Limit network access
- **Implementation**: AWS CloudFormation Guard Rule
• **Control behavior:** Proactive
• **Resource types:** AWS::Lambda::Permission
• **AWS CloudFormation guard rule:** [CT.LAMBDA.PR.2 rule specification (p. 1033)](#)

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.LAMBDA.PR.2 rule specification (p. 1033)](#)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.LAMBDA.PR.2 example templates (p. 1036)](#)

**Explanation**

The Lambda function should not be publicly accessible, because it may permit unintended access to your code stored in the function.

**Remediation for rule failure**

When setting Principal to *, provide one of SourceAccount, SourceArn, or PrincipalOrgID. When setting Principal to a service principal (for example, s3.amazonaws.com), provide one of SourceAccount or SourceArn.

The examples that follow show how to implement this remediation.

**AWS Lambda Function Policy - Example One**

AWS Lambda function policy configured with an AWS account ID principal. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "LambdaPermission": {
      "Type": "AWS::Lambda::Permission",
      "Properties": {
         "Action": "lambda:InvokeFunction",
         "FunctionName": {
            "Ref": "LambdaFunction"
         },
         "Principal": {
            "Ref": "AWS::AccountId"
         }
      }
   }
}
```

**YAML example**

```
LambdaPermission:
  Type: AWS::Lambda::Permission
  Properties:
    Action: lambda:InvokeFunction
    FunctionName: !Ref 'LambdaFunction'
    Principal: !Ref 'AWS::AccountId'
```
The examples that follow show how to implement this remediation.

**AWS Lambda Function Policy - Example Two**

AWS Lambda function policy configured with a wildcard principal and source account condition. The example is shown in JSON and in YAML.

**JSON example**

```
{
    "LambdaPermission": {
        "Type": "AWS::Lambda::Permission",
        "Properties": {
            "Action": "lambda:InvokeFunction",
            "FunctionName": {
                "Ref": "LambdaFunction"
            },
            "Principal": "**",
            "SourceAccount": {
                "Ref": "AWS::AccountId"
            }
        }
    }
}
```

**YAML example**

```
LambdaPermission:
  Type: AWS::Lambda::Permission
  Properties:
    Action: lambda:InvokeFunction
    FunctionName: !Ref 'LambdaFunction'
    Principal: '*'
    SourceAccount: !Ref 'AWS::AccountId'
```

The examples that follow show how to implement this remediation.

**AWS Lambda Function Policy - Example Three**

AWS Lambda function policy configured with a service principal and source ARN condition. The example is shown in JSON and in YAML.

**JSON example**

```
{
    "LambdaPermission": {
        "Type": "AWS::Lambda::Permission",
        "Properties": {
            "Action": "lambda:InvokeFunction",
            "FunctionName": {
                "Ref": "LambdaFunction"
            },
            "Principal": "s3.amazonaws.com",
            "SourceArn": {
                "Fn::GetAtt": [  
```
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YAML example

LambdaPermission:
  Type: AWS::Lambda::Permission
  Properties:
    Action: lambda:InvokeFunction
    FunctionName: !Ref 'LambdaFunction'
    Principal: s3.amazonaws.com
    SourceArn: !GetAtt 'S3Bucket.Arn'

CT.LAMBDA.PR.2 rule specification

# ###########################################################################
# Rule Specification  
# ###########################################################################

# Rule Identifier: 
# lambda_function_public_access_prohibited_check

# Description: 
# This control checks whether an AWS Lambda function resource-based policy prohibits 
# public access.

# Reports on: 
# AWS::Lambda::Permission

# Evaluates: 
# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters: 
# None

# Scenarios: 
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
# document 
# And: The input document does not contain any Lambda permission resources 
# Then: SKIP

# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
# document 
# And: The input document contains a Lambda permission resource 
# And: 'FunctionUrlAuthType' has been provided with a value of 'NONE' 
# Then: FAIL

# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
# document 
# And: The input document contains a Lambda permission resource 
# And: 'Principal' has been provided with a wildcard value ('**') 
# And: 'SourceAccount' has not been provided or provided with an empty string value
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a Lambda permission resource
# And: 'Principal' has been provided with value that does not match an AWS Account ID, AWS IAM ARN or wildcard value ('**')
# And: 'SourceAccount' has not been provided or provided with an empty string value
# And: 'SourceArn' has not been provided or provided with an empty string value or non-valid local reference
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a Lambda permission resource
# And: 'Principal' has been provided with an AWS Account ID or AWS IAM ARN value
# Then: PASS
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a Lambda permission resource
# And: 'Principal' has been provided with a wildcard value ('**')
# And: At least one of 'SourceAccount', 'SourceArn' or 'PrincipalOrgID' have been provided with non-empty string values (or a valid local reference for 'SourceArn')
# Then: PASS
# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a Lambda permission resource
# And: 'Principal' has been provided with value that does not match an AWS Account ID or AWS IAM ARN
# And: At least one of 'SourceAccount', 'SourceArn' have been provided with non-empty string values (or a valid local reference for 'SourceArn')
# Then: PASS

# Constants
#
let LAMBDA_PERMISSION_TYPE = "AWS::Lambda::Permission"
let AWS_ACCOUNT_ID_PATTERN = /\d{12}/
let AWS_IAM_PRINCIPAL_PATTERN = /^arn:aws[a-zA-Z-]*:iam::\d{12}:.+/

let INPUT_DOCUMENT = this

# Assignments
#
let lambda_permissions = Resources.*[ Type == %LAMBDA_PERMISSION_TYPE ]

# Primary Rules
#
rule lambda_function_public_access_prohibited_check when is_cfn_template(%INPUT_DOCUMENT)
%lambda_permissions not empty {
  check(%lambda_permissions.Properties)
  <<
    [CT.LAMBDA.PR.2]: Require AWS Lambda function policies to prohibit public access
    [FIX]: When setting 'Principal' to '**', provide one of 'SourceAccount', 'SourceArn', or 'PrincipalOrgID'. When setting 'Principal' to a service principal (for example, s3.amazonaws.com), provide one of 'SourceAccount' or 'SourceArn'.
  >>
}
Rule lambda_function_public_access_prohibited_check when is_cfn_hook(%INPUT_DOCUMENT, %LAMBDA_PERMISSION_TYPE) {
    check(%INPUT_DOCUMENT.%LAMBDA_PERMISSION_TYPE.resourceProperties)

    [CT.LAMBDA.PR.2]: Require AWS Lambda function policies to prohibit public access
    [FIX]: When setting 'Principal' to '*', provide one of 'SourceAccount', 'SourceArn', or 'PrincipalOrgID'. When setting 'Principal' to a service principal (for example, s3.amazonaws.com), provide one of 'SourceAccount' or 'SourceArn'.
}

# Parameterized Rules

rule check(lambda_permission) {
    %lambda_permission {
        # Scenario 2 and 5
        FunctionUrlAuthType not exists or
        FunctionUrlAuthType != "NONE"
    }

    %lambda_permission [
        Principal exists
        Principal == "*"
    ] {
        # Scenario 3 and 6
        SourceAccount exists or
        SourceArn exists or
        PrincipalOrgID exists

        check_is_string_and_not_empty(SourceAccount) or
        check_is_string_or_local_reference(SourceArn) or
        check_is_string_and_not_empty(PrincipalOrgID)
    }

    %lambda_permission [
        Principal exists
        Principal != "*"
        Principal != %AWS_ACCOUNT_ID_PATTERN
        Principal != %AWS_IAM_PRINCIPAL_PATTERN
    ] {
        # Scenario 4 and 7
        SourceAccount exists or
        SourceArn exists

        check_is_string_and_not_empty(SourceAccount) or
        check_is_string_or_local_reference(SourceArn)
    }
}

rule check_is_string_or_local_reference(value) {
    %value {
        check_is_string_and_not_empty(this) or
        check_local_references(%INPUT_DOCUMENT, this)
    }
}

rule check_local_references(doc, reference_properties) {
    %reference_properties {
        'Fn::GetAtt' {
            query_for_resource(%doc, this[0])
            <<<Local Stack reference was invalid>>>
        } or Ref {
    }
CT.LAMBDA.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
LambdaFunctionRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service:
              - lambda.amazonaws.com
          Action:
            - sts:AssumeRole
          Path: /
      Policies:
        - PolicyName: LambdaFunctionPolicy
          PolicyDocument:
            Version: '2012-10-17'
            Statement:
              - Effect: Allow
                Action:
                  - logs:CreateLogGroup
                  - logs:CreateLogStream
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  LambdaFunctionRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Principal:
              Service:
                - lambda.amazonaws.com
            Action:
              - sts:AssumeRole
            Path: /
          Policies:
            - PolicyName: LambdaFunctionPolicy
              PolicyDocument:
                Version: '2012-10-17'
                Statement:
                  - Effect: Allow
                    Action:
                    - logs:CreateLogGroup
                    - logs:CreateLogStream
                    - logs:PutLogEvents
                    Resource: '*'
  LambdaFunction:
    Type: AWS::Lambda::Function
    Properties:
      Role:
        Fn::GetAtt: LambdaFunctionRole.Arn
      Handler: index.handler
      Runtime: python3.9
      Code:
        ZipFile: "def handler(event, context):
  print("hello")\n"
      Description: TestS3EventFunction
  LambdaPermission:
    Type: AWS::Lambda::Permission
    Properties:
      Action: lambda:InvokeFunction
      FunctionName:
        Ref: LambdaFunction
      Principal:
        Ref: AWS::AccountId
**[CT.LAMBDA.PR.3] Require an AWS Lambda function to be in a customer-managed Amazon Virtual Private Cloud (VPC)**

This control checks whether an AWS Lambda function has been configured with access to resources in a customer-managed Amazon Virtual Private Cloud (VPC).

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Lambda::Function
- **AWS CloudFormation guard rule:** [CT.LAMBDA.PR.3 rule specification](p. 1039)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.LAMBDA.PR.3 rule specification](p. 1039)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.LAMBDA.PR.3 example templates](p. 1042)

**Explanation**

AWS Lambda functions can be linked to private subnets within a virtual private cloud (VPC) in your AWS account to connect to resources such as databases, cache instances, or internal services. Ensure that the subnets and security groups used allow access to the necessary resources.

**Usage considerations**

- This control does not evaluate the VPC subnet routing configuration to determine public reachability.
- This control does not support AWS Lambda@Edge Functions. Lambda@Edge does not support functions that are configured with access to resources inside your VPC.
- Lambda functions can't connect directly to a VPC with dedicated instance tenancy. To connect to resources in a dedicated VPC, peer it to a second VPC with default tenancy.

**Remediation for rule failure**

In VpcConfig, provide the SubnetIds property with one or more Subnet IDs, and provide the SecurityGroupIds property with one or more Security Group IDs.

The examples that follow show how to implement this remediation.

**AWS Lambda Function - Example**

AWS Lambda function configured to access resources in a VPC. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  
}
"LambdaFunction": {
    "Type": "AWS::Lambda::Function",
    "Properties": {
        "Role": {
            "Fn::GetAtt": "LambdaFunctionRole.Arn"
        },
        "Handler": "index.handler",
        "Code": {
            "ZipFile": "def handler(event, context):
                print("sample function")\n"
        },
        "Runtime": "python3.9",
        "VpcConfig": {
            "SubnetIds": [
                { "Fn::GetAtt": [ "SubnetOne", "SubnetId" ] },
                { "Fn::GetAtt": [ "SubnetTwo", "SubnetId" ] }
            ],
            "SecurityGroupIds": [ { "Fn::GetAtt": [ "SecurityGroup", "GroupId" ] } ]
        }
    }
}

YAML example

LambdaFunction:
  Type: AWS::Lambda::Function
  Properties:
    Role: !GetAtt 'LambdaFunctionRole.Arn'
    Handler: index.handler
    Code:
      ZipFile: "def handler(event, context):
                print("sample function")\n"
    Runtime: python3.9
    VpcConfig:
      SubnetIds:
        - !GetAtt 'SubnetOne.SubnetId'
        - !GetAtt 'SubnetTwo.SubnetId'
      SecurityGroupIds:
        - !GetAtt 'SecurityGroup.GroupId'

CT.LAMBDA.PR.3 rule specification
# Rule Identifier:
# lambda_inside_vpc_check

# Description:
# This control checks whether an AWS Lambda function has been configured with access to
# resources in a customer-managed Amazon Virtual Private Cloud (VPC).

# Reports on:
# AWS::Lambda::Function

# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
#  Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#         document
#     And: The input document does not contain any Lambda function resources
#     Then: SKIP
#Scenario: 2
#  Given: The input document contains a Lambda function resource
#         And: 'VpcConfig' has not been provided
#     Then: FAIL
#Scenario: 3
#  Given: The input document contains a Lambda function resource
#         And: 'VpcConfig' has been provided
#         And: 'SubnetIds' in 'VpcConfig' has been provided as a non-empty list that contains
#              non-empty strings or valid
#              local references
#         And: 'SecurityGroupIds' in 'VpcConfig' has not been been provided or has been
#              provided as an empty list
#     Then: FAIL
#Scenario: 4
#  Given: The input document contains a Lambda function resource
#         And: 'VpcConfig' has been provided
#         And: 'SecurityGroupIds' in 'VpcConfig' has been provided as a non-empty list that
#              contains non-empty strings or valid
#         And: 'SubnetIds' in 'VpcConfig' has not been been provided or has been provided as
#              an empty list
#     Then: FAIL
#Scenario: 5
#  Given: The input document contains a Lambda function resource
#         And: 'VpcConfig' has been provided
#         And: 'SecurityGroupIds' in 'VpcConfig' has been provided as a non-empty list that
#              contains non-empty strings or valid
#         And: 'SubnetIds' in 'VpcConfig' has been provided as a non-empty list that contains
#              non-empty strings or valid
#     Then: PASS
# Constants
#
let LAMBDA_FUNCTION_TYPE = "AWS::Lambda::Function"
let INPUT_DOCUMENT = this
#
# Assignments
#
let lambda_functions = Resources.*[ Type == %LAMBDA_FUNCTION_TYPE ]
#
# Primary Rules
#
rule lambda_inside_vpc_check when is_cfn_template(%INPUTDOCUMENT)
  %lambda_functions not empty {
    check(%lambda_functions.Properties)
    [CT.LAMBDA.PR.3]: Require an AWS Lambda function to be in a customer-managed Amazon
    Virtual Private Cloud (VPC)
    [FIX]: In 'VpcConfig', provide the 'SubnetIds' property with one or more Subnet
    IDs, and provide the 'SecurityGroupIds' property with one or more Security Group IDs.

    }%}

rule lambda_inside_vpc_check when is_cfn_hook(%INPUT_DOCUMENT, %LAMBDA_FUNCTION_TYPE) {
  check(%INPUT_DOCUMENT.%LAMBDA_FUNCTION_TYPE.resourceProperties)
  [CT.LAMBDA.PR.3]: Require an AWS Lambda function to be in a customer-managed Amazon
  Virtual Private Cloud (VPC)
  [FIX]: In 'VpcConfig', provide the 'SubnetIds' property with one or more Subnet
  IDs, and provide the 'SecurityGroupIds' property with one or more Security Group IDs.

  }%}
#
# Parameterized Rules
#
rule check(lambda_function) {
  %lambda_function {
    # Scenario 2
    VpcConfig.exists
    VpcConfig.is_struct

    VpcConfig {
      # Scenario 3 and 5
      SubnetIds.exists
      SubnetIds.is_list
      SubnetIds not empty
      SubnetIds[*] {
        check_is_string_and_not_empty(this) or
        check_local_references(%INPUT_DOCUMENT, this, "AWS::EC2::Subnet")
      }
      # Scenario 4 and 5
      SecurityGroupIds.exists
      SecurityGroupIds.is_list
      SecurityGroupIds not empty
      SecurityGroupIds[*] {
        check_is_string_and_not_empty(this) or
        check_local_references(%INPUT_DOCUMENT, this, "AWS::EC2::SecurityGroup")
      }
    }
  }
}

# Utility Rules

### rule is_cfn_template(doc) {  
%doc {  
  AWSTemplateFormatVersion exists or  
  Resources exists  
}
}

### rule is_cfn_hook(doc, RESOURCE_TYPE) {  
%doc.%RESOURCE_TYPE.resourceProperties exists  
}

### rule check_is_string_and_not_empty(value) {  
%value {  
  this is_string  
  this != /\A\s*\z/  
}
}

### rule check_local_references(doc, reference_properties, referenced_resource_type) {  
%reference_properties {  
  'Fn::GetAtt' {  
    query_for_resource(%doc, this[0], %referenced_resource_type)  
  } or Ref {  
    query_for_resource(%doc, this, %referenced_resource_type)  
  }  
}
}

### rule query_for_resource(doc, resource_key, referenced_resource_type) {  
  let referenced_resource = %doc.Resources[ keys == %resource_key ]  
  %referenced_resource not empty  
  %referenced_resource {  
    Type == %referenced_resource_type  
  }
}

---

**CT.LAMBDA.PR.3 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example - Use this template to verify a compliant resource creation.**

**Resources:**

**VPC:**

- **Type:** AWS::EC2::VPC
- **Properties:**
  - CidrBlock: 10.0.0.0/16
  - EnableDnsSupport: 'true'
  - EnableDnsHostnames: 'true'

**SubnetOne:**

- **Type:** AWS::EC2::Subnet
- **Properties:**
  - VpcId:
  - Ref: VPC
  - CidrBlock: 10.0.0.0/24
  - AvailabilityZone:
Fn::Select:
- 0
- Fn::GetAZs: ''

SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      - Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      - Fn::Select:
        - 1
      - Fn::GetAZs: ''

SecurityGroup1:
  Type: AWS::EC2::SecurityGroup
  Properties:
    VpcId:
      - Ref: VPC
    GroupDescription:
      - Fn::Sub: ${AWS::StackName}-example

LambdaFunctionRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service:
              - lambda.amazonaws.com
          Action:
            - sts:AssumeRole
          Path: /
        - PolicyName: LambdaFunctionPolicy
          PolicyDocument:
            Version: '2012-10-17'
            Statement:
              - Effect: Allow
                Action:
                  - logs:CreateLogGroup
                  - logs:CreateLogStream
                  - logs:PutLogEvents
                  - ec2:CreateNetworkInterface
                  - ec2:DescribeNetworkInterfaces
                  - ec2:DeleteNetworkInterface
                Resource: '*'

LambdaFunction:
  Type: AWS::Lambda::Function
  Properties:
    Role:
      - Fn::GetAtt: LambdaFunctionRole.Arn
    Handler: index.handler
    Code:
      ZipFile: |
        def handler(event, context):
          print("example")
    Runtime: python3.9
  VpcConfig:
    SubnetIds:
      - Fn::GetAtt:
        - SubnetOne
        - SubnetId
      - Fn::GetAtt:
        - SubnetTwo
        - SubnetId
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
LambdaFunctionRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service:
              - lambda.amazonaws.com
          Action:
            - sts:AssumeRole
          Path: /
      Policies:
        - PolicyName: LambdaFunctionPolicy
          PolicyDocument:
            Version: '2012-10-17'
            Statement:
              - Effect: Allow
                Action:
                  - logs:CreateLogGroup
                  - logs:CreateLogStream
                  - logs:PutLogEvents
                  - ec2:CreateNetworkInterface
                  - ec2:DescribeNetworkInterfaces
                  - ec2:DeleteNetworkInterface
                Resource: '*'
  LambdaFunction:
    Type: AWS::Lambda::Function
    Properties:
      Role:
        Fn::GetAtt: LambdaFunctionRole.Arn
      Handler: index.handler
      Code:
        ZipFile: |
          def handler(event, context):
            print("example")
      Runtime: python3.9

[CT.LAMBDA.PR.4] Require an AWS Lambda layer permission to grant access to an AWS organization or specific AWS account

This control checks whether an AWS Lambda layer permission has been configured to grant access to an AWS organization or to a specific AWS account only, by ensuring that public access from all AWS accounts has not been granted to a layer.

- Control objective: Enforce least privilege
- Implementation: AWS CloudFormation guard rule
- Control behavior: Proactive
• **Resource types:** AWS::Lambda::LayerVersionPermission

• **AWS CloudFormation guard rule:** [CT.LAMBDA.PR.4 rule specification (p. 1046)]

### Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.LAMBDA.PR.4 rule specification (p. 1046)]

- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.LAMBDA.PR.4 example templates (p. 1048)]

### Explanation

By default, a layer that you create is **private** to your AWS account. However, you can share the layer with other accounts or make it public, optionally.

A **public** layer may allow unintended access to your source code and applications. A public Lambda layer can expose valuable information about your account, resources, and internal processes.

### Remediation for rule failure

Set the `OrganizationId` parameter to the ID of an AWS organization, or set the `Principal` parameter to an AWS account ID.

The examples that follow show how to implement this remediation.

**AWS Lambda layer permission - Example one**

An AWS Lambda version permission URL configured to grant layer usage permission to all accounts in an organization. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "LayerVersionPermission": {
        "Type": "AWS::Lambda::LayerVersionPermission",
        "Properties": {
            "Action": "lambda:GetLayerVersion",
            "LayerVersionArn": {
                "Ref": "LayerVersion"
            },
            "OrganizationId": "o-abc123defg"
        }
    }
}
```

**YAML example**

```
LayerVersionPermission:
  Type: AWS::Lambda::LayerVersionPermission
  Properties:
    Action: lambda:GetLayerVersion
    LayerVersionArn: !Ref 'LayerVersion'
    OrganizationId: o-abc123defg
```
The examples that follow show how to implement this remediation.

**AWS Lambda layer permission - Example two**

An AWS Lambda version permission URL configured to grant layer usage permission for an AWS account. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "LayerVersionPermission": {
      "Type": "AWS::Lambda::LayerVersionPermission",
      "Properties": {
         "Action": "lambda:GetLayerVersion",
         "LayerVersionArn": {
            "Ref": "LayerVersion"
         },
         "Principal": "123456789012"
      }
   }
}
```

**YAML example**

```
LayerVersionPermission:
  Type: AWS::Lambda::LayerVersionPermission
  Properties:
    Action: lambda:GetLayerVersion
    LayerVersionArn: !Ref 'LayerVersion'
    Principal: '123456789012'
```

**CT.LAMBDA.PR.4 rule specification**

```bash
# ---------------------------------------------
##       Rule Specification        
# ---------------------------------------------
# Rule Identifier:
#   lambda_layer_public_access_prohibited_check
# Description:
#   This control checks whether an AWS Lambda layer permission has been configured to grant
access to an AWS organization or to a specific AWS account only, by ensuring that public
access from all AWS accounts has not been granted to a layer.
# Reports on:
#   AWS::Lambda::LayerVersionPermission
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters:
#   None
# Scenarios:
#   Scenario: 1
```
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document does not contain any Lambda layer version permission resources
#       Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains a Lambda layer version permission resource
#       And: 'OrganizationId' has not been provided
#       And: 'Principal' has been provided and set to '*'
#       Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains a Lambda layer version permission resource
#       And: 'OrganizationId' has not been provided
#       And: 'Principal' has been provided and set to a non-empty string value other than '*'
#       Then: PASS
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains a Lambda layer version permission resource
#       And: 'OrganizationId' has been provided as a non-empty string
#       Then: PASS

# Constants
#
let LAMBDA_LAYER_PERMISSION_TYPE = "AWS::Lambda::LayerVersionPermission"
let INPUT_DOCUMENT = this
#
# Assignments
#
let lambda_layer_permissions = Resources.*[ Type == %LAMBDA_LAYER_PERMISSION_TYPE ]
#
# Primary Rules
#
rule lambda_layer_public_access_prohibited_check when is_cfn_template(%INPUT_DOCUMENT)
%lambda_layer_permissions not empty {
check(%lambda_layer_permissions.Properties)
  <<
  [CT.LAMBDA.PR.4]: Require an AWS Lambda layer permission to grant access to an AWS organization or specific AWS account
  [FIX]: Set the 'OrganizationId' parameter to the ID of an AWS organization, or set the 'Principal' parameter to an AWS account ID.
  >>
}

rule lambda_layer_public_access_prohibited_check when is_cfn_hook(%INPUT_DOCUMENT, %LAMBDA_LAYER_PERMISSION_TYPE) {
  check(%INPUT_DOCUMENT.%LAMBDA_LAYER_PERMISSION_TYPE.resourceProperties)
  <<
  [CT.LAMBDA.PR.4]: Require an AWS Lambda layer permission to grant access to an AWS organization or specific AWS account
  [FIX]: Set the 'OrganizationId' parameter to the ID of an AWS organization, or set the 'Principal' parameter to an AWS account ID.
  >>
}

# # Parameterized Rules
#
CT.LAMBDA.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
LayerVersion:
  Type: AWS::Lambda::LayerVersion
  Properties:
    CompatibleRuntimes:
    - python3.9
    Content:
      S3Bucket: example-layer-bucket
      S3Key: layer.zip
    Description: Example layer
    LayerName: example-layer
    LicenseInfo: MIT
LayerVersionPermission:
  Type: AWS::Lambda::LayerVersionPermission
  Properties:
    Action: lambda:GetLayerVersion
    LayerVersionArn:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```plaintext
Resources:
LayerVersion:
  Type: AWS::Lambda::LayerVersion
  Properties:
    CompatibleRuntimes:
      - python3.9
    Content:
      S3Bucket: example-layer-bucket
      S3Key: layer.zip
      Description: Example layer
      LicenseInfo: MIT
    LayerVersionPermission:
      Type: AWS::Lambda::LayerVersionPermission
      Properties:
        Action: lambda:GetLayerVersion
        LayerVersionArn:
          Ref: LayerVersion
        Principal: "*"
```

[CT.LAMBDA.PR.5] Require an AWS Lambda function URL to use AWS IAM-based authentication

This control checks whether an AWS Lambda function URL is configured to use authentication that's based on IAM.

- **Control objective**: Enforce least privilege
- **Implementation**: AWS CloudFormation guard rule
- **Control behavior**: Proactive
- **Resource types**: AWS::Lambda::Url
- **AWS CloudFormation guard rule**: [CT.LAMBDA.PR.5 rule specification (p. 1050)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.LAMBDA.PR.5 rule specification (p. 1050)]
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.LAMBDA.PR.5 example templates (p. 1052)]

**Explanation**

You can control access to a Lambda function URL using the AuthType parameter, combined with resource-based policies that are attached to your specific function. The configuration of these two components determines who can invoke or perform other administrative actions on your function URL.

The AuthType parameter determines how Lambda authenticates or authorizes requests to your Lambda function URL (endpoint). Setting AuthType to NONE means that Lambda does not perform
any authentication before it invokes your function. However, your function's resource-based policy is always in effect, and the policy must grant public access before your Lambda function URL (endpoint) can receive requests.

Remediation for rule failure

Set the AuthType parameter to AWS_IAM

The examples that follow show how to implement this remediation.

AWS Lambda function URL - Example

An AWS Lambda function URL (endpoint) configured with AWS IAM-based authentication. The example is shown in JSON and in YAML.

JSON example

```json
{
  "FunctionUrl": {
    "Type": "AWS::Lambda::Url",
    "Properties": {
      "TargetFunctionArn": {
        "Fn::GetAtt": [
          "LambdaFunction",
          "Arn"
        ],
        "AuthType": "AWS_IAM"
      }
    }
  }
}
```

YAML example

```yaml
FunctionUrl:
  Type: AWS::Lambda::Url
  Properties:
    TargetFunctionArn: !GetAtt 'LambdaFunction.Arn'
    AuthType: AWS_IAM
```

CT.LAMBDA.PR.5 rule specification

```bash
# #################################################################
# # Rule Specification #
# #################################################################
#
# Rule Identifier:
#    lambda_function_url_auth_check
# # Description:
#    This control checks whether an AWS Lambda function URL is configured to use authentication that's based on AWS IAM.
# ```
# Reports on:
#   AWS::Lambda::Url
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any Lambda function URL resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a Lambda function URL resource
#     And: 'AuthType' has not been provided
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a Lambda function URL resource
#     And: 'AuthType' been provided and set to a value other than 'AWS_IAM'
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a Lambda function URL resource
#     And: 'AuthType' been provided and set to 'AWS_IAM'
#     Then: PASS
#
# Constants
#
let LAMBDA_FUNCTION_URL_TYPE = "AWS::Lambda::Url"
let AUTHORIZED_AUTHENTICATION_TYPES = ["AWS_IAM"]
let INPUT_DOCUMENT = this
#
# Assignments
#
let lambda_function_urls = Resources.*[ Type == %LAMBDA_FUNCTION_URL_TYPE ]
#
# Primary Rules
#
rule lambda_function_url_auth_check when is_cfn_template(%INPUT_DOCUMENT)
  %lambda_function_urls not empty {
    check(%lambda_function_urls.Properties)
    <<
      [CT.LAMBDA.PR.5]: Require an AWS Lambda function URL to use AWS IAM-based authentication
      [FIX]: Set the 'AuthType' parameter to 'AWS_IAM'
    >>
  }

rule lambda_function_url_auth_check when is_cfn_hook(%INPUT_DOCUMENT,
  %LAMBDA_FUNCTION_URL_TYPE) {
  check(%INPUT_DOCUMENT.%LAMBDA_FUNCTION_URL_TYPE.resourceProperties)
  <<
    [CT.LAMBDA.PR.5]: Require an AWS Lambda function URL to use AWS IAM-based authentication
    [FIX]: Set the 'AuthType' parameter to 'AWS_IAM'
  >>
}
# Parameterized Rules

```python
rule check(lambda_function_url) {
    %lambda_function_url {
        # Scenario 2
        AuthType exists
        # Scenarios 3 and 4
        AuthType in %AUTHORIZED_AUTHENTICATION_TYPES
    }
}
```

# Utility Rules

```python
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

## CT.LAMBDA.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

### PASS Example - Use this template to verify a compliant resource creation.

Resources:
```
LambdaFunctionRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service:
              - lambda.amazonaws.com
            Action:
              - sts:AssumeRole
            Path: /
          Policies:
            - PolicyName: LambdaFunctionPolicy
              PolicyDocument:
                Version: '2012-10-17'
                Statement:
                  - Effect: Allow
                    Action:
                      - logs:CreateLogGroup
                      - logs:CreateLogStream
                      - logs:PutLogEvents
                    Resource: '*'
```
Type: AWS::Lambda::Function
Properties:
  Role:
    Fn::GetAtt: LambdaFunctionRole.Arn
  Handler: index.handler
  Code:
    ZipFile: "def handler(event, context):
        print("example")\n"
  Runtime: python3.9

FunctionUrl:
Type: AWS::Lambda::Url
Properties:
  TargetFunctionArn:
    Fn::GetAtt:
      - LambdaFunction
      - Arn
  AuthType: AWS_IAM

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
LambdaFunctionRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service:
              - lambda.amazonaws.com
          Action:
            - sts:AssumeRole
          Path: /
      Policies:
        - PolicyName: LambdaFunctionPolicy
          PolicyDocument:
            Version: '2012-10-17'
            Statement:
              - Effect: Allow
                Action:
                  - logs:CreateLogGroup
                  - logs:CreateLogStream
                  - logs:PutLogEvents
                Resource: '*'

LambdaFunction:
  Type: AWS::Lambda::Function
  Properties:
    Role:
      Fn::GetAtt: LambdaFunctionRole.Arn
    Handler: index.handler
    Code:
      ZipFile: "def handler(event, context):
          print("example")\n"
    Runtime: python3.9

FunctionUrl:
Type: AWS::Lambda::Url
Properties:
  TargetFunctionArn:
    Fn::GetAtt:
      - LambdaFunction
      - Arn
  AuthType: NONE
[CT.LAMBDA.PR.6] Require an AWS Lambda function URL CORS policy to restrict access to specific origins

This control checks whether an AWS Lambda function URL is configured with a cross-origin resource sharing (CORS) policy that does not grant access to all origins.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Lambda::Url
- **AWS CloudFormation guard rule:** [CT.LAMBDA.PR.6 rule specification (p. 1055)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.LAMBDA.PR.6 rule specification (p. 1055)]
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.LAMBDA.PR.6 example templates (p. 1057)]

Explanation

Cross-Origin Resource Sharing (CORS) is a mechanism based on an HTTP-header, which allows a server to indicate any origins (domain, scheme, or port) other than its own, from which a browser should permit loading resources.

If you set a wildcard origin (*) in a CORS policy, you allow code running in browsers from any origin to gain access to your function URL.

Remediation for rule failure

In the `Cors` parameter, ensure that the value of `AllowOrigins` does not contain wildcard origins (*, http://*, and https://*)

The examples that follow show how to implement this remediation.

**AWS Lambda Function URL - Example**

AWS Lambda function URL configured with a cross-origin resource sharing (CORS) policy that restricts access to a specific origin. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "FunctionUrl": {
        "Type": "AWS::Lambda::Url",
        "Properties": {
            "TargetFunctionArn": {
                "Fn::GetAtt": ["LambdaFunction", "Arn"
            ]
        },
        "AuthType": "AWS_IAM",
    }
}
```
YAML example

```
FunctionUrl:
  Type: AWS::Lambda::Url
  Properties:
    TargetFunctionArn: !GetAtt 'LambdaFunction.Arn'
    AuthType: AWS_IAM
    Cors:
      AllowOrigins:
        - https://example.com
```

CT.LAMBDA.PR.6 rule specification

```
# ###################################################################
##       Rule Specification        ##
###################################################################
#
# Rule Identifier:
#   lambda_function_url_cors_check
#
# Description:
#   This control checks whether an AWS Lambda function URL is configured with a cross-origin resource sharing (CORS) policy that does not grant access to all origins.
#
# Reports on:
#   AWS::Lambda::Url
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation Hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any Lambda function URL resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains a Lambda function URL resource
#     And: 'AllowOrigins' in 'Cors' has not been provided or has been provided as an empty list
#     Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
```
And: The input document contains a Lambda function URL resource
And: 'Cors' has been provided
And: 'AllowOrigins' in 'Cors' has been provided as a non-empty list
And: 'AllowOrigins' has an entry that contains a wildcard value '*'
Then: FAIL

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a Lambda function URL resource
And: 'Cors' has been provided
And: 'AllowOrigins' in 'Cors' has been provided as a non-empty list
And: No entries in 'AllowOrigins' contain a wildcard value '*'
Then: PASS

Constants
let LAMBDA_FUNCTION_URL_TYPE = "AWS::Lambda::Url"
let INPUT_DOCUMENT = this

Assignments
let lambda_function_urls = Resources.*[ Type == %LAMBDA_FUNCTION_URL_TYPE ]

Primary Rules

rule lambda_function_url_cors_check when is_cfn_template(%INPUT_DOCUMENT)
%lambda_function_urls not empty {
    check(%lambda_function_urls.Properties)
    <![CT.LAMBDA.PR.6]: Require an AWS Lambda function URL CORS policy to restrict access to specific origins
    [FIX]: In the 'Cors' parameter, ensure that the value of 'AllowOrigins' does not contain wildcard origins ('*', 'http://*' and 'https://*')
    ]>
}

rule lambda_function_url_cors_check when is_cfn_hook(%INPUT_DOCUMENT, %LAMBDA_FUNCTION_URL_TYPE) {
    check(%INPUT_DOCUMENT.%LAMBDA_FUNCTION_URL_TYPE.resourceProperties)
    <![CT.LAMBDA.PR.6]: Require an AWS Lambda function URL CORS policy to restrict access to specific origins
    [FIX]: In the 'Cors' parameter, ensure that the value of 'AllowOrigins' does not contain wildcard origins ('*', 'http://*' and 'https://*')
    ]>
}

Parameterized Rules

rule check(lambda_function_url) {
    %lambda_function_url[
    # Scenario 2
    filter_cors_origins(this)
    ] {
        Cors {
            # Scenarios 3 and 4
            AllowOrigins[*] != /\*/
        }
    }
}

rule filter_cors_origins(lambda_function_url) {

}
%lambda_function_url {
  Cors exists
  Cors is_struct
  Cors {
    AllowOrigins exists
    AllowOrigins is_list
    AllowOrigins not empty
  }
}

# Utility Rules
#
# rule is_cfn_template(doc) {
#   %doc {
#     AWSTemplateFormatVersion exists or
#     Resources exists
#   }
# }

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.LAMBDA.PR.6 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  LambdaFunctionRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: '2012-10-17'
        Statement:
        - Effect: Allow
          Principal:
            Service: lambda.amazonaws.com
          Action:
            - sts:AssumeRole
          Path: /
        Policies:
        - PolicyName: LambdaFunctionPolicy
          PolicyDocument:
            Version: '2012-10-17'
            Statement:
            - Effect: Allow
              Action:
                - logs:CreateLogGroup
                - logs:CreateLogStream
                - logs:PutLogEvents
              Resource: '*'
  LambdaFunction:
    Type: AWS::Lambda::Function
    Properties:
      Role:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
LambdaFunctionRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service:
              - lambda.amazonaws.com
          Action:
            - sts:AssumeRole
          Path: /
      Policies:
        - PolicyName: LambdaFunctionPolicy
          PolicyDocument:
            Version: '2012-10-17'
            Statement:
              - Effect: Allow
                Action:
                  - logs:CreateLogGroup
                  - logs:CreateLogStream
                  - logs:PutLogEvents
                Resource: '*'
LambdaFunction:
  Type: AWS::Lambda::Function
  Properties:
    Role:
      Fn::GetAtt: LambdaFunctionRole.Arn
    Handler: index.handler
    Code:
      ZipFile: "def handler(event, context):
        print("example")\n"
      Runtime: python3.9
    FunctionUrl:
      Type: AWS::Lambda::Url
      Properties:
        TargetFunctionArn:
          Fn::GetAtt:
          - LambdaFunction
          - Arn
        AuthType: AWS_IAM
        Cors:
          AllowOrigins:
            - https://example.com
Amazon MQ controls

Topics

- [CT.MQ.PR.1] Require an Amazon MQ ActiveMQ broker to use active/standby deployment mode for high availability (p. 1059)
- [CT.MQ.PR.2] Require an Amazon MQ Rabbit MQ broker to use Multi-AZ cluster mode for high availability (p. 1063)

[CT.MQ.PR.1] Require an Amazon MQ ActiveMQ broker to use active/standby deployment mode for high availability

This control checks whether an Amazon MQ ActiveMQ broker is configured in an active/standby deployment mode.

- **Control objective:** Improve resiliency, Improve availability
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::AmazonMQ::Broker
- **AWS CloudFormation guard rule:** CT.MQ.PR.1 rule specification (p. 1060)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.MQ.PR.1 rule specification (p. 1060)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: CT.MQ.PR.1 example templates (p. 1062)

Explanation

Amazon MQ ActiveMQ active/standby deployment mode helps you achieve high availability for your Amazon MQ brokers across a single region. The Amazon MQ active/standby deployment mode includes two broker instances, which are configured in a redundant pair across different availability zones.

**Usage considerations**

- This control applies only to Amazon MQ brokers with an engine type of ACTIVEMQ.

Remediation for rule failure

For Amazon MQ brokers with an engine type of ACTIVEMQ, set the DeploymentMode property to ACTIVE_STANDBY_MULTI_AZ.

The examples that follow show how to implement this remediation.

**Amazon MQ ActiveMQ Broker - Example**

An Amazon MQ ActiveMQ broker configured in active/standby deployment mode. The example is shown in JSON and in YAML.
JSON example

```
{
  "MQBroker": {
    "Type": "AWS::AmazonMQ::Broker",
    "Properties": {
      "AutoMinorVersionUpgrade": true,
      "BrokerName": "sample-broker",
      "EngineVersion": "5.17.2",
      "HostInstanceType": "mq.m5.large",
      "PubliclyAccessible": false,
      "Users": [
        {
          "ConsoleAccess": true,
          "Username": {
            "Fn::Sub": "{{resolve:secretsmanager:${MQBrokerSecret}::username}}"
          },
          "Password": {
            "Fn::Sub": "{{resolve:secretsmanager:${MQBrokerSecret}::password}}"
          }
        }
      ],
      "EngineType": "ACTIVEMQ",
      "DeploymentMode": "ACTIVE_STANDBY_MULTI_AZ"
    }
  }
}
```

YAML example

```
MQBroker:
  Type: AWS::AmazonMQ::Broker
  Properties:
    AutoMinorVersionUpgrade: true
    BrokerName: sample-broker
    EngineVersion: 5.17.2
    HostInstanceType: mq.m5.large
    PubliclyAccessible: false
    Users:
      - ConsoleAccess: true
        Username: !Sub '{{resolve:secretsmanager:${MQBrokerSecret}::username}}'
        Password: !Sub '{{resolve:secretsmanager:${MQBrokerSecret}::password}}'
  EngineType: ACTIVEMQ
  DeploymentMode: ACTIVE_STANDBY_MULTI_AZ
```

CT.MQ.PR.1 rule specification

```
# ###################################################################
# Rule Specification  #
# ###################################################################
# Rule Identifier:
#   mq_active_deployment_mode_check
#
# Description:
#   This control checks whether an Amazon MQ ActiveMQ broker is configured in an active/standby deployment mode.
```
Reports on:
AWS::AmazonMQ::Broker

Evaluates:
AWS CloudFormation, AWS CloudFormation hook

Rule Parameters:
None

Scenarios:

Scenario: 1
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document does not contain any Amazon MQ broker resources
Then: SKIP

Scenario: 2
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon MQ broker resource
And: 'EngineType' has been provided and is equal to a value other than 'ACTIVEMQ'
Then: SKIP

Scenario: 3
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon MQ broker resource
And: 'EngineType' has been provided and set to 'ACTIVEMQ'
And: 'DeploymentMode' has not been provided or has been provided and set to a value other than 'ACTIVE_STANDBY_MULTI_AZ'
Then: FAIL

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Amazon MQ broker resource
And: 'EngineType' has been provided and set to 'ACTIVEMQ'
And: 'DeploymentMode' has been provided and set to 'ACTIVE_STANDBY_MULTI_AZ'
Then: PASS

Constants

let MQ_BROKER_TYPE = "AWS::AmazonMQ::Broker"
let ENGINES_WITH_CLUSTER_DEPLOYMENT_SUPPORT = ["ACTIVEMQ"]
let ALLOWED_DEPLOYMENT_MODES = ["ACTIVE_STANDBY_MULTI_AZ"]
let INPUT_DOCUMENT = this

Assignments

let mq_brokers = Resources.*[ Type == %MQ_BROKER_TYPE ]

Primary Rules

rule mq_active_deployment_mode_check when is_cfn_template(%INPUT_DOCUMENT) %mq_brokers not empty {
    check(%mq_brokers.Properties)
    <<
    [CT.MQ.PR.1]: Require an Amazon MQ ActiveMQ broker to use use active/standby deployment mode for high availability
    [FIX]: For Amazon MQ brokers with an engine type of ACTIVEMQ, set the DeploymentMode property to ACTIVE_STANDBY_MULTI_AZ.
    >>
}
rule mq_active_deployment_mode_check when is_cfn_hook(%INPUT_DOCUMENT, %MQ_BROKER_TYPE) {
    check(%INPUT_DOCUMENT.%MQ_BROKER_TYPE.resourceProperties)
    <<
        [CT.MQ.PR.1]: Require an Amazon MQ ActiveMQ broker to use active/standby deployment mode for high availability
        [FIX]: For Amazon MQ brokers with an engine type of ACTIVEMQ, set the DeploymentMode property to ACTIVE_STANDBY_MULTI_AZ.
    >>
}

# Parameterized Rules

rule check(mq_broker) {
    %mq_broker [
        # Scenario 2
        filter_engine(this)
    ] {
        # Scenarios 3 and 4
        DeploymentMode exists
        DeploymentMode in %ALLOWED_DEPLOYMENT_MODES
    }
}

rule filter_engine(mq_broker) {
    %mq_broker {
        EngineType exists
        EngineType in %ENGINES_WITH_CLUSTER_DEPLOYMENT_SUPPORT
    }
}

# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists  or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.MQ.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
MQBrokerSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
        Description: MQ broker secret
        GenerateSecretString:
            SecretStringTemplate: '{"username": "examplemqusername"}'
            GenerateStringKey: password
            PasswordLength: 16
            ExcludeCharacters: '"',:'
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MQBroker:
  Type: AWS::AmazonMQ::Broker
  Properties:
    AutoMinorVersionUpgrade: true
    BrokerName:
      Ref: AWS::StackName
    EngineVersion: 5.17.2
    HostInstanceType: mq.m5.large
    PubliclyAccessible: false
    Users:
      - ConsoleAccess: true
        Username:
          Fn::Sub: '{{resolve:secretsmanager:${MQBrokerSecret}::username}}'
        Password:
          Fn::Sub: '{{resolve:secretsmanager:${MQBrokerSecret}::password}}'
    EngineType: ACTIVEMQ
    DeploymentMode: ACTIVE_STANDBY_MULTI_AZ

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  MQBrokerSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: MQ broker secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "examplemqusername"}'
        GenerateStringKey: password
        PasswordLength: 16
        ExcludeCharacters: ',;='
  MQBroker:
    Type: AWS::AmazonMQ::Broker
    Properties:
      AutoMinorVersionUpgrade: true
      BrokerName:
        Ref: AWS::StackName
      EngineVersion: 5.17.2
      HostInstanceType: mq.m5.large
      PubliclyAccessible: false
      Users:
        - ConsoleAccess: true
          Username:
            Fn::Sub: '${resolve:secretsmanager:${MQBrokerSecret}::username}'
          Password:
            Fn::Sub: '${resolve:secretsmanager:${MQBrokerSecret}::password}'
      EngineType: ACTIVEMQ
      DeploymentMode: SINGLE_INSTANCE

[CT.MQ.PR.2] Require an Amazon MQ Rabbit MQ broker to use Multi-AZ cluster mode for high availability

This control checks whether an Amazon MQ RabbitMQ broker is configured in a cluster deployment mode, to allow for high availability.

- **Control objective:** Improve resiliency, Improve availability
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
• **Resource types:** AWS::AmazonMQ::Broker

• **AWS CloudFormation guard rule:** [CT.MQ.PR.2 rule specification (p. 1065)]

### Details and examples

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.MQ.PR.2 rule specification (p. 1065)]

• For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.MQ.PR.2 example templates (p. 1067)]

### Explanation

Amazon MQ cluster deployments for RabbitMQ help you achieve high availability for your Amazon MQ brokers across a single region. RabbitMQ clusters include three broker instances, which are configured in a cluster across different availability zones.

### Usage considerations

- This control applies only to Amazon MQ brokers with an engine type of RABBITMQ.

### Remediation for rule failure

For Amazon MQ brokers with an engine type of RABBITMQ, set the DeploymentMode property to CLUSTER_MULTI_AZ.

The examples that follow show how to implement this remediation.

**Amazon MQ RabbitMQ Broker - Example**

An Amazon MQ RabbitMQ broker configured in a cluster deployment mode. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "MQBroker": {
    "Type": "AWS::AmazonMQ::Broker",
    "Properties": {
      "AutoMinorVersionUpgrade": true,
      "BrokerName": "sample-mq-broker",
      "EngineVersion": "3.10.10",
      "HostInstanceType": "mq.m5.large",
      "PubliclyAccessible": false,
      "Users": [
        {
          "ConsoleAccess": true,
          "Username": {
            "Fn::Sub": "{{resolve:secretsmanager:${MQBrokerSecret}::username}}"
          },
          "Password": {
            "Fn::Sub": "{{resolve:secretsmanager:${MQBrokerSecret}::password}}"
          }
        }
      ],
      "EngineType": "RABBITMQ",
      "DeploymentMode": "CLUSTER_MULTI_AZ"
    }
  }
}  
```
YAML example

MQBroker:
  Type: AWS::AmazonMQ::Broker
  Properties:
    AutoMinorVersionUpgrade: true
    BrokerName: sample-mq-broker
    EngineVersion: 3.10.10
    HostInstanceType: mq.m5.large
    PubliclyAccessible: false
    Users:
      - ConsoleAccess: true
        Username: !Sub '{{resolve:secretsmanager:${MQBrokerSecret}::username}}'
        Password: !Sub '{{resolve:secretsmanager:${MQBrokerSecret}::password}}'
    EngineType: RABBITMQ
    DeploymentMode: CLUSTER_MULTI_AZ

CT.MQ.PR.2 rule specification

# ###########################################################################
# Rule Specification  
# ###########################################################################
#
# Rule Identifier:
#   mq_rabbit_deployment_mode_check
#
# Description:
#   This control checks whether an Amazon MQ RabbitMQ broker is configured in a cluster deployment mode, to allow for high availability.
#
# Reports on:
#   AWS::AmazonMQ::Broker
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any Amazon MQ broker resources
#     Then: SKIP
#
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an Amazon MQ broker resource
#     And: 'EngineType' been provided and is equal to a value other than 'RABBITMQ'
#     Then: SKIP
#
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an Amazon MQ broker resource
#     Then: OK
# Scenario 4

Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document

And: The input document contains an Amazon MQ broker resource

And: 'EngineType' been provided and is equal to 'RABBITMQ'

And: 'DeploymentMode' has been provided and set to 'CLUSTER_MULTI_AZ'

Then: PASS

# Constants

let MQ_BROKER_TYPE = "AWS::AmazonMQ::Broker"

let ENGINES_WITH_CLUSTER_DEPLOYMENT_SUPPORT = ['RABBITMQ']

let ALLOWED_DEPLOYMENT_MODES = ['CLUSTER_MULTI_AZ']

let INPUT_DOCUMENT = this

# Assignments

let mq_brokers = Resources.*[ Type == %MQ_BROKER_TYPE ]

# Primary Rules

rule mq_rabbit_deployment_mode_check when is_cfn_template(%INPUT_DOCUMENT)

%mq_brokers not empty {

    check(%mq_brokers.Properties)
    <<<
    [CT.MQ.PR.2]: Require an Amazon MQ Rabbit MQ broker to use Multi-AZ cluster mode for high availability
    [FIX]: For Amazon MQ brokers with an engine type of RABBITMQ, set the DeploymentMode property to CLUSTER_MULTI_AZ.
    >>>
}

rule mq_rabbit_deployment_mode_check when is_cfn_hook(%INPUT_DOCUMENT, %MQ_BROKER_TYPE) {

    check(%INPUT_DOCUMENT.%MQ_BROKER_TYPE.resourceProperties)
    <<<
    [CT.MQ.PR.2]: Require an Amazon MQ Rabbit MQ broker to use Multi-AZ cluster mode for high availability
    [FIX]: For Amazon MQ brokers with an engine type of RABBITMQ, set the DeploymentMode property to CLUSTER_MULTI_AZ.
    >>>
}

# Parameterized Rules

rule check(mq_broker) {
    %mq_broker [
        # Scenario 2
        filter_engine(this)
    ] {
        # Scenarios 3 and 4
        DeploymentMode exists
        DeploymentMode in %ALLOWED_DEPLOYMENT_MODES
    }
}

rule filter_engine(mq_broker) {
    %mq_broker {
CT.MQ.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
MQBrokerSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: MQ broker secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "examplemqusername"}'
      GenerateStringKey: password
      PasswordLength: 16
      ExcludeCharacters: ',=\n
MQBroker:
  Type: AWS::AmazonMQ::Broker
  Properties:
    AutoMinorVersionUpgrade: true
    BrokerName:
      Ref: AWS::StackName
    EngineVersion: 3.10.10
    HostInstanceType: mq.m5.large
    PubliclyAccessible: false
    Users:
      - ConsoleAccess: true
        Username:
          Fn::Sub: '{\resolve:secretsmanager:${MQBrokerSecret}::username}'
        Password:
          Fn::Sub: '{\resolve:secretsmanager:${MQBrokerSecret}::password}'
      EngineType: RABBITMQ
      DeploymentMode: CLUSTER_MULTI_AZ

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
MQBrokerSecret:
  Type: AWS::Secret
  Properties:
    Description: MQ broker secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "examplemqusername"}'
      GenerateStringKey: password
      PasswordLength: 16
      ExcludeCharacters: ',;='
MQBroker:
  Type: AWS::AmazonMQ::Broker
  Properties:
    AutoMinorVersionUpgrade: true
    BrokerName:
      Ref: AWS::StackName
    EngineVersion: 3.10.10
    HostInstanceType: mq.m5.large
    PubliclyAccessible: false
    Users:
      - ConsoleAccess: true
        Username:
          Fn::Sub: '{\resolve:secretsmanager:${MQBrokerSecret}::username}'
        Password:
          Fn::Sub: '{\resolve:secretsmanager:${MQBrokerSecret}::password}'
    EngineType: RABBITMQ
    DeploymentMode: SINGLE_INSTANCE

Amazon Managed Streaming for Apache Kafka (Amazon MSK) controls

Topics

- [CT.MSK.PR.1] Require an Amazon Managed Streaming for Apache Kafka (Amazon MSK) cluster to enforce encryption in transit between cluster broker nodes (p. T068)
- [CT.MSK.PR.2] Require an Amazon Managed Streaming for Apache Kafka (Amazon MSK) cluster to be configured with PublicAccess disabled (p. 1075)

[CT.MSK.PR.1] Require an Amazon Managed Streaming for Apache Kafka (Amazon MSK) cluster to enforce encryption in transit between cluster broker nodes

This control checks whether an Amazon MSK cluster is configured to encrypt data in transit between broker nodes of the cluster.

- Control objective: Encrypt data in transit
- Implementation: AWS CloudFormation guard rule
- Control behavior: Proactive
- Resource types: AWS::MSK::Cluster
- AWS CloudFormation guard rule: CT.MSK.PR.1 rule specification (p. 1070)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.MSK.PR.1 rule specification (p. 1070)
Proactive controls

- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.MSK.PR.1 example templates (p. 1072)]

**Explanation**

Amazon MSK uses TLSv1.2. By default, it encrypts data in transit between the brokers of your Amazon MSK cluster. However, you can override this default at the time you create the cluster.

**Usage considerations**

- Although we highly recommend enabling in-transit encryption, it can add additional CPU overhead and a few milliseconds of latency. Most use cases aren’t sensitive to these differences, and the magnitude of impact depends on the configuration of your cluster, clients, and usage profile.

**Remediation for rule failure**

In the EncryptionInfo property, provide an EncryptionInTransit configuration and set the value of InCluster to true. Otherwise, omit the InCluster property to adopt the default value of true.

The examples that follow show how to implement this remediation.

**Amazon MSK Cluster - Example**

An Amazon MSK cluster configured to encrypt data in transit between the broker nodes of the cluster. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "MSKCluster": {
    "Type": "AWS::MSK::Cluster",
    "Properties": {
      "BrokerNodeGroupInfo": {
        "ClientSubnets": [
          { "Ref": "SubnetOne" },
          { "Ref": "SubnetTwo" }
        ],
        "InstanceType": "kafka.t3.small",
        "SecurityGroups": [
          { "Fn::GetAtt": [ "SecurityGroup", "GroupId" ] }
        ],
        "StorageInfo": {
          "EBSStorageInfo": {
            "VolumeSize": 1000
          }
        },
        "ClusterName": {
          "Fn::Sub": "MSKCluster-${AWS::StackName}"}
    }
  }
}
```
"KafkaVersion": "3.4.0",
"NumberOfBrokerNodes": 2,
"EnhancedMonitoring": "DEFAULT",
"EncryptionInfo": {
    "EncryptionInTransit": {
        "InCluster": true
    }
}
}
}

YAML example

MSKCluster:
  Type: AWS::MSK::Cluster
  Properties:
    BrokerNodeGroupInfo:
      ClientSubnets:
        - !Ref 'SubnetOne'
        - !Ref 'SubnetTwo'
      InstanceType: kafka.t3.small
      SecurityGroups:
        - !GetAtt 'SecurityGroup.GroupId'
    StorageInfo:
      EBSStorageInfo:
        VolumeSize: 1000
      ClusterName: !Sub 'MSKCluster-${AWS::StackName}'
  KafkaVersion: 3.4.0
  NumberOfBrokerNodes: 2
  EnhancedMonitoring: DEFAULT
  EncryptionInfo:
    EncryptionInTransit:
      InCluster: true

CT.MSK.PR.1 rule specification

# ####################################################################################################################
## Rule Specification  
# RULE SPECIFICATION  
# ####################################################################################################################
#
# Rule Identifier:  
# msk_broker_node_tls_check  
#
# Description:  
# This control checks whether an Amazon MSK cluster is configured to encrypt data in transit between broker nodes of the cluster.
#
# Reports on:  
# AWS::MSK::Cluster  
#
# Evaluates:  
# AWS CloudFormation, AWS CloudFormation hook  
#
# Rule Parameters:  
# None  
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document does not contain any Amazon MSK cluster resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Amazon MSK cluster resource
# And: 'InCluster' in 'EncryptionInfo.EncryptionInTransit' has been provided and set to a value other than bool(true)
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Amazon MSK cluster resource
# And: 'InCluster' in 'EncryptionInfo.EncryptionInTransit' has not been provided
# Then: PASS
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Amazon MSK cluster resource
# And: 'InCluster' in 'EncryptionInfo.EncryptionInTransit' has been provided and set to bool(true)
# Then: PASS

# Constants
# let MSK_CLUSTER_TYPE = "AWS::MSK::Cluster"
# let INPUT_DOCUMENT = this

# Assignments
# let msk_clusters = Resources.*[ Type == %MSK_CLUSTER_TYPE ]

# Primary Rules
# rule msk_broker_node_tls_check when is_cfn_template(%INPUT_DOCUMENT)
#     %msk_clusters not empty {
#         check(%msk_clusters.Properties)
#         if (msk_clusters not empty) {
#             [CT.MSK.PR.1]: Require an Amazon Managed Streaming for Apache Kafka (Amazon MSK) cluster to enforce encryption in transit between cluster broker nodes
#             [FIX]: In the EncryptionInfo property, provide an 'EncryptionInTransit' configuration and set the value of 'InCluster' to true. Otherwise, omit the 'InCluster' property to adopt the default value of true.
#         }
#     } rule msk_broker_node_tls_check when is_cfn_hook(%INPUT_DOCUMENT, %MSK_CLUSTER_TYPE) {
#         check(%INPUT_DOCUMENT.%MSK_CLUSTER_TYPE.resourceProperties)
#         if (msk_clusters not empty) {
#             [CT.MSK.PR.1]: Require an Amazon Managed Streaming for Apache Kafka (Amazon MSK) cluster to enforce encryption in transit between cluster broker nodes
#             [FIX]: In the EncryptionInfo property, provide an 'EncryptionInTransit' configuration and set the value of 'InCluster' to true. Otherwise, omit the 'InCluster' property to adopt the default value of true.
#         }
#     }

# Parameterized Rules
CT.MSK.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
  VpcId:
    Ref: VPC
  CidrBlock: 10.0.0.0/24
  AvailabilityZone:
    Fn::Select:
      - 0
      - Fn::GetAZs: ''
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
  VpcId:
    Ref: VPC
  CidrBlock: 10.0.1.0/24
  AvailabilityZone:
    Fn::Select:
      - 1
      - Fn::GetAZs: ''
SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
  GroupDescription: MSK Security Group
  SecurityGroupIngress:
    - Description: ZooKeeper plaintext
      FromPort: 2181
      IpProtocol: tcp
      CidrIp:
        Fn::GetAtt:
        - VPC
        - CidrBlock
      ToPort: 2181
    - Description: Bootstrap servers plaintext
      FromPort: 9092
      IpProtocol: tcp
      CidrIp:
        Fn::GetAtt:
        - VPC
        - CidrBlock
      ToPort: 9092
    - Description: Bootstrap servers TLS
      FromPort: 9094
      IpProtocol: tcp
      CidrIp:
        Fn::GetAtt:
        - VPC
        - CidrBlock
      ToPort: 9094
  VpcId:
    Ref: VPC
MSKCluster:
  Type: AWS::MSK::Cluster
  Properties:
  BrokerNodeGroupInfo:
    ClientSubnets:
    - Ref: SubnetOne
    - Ref: SubnetTwo
  InstanceType: kafka.t3.small
  SecurityGroups:
    - Fn::GetAtt:
      - SecurityGroup
      - GroupId
  StorageInfo:
    EBSStorageInfo:
      VolumeSize: 1000
Proactive controls

ClusterName: 
    Fn::Sub: MSKCluster-$(AWS::StackName)
KafkaVersion: 3.4.0
NumberOfBrokerNodes: 2
EnhancedMonitoring: DEFAULT
EncryptionInfo:
    EncryptionInTransit:
        InCluster: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
    VPC:
        Type: AWS::EC2::VPC
        Properties:
            CidrBlock: 10.0.0.0/16
            EnableDnsSupport: 'true'
            EnableDnsHostnames: 'true'
    SubnetOne:
        Type: AWS::EC2::Subnet
        Properties:
            VpcId:
                Ref: VPC
            CidrBlock: 10.0.0.0/24
            AvailabilityZone:
                Fn::Select:
                    - 0
                    - Fn::GetAZs: ''
    SubnetTwo:
        Type: AWS::EC2::Subnet
        Properties:
            VpcId:
                Ref: VPC
            CidrBlock: 10.0.1.0/24
            AvailabilityZone:
                Fn::Select:
                    - 1
                    - Fn::GetAZs: ''
    SecurityGroup:
        Type: AWS::EC2::SecurityGroup
        Properties:
            GroupDescription: MSK Security Group
            SecurityGroupIngress:
                - Description: ZooKeeper plaintext
                  FromPort: 2181
                  IpProtocol: tcp
                  CidrIp:
                    Fn::GetAtt:
                        - VPC
                        - CidrBlock
                  ToPort: 2181
                - Description: Bootstrap servers plaintext
                  FromPort: 9092
                  IpProtocol: tcp
                  CidrIp:
                    Fn::GetAtt:
                        - VPC
                        - CidrBlock
                  ToPort: 9092
                - Description: Bootstrap servers TLS
                  FromPort: 9094
                  IpProtocol: tcp
[CT.MSK.PR.2] Require an Amazon Managed Streaming for Apache Kafka (Amazon MSK) cluster to be configured with PublicAccess disabled

This control checks whether an Amazon MSK cluster is configured to disallow public access to cluster brokers by means of the PublicAccess property.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::MSK::Cluster
- **AWS CloudFormation guard rule:** [CT.MSK.PR.2 rule specification (p. 1077)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.MSK.PR.2 rule specification (p. 1077)]
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.MSK.PR.2 example templates (p. 1080)]

**Explanation**

Amazon MSK gives you the option to turn on public access to the brokers of Amazon MSK clusters that run Apache Kafka version 2.6.0 or later. For security reasons, you can't turn on public access while creating an Amazon MSK cluster. However, you can update an existing cluster to make it publicly accessible.
Usage considerations

- In addition to configuring the PublicAccess property, other prerequisite conditions are required when you enable public access to Amazon MSK clusters. For more information on configuring Amazon MSK clusters for public access, see Public Access in the Amazon MSK Developer Guide.

Remediation for rule failure

In the parameter BrokerNodeGroupInfo.ConnectivityInfo.PublicAccess, set the value of Type to DISABLED, or to adopt the default value of DISABLED, do not provide a PublicAccess configuration.

The examples that follow show how to implement this remediation.

Amazon MSK Cluster - Example

An Amazon MSK cluster configured to disallow public access to cluster brokers through the PublicAccess property. The example is shown in JSON and in YAML.

JSON example

```json
{
  "MSKCluster": {
    "Type": "AWS::MSK::Cluster",
    "Properties": {
      "ClusterName": {
        "Fn::Sub": "MSKCluster-${AWS::StackName}"}
    },
    "KafkaVersion": "3.4.0",
    "NumberOfBrokerNodes": 2,
    "EnhancedMonitoring": "DEFAULT",
    "EncryptionInfo": {
      "EncryptionInTransit": {
        "InCluster": true
      }
    },
    "ClientAuthentication": {
      "Sasl": {
        "Iam": {
          "Enabled": true
        }
      }
    },
    "BrokerNodeGroupInfo": {
      "ClientSubnets": [
        {"Ref": "SubnetOne"},
        {"Ref": "SubnetTwo"}
      ],
      "InstanceType": "kafka.t3.small",
      "SecurityGroups": [
        {"Fn::GetAtt": [
          "SecurityGroup",
          "GroupId"
        ]}
      ],
    }"}
```
"StorageInfo": {
  "EBSStorageInfo": {
    "VolumeSize": 1000
  }
},
"ConnectivityInfo": {
  "PublicAccess": {
    "Type": "DISABLED"
  }
}
}

**YAML example**

MSKCluster:
  Type: AWS::MSK::Cluster
  Properties:
    ClusterName: !Sub 'MSKCluster-${AWS::StackName}'
    KafkaVersion: 3.4.0
    NumberOfBrokerNodes: 2
    EnhancedMonitoring: DEFAULT
    EncryptionInfo:
      EncryptionInTransit:
        InCluster: true
      ClientAuthentication:
        Sas1:
          Iam:
            Enabled: true
        BrokerNodeGroupInfo:
          ClientSubnets:
            - !Ref 'SubnetOne'
            - !Ref 'SubnetTwo'
          InstanceType: kafka.t3.small
          SecurityGroups:
            - !GetAtt 'SecurityGroup.GroupId'
    StorageInfo:
      EBSStorageInfo:
        VolumeSize: 1000
    ConnectivityInfo:
      PublicAccess:
        Type: DISABLED

**CT.MSK.PR.2 rule specification**

```bash
# ###################################
##       Rule Specification        ##
####################################
#
# Rule Identifier:
#   msk_public_access_check
#
# Description:
#   This control checks whether an Amazon MSK cluster is configured to disallow public
#   access to cluster brokers by means of the PublicAccess property.
#```
# Reports on:
#   AWS::MSK::Cluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any Amazon MSK cluster resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an Amazon MSK cluster resource
#     And: 'BrokerNodeGroupInfo' has not been provided
#     Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an MSK cluster resource
#     And: 'BrokerNodeGroupInfo' has been provided
#     And: 'Type' in 'ConnectivityInfo.PublicAccess' has been provided and set to a value other than 'DISABLED'
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an Amazon MSK cluster resource
#     And: 'BrokerNodeGroupInfo' has been provided
#     And: 'Type' in 'ConnectivityInfo.PublicAccess' has not been provided
#     Then: PASS
#   Scenario: 5
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an Amazon MSK cluster resource
#     And: 'BrokerNodeGroupInfo' has been provided
#     And: 'Type' in 'ConnectivityInfo.PublicAccess' has been provided and set to 'DISABLED'
#     Then: PASS
#
# Constants
#
# let INPUT_DOCUMENT = this
# let MSK_CLUSTER_TYPE = "AWS::MSK::Cluster"
# let DISABLED_PUBLIC_ACCESS_TYPE = "DISABLED"
#
# Assignments
#
# let msk_clusters = Resources.*[ Type == %MSK_CLUSTER_TYPE ]
#
# Primary Rules
#
# rule msk_public_access_check when is_cfn_template(%INPUT_DOCUMENT)
#   %msk_clusters not empty { check(%msk_clusters.Properties)
#       <<
#       [CT.MSK.PR.2]: Require an Amazon Managed Streaming for Apache Kafka (Amazon MSK) cluster to be configured with PublicAccess disabled
[FIX]: In the parameter BrokerNodeGroupInfo.ConnectivityInfo.PublicAccess, set the value of Type to DISABLED, or to adopt the default value of DISABLED, do not provide a PublicAccess configuration.

```java
rule msk_public_access_check when is_cfn_hook(%INPUT_DOCUMENT, %MSK_CLUSTER_TYPE) {
  check(%INPUT_DOCUMENT.%MSK_CLUSTER_TYPE.resourceProperties)
  <<
  [CT.MSK.PR.2]: Require an Amazon Managed Streaming for Apache Kafka (Amazon MSK)
  cluster to be configured with PublicAccess disabled
  [FIX]: In the parameter BrokerNodeGroupInfo.ConnectivityInfo.PublicAccess, set the
  value of Type to DISABLED, or to adopt the default value of DISABLED, do not provide a
  PublicAccess configuration.
  >>
}
```

# Parameterized Rules

## Parameterized Rules

```java
# Parameterized Rules
#
rule check(msk_cluster) {
  %msk_cluster [
    # Scenario 2
    BrokerNodeGroupInfo exists
    BrokerNodeGroupInfo is_struct
  ] {
    BrokerNodeGroupInfo {
      # Scenarios 3, 4 and 5
      ConnectivityInfo not exists or
      check_connectivity_info_config(this)
    }
  }
}
```

```java
rule check_connectivity_info_config(broker_node_group_info) {
  %broker_node_group_info {
    ConnectivityInfo exists
    ConnectivityInfo is_struct
    ConnectivityInfo {
      PublicAccess not exists or
      check_public_access_config(this)
    }
  }
}
```

```java
rule check_public_access_config(connectivity_info_config) {
  %connectivity_info_config {
    PublicAccess exists
    PublicAccess is_struct
    PublicAccess {
      Type not exists or
      Type == %DISABLED_PUBLIC_ACCESS_TYPE
    }
  }
}
```

## Utility Rules

```java
# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }

```
PASS Example - Use this template to verify a compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
        - 1
        - Fn::GetAZs: ''
SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
    GroupDescription: MSK Security Group
    SecurityGroupIngress:
      - Description: ZooKeeper plaintext
        FromPort: 2181
        IpProtocol: tcp
        CidrIp:
          Fn::GetAtt:
            - VPC
            - CidrBlock
        ToPort: 2181
      - Description: Bootstrap servers plaintext
        FromPort: 9092
        IpProtocol: tcp
        CidrIp:
          Fn::GetAtt:
            - VPC
            - CidrBlock
        ToPort: 9092
      - Description: Bootstrap servers TLS

CT.MSK.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
  SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId: 
        Ref: VPC
      CidrBlock: 10.0.0.0/24
      AvailabilityZone:
        Fn::Select:
        - 0
        - Fn::GetAZs: '
  SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
VpcId:  
  Ref: VPC  
CidrBlock: 10.0.1.0/24  
AvailabilityZone:  
  Fn::Select:  
  - 1  
  - Fn::GetAZs: ''  
SecurityGroup:  
  Type: AWS::EC2::SecurityGroup  
Properties:  
  GroupDescription: MSK Security Group  
  SecurityGroupIngress:  
    - Description: ZooKeeper plaintext  
      FromPort: 2181  
      IpProtocol: tcp  
      CidrIp:  
        Fn::GetAtt:  
          - VPC  
          - CidrBlock  
        ToPort: 2181  
    - Description: Bootstrap servers plaintext  
      FromPort: 9092  
      IpProtocol: tcp  
      CidrIp:  
        Fn::GetAtt:  
          - VPC  
          - CidrBlock  
        ToPort: 9092  
    - Description: Bootstrap servers TLS  
      FromPort: 9094  
      IpProtocol: tcp  
      CidrIp:  
        Fn::GetAtt:  
          - VPC  
          - CidrBlock  
        ToPort: 9094  
VpcId:  
  Ref: VPC  
MSKCluster:  
  Type: AWS::MSK::Cluster  
Properties:  
  ClusterName:  
    Fn::Sub: MSKCluster-${AWS::StackName}  
  KafkaVersion: 3.4.0  
  NumberOfBrokerNodes: 2  
  EnhancedMonitoring: DEFAULT  
  EncryptionInfo:  
    EncryptionInTransit: InCluster: true  
  ClientAuthentication:  
    Sasl:  
      Iam:  
        Enabled: true  
  BrokerNodeGroupInfo:  
    ClientSubnets:  
      - Ref: SubnetOne  
      - Ref: SubnetTwo  
    InstanceType: kafka.t3.small  
  SecurityGroups:  
    - Fn::GetAtt:  
      - SecurityGroup  
      - GroupId  
  StorageInfo:  
    EBSStorageInfo:  
      VolumeSize: 1000  
      ConnectivityInfo:
Amazon Neptune controls

Topics

- [CT.NEPTUNE.PR.1] Require an Amazon Neptune DB cluster to have AWS Identity and Access Management (IAM) database authentication enabled (p. 1083)
- [CT.NEPTUNE.PR.2] Require an Amazon Neptune DB cluster to have deletion protection enabled (p. 1086)
- [CT.NEPTUNE.PR.3] Require an Amazon Neptune DB cluster to have storage encryption enabled (p. 1089)
- [CT.NEPTUNE.PR.4] Require an Amazon Neptune DB cluster to enable Amazon CloudWatch Logs export for audit logs (p. 1093)
- [CT.NEPTUNE.PR.5] Require an Amazon Neptune DB cluster to set a backup retention period greater than or equal to seven days (p. 1096)

[CT.NEPTUNE.PR.1] Require an Amazon Neptune DB cluster to have AWS Identity and Access Management (IAM) database authentication enabled

This control checks whether an Amazon Neptune cluster has AWS Identity and Access Management (IAM) database authentication enabled.

- **Control objective:** Enforce least privilege, Use strong authentication
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Neptune::DBCluster
- **AWS CloudFormation guard rule:** [CT.NEPTUNE.PR.1 rule specification](#)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.NEPTUNE.PR.1 rule specification](#)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.NEPTUNE.PR.1 example templates](#)

Explanation

You can use AWS Identity and Access Management (IAM) to authenticate to your Neptune DB instance or DB cluster. IAM allows you to manage access to your database resources centrally, instead of managing access individually on each DB instance or cluster.

Remediation for rule failure

Set the value of the IamAuthEnabled parameter to true.

The examples that follow show how to implement this remediation.

Amazon Neptune Cluster - Example

Neptune Cluster configured with AWS IAM database authentication enabled. The example is shown in JSON and in YAML.
**AWS Control Tower User Guide**

**Proactive controls**

---

### JSON example

```json
{
   "NeptuneDBCluster": {
      "Type": "AWS::Neptune::DBCluster",
      "Properties": {
         "IamAuthEnabled": true
      }
   }
}
```

### YAML example

```yaml
NeptuneDBCluster:
  Type: AWS::Neptune::DBCluster
  Properties:
    IamAuthEnabled: true
```

### CT.NEPTUNE.PR.1 rule specification

```bash
# ###################################################################
##       Rule Specification        ##
# ###################################################################
#
# Rule Identifier:
#   neptune_cluster_iam_database_authentication_check
#
# Description:
#   This control checks whether an Amazon Neptune cluster has AWS Identity and Access Management (IAM) database authentication enabled.
#
# Reports on:
#   AWS::Neptune::DBCluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any Neptune DB cluster resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains a Neptune DB cluster resource
#     And: 'IamAuthEnabled' has not been provided
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains a Neptune DB cluster resource
#     And: 'IamAuthEnabled' has been provided and set to a value other than bool(true)
```
# Constants
#
let NEPTUNE_CLUSTER_TYPE = "AWS::Neptune::DBCluster"
let INPUT_DOCUMENT = this
#
# Assignments
#
let neptune_db_clusters = Resources.*[ Type == %NEPTUNE_CLUSTER_TYPE ]
#
# Primary Rules
#
rule neptune_cluster_iam_database_authentication_check when
  is_cfn_template(%INPUT_DOCUMENT)
  %neptune_db_clusters not empty
{
  check(%neptune_db_clusters.Properties)
  <<
  [CT.NEPTUNE.PR.1]: Require an Amazon Neptune DB cluster to have AWS Identity and
  Access Management (IAM) database authentication enabled
  [FIX]: Set the value of the 'IamAuthEnabled' parameter to true.
  >>
}

rule neptune_cluster_iam_database_authentication_check when is_cfn_hook(%INPUT_DOCUMENT,
  %NEPTUNE_CLUSTER_TYPE) {
  check(%INPUT_DOCUMENT.%NEPTUNE_CLUSTER_TYPE.resourceProperties)
  <<
  [CT.NEPTUNE.PR.1]: Require an Amazon Neptune DB cluster to have AWS Identity and
  Access Management (IAM) database authentication enabled
  [FIX]: Set the value of the 'IamAuthEnabled' parameter to true.
  >>
}
#
# Parameterized Rules
#
rule check(neptune_cluster) {
  %neptune_cluster {
    # Scenario 2
    IamAuthEnabled exists
    # Scenarios 3 and 4
    IamAuthEnabled == true
  }
}
#
# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
CT.NEPTUNE.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  NeptuneDBCluster:
    Type: AWS::Neptune::DBCluster
    Properties:
      IamAuthEnabled: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  NeptuneDBCluster:
    Type: AWS::Neptune::DBCluster
    Properties:
      IamAuthEnabled: false

[CT.NEPTUNE.PR.2] Require an Amazon Neptune DB cluster to have deletion protection enabled

This control checks whether an Amazon Neptune cluster has deletion protection enabled.

- **Control objective:** Improve availability, Protect configurations
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Neptune::DBCluster
- **AWS CloudFormation guard rule:** CT.NEPTUNE.PR.2 rule specification (p. 1087)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.NEPTUNE.PR.2 rule specification (p. 1087)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: CT.NEPTUNE.PR.2 example templates (p. 1089)

Explanation

Cluster deletion protection adds an additional layer of protection against accidental database deletion, or deletion by an unauthorized entity. A Neptune cluster cannot be deleted while deletion protection is enabled. Deletion protection must be disabled first, before a delete request can succeed.
Remediation for rule failure

Set the value of the DeletionProtection parameter to true.

The examples that follow show how to implement this remediation.

Amazon Neptune Cluster - Example

An Amazon Neptune Cluster configured with deletion protection enabled. The example is shown in JSON and in YAML.

JSON example

```json
{
    "NeptuneDBCluster": {
        "Type": "AWS::Neptune::DBCluster",
        "Properties": {
            "DeletionProtection": true
        }
    }
}
```

YAML example

```
NeptuneDBCluster:
  Type: AWS::Neptune::DBCluster
  Properties:
    DeletionProtection: true
```

CT.NEPTUNE.PR.2 rule specification

```
# ###########################################################################
##       Rule Specification        
# ###########################################################################
#
# Rule Identifier:
#  neptune_cluster_deletion_protection_enabled_check
#
# Description:
#  This control checks whether an Amazon Neptune cluster has deletion protection enabled.
#
# Reports on:
#  AWS::Neptune::DBCluster
#
# Evaluates:
#  AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#  None
#
# Scenarios:
#  Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any Neptune DB cluster resources
```
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a Neptune DB cluster resource
# And: 'DeletionProtection' has not been provided
# Then: FAIL

# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a Neptune DB cluster resource
# And: 'DeletionProtection' has been provided and set to a value other than bool(true)
# Then: FAIL

# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a Neptune DB cluster resource
# And: 'DeletionProtection' has been provided and set to bool(true)
# Then: PASS

# Constants
#
let NEPTUNE_CLUSTER_TYPE = "AWS::Neptune::DBCluster"
let INPUT_DOCUMENT = this
#
# Assignments
#
let neptune_db_clusters = Resources.*[ Type == %NEPTUNE_CLUSTER_TYPE ]
#
# Primary Rules
#
rule neptune_cluster_deletion_protection_enabled_check when
is_cfn_template(%INPUT_DOCUMENT)
%neptune_db_clusters not empty
{
  check(%neptune_db_clusters.Properties)
   <<
   [CT.NEPTUNE.PR.2]: Require an Amazon Neptune DB cluster to have deletion protection enabled
   [FIX]: Set the value of the 'DeletionProtection' parameter to true.
   >>
}

rule neptune_cluster_deletion_protection_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %NEPTUNE_CLUSTER_TYPE) {
  check(%INPUT_DOCUMENT.%NEPTUNE_CLUSTER_TYPE.resourceProperties)
   <<
   [CT.NEPTUNE.PR.2]: Require an Amazon Neptune DB cluster to have deletion protection enabled
   [FIX]: Set the value of the 'DeletionProtection' parameter to true.
   >>
}
#
# Parameterized Rules
#
rule check(neptune_cluster) {
  %neptune_cluster {
    # Scenario 2
    DeletionProtection exists
    # Scenarios 3 and 4
    DeletionProtection == true
  }
}
CT.NEPTUNE.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```
Resources:
  NeptuneDBCluster:
    Type: AWS::Neptune::DBCluster
    Properties:
      DeletionProtection: true
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
  NeptuneDBCluster:
    Type: AWS::Neptune::DBCluster
    Properties:
      DeletionProtection: false
```

[CT.NEPTUNE.PR.3] Require an Amazon Neptune DB cluster to have storage encryption enabled

This control checks whether an Amazon Neptune cluster has storage encryption enabled.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Neptune::DBCluster
- **AWS CloudFormation guard rule:** CT.NEPTUNE.PR.3 rule specification (p. 1090)

Details and examples
• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.NEPTUNE.PR.3 rule specification (p. 1090)
• For examples of PASS and FAIL CloudFormation templates related to this control, see: CT.NEPTUNE.PR.3 example templates (p. 1092)

Explanation
Neptune encrypted instances provide an additional layer of data protection, because they help to secure your data from unauthorized access to the underlying storage. Neptune encryption helps increase data protection of your applications that are deployed in the cloud. You also can use it to fulfill compliance requirements for data-at-rest encryption.

Usage considerations
• This control checks only whether the StorageEncrypted property is provided and set to true. When you create an encrypted Neptune DB instance, you also can supply the AWS KMS key identifier for your encryption key by means of the KmsKeyId property. If you don't specify an AWS KMS key identifier, Neptune uses your default Amazon RDS encryption key (aws/rds) for your new Neptune DB instance.

Remediation for rule failure
Set StorageEncrypted to true.

The examples that follow show how to implement this remediation.

Amazon Neptune Cluster - Example
An Amazon Neptune Cluster configured with storage encryption enabled. The example is shown in JSON and in YAML.

JSON example
```
{
  "NeptuneDBCluster": {
    "Type": "AWS::Neptune::DBCluster",
    "Properties": {
      "StorageEncrypted": true
    }
  }
}
```

YAML example
```
NeptuneDBCluster:
  Type: AWS::Neptune::DBCluster
  Properties:
    StorageEncrypted: true
```
## Rule Specification

### Rule Identifier:
neptune_cluster_encrypted_check

### Description:
This control checks whether an Amazon Neptune cluster has storage encryption enabled.

### Reports on:
AWS::Neptune::DBCluster

### Evaluates:
AWS CloudFormation, AWS CloudFormation hook

### Rule Parameters:
None

### Scenarios:

#### Scenario: 1
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document does not contain any Neptune DB cluster resources
- Then: SKIP

#### Scenario: 2
- Given: The input document contains a Neptune DB cluster resource
- And: 'StorageEncrypted' has not been provided
- Then: FAIL

#### Scenario: 3
- Given: The input document contains a Neptune DB cluster resource
- And: 'StorageEncrypted' has been provided and set to a value other than bool(true)
- Then: FAIL

#### Scenario: 4
- Given: The input document contains a Neptune DB cluster resource
- And: 'StorageEncrypted' has been provided and set to bool(true)
- Then: PASS

### Constants

```plaintext
let NEPTUNE_CLUSTER_TYPE = "AWS::Neptune::DBCluster"
let INPUT_DOCUMENT = this
```

### Assignments

```plaintext
let neptune_db_clusters = Resources.*[ Type == %NEPTUNE_CLUSTER_TYPE ]
```

### Primary Rules

```plaintext
rule neptune_cluster_encrypted_check when is_cfn_template(%INPUT_DOCUMENT)
%neptune_db_clusters not empty {
  check(%neptune_db_clusters.Properties)
  <<
  [CT.NEPTUNE.PR.3]: Require an Amazon Neptune DB cluster to have storage encryption enabled
  [FIX]: Set 'StorageEncrypted' to 'true'.
  >>
}
```
rule neptune_cluster_encrypted_check when is_cfn_hook(%INPUT_DOCUMENT, %NEPTUNE_CLUSTER_TYPE) {
    check(%INPUT_DOCUMENT.%NEPTUNE_CLUSTER_TYPE.resourceProperties)
    <<
    [CT.NEPTUNE.PR.3]: Require an Amazon Neptune DB cluster to have storage encryption enabled
    [FIX]: Set 'StorageEncrypted' to 'true'.
    >>
}
#
# Parameterized Rules
#
rule check(neptune_cluster) {
    %neptune_cluster {
        # Scenario 2
        StorageEncrypted exists
        # Scenarios 3 and 4
        StorageEncrypted == true
    }
}
#
# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.NEPTUNE.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  NeptuneDBCluster:
    Type: AWS::Neptune::DBCluster
    Properties:
      StorageEncrypted: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  NeptuneDBCluster:
    Type: AWS::Neptune::DBCluster
    Properties:
      StorageEncrypted: false
[CT.NEPTUNE.PR.4] Require an Amazon Neptune DB cluster to enable Amazon CloudWatch Logs export for audit logs

This control checks whether an Amazon Neptune cluster is configured to send audit logs to Amazon CloudWatch Logs.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Neptune::DBCluster
- **AWS CloudFormation guard rule:** [CT.NEPTUNE.PR.4 rule specification (p. 1094)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.NEPTUNE.PR.4 rule specification (p. 1094)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.NEPTUNE.PR.4 example templates (p. 1096)]

Explanation

You can configure an Amazon Neptune DB cluster to publish audit log data to a log group in Amazon CloudWatch Logs. Storing your Neptune DB cluster audit log data in Amazon CloudWatch Logs allows you to perform real-time analysis of the log data, and also to use Amazon CloudWatch to create alarms and view metrics.

Remediation for rule failure

In the EnableCloudwatchLogsExports parameter, set an entry to the value audit.

The examples that follow show how to implement this remediation.

**Amazon Neptune cluster - Example**

An Amazon Neptune Cluster configured to export audit logs to Amazon CloudWatch Logs. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "NeptuneDBCluster": {
    "Type": "AWS::Neptune::DBCluster",
    "Properties": {
      "EnableCloudwatchLogsExports": [
        "audit"
      ]
    }
  }
}
```

**YAML example**

```yaml

```
NeptuneDBCluster:
  Type: AWS::Neptune::DBCluster
  Properties:
    EnableCloudwatchLogsExports:
      - audit

CT.NEPTUNE.PR.4 rule specification

# ###################################################################
##       Rule Specification        ##
###################################################################
#
# Rule Identifier:
#   neptune_cluster_cloudwatch_audit_log_export_enabled
#
# Description:
#   This control checks whether an Amazon Neptune cluster is configured to send audit logs
to Amazon CloudWatch Logs.
#
# Reports on:
#   AWS::Neptune::DBCluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any Neptune DB cluster resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a Neptune DB cluster resource
#     And: 'EnableCloudwatchLogsExports' has not been provided or has been provided as an
#          empty list
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a Neptune DB cluster resource
#     And: 'EnableCloudwatchLogsExports' has been provided as a non-empty list
#     And: 'EnableCloudwatchLogsExports' does not contain an entry with the value 'audit'
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a Neptune DB cluster resource
#     And: 'EnableCloudwatchLogsExports' has been provided as a non-empty list
#     And: 'EnableCloudwatchLogsExports' contains an entry with the value 'audit'
#     Then: PASS
#
# Constants
#
let NEPTUNE_CLUSTER_TYPE = "AWS::Neptune::DBCluster"
let INPUT_DOCUMENT = this
# Assignments

let neptune_db_clusters = Resources.*[ Type == %NEPTUNE_CLUSTER_TYPE ]

# Primary Rules

rule neptune_cluster_cloudwatch_audit_log_export_enabled when
    is_cfn_template(%INPUT_DOCUMENT)
    %neptune_db_clusters not empty {
        check(%neptune_db_clusters.Properties)
        <<
        [CT.NEPTUNE.PR.4]: Require an Amazon Neptune DB cluster to enable Amazon CloudWatch log export for audit logs
        [FIX]: In the 'EnableCloudwatchLogsExports' parameter, set an entry to the value audit.
        >>
    }

rule neptune_cluster_cloudwatch_audit_log_export_enabled when is_cfn_hook(%INPUT_DOCUMENT, %NEPTUNE_CLUSTER_TYPE) {
    check(%INPUT_DOCUMENT.%NEPTUNE_CLUSTER_TYPE.resourceProperties)
    <<
    [CT.NEPTUNE.PR.4]: Require an Amazon Neptune DB cluster to enable Amazon CloudWatch log export for audit logs
    [FIX]: In the 'EnableCloudwatchLogsExports' parameter, set an entry to the value audit.
    >>
}

# Parameterized Rules

rule check(neptune_cluster) {
    %neptune_cluster {
        # Scenario 2
        EnableCloudwatchLogsExports exists
        EnableCloudwatchLogsExports is_list
        EnableCloudwatchLogsExports not empty

        # Scenarios 3 and 4
        some EnableCloudwatchLogsExports[*] == "audit"
    }
}

# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
CT.NEPTUNE.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
NeptuneDBCluster:
  Type: AWS::Neptune::DBCluster
  Properties:
    EnableCloudwatchLogsExports:
      - audit
      - slowquery

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
NeptuneDBCluster:
  Type: AWS::Neptune::DBCluster
  Properties:
    EnableCloudwatchLogsExports:
      - slowquery

[CT.NEPTUNE.PR.5] Require an Amazon Neptune DB cluster to set a backup retention period greater than or equal to seven days

This control checks whether Amazon Neptune DB clusters have configured automatic backups with a retention period set to 7 or more days (>=7). The default retention period is one day.

- **Control objective:** Improve resiliency
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Neptune::DBCluster
- **AWS CloudFormation guard rule:** CT.NEPTUNE.PR.5 rule specification (p. 1097)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.NEPTUNE.PR.5 rule specification (p. 1097)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.NEPTUNE.PR.5 example templates (p. 1099)

Explanation

Amazon Neptune backs up your cluster volume automatically, and it retains restore data for the length of the backup retention period. Backups are continuous and incremental. You can restore to any point within the backup retention period, quickly. No performance impact or interruption of database service occurs as backup data is being written.
Remediation for rule failure

Set the `BackupRetentionPeriod` parameter to an integer value between 7 and 35 days (inclusive).

The examples that follow show how to implement this remediation.

Amazon Neptune cluster - Example

An Amazon Neptune Cluster configured with a backup retention period of seven (7) days. The example is shown in JSON and in YAML.

**JSON example**

```
{
   "NeptuneDBCluster": {
      "Type": "AWS::Neptune::DBCluster",
      "Properties": {
         "BackupRetentionPeriod": 7
      }
   }
}
```

**YAML example**

```
NeptuneDBCluster:
   Type: AWS::Neptune::DBCluster
   Properties:
      BackupRetentionPeriod: 7
```

CT.NEPTUNE.PR.5 rule specification

```
# ##################################################################
##       Rule Specification        ##
# ##################################################################
# Rule Identifier:
#   neptune_cluster_backup_retention_check
# Description:
#   This control checks whether Amazon Neptune DB clusters have configured automatic backups with a retention period set to 7 or more days (>=7). The default retention period is one day.
# Reports on:
#   AWS::Neptune::DBCluster
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters:
#   None
# Scenarios:
#   Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
```
And: The input document does not contain any Neptune DB cluster resources
Then: SKIP

Scenario: 2
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a Neptune DB cluster resource
And: 'BackupRetentionPeriod' has not been provided
Then: FAIL

Scenario: 3
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a Neptune DB cluster resource
And: 'BackupRetentionPeriod' has been provided and set to an integer value
less than seven (< 7)
Then: FAIL

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a Neptune DB cluster resource
And: 'BackupRetentionPeriod' has been provided and set to an integer value
greater than or equal to seven (>=7)
Then: PASS

# Constants

let NEPTUNE_CLUSTER_TYPE = "AWS::Neptune::DBCluster"
let MINIMUM_BACKUP_RETENTION_PERIOD = 7
let INPUT_DOCUMENT = this

# Assignments

let neptune_db_clusters = Resources.*[ Type == %NEPTUNE_CLUSTER_TYPE ]

# Primary Rules

rule neptune_cluster_backup_retention_check when is_cfn_template(%INPUT_DOCUMENT)
%neptune_db_clusters not empty {
  check(%neptune_db_clusters.Properties) <<
  [CT.NEPTUNE.PR.5]: Require an Amazon Neptune DB cluster to set a backup retention period greater than or equal to seven days
  [FIX]: Set the 'BackupRetentionPeriod' parameter to an integer value between 7 and 35 days (inclusive).
  >>
}

rule neptune_cluster_backup_retention_check when is_cfn_hook(%INPUT_DOCUMENT, %NEPTUNE_CLUSTER_TYPE) {
  check(%INPUT_DOCUMENT.%NEPTUNE_CLUSTER_TYPE.resourceProperties) <<
  [CT.NEPTUNE.PR.5]: Require an Amazon Neptune DB cluster to set a backup retention period greater than or equal to seven days
  [FIX]: Set the 'BackupRetentionPeriod' parameter to an integer value between 7 and 35 days (inclusive).
  >>
}

# Parameterized Rules

rule check(neptune_cluster) {
  %neptune_cluster {
    # Scenario 2
# Proactive controls

BackupRetentionPeriod exists

# Scenarios 3 and 4
BackupRetentionPeriod >= %MINIMUM_BACKUP_RETENTION_PERIOD

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.NEPTUNE.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
NeptuneDBCluster:
  Type: AWS::Neptune::DBCluster
  Properties:
    BackupRetentionPeriod: 7

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
NeptuneDBCluster:
  Type: AWS::Neptune::DBCluster
  Properties:
    BackupRetentionPeriod: 1

AWS Network Firewall controls

Topics
- [CT.NETWORK-FIREWALL.PR.1] Require any AWS Network Firewall firewall policy to have an associated rule group (p. 1100)
- [CT.NETWORK-FIREWALL.PR.2] Require any AWS Network Firewall firewall policy to drop or forward stateless full packets by default when they do not match a rule (p. 1104)
- [CT.NETWORK-FIREWALL.PR.3] Require any AWS Network Firewall firewall policy to drop or forward fragmented packets by default when they do not match a stateless rule (p. 1109)
- [CT.NETWORK-FIREWALL.PR.4] Require any AWS Network Firewall rule group to contain at least one rule (p. 1114)
• [CT.NETWORK-FIREWALL.PR.5] Require an AWS Network Firewall firewall to be deployed across multiple Availability Zones (p. 1119)

[CT.NETWORK-FIREWALL.PR.1] Require any AWS Network Firewall firewall policy to have an associated rule group

This control checks whether there is at least one stateful or stateless rule group associated with an AWS Network Firewall firewall policy.

• Control objective: Limit network access
• Implementation: AWS CloudFormation Guard Rule
• Control behavior: Proactive
• Resource types: AWS::NetworkFirewall::FirewallPolicy
• AWS CloudFormation guard rule: CT.NETWORK-FIREWALL.PR.1 rule specification (p. 1101)

Details and examples

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.NETWORK-FIREWALL.PR.1 rule specification (p. 1101)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.NETWORK-FIREWALL.PR.1 example templates (p. 1103)

Explanation

A firewall policy defines how your firewall monitors and handles traffic in Amazon Virtual Private Cloud (Amazon VPC). Configuration of stateless and stateful rule groups helps to filter packets and traffic flows, and to define the default traffic handling settings.

Remediation for rule failure

Within the FirewallPolicy definition, refer to one or more rule groups in StatefulRuleGroupReferences or StatelessRuleGroupReferences.

The examples that follow show how to implement this remediation.

AWS Network Firewall Firewall Policy - Example

AWS Network Firewall firewall policy configured with stateful and stateless rule group associations. The example is shown in JSON and in YAML.

JSON example

```json
{
    "FirewallPolicy": {
        "Type": "AWS::NetworkFirewall::FirewallPolicy",
        "Properties": {
            "FirewallPolicyName": "sample-firewall-policy",
            "FirewallPolicy": {
                "StatelessDefaultActions": [
                    "aws:forward_to_sfe"
                ],
                "StatelessFragmentDefaultActions": [
                    "aws:drop"
                ],
                "StatefulRuleGroupReferences": [
                    { "ResourceArn": {...
```
YAML example

```yaml
FirewallPolicy:
  Type: AWS::NetworkFirewall::FirewallPolicy
  Properties:
    FirewallPolicyName: sample-firewall-policy
    FirewallPolicy:
      StatelessDefaultActions:
        - aws:forward_to_sfe
      StatelessFragmentDefaultActions:
        - aws:drop
      StatefulRuleGroupReferences:
        - ResourceArn: !Ref 'StatefulRuleGroup'
      StatelessRuleGroupReferences:
        - ResourceArn: !Ref 'StatelessRuleGroup'
      Priority: 100
```

CT.NETWORK-FIREWALL.PR.1 rule specification

```plaintext
# ###################################################################
##       Rule Specification       ##
# ###################################################################
#
# Rule Identifier:
#   netfw_policy_rule_group_associated_check
#
# Description:
#   This control checks whether there is at least one stateful or stateless rule group
#   associated with an AWS Network Firewall firewall policy.
#
# Reports on:
#   AWS::NetworkFirewall::FirewallPolicy
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
```
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any NetworkFirewall firewall policy resources
#     Then: SKIP
# Scenario: 2
# Given: The input document contains a NetworkFirewall firewall policy resource
#     And: 'StatefulRuleGroupReferences' has not been provided in 'FirewallPolicy'
#     And: 'StatelessRuleGroupReferences' has not been provided in 'FirewallPolicy'
#     Then: FAIL
# Scenario: 3
# Given: The input document contains a NetworkFirewall firewall policy resource
#     And: 'StatefulRuleGroupReferences' has not been provided in 'FirewallPolicy'
#     And: 'StatelessRuleGroupReferences' has been provided as an empty list
#     Then: FAIL
# Scenario: 4
# Given: The input document contains a NetworkFirewall firewall policy resource
#     And: 'StatelessRuleGroupReferences' has not been provided in 'FirewallPolicy'
#     And: 'StatefulRuleGroupReferences' has been provided as an empty list
#     Then: FAIL
# Scenario: 5
# Given: The input document contains a NetworkFirewall firewall policy resource
#     And: 'StatelessRuleGroupReferences' has been provided as an empty list
#     And: 'StatefulRuleGroupReferences' has been provided as an empty list
#     Then: FAIL
# Scenario: 6
# Given: The input document contains a NetworkFirewall firewall policy resource
#     And: One or both of 'StatelessRuleGroupReferences' and 'StatefulRuleGroupReferences' have been provided as a non-empty list
#     Then: PASS

# Constants
let NET_FW_FIREWALL_POLICY_TYPE = "AWS::NetworkFirewall::FirewallPolicy"
let INPUT_DOCUMENT = this

# Assignments
let netfw_firewall_policies = Resources.*[ Type == %NET_FW_FIREWALL_POLICY_TYPE ]

# Primary Rules
rule netfw_policy_rule_group_associated_check when is_cfn_template(%INPUT_DOCUMENT)
%netfw_firewall_policies not empty {
check(%netfw_firewall_policies.Properties)
<<
[CTNETWORK-FIREWALL.PR.1]: Require any AWS Network Firewall firewall policy to have an associated rule group

[Fix]: Within the 'FirewallPolicy' definition, refer to one or more rule groups in 'StatefulRuleGroupReferences' or 'StatelessRuleGroupReferences'.

>>}
rule netfw_policy_rule_group_associated_check when is_cfn_hook(%INPUT_DOCUMENT, %NETFW_FIREWALL_POLICY_TYPE) {
    check(%INPUT_DOCUMENT.%NETFW_FIREWALL_POLICY_TYPE.resourceProperties)
    <<
    [CT.NETWORK-FIREWALL.PR.1]: Require any AWS Network Firewall firewall policy to have an associated rule group
    [FIX]: Within the 'FirewallPolicy' definition, refer to one or more rule groups in 'StatefulRuleGroupReferences' or 'StatelessRuleGroupReferences'.
    >>
}
#
# Parameterized Rules
#
rule check(netfw_firewall_policy) {
    %netfw_firewall_policy {
        # Scenario 2
        FirewallPolicy exists
        FirewallPolicy is_struct
        FirewallPolicy {
            # Scenario 3, 4, 5 and 6
            StatefulRuleGroupReferences exists or
            StatelessRuleGroupReferences exists
            check_property_is_list_and_not_empty(StatefulRuleGroupReferences) or
            check_property_is_list_and_not_empty(StatelessRuleGroupReferences)
        }
    }
}

rule check_property_is_list_and_not_empty(property) {
    %property {
        this is_list
        this not empty
    }
}
#
# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.NETWORK-FIREWALL.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

| Resources: |
| StatefulRuleGroup: |
| Type: AWS::NetworkFirewall::RuleGroup |
Properties:
  RuleGroupName:
    Fn::Sub: ${AWS::StackName}-stateful-example
  Type: STATEFUL
  RuleGroup:
    RulesSource:
      RulesString: pass tcp 10.20.20.0/24 45400:45500 < 10.10.10.0/24 5203
      (msg:"test";sid:1;rev:1;)
      Capacity: 100
  StatelessRuleGroup:
    Type: AWS::NetworkFirewall::RuleGroup
    Properties:
      RuleGroupName:
        Fn::Sub: ${AWS::StackName}-stateless-example
      Type: STATELESS
      RuleGroup:
        StatelessRulesAndCustomActions:
          StatelessRules: []
      Capacity: 100
    FirewallPolicy:
      Type: AWS::NetworkFirewall::FirewallPolicy
      Properties:
        FirewallPolicyName:
          Fn::Sub: ${AWS::StackName}-example
        FirewallPolicy:
          StatelessDefaultActions:
            - aws:forward_to_sfe
          StatelessFragmentDefaultActions:
            - aws:drop
          StatefulRuleGroupReferences:
            - ResourceArn:
              Ref: StatefulRuleGroup
          StatelessRuleGroupReferences:
            - ResourceArn:
              Ref: StatelessRuleGroup
          Priority: 100

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  FirewallPolicy:
    Type: AWS::NetworkFirewall::FirewallPolicy
    Properties:
      FirewallPolicyName:
        Fn::Sub: ${AWS::StackName}-example
      FirewallPolicy:
        StatelessDefaultActions:
          - aws:forward_to_sfe
        StatelessFragmentDefaultActions:
          - aws:drop

[CT.NETWORK-FIREWALL.PR.2] Require any AWS Network Firewall firewall policy to drop or forward stateless full packets by default when they do not match a rule

This control checks whether an AWS Network Firewall firewall policy is configured with a user-defined stateless default action for full packets.
• **Control objective:** Limit network access
• **Implementation:** AWS CloudFormation Guard Rule
• **Control behavior:** Proactive
• **Resource types:** AWS::NetworkFirewall::FirewallPolicy
• **AWS CloudFormation guard rule:** [CT.NETWORK-FIREWALL.PR.2 rule specification (p. 1106)](#)

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.NETWORK-FIREWALL.PR.2 rule specification (p. 1106)](#)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.NETWORK-FIREWALL.PR.2 example templates (p. 1109)](#)

**Explanation**

A firewall policy defines how your firewall monitors and handles traffic in Amazon VPC. You configure stateless and stateful rule groups to filter packets and traffic flows. Defaulting to Pass can allow unintended traffic.

**Remediation for rule failure**

Within FirewallPolicy, include one of `aws:drop` or `aws:forward_to_sfe` in `StatelessDefaultActions`.

The examples that follow show how to implement this remediation.

**AWS Network Firewall Firewall Policy - Example One**

AWS Network Firewall firewall policy configured with a stateless default action to drop full packets. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "FirewallPolicy": {
    "Type": "AWS::NetworkFirewall::FirewallPolicy",
    "Properties": {
      "FirewallPolicyName": {
        "Fn::Sub": "${AWS::StackName}-sample"
      },
      "FirewallPolicy": {
        "StatelessFragmentDefaultActions": ["aws:forward_to_sfe"],
        "StatelessDefaultActions": ["aws:drop"]
      }
    }
  }
}
```

**YAML example**

```
FirewallPolicy: {
Type: 'AWS::NetworkFirewall::FirewallPolicy',
Properties: {
  FirewallPolicyName: {
    Fn::Sub": "${AWS::StackName}-sample"
  },
  FirewallPolicy: {
    StatelessFragmentDefaultActions: ["aws:forward_to_sfe"],
    StatelessDefaultActions: ["aws:drop"]
  }
}
```
The examples that follow show how to implement this remediation.

AWS Network Firewall Firewall Policy - Example Two

AWS Network Firewall firewall policy configured with a stateless default action to forward full packets to the stateful rule engine for further inspection. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "FirewallPolicy": {
    "Type": "AWS::NetworkFirewall::FirewallPolicy",
    "Properties": {
      "FirewallPolicyName": {
        "Fn::Sub": "${AWS::StackName}-sample"
      },
      "FirewallPolicy": {
        "StatelessFragmentDefaultActions": [
          "aws:forward_to_sfe"
        ],
        "StatelessDefaultActions": [
          "aws:forward_to_sfe"
        ]
      }
    }
  }
}
```

**YAML example**

```yaml
FirewallPolicy:
  Type: AWS::NetworkFirewall::FirewallPolicy
  Properties:
    FirewallPolicyName: !Sub '${AWS::StackName}-sample'
    FirewallPolicy:
      StatelessFragmentDefaultActions:
        - aws:forward_to_sfe
      StatelessDefaultActions:
        - aws:forward_to_sfe
```

**CT.NETWORK-FIREWALL.PR.2 rule specification**

```
# ~~~~~~~~~~~~~~
```
## Rule Specification

# Rule Identifier:
#   netfw_policy_default_action_full_packets_check
#
# Description:
#   This control checks whether an AWS Network Firewall firewall policy is configured with
#   a user-defined stateless default action for full packets.
#
# Reports on:
#   AWS::NetworkFirewall::FirewallPolicy
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document does not contain any Network Firewall firewall policy
#            resources
#            Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document contains a Network Firewall firewall policy resource
#            And: 'StatelessDefaultActions' has not been provided in 'FirewallPolicy'
#            Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document contains a Network Firewall firewall policy resource
#            And: 'StatelessDefaultActions' has been provided in 'FirewallPolicy' as an empty
#            list
#            Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document contains a Network Firewall firewall policy resource
#            And: 'StatelessDefaultActions' has been provided in 'FirewallPolicy' as a list that
#            does not contain
#            one of 'aws:drop' or 'aws:forward_to_sfe'
#            Then: FAIL
#   Scenario: 5
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document contains a Network Firewall firewall policy resource
#            And: 'StatelessDefaultActions' has been provided in 'FirewallPolicy' as a list that
#            contains either
#            'aws:drop' or 'aws:forward_to_sfe'
#            Then: PASS
#
# Constants
#
let NETFW_FIREWALL_POLICY_TYPE = "AWS::NetworkFirewall::FirewallPolicy"
let INPUT_DOCUMENT = this
let ALLOWED_STATELESS_ACTIONS_LIST = [ "aws:drop", "aws:forward_to_sfe" ]
#
# Assignments
let netfw_firewall_policies = Resources.*[ Type == %NETFW_FIREWALL_POLICY_TYPE ]

# Primary Rules

rule netfw_policy_default_action_full_packets_check when is_cfn_template(%INPUT_DOCUMENT)
  %netfw_firewall_policies not empty {
    check(%netfw_firewall_policies.Properties)
    <<
    [CT.NETWORK-FIREWALL.PR.2]: Require any AWS Network Firewall firewall policy to drop or forward stateless full packets by default when they do not match a rule
    [FIX]: Within 'FirewallPolicy', include one of 'aws:drop' or 'aws:forward_to_sfe' in 'StatelessDefaultActions'.
    >>
  }

rule netfw_policy_default_action_full_packets_check when is_cfn_hook(%INPUT_DOCUMENT, %NETFW_FIREWALL_POLICY_TYPE) {
  check(%INPUT_DOCUMENT.%NETFW_FIREWALL_POLICY_TYPE.resourceProperties)
  <<
  [CT.NETWORK-FIREWALL.PR.2]: Require any AWS Network Firewall firewall policy to drop or forward stateless full packets by default when they do not match a rule
  [FIX]: Within 'FirewallPolicy', include one of 'aws:drop' or 'aws:forward_to_sfe' in 'StatelessDefaultActions'.
  >>
}

# Parameterized Rules

rule check(netfw_firewall_policy) {
  %netfw_firewall_policy {
    # Scenario 2
    FirewallPolicy exists
    FirewallPolicy is_struct
    FirewallPolicy {
      StatelessDefaultActions exists
      # Scenario 3
      StatelessDefaultActions is_list
      StatelessDefaultActions not empty
      # Scenario 4 and 5
      some StatelessDefaultActions[*] {
        this in %ALLOWED_STATELESS_ACTIONS_LIST
      }
    }
  }
}

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
FirewallPolicy:
  Type: AWS::NetworkFirewall::FirewallPolicy
  Properties:
    FirewallPolicyName:
      Fn::Sub: ${AWS::StackName}-example
    FirewallPolicy:
      StatelessFragmentDefaultActions:
        - aws:forward_to_sfe
      StatelessDefaultActions:
        - aws:drop

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
FirewallPolicy:
  Type: AWS::NetworkFirewall::FirewallPolicy
  Properties:
    FirewallPolicyName:
      Fn::Sub: ${AWS::StackName}-example
    FirewallPolicy:
      StatelessFragmentDefaultActions:
        - aws:pass
      StatelessDefaultActions:
        - aws:pass

[CT.NETWORK-FIREWALL.PR.3] Require any AWS Network Firewall firewall policy to drop or forward fragmented packets by default when they do not match a stateless rule

This control checks whether an AWS Network Firewall firewall policy is configured with a default action to drop or forward fragmented packets, when the packets do not match a stateless rule.

- Control objective: Limit network access
- Implementation: AWS CloudFormation Guard Rule
- Control behavior: Proactive
- Resource types: AWS::NetworkFirewall::FirewallPolicy
- AWS CloudFormation guard rule: CT.NETWORK-FIREWALL.PR.3 rule specification (p. 1111)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.NETWORK-FIREWALL.PR.3 rule specification (p. 1111)
For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.NETWORK-FIREWALL.PR.3 example templates (p. 1113)

Explanation

A firewall policy defines how your firewall monitors and handles traffic in Amazon VPC. You configure stateless and stateful rule groups to filter packets and traffic flows. Defaulting to Pass can allow unintended traffic.

Remediation for rule failure

Within FirewallPolicy, include one of aws:drop or aws:forward_to_sfe in StatelessFragmentDefaultActions.

The examples that follow show how to implement this remediation.

AWS Network Firewall Firewall Policy - Example One

AWS Network Firewall firewall policy configured with a stateless default action to drop fragmented packets. The example is shown in JSON and in YAML.

JSON example

```json
{
  "FirewallPolicy": {
    "Type": "AWS::NetworkFirewall::FirewallPolicy",
    "Properties": {
      "FirewallPolicyName": { "Fn::Sub": "${AWS::StackName}-sample" },
      "FirewallPolicy": {
        "StatelessDefaultActions": [ "aws:forward_to_sfe" ],
        "StatelessFragmentDefaultActions": [ "aws:drop" ]
      }
    }
  }
}
```

YAML example

```yaml
FirewallPolicy:
  Type: AWS::NetworkFirewall::FirewallPolicy
  Properties:
    FirewallPolicyName: !Sub '${AWS::StackName}-sample'
    FirewallPolicy:
      StatelessDefaultActions:
        - aws:forward_to_sfe
      StatelessFragmentDefaultActions:
        - aws:drop
```

The examples that follow show how to implement this remediation.
AWS Network Firewall Firewall Policy - Example Two

AWS Network Firewall firewall policy configured with a stateless default action to forward fragmented packets to the stateful rule engine for further inspection. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "FirewallPolicy": {
    "Type": "AWS::NetworkFirewall::FirewallPolicy",
    "Properties": {
      "FirewallPolicyName": {
        "Fn::Sub": "${AWS::StackName}-sample"
      },
      "FirewallPolicy": {
        "StatelessDefaultActions": [
          "aws:forward_to_sfe"
        ],
        "StatelessFragmentDefaultActions": [
          "aws:forward_to_sfe"
        ]
      }
    }
  }
}
```

**YAML example**

```yaml
FirewallPolicy:
  Type: AWS::NetworkFirewall::FirewallPolicy
  Properties:
    FirewallPolicyName: !Sub '${AWS::StackName}-sample'
    FirewallPolicy:
      StatelessDefaultActions:
        - aws:forward_to_sfe
      StatelessFragmentDefaultActions:
        - aws:forward_to_sfe
```

**CT.NETWORK-FIREWALL.PR.3 rule specification**

```bash
# ###################################################################
# Rule Specification       #
# ###################################################################
#
# Rule Identifier:
# netfw_policy_default_action_fragment_packets_check
#
# Description:
# This control checks whether an AWS Network Firewall firewall policy is configured with a default action to drop or forward fragmented packets, when the packets do not match a stateless rule.
#
# Reports on:
# AWS::NetworkFirewall::FirewallPolicy
#
# Evaluates:
```
# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
# None

# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any Network Firewall firewall policy
resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a Network Firewall firewall policy resource
# And: 'StatelessFragmentDefaultActions' has not been provided in 'FirewallPolicy'
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a Network Firewall firewall policy resource
# And: 'StatelessFragmentDefaultActions' has been provided in 'FirewallPolicy' as an
empty list
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a Network Firewall firewall policy resource
# And: 'StatelessFragmentDefaultActions' has been provided in 'FirewallPolicy' as a
list that does not contain
# one of 'aws:drop' or 'aws:forward_to_sfe'
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a Network Firewall firewall policy resource
# And: 'StatelessFragmentDefaultActions' has been provided in 'FirewallPolicy' as a
list that contains either
# 'aws:drop' or 'aws:forward_to_sfe'
# Then: PASS

# Constants
#
let NETFW_FIREWALL_POLICY_TYPE = "AWS::NetworkFirewall::FirewallPolicy"
let ALLOWED_STATELESS_FRAGMENT_ACTIONS_LIST = ["aws:drop", "aws:forward_to_sfe"]
let INPUT_DOCUMENT = this

# Assignments
#
let netfw_firewall_policies = Resources.*[ Type == %NETFW_FIREWALL_POLICY_TYPE ]

# Primary Rules
#
rule netfw_policy_default_action_fragment_packets_check when
is_cfn_template(%INPUT_DOCUMENT)
%netfw_firewall_policies not
empty {
  check(%netfw_firewall_policies.Properties)
  <<
    [CT.NETWORK-FIREWALL.PR.3]: Require any AWS Network Firewall firewall policy to
drop or forward fragmented packets by default when they do not match a stateless rule
Within 'FirewallPolicy', include one of 'aws:drop' or 'aws:forward_to_sfe' in 'StatelessFragmentDefaultActions'.

```
rule netfw_policy_default_action_fragment_packets_check when is_cfn_hook(%INPUT_DOCUMENT, %NETFW_FIREWALL_POLICY_TYPE) {
    check(%INPUT_DOCUMENT.%NETFW_FIREWALL_POLICY_TYPE.resourceProperties)
    [CT.NETWORK-FIREWALL.PR.3]: Require any AWS Network Firewall firewall policy to drop or forward fragmented packets by default when they do not match a stateless rule:
    [FIX]: Within 'FirewallPolicy', include one of 'aws:drop' or 'aws:forward_to_sfe' in 'StatelessFragmentDefaultActions'.
```

# Parameterized Rules

```
rule check(netfw_firewall_policy) {
    %netfw_firewall_policy {
        FirewallPolicy exists
        FirewallPolicy is_struct
        FirewallPolicy {
            StatelessFragmentDefaultActions exists
            StatelessFragmentDefaultActions is_list
            StatelessFragmentDefaultActions not empty
            some StatelessFragmentDefaultActions[*] {
                this in %ALLOWED_STATELESS_FRAGMENT_ACTIONS_LIST
            }
        }
    }
}
```

# Utility Rules

```
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
```
```
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

CT.NETWORK-FIREWALL.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```
Resources:
    FirewallPolicy:
```
Type: AWS::NetworkFirewall::FirewallPolicy
Properties:
  FirewallPolicyName:
Fn::Sub: ${AWS::StackName}-example
  FirewallPolicy:
    StatelessDefaultActions:
    - aws:forward_to_sfe
    StatelessFragmentDefaultActions:
    - aws:drop

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  FirewallPolicy:
    Type: AWS::NetworkFirewall::FirewallPolicy
    Properties:
      FirewallPolicyName:
Fn::Sub: ${AWS::StackName}-example
      FirewallPolicy:
        StatelessDefaultActions:
        - aws:pass
        StatelessFragmentDefaultActions:
        - aws:pass

[CT.NETWORK-FIREWALL.PR.4] Require any AWS Network Firewall rule group to contain at least one rule

This control checks whether an AWS Network Firewall stateless rule group contains rules.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::NetworkFirewall::RuleGroup
- **AWS CloudFormation guard rule:** [CT.NETWORK-FIREWALL.PR.4 rule specification](p. 1116)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.NETWORK-FIREWALL.PR.4 rule specification](p. 1116)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.NETWORK-FIREWALL.PR.4 example templates](p. 1118)

**Explanation**

A rule group contains rules that define how your firewall processes traffic in your VPC. An empty, stateless rule group, when present in a firewall policy, might give the impression that the rule group will process traffic. However, when the stateless rule group is empty, it does not process traffic.

**Usage considerations**

- This control applies only to AWS Network Firewall stateless rule groups.
Remediation for rule failure


The examples that follow show how to implement this remediation.

AWS Network Firewall Rule Group - Example

AWS Network Firewall rule group configured with a stateless rule. The example is shown in JSON and in YAML.

JSON example

```json
{
   "NetworkFirewallRuleGroup": {
      "Type": "AWS::NetworkFirewall::RuleGroup",
      "Properties": {
         "RuleGroupName": {
            "Fn::Sub": "${AWS::StackName}-sample"
         },
         "Capacity": 100,
         "Description": "Sample rule group",
         "Type": "STATELESS",
         "RuleGroup": {
            "RulesSource": {
               "StatelessRulesAndCustomActions": {
                  "StatelessRules": [
                     {
                        "RuleDefinition": {
                           "MatchAttributes": {
                              "Sources": [
                                 {
                                    "AddressDefinition": "0.0.0.0/0"
                                 }
                              ],
                              "Destinations": [
                                 {
                                    "AddressDefinition": "10.0.0.0/8"
                                 }
                              ],
                              "SourcePorts": [
                                 {
                                    "FromPort": 15000,
                                    "ToPort": 30000
                                 }
                              ],
                              "DestinationPorts": [
                                 {
                                    "FromPort": 443,
                                    "ToPort": 443
                                 }
                              ],
                              "Protocols": [6]
                           },
                           "Actions": [
                              "aws:forward_to_sfe"
                           ]
                        }
                     },
                     "Priority": 1
                  ]
               }
            }
         }
      }
   }
}
```
YAML example

NetworkFirewallRuleGroup:
Type: AWS::NetworkFirewall::RuleGroup
Properties:
  RuleGroupName: !Sub '${AWS::StackName}-sample'
  Capacity: 100
  Description: Sample rule group
  Type: STATELESS
  RuleGroup:
    RulesSource:
      StatelessRulesAndCustomActions:
        StatelessRules:
          - RuleDefinition:
              MatchAttributes:
                Sources:
                  - AddressDefinition: '0.0.0.0/0'
                Destinations:
                  - AddressDefinition: 10.0.0.0/8
                SourcePorts:
                  - FromPort: 15000
                  - ToPort: 30000
                DestinationPorts:
                  - FromPort: 443
                  - ToPort: 443
                Protocols:
                  - 6
              Actions:
                - aws:forward_to_sfe
              Priority: 1

CT.NETWORK-FIREWALL.PR.4 rule specification

```yaml
# ###################################################################
## Rule Specification  ##
# ###################################################################
# Rule Identifier:
#  netfw_stateless_rule_group_not_empty_check
# Description:
#  This control checks whether an AWS Network Firewall stateless rule group contains rules.
# Reports on:
#  AWS::NetworkFirewall::RuleGroup
# Evaluates:
#  AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters:
```
# None

# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document does not contain any Network Firewall rule group resources
# Then: SKIP

# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a Network Firewall rule group resource
# And: 'Type' is not equal to 'STATELESS'
# Then: SKIP

# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a Network Firewall rule group resource
# And: 'Type' is 'STATELESS'
# And: 'RuleGroup.RulesSource.StatelessRulesAndCustomActions' has not been provided
# Then: FAIL

# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a Network Firewall rule group resource
# And: 'Type' is 'STATELESS'
# And: 'RuleGroup.RulesSource.StatelessRulesAndCustomActions' has been provided
# And: 'StatelessRules' has not been provided within 'StatelessRulesAndCustomActions'
# or has been provided with an empty list value
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains a Network Firewall rule group resource
# And: 'Type' is 'STATELESS'
# And: 'RuleGroup.RulesSource.StatelessRulesAndCustomActions' has been provided
# And: 'StatelessRules' has been provided within 'StatelessRulesAndCustomActions' as a non-empty list value
# Then: PASS

# Constants
let NETFW_RULE_GROUP_TYPE = "AWS::NetworkFirewall::RuleGroup"
let INPUT_DOCUMENT = this

# Assignments
let netfw_rule_group = Resources.*[ Type == %NETFW_RULE_GROUP_TYPE ]

# Primary Rules
rule netfw_stateless_rule_group_not_empty_check when is_cfn_template(%INPUT_DOCUMENT)
%netfw_rule_group not empty {
  check(%netfw_rule_group.Properties)
  <<
  [CT.NETWORK-FIREWALL.PR.4]: Require any AWS Network Firewall rule group to contain at least one rule
  [FIX]: Provide one or more AWS Network Firewall stateless rules within the 'RuleGroup.RulesSource.StatelessRulesAndCustomActions.StatelessRules' property.
  >>
}
# Proactive controls

## CT.NETWORK-FIREWALL.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

```plaintext
Resources:
    NetworkFirewallRuleGroup:
```

[252x748]AWS Control Tower User Guide
Proactive controls

rule netfw_stateless_rule_group_not_empty_check when is_cfn_hook(%INPUT_DOCUMENT, %NETFW_RULE_GROUP_TYPE) {
    check(%INPUT_DOCUMENT.%NETFW_RULE_GROUP_TYPE.resourceProperties)
    <<
        [CT.NETWORK-FIREWALL.PR.4]: Require any AWS Network Firewall rule group to contain
        at least one rule
        [FIX]: Provide one or more AWS Network Firewall stateless rules within the
    >>
}

# # Parameterized Rules
# #
rule check(netfw_rule_group) {
    %netfw_rule_group[
        # Scenario 2
        Type exists
        Type == "STATELESS"
    ] {
        # Scenario 3
        RuleGroup exists
        RuleGroup is_struct
        RuleGroup {
            RulesSource exists
            RulesSource is_struct
            RulesSource {
                StatelessRulesAndCustomActions exists
                StatelessRulesAndCustomActions is_struct
                StatelessRulesAndCustomActions {
                    # Scenarios 4 and 5
                    StatelessRules exists
                    StatelessRules is_list
                    StatelessRules not empty
                }
            }
        }
    }
}

# # Utility Rules
# #
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  NetworkFirewallRuleGroup:
    Type: AWS::NetworkFirewall::RuleGroup
    Properties:
      RuleGroupName:
        Fn::Sub: ${AWS::StackName}-example
      Capacity: 100
      Description: Example rule group
      Type: STATELESS
      RuleGroup:
        RulesSource:
          StatelessRulesAndCustomActions:
            StatelessRules:
              - RuleDefinition:
                  MatchAttributes:
                    Sources:
                      - AddressDefinition: 0.0.0.0/0
                    Destinations:
                      - AddressDefinition: 10.0.0.0/8
                    SourcePorts:
                      - FromPort: 15000
                      - ToPort: 30000
                    DestinationPorts:
                      - FromPort: 443
                      - ToPort: 443
                    Protocols:
                      - 6
                    Actions:
                      - aws:forward_to_sfe
                    Priority: 1

[CT.NETWORK-FIREWALL.PR.5] Require an AWS Network Firewall firewall to be deployed across multiple Availability Zones

This control checks whether an AWS Network Firewall firewall is deployed across multiple Availability Zones (AZs), to permit automatic failover between AZs.

- **Control objective:** Improve resiliency
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::NetworkFirewall::Firewall
- **AWS CloudFormation guard rule:** [CT.NETWORK-FIREWALL.PR.5 rule specification](p. 1121)
Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the:
  CT.NETWORK-FIREWALL.PR.5 rule specification (p. 1121)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see:
  CT.NETWORK-FIREWALL.PR.5 example templates (p. 1123)

Explanation

The AWS global infrastructure is built around AWS Regions and Availability Zones. AWS Regions provide multiple Availability Zones (AZs), physically separated and isolated. These AZs are connected by low-latency, high-throughput, and highly redundant networking. You can design and operate applications and databases that fail over between Availability Zones without interruption, automatically. Availability Zones are more highly available, fault tolerant, and scalable than traditional single- or multiple-datacenter infrastructures.

Remediation for rule failure

In the SubnetMappings parameter, provide at least two entries that refer to subnets in different Availability Zones.

The examples that follow show how to implement this remediation.

AWS Network Firewall Firewall - Example

An AWS Network Firewall firewall configured to deploy across two subnets in different Availability Zones. The example is shown in JSON and in YAML.

JSON example

```json
{
  "Firewall": {
    "Type": "AWS::NetworkFirewall::Firewall",
    "Properties": {
      "FirewallName": "SampleFirewall",
      "FirewallPolicyArn": {
        "Ref": "FirewallPolicy"
      },
      "VpcId": {
        "Ref": "VPC"
      },
      "Description": "Sample firewall",
      "SubnetMappings": [
        {
          "SubnetId": {
            "Ref": "SubnetOne"
          }
        },
        {
          "SubnetId": {
            "Ref": "SubnetTwo"
          }
        }
      ]
    }
  }
}
```

YAML example
Firewall:
  Type: AWS::NetworkFirewall::Firewall
  Properties:
    FirewallName: SampleFirewall
    FirewallPolicyArn: !Ref 'FirewallPolicy'
    VpcId: !Ref 'VPC'
    Description: Sample firewall
    SubnetMappings:
      - SubnetId: !Ref 'SubnetOne'
      - SubnetId: !Ref 'SubnetTwo'

CT.NETWORK-FIREWALL.PR.5 rule specification

```
# ##################################################################
## Rule Specification ##
# ##################################################################
#
# Rule Identifier:
#   netfw_multi_az_enabled_check
#
# Description:
#   This control checks whether an AWS Network Firewall firewall is deployed across
#   multiple Availability Zones (AZs), to permit automatic failover between AZs.
#
# Reports on:
#   AWS::NetworkFirewall::Firewall
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document does not contain any Network Firewall firewall resources
#            Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document contains a Network Firewall firewall resource
#            And: 'SubnetMappings' has not been specified or specified as an empty list
#            Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document contains a Network Firewall firewall resource
#            And: 'SubnetMappings' has been specified
#            And: The number of entries in 'SubnetMappings' is less than two (< 2)
#            Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#            document
#            And: The input document contains a Network Firewall firewall resource
#            And: 'SubnetMappings' has been specified
#            And: The number of entries in 'SubnetMappings' is greater than or equal to two (>= 2)
#            Then: PASS
```
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# Constants

let NETFW_FIREWALL_FIREWALL_TYPE = "AWS::NetworkFirewall::Firewall"
let INPUT_DOCUMENT = this

# Assignments

let netfw_firewalls = Resources.*[ Type == %NETFW_FIREWALL_FIREWALL_TYPE ]

# Primary Rules

rule netfw_multi_az_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
    %netfw_firewalls not empty {
        check(%netfw_firewalls.Properties)
        << [CT.NETWORK-FIREWALL.PR.5]: Require an AWS Network Firewall firewall to be deployed across multiple Availability Zones
        [FIX]: In the SubnetMappings parameter, provide at least two entries that refer to subnets in different Availability Zones.
        >>
    }

rule netfw_multi_az_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %NETFW_FIREWALL_FIREWALL_TYPE) {
    check(%INPUT_DOCUMENT.%NETFW_FIREWALL_FIREWALL_TYPE.resourceProperties)
    << [CT.NETWORK-FIREWALL.PR.5]: Require an AWS Network Firewall firewall to be deployed across multiple Availability Zones
    [FIX]: In the SubnetMappings parameter, provide at least two entries that refer to subnets in different Availability Zones.
    >>
}

# Parameterized Rules

rule check(netfw_firewall) {
    %netfw_firewall {
        # Scenario 2
        SubnetMappings exists
        SubnetMappings is_list
        SubnetMappings not empty

        # Scenarios 3 and 4
        SubnetMappings[0] exists
        SubnetMappings[1] exists
    }
}

# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
CT.NETWORK-FIREWALL.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ""
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
        - 1
        - Fn::GetAZs: ""
FirewallPolicy:
  Type: AWS::NetworkFirewall::FirewallPolicy
  Properties:
    FirewallPolicyName:
      Fn::Sub: ${AWS::StackName}-example-firewall-policy
    FirewallPolicy:
      StatelessDefaultActions:
        - aws:forward_to_sfe
      StatelessFragmentDefaultActions:
        - aws:forward_to_sfe
    Description: Example firewall policy
Firewall:
  Type: AWS::NetworkFirewall::Firewall
  Properties:
    FirewallName:
      Fn::Sub: ${AWS::StackName}-example-firewall
    FirewallPolicyArn:
      Ref: FirewallPolicy
    VpcId:
      Ref: VPC
    Description: Example firewall
SubnetMappings:
- SubnetId:
  Ref: SubnetOne
- SubnetId:
  Ref: SubnetTwo
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:

VPC:
Type: AWS::EC2::VPC
Properties:
  CidrBlock: 10.0.0.0/16
SubnetOne:
Type: AWS::EC2::Subnet
Properties:
  VpcId:
    Ref: VPC
  CidrBlock: 10.0.0.0/24
  AvailabilityZone:
    Fn::Select:
      - 0
      - Fn::GetAZs: ""
FirewallPolicy:
Type: AWS::NetworkFirewall::FirewallPolicy
Properties:
  FirewallPolicyName:
    Fn::Sub: ${AWS::StackName}-example-firewall-policy
  FirewallPolicy:
    StatelessDefaultActions:
    - aws:forward_to_sfe
    StatelessFragmentDefaultActions:
    - aws:forward_to_sfe
    Description: Example firewall policy
Firewall:
Type: AWS::NetworkFirewall::Firewall
Properties:
  FirewallName:
    Fn::Sub: ${AWS::StackName}-example-firewall
  FirewallPolicyArn:
    Ref: FirewallPolicy
  VpcId:
    Ref: VPC
  Description: Example firewall
SubnetMappings:
  - SubnetId:
    Ref: SubnetOne

Amazon OpenSearch controls

Topics

• [CT.OPENSEARCH.PR.1] Require an Elasticsearch domain to encrypt data at rest (p. 1125)
• [CT.OPENSEARCH.PR.2] Require an Elasticsearch domain to be created in a user-specified Amazon VPC (p. 1129)
• [CT.OPENSEARCH.PR.3] Require an Elasticsearch domain to encrypt data sent between nodes (p. 1134)
• [CT.OPENSEARCH.PR.4] Require an Elasticsearch domain to send error logs to Amazon CloudWatch Logs (p. 1139)
• [CT.OPENSEARCH.PR.5] Require an Elasticsearch domain to send audit logs to Amazon CloudWatch Logs (p. 1146)
• [CT.OPENSEARCH.PR.6] Require an Elasticsearch domain to have zone awareness and at least three data nodes (p. 1154)
• [CT.OPENSEARCH.PR.7] Require an Elasticsearch domain to have at least three dedicated master nodes (p. 1159)
• [CT.OPENSEARCH.PR.8] Require an Elasticsearch Service domain to use TLSv1.2 (p. 1166)
• [CT.OPENSEARCH.PR.9] Require an Amazon OpenSearch Service domain to encrypt data at rest (p. 1171)
• [CT.OPENSEARCH.PR.10] Require an Amazon OpenSearch Service domain to be created in a user-specified Amazon VPC (p. 1175)
• [CT.OPENSEARCH.PR.11] Require an Amazon OpenSearch Service domain to encrypt data sent between nodes (p. 1180)
• [CT.OPENSEARCH.PR.12] Require an Amazon OpenSearch Service domain to send error logs to Amazon CloudWatch Logs (p. 1185)
• [CT.OPENSEARCH.PR.13] Require an Amazon OpenSearch Service domain to send audit logs to Amazon CloudWatch Logs (p. 1192)
• [CT.OPENSEARCH.PR.14] Require an Amazon OpenSearch Service domain to have zone awareness and at least three data nodes (p. 1200)
• [CT.OPENSEARCH.PR.15] Require an Amazon OpenSearch Service domain to use fine-grained access control (p. 1205)
• [CT.OPENSEARCH.PR.16] Require an Amazon OpenSearch Service domain to use TLSv1.2 (p. 1211)

[CT.OPENSEARCH.PR.1] Require an Elasticsearch domain to encrypt data at rest

This control checks whether Elasticsearch domains have encryption-at-rest enabled.

• **Control objective:** Encrypt data at rest
• **Implementation:** AWS CloudFormation guard rule
• **Control behavior:** Proactive
• **Resource types:** AWS::Elasticsearch::Domain
• **AWS CloudFormation guard rule:** [CT.OPENSEARCH.PR.1 rule specification](p. 1127)

Details and examples

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.OPENSEARCH.PR.1 rule specification](p. 1127)
• For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.OPENSEARCH.PR.1 example templates](p. 1128)

Explanation

For an added layer of security for your sensitive data in OpenSearch, you should configure your OpenSearch to be encrypted at rest. Elasticsearch domains offer encryption of data at rest. The feature uses AWS KMS to store and manage your encryption keys. To perform the encryption, it uses the Advanced Encryption Standard algorithm with 256-bit keys (AES-256).

Remediation for rule failure

Within EncryptionAtRestOptions, set Enabled to true.

The examples that follow show how to implement this remediation.

Elasticsearch Domain - Example

An Elasticsearch domain configured with encryption-at-rest enabled. The example is shown in JSON and in YAML.
JSON example

```json
{
    "ElasticsearchDomain": {
        "Type": "AWS::Elasticsearch::Domain",
        "Properties": {
            "ElasticsearchVersion": 7.1,
            "ElasticsearchClusterConfig": {
                "InstanceCount": "1",
                "InstanceType": "t3.small.elasticsearch"
            },
            "EBSOptions": {
                "EBSEnabled": true,
                "Iops": "3000",
                "VolumeSize": "10",
                "VolumeType": "gp3"
            },
            "AccessPolicies": {
                "Version": "2012-10-17",
                "Statement": [
                    {
                        "Effect": "Deny",
                        "Principal": {
                            "AWS": "*"
                        },
                        "Action": "es:*",
                        "Resource": "*"
                    }
                ],
                "EncryptionAtRestOptions": {
                    "Enabled": true
                }
            }
        }
    }
}
```

YAML example

```yaml
ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  Properties:
    ElasticsearchVersion: 7.1
    ElasticsearchClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.elasticsearch
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '*'
    EncryptionAtRestOptions:
      Enabled: true
```
CT.OPENSEARCH.PR.1 rule specification

# #####################################################################
## Rule Specification     ##
# #####################################################################
#
# Rule Identifier:
# elasticsearch_encrypted_at_rest_check
#
# Description:
# This control checks whether Elasticsearch domains have encryption-at-rest enabled.
#
# Reports on:
# AWS::Elasticsearch::Domain
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document does not contain any Elasticsearch domain resources
#   Then: SKIP
# Scenario: 2
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#   And: The input document contains an Elasticsearch domain resource
#     And: 'EncryptionAtRestOptions' has not been provided
#   Then: FAIL
# Scenario: 3
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an Elasticsearch domain resource
#     And: 'EncryptionAtRestOptions' has been provided
#       And: 'Enabled' in 'EncryptionAtRestOptions' has not been provided or provided
#         and set to a value other than bool(true)
#   Then: FAIL
# Scenario: 4
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an Elasticsearch domain resource
#     And: 'EncryptionAtRestOptions' has been provided
#       And: 'Enabled' in 'EncryptionAtRestOptions' has been provided and set to bool(true)
#   Then: PASS
#
# Constants
#
let ELASTICSEARCH_DOMAIN_TYPE = "AWS::Elasticsearch::Domain"
let INPUT_DOCUMENT = this
#
# Assignments
#
let elasticsearch_domains = Resources.*[ Type == %ELASTICSEARCH_DOMAIN_TYPE ]
# Primary Rules

rule elasticsearch_encrypted_at_rest_check when is_cfn_template(%INPUT_DOCUMENT) {
  %elasticsearch_domains not empty {
    check(%elasticsearch_domains.Properties)
    <<
    [CT.OPENSEARCH.PR.1]: Require an Elasticsearch domain to encrypt data at rest
    [FIX]: Within 'EncryptionAtRestOptions', set 'Enabled' to 'true'.
    >>
  }
}

rule elasticsearch_encrypted_at_rest_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTICSEARCH_DOMAIN_TYPE) {
  check(%INPUT_DOCUMENT.%ELASTICSEARCH_DOMAIN_TYPE.resourceProperties)
  <<
  [CT.OPENSEARCH.PR.1]: Require an Elasticsearch domain to encrypt data at rest
  [FIX]: Within 'EncryptionAtRestOptions', set 'Enabled' to 'true'.
  >>
}

# Parameterized Rules

rule check(elasticsearch_domain) {
  %elasticsearch_domain {
    # Scenario 2
    EncryptionAtRestOptions exists
    EncryptionAtRestOptions is_struct
    EncryptionAtRestOptions {
      # Scenarios 3 and 4
      Enabled exists
      Enabled == true
    }
  }
}

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

**CT.OPENSEARCH.PR.1 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  Properties:
    ElasticsearchVersion: 7.1
    ElasticsearchClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.elasticsearch
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '*'
    EncryptionAtRestOptions:
      Enabled: true

[CT.OPENSEARCH.PR.2] Require an Elasticsearch domain to be created in a user-specified Amazon VPC

This control checks whether Elasticsearch domains are configured with VPC option settings that specify a target Amazon VPC.

- Control objective: Limit network access
- Implementation: AWS CloudFormation guard rule
- Control behavior: Proactive
• **Resource types:** AWS::Elasticsearch::Domain

• **AWS CloudFormation guard rule:** [CT.OPENSEARCH.PR.2 rule specification (p. 1131)](https://example.com)

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.OPENSEARCH.PR.2 rule specification (p. 1131)](https://example.com)

• For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.OPENSEARCH.PR.2 example templates (p. 1133)](https://example.com)

**Explanation**

Elasticsearch domains deployed within a VPC can communicate with VPC resources over the private AWS network, without the need to traverse the public internet. This configuration increases the security posture by limiting access to the data in transit. VPCs provide a number of network controls that help create secure access to Elasticsearch domains, including network ACLs and security groups. Security Hub recommends that you migrate public Elasticsearch domains to VPCs to take advantage of these controls.

**Remediation for rule failure**

Within VPCOptions, set SubnetIds to a list with one or more Amazon EC2 subnet IDs.

The examples that follow show how to implement this remediation.

**Elasticsearch Domain - Example**

An Elasticsearch domain configured to deploy within an Amazon VPC by means of VPC option settings. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "ElasticsearchDomain": {
    "Type": "AWS::Elasticsearch::Domain",
    "Properties": {
      "ElasticsearchVersion": 7.1,
      "ElasticsearchClusterConfig": {
        "InstanceCount": "1",
        "InstanceType": "t3.small.elasticsearch"
      },
      "EBSOptions": {
        "EBSEnabled": true,
        "Iops": "3000",
        "VolumeSize": "10",
        "VolumeType": "gp3"
      },
      "AccessPolicies": {
        "Version": "2012-10-17",
        "Statement": [
          {
            "Effect": "Deny",
            "Principal": {
              "AWS": "*"
            },
            "Action": "es:*",
            "Resource": "*"
          }
        ]
      }
    }
  }
}
```
"VPCOptions": { 
    "SubnetIds": [ 
        
        
    ] 
} 

YAML example

ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  Properties:
    ElasticsearchVersion: 7.1
    ElasticsearchClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.elasticsearch
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '***'
    VPCOptions:
      SubnetIds:
        - !Ref 'Subnet'

CT.OPENSEARCH.PR.2 rule specification

# ######################################################################
# Rule Specification    #
# ######################################################################
#
# Rule Identifier:
#   elasticsearch_in_vpc_only_check
#
# Description:
#   This control checks whether Elasticsearch domains are configured with VPC option settings that specify a target Amazon VPC.
#
# Reports on:
#   AWS::Elasticsearch::Domain
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
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# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any Elasticsearch domain resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Elasticsearch domain resource
# And: 'VPCOptions' has not been provided
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Elasticsearch domain resource
# And: 'VPCOptions' has been provided
# And: 'SubnetIds' in 'VPCOptions' has not been provided or has been provided
# as an empty list
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Elasticsearch domain resource
# And: 'VPCOptions' has been provided
# And: 'SubnetIds' in 'VPCOptions' has been provided as a list with one or more
# values
# Then: PASS
#
# Constants
#
let ELASTICSEARCH_DOMAIN_TYPE = "AWS::Elasticsearch::Domain"
let INPUT_DOCUMENT = this
#
# Assignments
#
let elasticsearch_domains = Resources.*[ Type == %ELASTICSEARCH_DOMAIN_TYPE ]
#
# Primary Rules
#
rule elasticsearch_in_vpc_only_check when is_cfn_template(%INPUT_DOCUMENT)
%elasticsearch_domains not empty {
    check(%elasticsearch_domains.Properties)
    %elasticsearch_domains not empty {
        [CT.OPENSEARCH.PR.2]: Require an Elasticsearch domain to be created in a user-
specified Amazon VPC
        [FIX]: Within 'VPCOptions', set 'SubnetIds' to a list with one or more Amazon
        EC2 subnet IDs.
        >>
    }
}

rule elasticsearch_in_vpc_only_check when is_cfn_hook(%INPUT_DOCUMENT,
%ELASTICSEARCH_DOMAIN_TYPE) {
    check(%INPUT_DOCUMENT.%ELASTICSEARCH_DOMAIN_TYPE.resourceProperties)
    %elasticsearch_domains not empty {
        [CT.OPENSEARCH.PR.2]: Require an Elasticsearch domain to be created in a user-
specified Amazon VPC
        [FIX]: Within 'VPCOptions', set 'SubnetIds' to a list with one or more Amazon
        EC2 subnet IDs.
        >>
    }
}
# Parameterized Rules

## Scenario 2

```
rule check(elasticsearch_domain) {
  %elasticsearch_domain {
    # Scenario 2
    VPCOptions exists
    VPCOptions is_struct
    VPCOptions {
      # Scenarios 3 and 4
      SubnetIds exists
      SubnetIds is_list
      SubnetIds not empty
    }
  }
}
```

## Utility Rules

```
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
```

```
rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

## CT.OPENSEARCH.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

```
Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId: Ref: VPC
    CidrBlock: 10.0.0.0/16
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''
ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  Properties:
    ElasticsearchVersion: 7.1
    ElasticsearchClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.elasticsearch
    EBSOptions:
```
EBSEnabled: true
Iops: '3000'
VolumeSize: '10'
VolumeType: gp3
AccessPolicies:
  Version: '2012-10-17'
  Statement:
    - Effect: Deny
    - Principal:
      AWS: '*'
    - Action: es:*
    - Resource: '*'
VPCOptions:
  SubnetIds:
    - Ref: Subnet

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  Properties:
    ElasticsearchVersion: 7.1
    ElasticsearchClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.elasticsearch
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
        - Principal:
          AWS: '*'
        - Action: es:*
        - Resource: '*'

[CT.OPENSEARCH.PR.3] Require an Elasticsearch domain to encrypt data sent between nodes

This control checks whether Elasticsearch domains have node-to-node encryption enabled.

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Elasticsearch::Domain
- **AWS CloudFormation guard rule:** [CT.OPENSEARCH.PR.3 rule specification (p. 1136)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.OPENSEARCH.PR.3 rule specification (p. 1136)]
• For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: CT.OPENSEARCH.PR.3 example templates (p. 1138)

Explanation

HTTPS (TLS) can help prevent potential attackers from eavesdropping on or manipulating network traffic using person-in-the-middle, or similar, attacks. Only encrypted connections over HTTPS (TLS) should be allowed. Enabling node-to-node encryption for Elasticsearch domains ensures that intra-cluster communications are encrypted in transit.

Usage considerations

• A performance penalty may be associated with this configuration. You should be aware of and test the performance trade-offs before enabling this option.

Remediation for rule failure

Within NodeToNodeEncryptionOptions, set Enabled to true.

The examples that follow show how to implement this remediation.

Elasticsearch Domain - Example

An Elasticsearch domain configured with node-to-node encryption enabled. The example is shown in JSON and in YAML.

JSON example

```json
{
  "ElasticsearchDomain": {
    "Type": "AWS::Elasticsearch::Domain",
    "Properties": {
      "ElasticsearchVersion": 7.1,
      "ElasticsearchClusterConfig": {
        "InstanceCount": "1",
        "InstanceType": "t3.small.elasticsearch"
      },
      "EBSOptions": {
        "EBSEnabled": true,
        "Iops": "3000",
        "VolumeSize": "10",
        "VolumeType": "gp3"
      },
      "AccessPolicies": {
        "Version": "2012-10-17",
        "Statement": [
          {
            "Effect": "Deny",
            "Principal": {
              "AWS": "*"
            },
            "Action": "es:*",
            "Resource": "*"
          }
        ]
      },
      "NodeToNodeEncryptionOptions": {
        "Enabled": true
      }
    }
  }
}
```
YAML example

ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  Properties:
    ElasticsearchVersion: 7.1
    ElasticsearchClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.elasticsearch
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '*'
    NodeToNodeEncryptionOptions:
      Enabled: true

CT.OPENSEARCH.PR.3 rule specification

# ###################################
##       Rule Specification        ##
####################################
# Rule Identifier:
#   elasticsearch_node_to_node_encryption_check
#
# Description:
#   This control checks whether Elasticsearch domains have node-to-node encryption enabled.
#
# Reports on:
#   AWS::Elasticsearch::Domain
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any Elasticsearch domain resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an Elasticsearch domain resource
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Elasticsearch domain resource
# And: 'NodeToNodeEncryptionOptions' has been provided
# And: 'Enabled' in 'NodeToNodeEncryptionOptions' has not been provided or has been provided and set to a value other than bool(true)
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Elasticsearch domain resource
# And: 'NodeToNodeEncryptionOptions' has been provided
# And: 'Enabled' in 'NodeToNodeEncryptionOptions' has been provided and set to a value of bool(true)
# Then: PASS

# Constants
# let ELASTICSEARCH_DOMAIN_TYPE = "AWS::Elasticsearch::Domain"
let INPUT_DOCUMENT = this

# Assignments
# let elasticsearch_domains = Resources.*[ Type == %ELASTICSEARCH_DOMAIN_TYPE ]

# Primary Rules
# rule elasticsearch_node_to_node_encryption_check when is_cfn_template(%INPUT_DOCUMENT)
# %elasticsearch_domains not empty {
#     check(%elasticsearch_domains.Properties)
#      <<
#         [CT.OPENSEARCH.PR.3]: Require an Elasticsearch domain to encrypt data sent between nodes
#         [FIX]: Within 'NodeToNodeEncryptionOptions', set 'Enabled' to 'true'.
#      >>
#  }
#
# rule elasticsearch_node_to_node_encryption_check when is_cfn_hook(%INPUT_DOCUMENT,
# %ELASTICSEARCH_DOMAIN_TYPE) {
#     check(%INPUT_DOCUMENT.%ELASTICSEARCH_DOMAIN_TYPE.resourceProperties)
#      <<
#         [CT.OPENSEARCH.PR.3]: Require an Elasticsearch domain to encrypt data sent between nodes
#         [FIX]: Within 'NodeToNodeEncryptionOptions', set 'Enabled' to 'true'.
#      >>
#  }
#
# # Parameterized Rules
# # rule check(elasticsearch_domain) {
# #     %elasticsearch_domain {
# #         # Scenario 2
# #         NodeToNodeEncryptionOptions exists
# #         NodeToNodeEncryptionOptions is_struct
# #         NodeToNodeEncryptionOptions {
# #             # Scenarios 3 and 4
# #             Enabled exists
# #         }
Enabled == true

# Utility Rules

# rule is_cfn_template(doc) {
%doc {
    AWSTemplateFormatVersion exists or
    Resources exists
}
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.OPENSEARCH.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
ElasticsearchDomain:
    Type: AWS::Elasticsearch::Domain
    Properties:
        ElasticsearchVersion: 7.1
        ElasticsearchClusterConfig:
            InstanceCount: '1'
            InstanceType: t3.small.elasticsearch
        EBSOptions:
            EBSEnabled: true
            Iops: '3000'
            VolumeSize: '10'
            VolumeType: gp3
        AccessPolicies:
            Version: '2012-10-17'
            Statement:
                - Effect: Deny
                  Principal:
                    AWS: '*'
                  Action: es:*
                  Resource: '*'
        NodeToNodeEncryptionOptions:
            Enabled: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
ElasticsearchDomain:
    Type: AWS::Elasticsearch::Domain
    Properties:
        ElasticsearchVersion: 7.1
        ElasticsearchClusterConfig:
[CT.OPENSEARCH.PR.4] Require an Elasticsearch domain to send error logs to Amazon CloudWatch Logs

This control checks whether Elasticsearch domains are configured to send error logs to an Amazon CloudWatch Logs log group.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Elasticsearch::Domain
- **AWS CloudFormation guard rule:** [CT.OPENSEARCH.PR.4 rule specification (p. 1141)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.OPENSEARCH.PR.4 rule specification (p. 1141)]
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.OPENSEARCH.PR.4 example templates (p. 1144)]

**Explanation**

Enable error logs (ES_APPLICATION_LOGS) for Elasticsearch domains and send those logs to CloudWatch Logs for retention and response. Domain error logs can assist with security and access audits, and can help to diagnose availability issues.

**Remediation for rule failure**

Within LogPublishingOptions, provide an ES_APPLICATION_LOGS configuration, set Enabled to true, and set CloudWatchLogsLogGroupArn to the ARN of a valid Amazon CloudWatch Logs log group.

The examples that follow show how to implement this remediation.

**Elasticsearch Domain - Example**

An Elasticsearch domain configured to send error logs to Amazon CloudWatch Logs. The example is shown in JSON and in YAML.

**JSON example**
YAML example

ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  Properties:
    ElasticsearchVersion: 7.1
    ElasticsearchClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.elasticsearch
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
**AWS Control Tower User Guide**

Proactive controls

---

Principal:
- AWS: '*'
- Action: es:*'  
- Resource: '*'  

LogPublishingOptions:
- ES_APPLICATION_LOGS:  
  CloudWatchLogsLogGroupArn: !GetAtt 'LogGroup.Arn'  
  Enabled: true

---

**CT.OPENSEARCH.PR.4 rule specification**

```plaintext
# ##############################################################################
##       Rule Specification        
# ##############################################################################

# Rule Identifier:  
#   elasticsearch_application_logging_enabled_check  

# Description:  
#   This control checks whether Elasticsearch domains are configured to send error logs to  
#   an Amazon CloudWatch Logs log group.

# Reports on:  
#   AWS::Elasticsearch::Domain

# Evaluates:  
#   AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:  
#   None

# Scenarios:  
#   Scenario: 1  
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook  
#            document  
#            And: The input document does not contain any Elasticsearch domain resources  
#            Then: SKIP  
#   Scenario: 2  
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook  
#            document  
#            And: The input document contains an Elasticsearch domain resource  
#            And: 'LogPublishingOptions' has not been provided  
#            Then: FAIL  
#   Scenario: 3  
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook  
#            document  
#            And: The input document contains an Elasticsearch domain resource  
#            And: 'LogPublishingOptions' has been provided  
#            And: 'ES_APPLICATION_LOGS' in 'LogPublishingOptions' has not been provided  
#            Then: FAIL  
#   Scenario: 4  
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook  
#            document  
#            And: The input document contains an Elasticsearch domain resource  
#            And: 'LogPublishingOptions' has been provided  
#            And: 'ES_APPLICATION_LOGS' in 'LogPublishingOptions' has been provided  
#            And: 'Enabled' in 'ES_APPLICATION_LOGS' has not been provided or provided and set  
#               to  
#               a value other than bool(true)  
#            And: 'CloudWatchLogsLogGroupArn' in 'ES_APPLICATION_LOGS' has not been provided or  
#               provided
```

---
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As an empty string or invalid local reference
Then: FAIL
Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Elasticsearch domain resource
And: 'LogPublishingOptions' has been specified
And: 'ES_APPLICATION_LOGS' in 'LogPublishingOptions' has been provided
And: 'Enabled' in 'ES_APPLICATION_LOGS' has been provided and set to bool(true)
And: 'CloudWatchLogsLogGroupArn' in 'ES_APPLICATION_LOGS' has not been provided or provided as an empty string or invalid local reference
Then: FAIL
Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Elasticsearch domain resource
And: 'LogPublishingOptions' has been specified
And: 'ES_APPLICATION_LOGS' in 'LogPublishingOptions' has been provided
And: 'Enabled' in 'ES_APPLICATION_LOGS' has not been provided or provided and set to a value other than bool(true)
And: 'CloudWatchLogsLogGroupArn' in 'ES_APPLICATION_LOGS' has been provided as a non-empty string or valid local reference
Then: FAIL
Scenario: 7
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Elasticsearch domain resource
And: 'LogPublishingOptions' has been specified
And: 'ES_APPLICATION_LOGS' in 'LogPublishingOptions' has been provided
And: 'Enabled' in 'ES_APPLICATION_LOGS' has been provided and set to bool(true)
And: 'CloudWatchLogsLogGroupArn' in 'ES_APPLICATION_LOGS' has been provided as a non-empty string or valid local reference
Then: PASS

# Constants
let ELASTICSEARCH_DOMAIN_TYPE = "AWS::Elasticsearch::Domain"
let INPUT_DOCUMENT = this

# Assignments
let elasticsearch_domains = Resources.*[ Type == %ELASTICSEARCH_DOMAIN_TYPE ]

# Primary Rules
# rule elasticsearch_application_logging_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%elasticsearch_domains not empty
{
    check(%elasticsearch_domains.Properties)
    <<
        [CT.OPENSEARCH.PR.4]: Require an Elasticsearch domain to send error logs to Amazon CloudWatch Logs
            [FIX]: Within 'LogPublishingOptions', provide an 'ES_APPLICATION_LOGS' configuration, set 'Enabled' to 'true', and set 'CloudWatchLogsLogGroupArn' to the ARN of a valid Amazon CloudWatch Logs log group.
    >>
}
rule elasticsearch_application_logging_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTICSEARCH_DOMAIN_TYPE) {
    check(%INPUT_DOCUMENT.%ELASTICSEARCH_DOMAIN_TYPE.resourceProperties)
    <<
    [CT.OPENSEARCH.PR.4]: Require an Elasticsearch domain to send error logs to Amazon CloudWatch Logs
    [FIX]: Within 'LogPublishingOptions', provide an 'ES_APPLICATION_LOGS' configuration, set 'Enabled' to 'true', and set 'CloudWatchLogsLogGroupArn' to the ARN of a valid Amazon CloudWatch Logs log group.
    >>
}

# Parameterized Rules
#
rule check(elasticsearch_domain) {
    %elasticsearch_domain {
        # Scenario 2
        LogPublishingOptions exists
        LogPublishingOptions is_struct

        LogPublishingOptions {
            # Scenario 3
            ES_APPLICATION_LOGS exists
            ES_APPLICATION_LOGS is_struct

            ES_APPLICATION_LOGS {
                # Scenarios 4, 5, 6 and 7
                Enabled exists
                Enabled == true

                CloudWatchLogsLogGroupArn exists
                check_is_string_and_not_empty(CloudWatchLogsLogGroupArn) or
                check_local_references(%INPUT_DOCUMENT, CloudWatchLogsLogGroupArn, "AWS::Logs::LogGroup")
            }
        }
    }
}

# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_is_string_and_not_empty(value) {
    %value {
        this is_string
        this != /\A\s\z/ 
    }
}

rule check_local_references(doc, reference_properties, referenced_resource_type) {
    %reference_properties {
        'Fn::GetAtt' {
            query_for_resource(%doc, this[0], %referenced_resource_type)
            <<Local Stack reference was invalid>>
        }
    }
}
CT.OPENSEARCH.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  DependsOn: LogGroupPolicy
  Properties:
    ElasticsearchVersion: 7.1
    ElasticsearchClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.elasticsearch
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '*'
    LogPublishingOptions:
      ES_APPLICATION_LOGS:
        CloudWatchLogsLogGroupArn:
          Fn::GetAtt:
            - LogGroup
            - Arn
        Enabled: true
    LogGroup:
      Type: AWS::Logs::LogGroup
    LogGroupPolicy:
      Type: AWS::Logs::ResourcePolicy
      Properties:
        PolicyName:
          Fn::Sub: ${AWS::StackName}-AllowES
        PolicyDocument:
          Fn::Sub:
            - '{"Version": "2012-10-17","Statement":[{"Effect":"Allow","Principal": {"Service": ["es.amazonaws.com"]},"Action":}]}'}
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  Properties:
    ElasticsearchVersion: 7.1
    ElasticsearchClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.elasticsearch
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '*'
    LogPublishingOptions:
      ES_APPLICATION_LOGS:
        Enabled: false
[CT.OPENSEARCH.PR.5] Require an Elasticsearch domain to send audit logs to Amazon CloudWatch Logs

This control checks whether Elasticsearch domains are configured to send audit logs to an Amazon CloudWatch Logs log group.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Elasticsearch::Domain
- **AWS CloudFormation guard rule:** [CT.OPENSEARCH.PR.5 rule specification](p. 1148)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see: [CT.OPENSEARCH.PR.5 rule specification](p. 1148)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.OPENSEARCH.PR.5 example templates](p. 1151)

**Explanation**

Audit logs are highly customizable. They allow you to track user activity on your Elasticsearch clusters, including authentication successes and failures, requests to OpenSearch, index changes, and incoming search queries.

**Usage considerations**

- This control requires that Elasticsearch domains must have advanced security options configured.
- To enable advanced security options on an Elasticsearch domain through the AdvancedSecurityOptions property, you must enable encryption of data at rest (by means of EncryptionAtRestOptions), node-to-node encryption (by means of NodeToNodeEncryptionOptions), and enforce HTTPS connections (by means of DomainEndpointOptions).

**Remediation for rule failure**

Within LogPublishingOptions, provide an AUDIT_LOGS configuration, set Enabled to true, and set CloudWatchLogsLogGroupArn to the ARN of a valid Amazon CloudWatch Logs log group.

The examples that follow show how to implement this remediation.

**Elasticsearch Domain - Example**

An Elasticsearch domain configured to send audit logs to Amazon CloudWatch Logs. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "ElasticsearchDomain": {
        "Type": "AWS::Elasticsearch::Domain",
        "Properties": {
            ...
        }
    }
}
```
"ElasticsearchVersion": 7.1,
"ElasticsearchClusterConfig": {
  "InstanceCount": "1",
  "InstanceType": "t3.small.elasticsearch"
},
"EBSOptions": {
  "EBSEnabled": true,
  "Iops": "3000",
  "VolumeSize": "10",
  "VolumeType": "gp3"
},
"AccessPolicies": {
  "Version": "2012-10-17",
  "Statement": [
    {
      "Effect": "Deny",
      "Principal": {
        "AWS": "*"
      },
      "Action": "es:*",
      "Resource": "*"
    }
  ]
},
"NodeToNodeEncryptionOptions": {
  "Enabled": true
},
"EncryptionAtRestOptions": {
  "Enabled": true
},
"DomainEndpointOptions": {
  "EnforceHTTPS": true
},
"AdvancedSecurityOptions": {
  "Enabled": true,
  "InternalUserDatabaseEnabled": false,
  "MasterUserOptions": {
    "MasterUserARN": {
      "Fn::GetAtt": [
        "IAMRole",
        "Arn"
      ]
    }
  }
},
"LogPublishingOptions": {
  "AUDIT_LOGS": {
    "CloudWatchLogsLogGroupArn": {
      "Fn::GetAtt": [
        "LogGroup",
        "Arn"
      ],
      "Enabled": true
    }
  }
}
Type: AWS::Elasticsearch::Domain
Properties:
  ElasticsearchVersion: 7.1
  ElasticsearchClusterConfig:
    InstanceCount: '1'
    InstanceType: t3.small.elasticsearch
  EBSOptions:
    EBSEnabled: true
    Iops: '3000'
    VolumeSize: '10'
    VolumeType: gp3
  AccessPolicies:
    Version: '2012-10-17'
    Statement:
      - Effect: Deny
        Principal:
          AWS: '*'
        Action: es:*
        Resource: '*'
  NodeToNodeEncryptionOptions:
    Enabled: true
  EncryptionAtRestOptions:
    Enabled: true
  DomainEndpointOptions:
    EnforceHTTPS: true
  AdvancedSecurityOptions:
    Enabled: true
    InternalUserDatabaseEnabled: false
    MasterUserOptions:
      MasterUserARN: !GetAtt 'IAMRole.Arn'
  LogPublishingOptions:
    AUDIT_LOGS:
      CloudWatchLogsLogGroupArn: !GetAtt 'LogGroup.Arn'
      Enabled: true

CT.OPENSEARCH.PR.5 rule specification

# ****************************
##  Rule Specification      ##
# ****************************
#
# Rule Identifier:
#  elasticsearch_audit_logging_enabled_check
#
# Description:
#  This control checks whether Elasticsearch domains are configured to send audit logs to a
#  Amazon CloudWatch Logs log group.
#
# Reports on:
#  AWS::Elasticsearch::Domain
#
# Evaluates:
#  AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#  None
#
# Scenarios:
#  Scenario: 1
#  Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document does not contain any Elasticsearch domain resources
Then: SKIP

Scenario: 2
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Elasticsearch domain resource
And: 'LogPublishingOptions' has not been provided
Then: FAIL

Scenario: 3
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Elasticsearch domain resource
And: 'LogPublishingOptions' has been provided
And: 'AUDIT_LOGS' in 'LogPublishingOptions' has not been provided
Then: FAIL

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Elasticsearch domain resource
And: 'LogPublishingOptions' has been specified
And: 'AUDIT_LOGS' in 'LogPublishingOptions' has been provided
And: 'Enabled' in 'AUDIT_LOGS' has not been provided or provided and set to a value other than bool(true)
And: 'CloudWatchLogsLogGroupArn' in 'AUDIT_LOGS' has not been provided or provided as an empty string or invalid local reference
Then: FAIL

Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Elasticsearch domain resource
And: 'LogPublishingOptions' has been specified
And: 'AUDIT_LOGS' in 'LogPublishingOptions' has been provided
And: 'Enabled' in 'AUDIT_LOGS' has been provided and set to bool(true)
And: 'CloudWatchLogsLogGroupArn' in 'AUDIT_LOGS' has not been provided or provided as a non-empty string or valid local reference
Then: FAIL

Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Elasticsearch domain resource
And: 'LogPublishingOptions' has been specified
And: 'AUDIT_LOGS' in 'LogPublishingOptions' has been provided
And: 'Enabled' in 'AUDIT_LOGS' has been provided and set to bool(true)
And: 'CloudWatchLogsLogGroupArn' in 'AUDIT_LOGS' has been provided as a non-empty string or valid local reference
Then: PASS

# Constants

let ELASTICSEARCH_DOMAIN_TYPE = "AWS::Elasticsearch::Domain"
let INPUT_DOCUMENT = this
# Proactive controls

## Assignments

let elasticsearch_domains = Resources.*[ Type == %ELASTICSEARCH_DOMAIN_TYPE ]

## Primary Rules

rule elasticsearch_audit_logging_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%elasticsearch_domains not empty {
  check(%elasticsearch_domains.Properties)
  <<
  [CT.OPENSEARCH.PR.5]: Require an Elasticsearch domain to send audit logs to Amazon CloudWatch Logs
  [FIX]: Within 'LogPublishingOptions', provide an 'AUDIT_LOGS' configuration, set 'Enabled' to 'true', and set 'CloudWatchLogsLogGroupArn' to the ARN of a valid Amazon CloudWatch Logs log group.
  >>
}

rule elasticsearch_audit_logging_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTICSEARCH_DOMAIN_TYPE) {
  check(%INPUT_DOCUMENT.%ELASTICSEARCH_DOMAIN_TYPE.resourceProperties)
  <<
  [CT.OPENSEARCH.PR.5]: Require an Elasticsearch domain to send audit logs to Amazon CloudWatch Logs
  [FIX]: Within 'LogPublishingOptions', provide an 'AUDIT_LOGS' configuration, set 'Enabled' to 'true', and set 'CloudWatchLogsLogGroupArn' to the ARN of a valid Amazon CloudWatch Logs log group.
  >>
}

## Parameterized Rules

rule check(elasticsearch_domain) {
  %elasticsearch_domain {
    # Scenario 2
    LogPublishingOptions exists
    LogPublishingOptions is_struct
    LogPublishingOptions {
      # Scenario 3
      AUDIT_LOGS exists
      AUDIT_LOGS is_struct
      AUDIT_LOGS {
        # Scenarios 4, 5, 6 and 7
        Enabled exists
        Enabled == true
        CloudWatchLogsLogGroupArn exists
        check_is_string_and_not_empty(CloudWatchLogsLogGroupArn) or check_local_references(%INPUT_DOCUMENT, CloudWatchLogsLogGroupArn, "AWS::Logs::LogGroup")
      }
    }
  }
}

## Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_is_string_and_not_empty(value) {
    %value {
        this is string
        this !~= /\s*/\z/
    }
}

rule check_local_references(doc, reference_properties, referenced_resource_type) {
    %reference_properties {
        'Fn::GetAtt' {
            query_for_resource(%doc, this[0], %referenced_resource_type)
            <<Local Stack reference was invalid>>
        } or Ref {
            query_for_resource(%doc, this, %referenced_resource_type)
            <<Local Stack reference was invalid>>
        };
    }
}

rule query_for_resource(doc, resource_key, referenced_resource_type) {
    let referenced_resource = %doc.Resources[ keys == %resource_key ]
    %referenced_resource not empty
    %referenced_resource {
        Type == %referenced_resource_type
    }
}

CT.OPENSEARCH.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
IAMRole:
  Type: AWS::IAM::Role
Properties:
  AssumeRolePolicyDocument:
    Version: '2012-10-17'
    Statement:
      - Effect: Allow
        Principal:
          AWS:
            Ref: AWS::AccountId
        Action: sts:AssumeRole
ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  DependsOn: LogGroupPolicy
Properties:
  ElasticsearchVersion: 7.1
  ElasticsearchClusterConfig:
    InstanceCount: '1'
    InstanceType: t3.small.elasticsearch
EBSOptions:
  EBSEnabled: true
  Iops: '3000'
  VolumeSize: '10'
  VolumeType: gp3
AccessPolicies:
  Version: '2012-10-17'
  Statement:
    - Effect: Deny
      Principal:
        AWS: '*'
      Action: es:*
      Resource: '*'
NodeToNodeEncryptionOptions:
  Enabled: true
EncryptionAtRestOptions:
  Enabled: true
DomainEndpointOptions:
  EnforceHTTPS: true
AdvancedSecurityOptions:
  Enabled: true
  InternalUserDatabaseEnabled: false
  MasterUserOptions:
    MasterUserARN:
      Fn::GetAtt:
        - IAMRole
        - Arn
LogPublishingOptions:
  AUDIT_LOGS:
    CloudWatchLogsLogGroupArn:
      Fn::GetAtt:
        - LogGroup
        - Arn
  Enabled: true
LogGroup:
  Type: AWS::Logs::LogGroup
LogGroupPolicy:
  Type: AWS::Logs::ResourcePolicy
  Properties:
    PolicyName: AllowES
    PolicyDocument:
      Fn::Sub:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
IAMRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            AWS:
              Ref: AWS::AccountId
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Action: sts:AssumeRole
ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  Properties:
    ElasticsearchVersion: 7.1
    ElasticsearchClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.elasticsearch
    EBSEnabled: true
    Iops: '3000'
    VolumeSize: '10'
    VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '*'
    NodeToNodeEncryptionOptions:
      Enabled: true
    EncryptionAtRestOptions:
      Enabled: true
    DomainEndpointOptions:
      EnforceHTTPS: true
    AdvancedSecurityOptions:
      Enabled: true
      InternalUserDatabaseEnabled: false
    MasterUserOptions:
      MasterUserARN:
        Fn::GetAtt:
        - IAMRole
        - Arn

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  IAMRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Principal:
              AWS: !Ref AWS::AccountId
            Action: sts:AssumeRole
  ElasticsearchDomain:
    Type: AWS::Elasticsearch::Domain
    Properties:
      ElasticsearchVersion: 7.1
      ElasticsearchClusterConfig:
        InstanceCount: '1'
        InstanceType: t3.small.elasticsearch
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
AccessPolicies:
  Version: '2012-10-17'
  Statement:
    - Effect: Deny
      Principal:
        AWS: '*'
      Action: es:*
      Resource: '*'
NodeToNodeEncryptionOptions:
  Enabled: true
EncryptionAtRestOptions:
  Enabled: true
DomainEndpointOptions:
  EnforceHTTPS: true
AdvancedSecurityOptions:
  Enabled: true
InternalUserDatabaseEnabled: false
MasterUserOptions:
  MasterUserARN:
    Fn::GetAtt:
    - IAMRole
    - Arn
LogPublishingOptions:
  AUDIT_LOGS:
    Enabled: false

[CT.OPENSEARCH.PR.6] Require an Elasticsearch domain to have zone awareness and at least three data nodes

This control checks whether ElasticSearch domains are configured with at least three data nodes and zone awareness enabled.

- **Control objective:** Improve availability
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Elasticsearch::Domain
- **AWS CloudFormation guard rule:** [CT.OPENSEARCH.PR.6 rule specification](p. 1156)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.OPENSEARCH.PR.6 rule specification](p. 1156)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.OPENSEARCH.PR.6 example templates](p. 1158)

**Explanation**

An Elasticsearch domain requires at least three data nodes for high availability and fault-tolerance. Deploying an Elasticsearch domain with at least three data nodes ensures that cluster operations can continue if a node fails.

**Remediation for rule failure**

Within ElasticsearchClusterConfig, set ZoneAwarenessEnabled to true, and set InstanceCount to an integer value greater than or equal to three.

The examples that follow show how to implement this remediation.
Elasticsearch Domain - Example

An Elasticsearch domain configured with three data nodes and zone awareness enabled. The example is shown in JSON and in YAML.

JSON example

```
{
  "ElasticsearchDomain": {
    "Type": "AWS::Elasticsearch::Domain",
    "Properties": {
      "ElasticsearchVersion": 7.1,
      "EBSOptions": {
        "EBSEnabled": true,
        "Iops": "3000",
        "VolumeSize": "10",
        "VolumeType": "gp3"
      },
      "AccessPolicies": {
        "Version": "2012-10-17",
        "Statement": [
          {
            "Effect": "Deny",
            "Principal": {
              "AWS": "*"
            },
            "Action": "es:*",
            "Resource": "*"
          }
        ]
      },
      "ElasticsearchClusterConfig": {
        "InstanceType": "t3.small.elasticsearch",
        "InstanceCount": 3,
        "ZoneAwarenessEnabled": true,
        "ZoneAwarenessConfig": {
          "AvailabilityZoneCount": 3
        }
      }
    }
  }
}
```

YAML example

```
ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  Properties:
    ElasticsearchVersion: 7.1
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
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Resource: '

ElasticsearchClusterConfig:
  InstanceType: t3.small.elasticsearch
  InstanceCount: 3
  ZoneAwarenessEnabled: true
  ZoneAwarenessConfig:
    AvailabilityZoneCount: 3

CT.OPENSEARCH.PR.6 rule specification

# #################################################################
# Rule Specification     #
# #################################################################
#
# Rule Identifier: #
#   elasticsearch_data_node_fault_tolerance_check #
#
# Description: #
#   This control checks whether Elasticsearch domains are configured with at least three #
#   data nodes and zone awareness enabled. #
#
# Reports on: #
#   AWS::Elasticsearch::Domain #
#
# Evaluates: #
#   AWS CloudFormation, AWS CloudFormation hook #
#
# Rule Parameters: #
#   None #
#
# Scenarios: #
#   Scenario: 1 #
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook #
#          document #
#     And: The input document does not contain any Elasticsearch domain resources #
#     Then: SKIP #
#   Scenario: 2 #
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook #
#          document #
#     And: The input document contains an Elasticsearch domain resource #
#     And: 'ElasticsearchClusterConfig' has not been provided #
#     Then: FAIL #
#   Scenario: 3 #
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook #
#          document #
#     And: The input document contains an Elasticsearch domain resource #
#     And: 'ElasticsearchClusterConfig' has been provided #
#     And: 'ZoneAwarenessEnabled' in 'ElasticsearchClusterConfig' has not been provided #
#       or provided and set to a value other than bool(true) #
#     And: 'InstanceCount' in 'ElasticsearchClusterConfig' has not been provided or #
#       provided and set to an integer value less than three (< 3) #
#     Then: FAIL #
#   Scenario: 4 #
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook #
#          document #
#     And: The input document contains an Elasticsearch domain resource #
#     And: 'ElasticsearchClusterConfig' has been provided #
#     And: 'ZoneAwarenessEnabled' in 'ElasticsearchClusterConfig' has been provided #
#       and set to bool(true) #
#     And: 'InstanceCount' in 'ElasticsearchClusterConfig' has not been provided or #
#       provided and set to an integer value less than three (< 3)
Then: FAIL
Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Elasticsearch domain resource
And: 'ElasticsearchClusterConfig' has been provided
And: 'ZoneAwarenessEnabled' in 'ElasticsearchClusterConfig' has not been provided or provided and set to a value other than bool(true)
And: 'InstanceCount' in 'ElasticsearchClusterConfig' has been provided and set to an integer value greater than or equal to three (>= 3)
Then: FAIL
Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an Elasticsearch domain resource
And: 'ElasticsearchClusterConfig' has been provided
And: 'ZoneAwarenessEnabled' in 'ElasticsearchClusterConfig' has been provided and set to bool(true)
And: 'InstanceCount' in 'ElasticsearchClusterConfig' has been provided and set to an integer value greater than or equal to three (>= 3)
Then: PASS

# Constants
let ELASTICSEARCH_DOMAIN_TYPE = "AWS::Elasticsearch::Domain"
let INPUT_DOCUMENT = this

# Assignments
let elasticsearch_domains = Resources.*[ Type == %ELASTICSEARCH_DOMAIN_TYPE ]

# Primary Rules
# rule elasticsearch_data_node_fault_tolerance_check when is_cfn_template(%INPUTDocumento) %elasticsearch_domains not empty {
# check(%elasticsearch_domains.Properties)
  %elasticsearch_domains not empty {
    [CT.OPENSEARCH.PR.6]: Require an Elasticsearch domain to have zone awareness and at least three data nodes
    [FIX]: Within 'ElasticsearchClusterConfig', set 'ZoneAwarenessEnabled' to 'true', and set 'InstanceCount' to an integer value greater than or equal to three.
  }
}

rule elasticsearch_data_node_fault_tolerance_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTICSEARCH_DOMAIN_TYPE) {
  check(%INPUT_DOCUMENT.%ELASTICSEARCH_DOMAIN_TYPE.resourceProperties)
  [CT.OPENSEARCH.PR.6]: Require an Elasticsearch domain to have zone awareness and at least three data nodes
  [FIX]: Within 'ElasticsearchClusterConfig', set 'ZoneAwarenessEnabled' to 'true', and set 'InstanceCount' to an integer value greater than or equal to three.
}

# Parameterized Rules
# rule check(elasticsearch_domain) {
#  %elasticsearch_domain {
#    Scenario 2
#    ElasticsearchClusterConfig exists
#    ElasticsearchClusterConfig is_struct
}
ElasticsearchClusterConfig {
    # Scenario 3, 4, 5 and 6
    ZoneAwarenessEnabled exists
    ZoneAwarenessEnabled == true
    InstanceCount exists
    InstanceCount >= 3
}

CT.OPENSEARCH.PR.6 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
Properties:
  ElasticsearchVersion: 7.1
  EBSOptions:
    EBSEnabled: true
    Iops: '3000'
    VolumeSize: '10'
    VolumeType: gp3
AccessPolicies:
  Version: '2012-10-17'
  Statement:
    - Effect: Deny
      Principal:
        AWS: '*'
      Action: es:*'
      Resource: '*'
ElasticsearchClusterConfig:
  InstanceType: t3.small.elasticsearch
  InstanceCount: 3
  ZoneAwarenessEnabled: true
  ZoneAwarenessConfig:
    AvailabilityZoneCount: 3

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.
[CT.OPENSEARCH.PR.7] Require an Elasticsearch domain to have at least three dedicated master nodes

This control checks whether Elasticsearch domains are configured with at least three dedicated master nodes.

• **Control objective:** Improve availability
• **Implementation:** AWS CloudFormation guard rule
• **Control behavior:** Proactive
• **Resource types:** AWS::Elasticsearch::Domain
• **AWS CloudFormation guard rule:** [CT.OPENSEARCH.PR.7 rule specification](p. 1162)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.OPENSEARCH.PR.7 rule specification](p. 1162)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.OPENSEARCH.PR.7 example templates](p. 1164)

**Explanation**

An Elasticsearch domain requires at least three dedicated master nodes for high availability and fault-tolerance. Dedicated master node resources can be strained during data node blue/green deployments, because additional nodes must be managed. Deploying an Elasticsearch domain with at least three dedicated master nodes ensures that sufficient master node resource capacity exists, and that cluster operations can continue if a node fails.

**Remediation for rule failure**

Within ElasticsearchClusterConfig, set DedicatedMasterEnabled to true, and set DedicatedMasterCount to an integer value greater than or equal to three, or omit the DedicatedMasterCount property to adopt the default value of three.
The examples that follow show how to implement this remediation.

**Elasticsearch Domain - Example One**

An Elasticsearch domain configured with three dedicated master nodes by means of the `DedicatedMasterCount` property. The example is shown in JSON and in YAML.

**JSON example**

```json

{
    "ElasticsearchDomain": {
        "Type": "AWS::Elasticsearch::Domain",
        "Properties": {
            "ElasticsearchVersion": 7.1,
            "EBSOptions": {
                "EBSEnabled": true,
                "Iops": "3000",
                "VolumeSize": "10",
                "VolumeType": "gp3"
            },
            "AccessPolicies": {
                "Version": "2012-10-17",
                "Statement": [
                    {
                        "Effect": "Deny",
                        "Principal": {
                            "AWS": "*"
                        },
                        "Action": "es:*",
                        "Resource": "*"
                    }
                ]
            }
        },
        "ElasticsearchClusterConfig": {
            "InstanceType": "t3.small.elasticsearch",
            "DedicatedMasterEnabled": true,
            "DedicatedMasterCount": 3
        }
    }
}
```

**YAML example**

```yaml

ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  Properties:
    ElasticsearchVersion: 7.1
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*```
The examples that follow show how to implement this remediation.

### Elasticsearch Domain - Example Two

An Elasticsearch domain configured with three dedicated master nodes by means of the AWS CloudFormation defaults. The example is shown in JSON and in YAML.

#### JSON example

```json
{
    "ElasticsearchDomain": {
        "Type": "AWS::Elasticsearch::Domain",
        "Properties": {
            "ElasticsearchVersion": 7.1,
            "EBSOptions": {
                "EBSEnabled": true,
                "Iops": "3000",
                "VolumeSize": "10",
                "VolumeType": "gp3"
            },
            "AccessPolicies": {
                "Version": "2012-10-17",
                "Statement": [
                    {
                        "Effect": "Deny",
                        "Principal": {
                            "AWS": "*"
                        },
                        "Action": "es:*",
                        "Resource": "*"
                    }
                ]
            },
            "ElasticsearchClusterConfig": {
                "InstanceType": "t3.small.elasticsearch",
                "DedicatedMasterEnabled": true
            }
        }
    }
}
```

#### YAML example

```yaml
ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  Properties:
    ElasticsearchVersion: 7.1
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '*'
    ElasticsearchClusterConfig:
      InstanceType: 't3.small.elasticsearch'
      DedicatedMasterEnabled: true
```
AccessPolicies:
  Version: '2012-10-17'
  Statement:
    - Effect: Deny
      Principal:
        AWS: '*'
      Action: es:*
      Resource: '*'
ElasticsearchClusterConfig:
  InstanceType: t3.small.elasticsearch
  DedicatedMasterEnabled: true

CT.OPENSEARCH.PR.7 rule specification

# ###################################################################
# Rule Specification
# ###################################################################

# Rule Identifier:
#   elasticsearch_primary_node_fault_tolerance_check
# Description:
#   This control checks whether Elasticsearch domains are configured with at least three
dedicated master nodes.
# Reports on:
#   AWS::Elasticsearch::Domain
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters:
#   None
# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document does not contain any Elasticsearch domain resources
#       Then: SKIP
# Scenario: 2
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document contains an Elasticsearch domain resource
#       And: 'ElasticsearchClusterConfig' has not been provided
#       Then: FAIL
# Scenario: 3
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document contains an Elasticsearch domain resource
#       And: 'ElasticsearchClusterConfig' has been provided
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Or
#       And: 'DedicatedMasterEnabled' in 'Elasticsh
#       And: 'ElasticsearchClusterConfig' has been provided
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has not been provided
#             or provided and set to a value other than bool(true)
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has been provided and
#             set to
#       an integer value greater than or equal to three (>= 3)
#       Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document contains an Elasticsearch domain resource
#       And: 'ElasticsearchClusterConfig' has been provided
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has been provided
#             and set to bool(true)
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has been provided and
#             set to
#       to an integer value less than three (< 3)
#       Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document contains an Elasticsearch domain resource
#       And: 'ElasticsearchClusterConfig' has been provided
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has been provided
#             and set to bool(true)
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has not been provided
#       Then: PASS
# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document contains an Elasticsearch domain resource
#       And: 'ElasticsearchClusterConfig' has been provided
#       And: 'DedicatedMasterEnabled' in 'ElasticsearchClusterConfig' has been provided
#             and set to bool(true)
#       And: 'DedicatedMasterCount' in 'ElasticsearchClusterConfig' has been provided and
#             set to
#       an integer value greater than or equal to three (>= 3)
#       Then: PASS

# Constants
#
let ELASTICSEARCH_DOMAIN_TYPE = "AWS::Elasticsearch::Domain"
let INPUT_DOCUMENT = this
#
# Assignments
#
let elasticsearch_domains = Resources.*[ Type == %ELASTICSEARCH_DOMAIN_TYPE ]
#
# Primary Rules
#
rule elasticsearch_primary_node_fault_tolerance_check when is_cfn_template(%INPUT_DOCUMENT) %elasticsearch_domains not empty
{
   check(%elasticsearch_domains.Properties)
   <<<
      [CT.OPENSEARCH.PR.7]: Require an Elasticsearch domain to have at least three
dedicated master nodes
      [FIX]: Within 'ElasticsearchClusterConfig', set 'DedicatedMasterEnabled' to 'true', and set 'DedicatedMasterCount' to an integer value greater than or equal to three, or omit the 'DedicatedMasterCount' property to adopt the default value of three.
   >>>
}
CT.OPENSEARCH.PR.7 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  Properties:
    ElasticsearchVersion: 7.1
    ElasticsearchClusterConfig:
      InstanceType: t3.small.elasticsearch
      DedicatedMasterEnabled: true
      EBSOptions:
Proactive controls

EBSEnabled: true
Iops: '3000'
VolumeSize: '10'
VolumeType: gp3
AccessPolicies:
  Version: '2012-10-17'
  Statement:
    - Effect: Deny
      Principal:
        AWS: '*'
      Action: es:*
      Resource: '*'

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  ElasticsearchDomain:
    Type: AWS::Elasticsearch::Domain
    Properties:
      ElasticsearchVersion: 7.1
      ElasticsearchClusterConfig:
        InstanceType: t3.small.elasticsearch
        DedicatedMasterEnabled: true
        DedicatedMasterCount: 3
      EBSOptions:
        EBSEnabled: true
        Iops: '3000'
        VolumeSize: '10'
        VolumeType: gp3
        AccessPolicies:
          Version: '2012-10-17'
          Statement:
            - Effect: Deny
              Principal:
                AWS: '*'
              Action: es:*
              Resource: '*'

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  ElasticsearchDomain:
    Type: AWS::Elasticsearch::Domain
    Properties:
      ElasticsearchVersion: 7.1
      ElasticsearchClusterConfig:
        InstanceType: t3.small.elasticsearch
        DedicatedMasterEnabled: false
      EBSOptions:
        EBSEnabled: true
        Iops: '3000'
        VolumeSize: '10'
        VolumeType: gp3
        AccessPolicies:
          Version: '2012-10-17'
          Statement:
            - Effect: Deny
[CT.OPENSEARCH.PR.8] Require an Elasticsearch Service domain to use TLSv1.2

This control checks whether Elasticsearch Service domains are configured to require HTTPS with a minimum TLS version of TLSv1.2.

- **Control objective**: Encrypt data in transit
- **Implementation**: AWS CloudFormation guard rule
- **Control behavior**: Proactive
- **Resource types**: AWS::Elasticsearch::Domain
- **AWS CloudFormation guard rule**: CT.OPENSEARCH.PR.8 rule specification (p. 1167)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.OPENSEARCH.PR.8 rule specification (p. 1167)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: CT.OPENSEARCH.PR.8 example templates (p. 1170)

Explanation

HTTPS (TLS) can help prevent potential attackers from using person-in-the-middle, or similar attacks, to eavesdrop on or manipulate network traffic. Only encrypted connections over HTTPS (TLS) should be allowed. Encrypting data in transit can affect performance. You should test your application with this feature to understand the performance profile and the effects of TLS. TLS 1.2 provides several security enhancements over previous versions of TLS.

**Remediation for rule failure**


The examples that follow show how to implement this remediation.

**Elasticsearch Domain - Example**

An Elasticsearch domain configured to require that all traffic to the domain arrives over HTTPS with a minimum TLS version of TLSv1.2. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "ElasticsearchDomain": {
        "Type": "AWS::Elasticsearch::Domain",
        "Properties": {
            "ElasticsearchVersion": 7.1,
            "ElasticsearchClusterConfig": {
                "InstanceCount": "1",
                "InstanceType": "t3.small.elasticsearch"
            }
        }
    }
}
```
"EBSOptions": {  
  "EBSEnabled": true,  
  "Iops": "3000",  
  "VolumeSize": "10",  
  "VolumeType": "gp3"  
},  
"AccessPolicies": {  
  "Version": "2012-10-17",  
  "Statement": [{  
    "Effect": "Deny",  
    "Principal": {  
      "AWS": "*"  
    },  
    "Action": "es:*",  
    "Resource": "*"  
  }  
  ],  
  "DomainEndpointOptions": {  
    "EnforceHTTPS": true,  
    "TLSSecurityPolicy": "Policy-Min-TLS-1-2-2019-07"  
  }  
}  
}

YAML example

ElasticsearchDomain:  
  Type: AWS::Elasticsearch::Domain  
  Properties:  
    ElasticsearchVersion: 7.1  
    ElasticsearchClusterConfig:  
      InstanceCount: '1'  
      InstanceType: t3.small.elasticsearch  
    EBSOptions:  
      EBSEnabled: true  
      Iops: '3000'  
      VolumeSize: '10'  
      VolumeType: gp3  
    AccessPolicies:  
      Version: '2012-10-17'  
      Statement:  
        - Effect: Deny  
          Principal:  
            AWS: '*'  
          Action: es:*  
          Resource: '*'  
    DomainEndpointOptions:  
      EnforceHTTPS: true  

CT.OPENSEARCH.PR.8 rule specification

# ###################################################################
##       Rule Specification       ##
###################################################################
# Rule Identifier:
# elasticsearch_https_required_check
#
# Description:
# This control checks whether Elasticsearch domains are configured to require HTTPS with
# a minimum TLS version of TLSv1.2.
#
# Reports on:
# AWS::Elasticsearch::Domain
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any Elasticsearch domain resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Elasticsearch domain resource
# And: 'DomainEndpointOptions' has not been provided
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Elasticsearch domain resource
# And: 'DomainEndpointOptions' has been provided
# And: 'EnforceHTTPS' in 'DomainEndpointOptions' has not been provided or
# has been provided and set to a value other than bool(true)
# And: 'TLSSecurityPolicy' in 'DomainEndpointOptions' has not been provided or
# has been provided and set to a value other than 'Policy-Min-TLS-1-2-2019-07'
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Elasticsearch domain resource
# And: 'DomainEndpointOptions' has been provided
# And: 'EnforceHTTPS' in 'DomainEndpointOptions' has been provided and set to
# bool(true)
# And: 'TLSSecurityPolicy' in 'DomainEndpointOptions' has not been provided or
# has been provided and set to a value other than 'Policy-Min-TLS-1-2-2019-07'
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Elasticsearch domain resource
# And: 'DomainEndpointOptions' has been provided
# And: 'EnforceHTTPS' in 'DomainEndpointOptions' has not been provided or
# has been provided and set to a value other than bool(true)
# And: 'TLSSecurityPolicy' in 'DomainEndpointOptions' has been provided and set
to 'Policy-Min-TLS-1-2-2019-07'
# Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Elasticsearch domain resource
# And: 'DomainEndpointOptions' has been provided
# And: 'EnforceHTTPS' in 'DomainEndpointOptions' has been provided and set to
# bool(true)
# Proactive controls

And: 'TLSSecurityPolicy' in 'DomainEndpointOptions' has been provided and set to 'Policy-Min-TLS-1-2-2019-07'
Then: PASS

# Constants

let ELASTICSEARCH_DOMAIN_TYPE = "AWS::Elasticsearch::Domain"
let ALLOWED_TLS_POLICIES = ['Policy-Min-TLS-1-2-2019-07']
let INPUT_DOCUMENT = this

# Assignments

let elasticsearch_domains = Resources.*[Type == %ELASTICSEARCH_DOMAIN_TYPE ]

# Primary Rules

rule elasticsearch_https_required_check when is_cfn_template(%INPUT_DOCUMENT)
%elasticsearch_domains not empty {
%elasticsearch_domains.Properties
<<
[CT.OPENSEARCH.PR.8]: Require an Elasticsearch Service domain to use TLSv1.2
[FIX]: Within 'DomainEndpointOptions', set 'EnforceHTTPS' to 'true' and set 'TLSSecurityPolicy' to 'Policy-Min-TLS-1-2-2019-07'.
>>}

rule elasticsearch_https_required_check when is_cfn_hook(%INPUT_DOCUMENT, %ELASTICSEARCH_DOMAIN_TYPE) {
%INPUT_DOCUMENT.%ELASTICSEARCH_DOMAIN_TYPE.resourceProperties
<<
[CT.OPENSEARCH.PR.8]: Require an Elasticsearch Service domain to use TLSv1.2
[FIX]: Within 'DomainEndpointOptions', set 'EnforceHTTPS' to 'true' and set 'TLSSecurityPolicy' to 'Policy-Min-TLS-1-2-2019-07'.
>>}

# Parameterized Rules

rule check(elasticsearch_domain) {
%elasticsearch_domain {
# Scenario 2
DomainEndpointOptions exists
DomainEndpointOptions is_struct

DomainEndpointOptions {
# Scenarios 3, 4, 5 and 6
EnforceHTTPS exists
EnforceHTTPS == true

TLSSecurityPolicy exists
TLSSecurityPolicy in %ALLOWED_TLS_POLICIES
}
}

# Utility Rules

rule is_cfn_template(doc) {
%doc {
AWSTemplateFormatVersion exists or
Resources exists
CT.OPENSEARCH.PR.8 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  Properties:
    ElasticsearchVersion: 7.1
    ElasticsearchClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.elasticsearch
      EBSOptions:
        EBSEnabled: true
        Iops: '3000'
        VolumeSize: '10'
        VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal: AWS: '*'
          Action: es:*
          Resource: '*'
    DomainEndpointOptions:
      EnforceHTTPS: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
ElasticsearchDomain:
  Type: AWS::Elasticsearch::Domain
  Properties:
    ElasticsearchVersion: 7.1
    ElasticsearchClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.elasticsearch
      EBSOptions:
        EBSEnabled: true
        Iops: '3000'
        VolumeSize: '10'
        VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
[CT.OPENSEARCH.PR.9] Require an Amazon OpenSearch Service domain to encrypt data at rest

This control checks whether Amazon OpenSearch Service domains have encryption-at-rest enabled.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::OpenSearchService::Domain
- **AWS CloudFormation guard rule:** [CT.OPENSEARCH.PR.9 rule specification](p. 1172)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.OPENSEARCH.PR.9 rule specification](p. 1172)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.OPENSEARCH.PR.9 example templates](p. 1174)

**Explanation**

For an added layer of security for sensitive data, you should configure your OpenSearch Service domain to be encrypted at rest. When you configure encryption of data at rest, AWS KMS stores and manages your encryption keys. To perform the encryption, AWS KMS uses the Advanced Encryption Standard algorithm with 256-bit keys (AES-256).

**Remediation for rule failure**

Within EncryptionAtRestOptions, set Enabled to true.

The examples that follow show how to implement this remediation.

**Amazon OpenSearch Service Domain - Example**

An Amazon OpenSearch Service domain configured with encryption-at-rest enabled The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "OpenSearchServiceDomain": {
    "Type": "AWS::OpenSearchService::Domain",
    "Properties": {
      "EngineVersion": "OpenSearch_1.3",
      "ClusterConfig": {
        "InstanceCount": "1",
        "InstanceType": "t3.small.search"
      }
    }
  }
}
```
YAML example

OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
  Properties:
    EngineVersion: OpenSearch_1.3
    ClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.search
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*'
          Resource: '*'
    EncryptionAtRestOptions:
      Enabled: true

CT.OPENSEARCH.PR.9 rule specification

```yaml
# ###################################################################
## Rule Specification
# ###################################################################
#
# Rule Identifier:
# opensearch_encrypted_at_rest_check
#
# Description:
# This control checks whether Amazon OpenSearch Service domains have encryption-at-rest enabled.
#
# Reports on:
# AWS::OpenSearchService::Domain
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document does not contain any OpenSearch Service domain resources
# Then: SKIP
#
# Scenario: 2
# Given: The input document contains an OpenSearch Service domain resource
# And: 'EncryptionAtRestOptions' has not been provided
# Then: FAIL
#
# Scenario: 3
# Given: The input document contains an OpenSearch Service domain resource
# And: 'EncryptionAtRestOptions' has been provided
# And: In 'EncryptionAtRestOptions', 'Enabled' has not been provided or provided and set to a value other than bool(true)
# Then: FAIL
#
# Scenario: 4
# Given: The input document contains an OpenSearch Service domain resource
# And: 'EncryptionAtRestOptions' has been provided
# And: In 'EncryptionAtRestOptions','Enabled' has been provided and set to bool(true)
# Then: PASS
#
# Constants
#
let OPENSEARCH_SERVICE_DOMAIN_TYPE = "AWS::OpenSearchService::Domain"

let INPUT_DOCUMENT = this

# Assignments
#
let opensearch_service_domains = Resources.*[ Type == %OPENSEARCH_SERVICE_DOMAIN_TYPE ]

# Primary Rules
#
rule opensearch_encrypted_at_rest_check when is_cfn_template(%INPUT_DOCUMENT)
%opensearch_service_domains not empty {
  check(%opensearch_service_domains.Properties)
  <<
    [CT.OPENSEARCH.PR.9]: Require an Amazon OpenSearch Service domain to encrypt data at rest
    [FIX]: Within 'EncryptionAtRestOptions', set 'Enabled' to 'true'.
  >>
}
CT.OPENSEARCH.PR.9 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
  Properties:
    EngineVersion: OpenSearch_1.3
    ClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.search
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
  Properties:
    EngineVersion: OpenSearch_1.3
    ClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.search
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '*'
      EncryptionAtRestOptions:
        Enabled: false

[CT.OPENSEARCH.PR.10] Require an Amazon OpenSearch Service domain to be created in a user-specified Amazon VPC

This control checks whether Amazon OpenSearch Service domains are configured with VPC option settings that specify a target Amazon VPC.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::OpenSearchService::Domain
- **AWS CloudFormation guard rule:** CT.OPENSEARCH.PR.10 rule specification (p. 1177)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.OPENSEARCH.PR.10 rule specification (p. 1177)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: 
  CT.OPENSEARCH.PR.10 example templates (p. 1179)

Explanation

Ensure that OpenSearch domains are not attached to public subnets. See Resource-based policies in the Amazon OpenSearch Service Developer Guide. Also ensure that your VPC is configured according to the recommended best practices. See Security best practices for your VPC in the Amazon VPC User Guide.

OpenSearch domains deployed within a VPC can communicate with VPC resources over the private AWS network, without the need to traverse the public internet. This configuration increases the security posture by limiting access to the data in transit. VPCs provide a number of network controls to secure access to OpenSearch domains, including network ACL and security groups. AWS Control Tower recommends that you migrate public OpenSearch domains to VPCs to take advantage of these controls.

Remediation for rule failure

Within VPCOptions, set SubnetIds to a list with one or more Amazon EC2 subnet IDs.

The examples that follow show how to implement this remediation.

Amazon OpenSearch Service Domain - Example

An Amazon OpenSearch Service domain configured to deploy within an Amazon VPC by means of VPC option settings. The example is shown in JSON and in YAML.

JSON example

```json
{
    "OpenSearchServiceDomain": {
        "Type": "AWS::OpenSearchService::Domain",
        "Properties": {
            "EngineVersion": "OpenSearch_1.3",
            "ClusterConfig": {
                "InstanceCount": "1",
                "InstanceType": "t3.small.search"
            },
            "EBSOptions": {
                "EBSEnabled": true,
                "Iops": "3000",
                "VolumeSize": "10",
                "VolumeType": "gp3"
            },
            "AccessPolicies": {
                "Version": "2012-10-17",
                "Statement": [
                    {
                        "Effect": "Deny",
                        "Principal": {
                            "AWS": "*"
                        },
                        "Action": "es:*",
                        "Resource": "*"
                    }
                ]
            },
            "VPCOptions": {
                "SubnetIds": [
                    {
                        "Ref": "Subnet"
                    }
                ]
            }
        }
    }
}
```
YAML example

OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
Properties:
  EngineVersion: OpenSearch_1.3
  ClusterConfig:
    InstanceCount: '1'
    InstanceType: t3.small.search
EBSOptions:
  EBSEnabled: true
  Iops: '3000'
  VolumeSize: '10'
  VolumeType: gp3
AccessPolicies:
  Version: '2012-10-17'
  Statement:
    - Effect: Deny
      Principal:
        AWS: '*'
      Action: es:*'
      Resource: '*'
VPCOptions:
  SubnetIds:
    - !Ref 'Subnet'

CT.OPENSEARCH.PR.10 rule specification

# ###################################
#       Rule Specification        #
###################################

# Rule Identifier:
#   opensearch_in_vpc_only_check
# Description:
#   This control checks whether Amazon OpenSearch Service domains are configured with VPC
# option settings that specify a target Amazon VPC.
# Reports on:
#   AWS::OpenSearchService::Domain
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters:
#   None
# Scenarios:
#   Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
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# Scenario: 1
# Given: The input document does not contain any OpenSearch Service domain resources
# Then: SKIP

# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an OpenSearch Service domain resource
# And: 'VPCOptions' has not been provided
# Then: FAIL

# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an OpenSearch Service domain resource
# And: 'VPCOptions' has been provided
# And: 'SubnetIds' in 'VPCOptions' has not been provided or has been provided
# as an empty list
# Then: FAIL

# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an OpenSearch Service domain resource
# And: 'VPCOptions' has been provided
# And: 'SubnetIds' in 'VPCOptions' has been provided as a list with one or more values
# Then: PASS

# Constants

let OPENSEARCH_SERVICE_DOMAIN_TYPE = "AWS::OpenSearchService::Domain"
let INPUT_DOCUMENT = this

# Assignments

let opensearch_service_domains = Resources.*[ Type == %OPENSEARCH_SERVICE_DOMAIN_TYPE ]

# Primary Rules

rule opensearch_in_vpc_only_check when is_cfn_template(%INPUT_DOCUMENT)
%opensearch_service_domains not empty {
  check(%opensearch_service_domains.Properties)
  <<
  [CT.OPENSEARCH.PR.10]: Require an Amazon OpenSearch Service domain to be created in a user-specified Amazon VPC
  [FIX]: Within 'VPCOptions', set 'SubnetIds' to a list with one or more Amazon EC2 subnet IDs.
  >>
}

rule opensearch_in_vpc_only_check when is_cfn_hook(%INPUT_DOCUMENT, %OPENSEARCH_SERVICE_DOMAIN_TYPE) {
  check(%INPUT_DOCUMENT.%OPENSEARCH_SERVICE_DOMAIN_TYPE.resourceProperties)
  <<
  [CT.OPENSEARCH.PR.10]: Require an Amazon OpenSearch Service domain to be created in a user-specified Amazon VPC
  [FIX]: Within 'VPCOptions', set 'SubnetIds' to a list with one or more Amazon EC2 subnet IDs.
  >>
}

# Parameterized Rules

rule check(opensearch_service_domain) {
  %opensearch_service_domain {
# Scenario 2
VPCOptions exists
VPCOptions is_struct

VPCOptions {
    # Scenarios 3 and 4
    SubnetIds exists
    SubnetIds is_list
    SubnetIds not empty
}

# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

**CT.OPENSEARCH.PR.10 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

## Resources

**VPC:**
Type: 'AWS::EC2::VPC'
Properties:
  CidrBlock: 10.0.0.0/16

**Subnet:**
Type: 'AWS::EC2::Subnet'
Properties:
  VpcId:
    Ref: VPC
  CidrBlock: 10.0.0.0/16
  AvailabilityZone:
    Fn::Select:
      - 0
      - Fn::GetAZs: ''

**OpenSearchServiceDomain:**
Type: AWS::OpenSearchService::Domain
Properties:
  EngineVersion: OpenSearch_1.3
  ClusterConfig:
    InstanceCount: '1'
    InstanceType: t3.small.search
  EBSOptions:
    EBSEnabled: true
    Iops: '3000'
    VolumeSize: '10'
    VolumeType: gp3
  AccessPolicies:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
Properties:
  EngineVersion: OpenSearch_1.3
  ClusterConfig:
    InstanceCount: '1'
    InstanceType: t3.small.search
  EBSOptions:
    EBSEnabled: true
    Iops: '3000'
    VolumeSize: '10'
    VolumeType: gp3
  AccessPolicies:
    Version: '2012-10-17'
    Statement:
      - Effect: Deny
        Principal:
          AWS: '*'
        Action: es:*
        Resource: '*'

[CT.OPENSEARCH.PR.11] Require an Amazon OpenSearch Service domain to encrypt data sent between nodes

This control checks whether Amazon OpenSearch Service domains have node-to-node encryption enabled.

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::OpenSearchService::Domain
- **AWS CloudFormation guard rule:** [CT.OPENSEARCH.PR.11 rule specification](p. 1182)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.OPENSEARCH.PR.11 rule specification](p. 1182)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.OPENSEARCH.PR.11 example templates](p. 1184)
Explanation

HTTPS (TLS) can help prevent potential attackers from eavesdropping on or manipulating network traffic using person-in-the-middle, or similar, attacks. Only encrypted connections over HTTPS (TLS) should be allowed. Enabling node-to-node encryption for OpenSearch domains ensures that intra-cluster communications are encrypted in transit.

Usage considerations

- A performance penalty may be associated with this configuration. You should be aware of the performance trade-offs and test them before enabling this option.

Remediation for rule failure

Within NodeToNodeEncryptionOptions, set Enabled to true.

The examples that follow show how to implement this remediation.

Amazon OpenSearch Service Domain - Example

An Amazon OpenSearch Service domain configured with node-to-node encryption enabled. The example is shown in JSON and in YAML.

JSON example

```json
{
   "OpenSearchServiceDomain": {
      "Type": "AWS::OpenSearchService::Domain",
      "Properties": {
         "EngineVersion": "OpenSearch_1.3",
         "ClusterConfig": {
            "InstanceCount": "1",
            "InstanceType": "t3.small.search"
         },
         "EBSOptions": {
            "EBSEnabled": true,
            "Iops": "3000",
            "VolumeSize": "10",
            "VolumeType": "gp3"
         },
         "AccessPolicies": {
            "Version": "2012-10-17",
            "Statement": [
               {
                  "Effect": "Deny",
                  "Principal": {
                     "AWS": "*"
                  },
                  "Action": "es:*",
                  "Resource": "*"
               }
            ],
            "NodeToNodeEncryptionOptions": {
               "Enabled": true
            }
         }
      }
   }
}
```

YAML example

```yaml
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OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
  Properties:
    EngineVersion: OpenSearch_1.3
    ClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.search
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '*'
    NodeToNodeEncryptionOptions:
      Enabled: true

---

CT.OPENSEARCH.PR.11 rule specification

```bash
# ######################################################################
## Rule Specification ##
# ######################################################################
#
# Rule Identifier:
# opensearch_node_to_node_encryption_check
#
# Description:
# This control checks whether Amazon OpenSearch Service domains have node-to-node encryption enabled.
#
# Reports on:
# AWS::OpenSearchService::Domain
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
#  Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#  And: The input document does not contain any OpenSearch Service domain resources
#  Then: SKIP
# Scenario: 2
#  Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#  And: The input document contains an OpenSearch Service domain resource
#  And: 'NodeToNodeEncryptionOptions' has not been provided
#  Then: FAIL
# Scenario: 3
#  Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
```
And: The input document contains an OpenSearch Service domain resource
And: 'NodeToNodeEncryptionOptions' has been provided
And: In 'NodeToNodeEncryptionOptions', 'Enabled' has not been provided or has been
provided and set to a
value other than bool(true)
Then: FAIL
Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an OpenSearch Service domain resource
And: 'NodeToNodeEncryptionOptions' has been provided
And: In 'NodeToNodeEncryptionOptions', 'Enabled' has been provided and set to a
value of bool(true)
Then: PASS

# Constants
let OPENSEARCH_SERVICE_DOMAIN_TYPE = "AWS::OpenSearchService::Domain"
let INPUT_DOCUMENT = this

# Assignments
let opensearch_service_domains = Resources.*[ Type == %OPENSEARCH_SERVICE_DOMAIN_TYPE ]

# Primary Rules
rule opensearch_node_to_node_encryption_check when is_cfn_template(%INPUT_DOCUMENT)
%opensearch_service_domains not empty {
  check(%opensearch_service_domains.Properties)
  %opensearch_service_domains not empty {
    <<
    [CT.OPENSEARCH.PR.11]: Require an Amazon OpenSearch Service domain to encrypt data
sent between nodes
    [FIX]: Within 'NodeToNodeEncryptionOptions', set 'Enabled' to 'true'.
    >>
  }
}

rule opensearch_node_to_node_encryption_check when is_cfn_hook(%INPUT_DOCUMENT, %OPENSEARCH_SERVICE_DOMAIN_TYPE) {
  check(%INPUT_DOCUMENT.%OPENSEARCH_SERVICE_DOMAIN_TYPE.resourceProperties)
  <<
  [CT.OPENSEARCH.PR.11]: Require an Amazon OpenSearch Service domain to encrypt data
sent between nodes
  [FIX]: Within 'NodeToNodeEncryptionOptions', set 'Enabled' to 'true'.
  >>
}

# Parameterized Rules
# Parameterized Rules
rule check(opensearch_service_domain) {
  %opensearch_service_domain {
    # Scenario 2
    NodeToNodeEncryptionOptions exists
    NodeToNodeEncryptionOptions is_struct

    NodeToNodeEncryptionOptions {
      # Scenarios 3 and 4
      Enabled exists
      Enabled == true
    }
  }
}

# Utility Rules

## CT.OPENSEARCH.PR.11 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

```
Resources:
  OpenSearchServiceDomain:
    Type: AWS::OpenSearchService::Domain
    Properties:
      EngineVersion: OpenSearch_1.3
      ClusterConfig:
        InstanceCount: '1'
        InstanceType: t3.small.search
      EBSOptions:
        EBSEnabled: true
        Iops: '3000'
        VolumeSize: '10'
        VolumeType: gp3
      AccessPolicies:
        Version: '2012-10-17'
        Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '*'
      NodeToNodeEncryptionOptions:
        Enabled: true
```

**FAIL Example** - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
  OpenSearchServiceDomain:
    Type: AWS::OpenSearchService::Domain
    Properties:
      EngineVersion: OpenSearch_1.3
      ClusterConfig:
        InstanceCount: '1'
        InstanceType: t3.small.search
      EBSOptions:
        EBSEnabled: true
        Iops: '3000'
```
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VolumeSize: '10'
VolumeType: gp3
AccessPolicies:
  Version: '2012-10-17'
  Statement:
    - Effect: Deny
      Principal:
        AWS: '*'
      Action: es:*
      Resource: '*'
NodeToNodeEncryptionOptions: {}

[CT.OPENSEARCH.PR.12] Require an Amazon OpenSearch Service domain to send error logs to Amazon CloudWatch Logs

This control checks whether Amazon OpenSearch Service domains are configured to send error logs to an Amazon CloudWatch Logs log group.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::OpenSearchService::Domain
- **AWS CloudFormation guard rule:** [CT.OPENSEARCH.PR.12 rule specification](p. 1187)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.OPENSEARCH.PR.12 rule specification](p. 1187)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.OPENSEARCH.PR.12 example templates](p. 1190)

Explanation

Enable error logs (ES_APPLICATION_LOGS) for OpenSearch Service domains and send those logs to Amazon CloudWatch Logs for retention and response. Domain error logs can assist with security and access audits, and can help to diagnose availability issues.

Remediation for rule failure

Within LogPublishingOptions, provide an ES_APPLICATION_LOGS configuration, set Enabled to true, and set CloudWatchLogsLogGroupArn to the ARN of a valid Amazon CloudWatch Logs log group.

The examples that follow show how to implement this remediation.

Amazon OpenSearch Service Domain - Example

An Amazon OpenSearch Service domain configured to send error logs to Amazon CloudWatch Logs. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  ...
}
"OpenSearchServiceDomain": {
    "Type": "AWS::OpenSearchService::Domain",
    "Properties": {
        "EngineVersion": "OpenSearch_1.3",
        "ClusterConfig": {
            "InstanceCount": "1",
            "InstanceType": "t3.small.search"
        },
        "EBSOptions": {
            "EBSEnabled": true,
            "Iops": "3000",
            "VolumeSize": "10",
            "VolumeType": "gp3"
        },
        "AccessPolicies": {
            "Version": "2012-10-17",
            "Statement": [
                {
                    "Effect": "Deny",
                    "Principal": {
                        "AWS": "*"
                    },
                    "Action": "es:*",
                    "Resource": "*"
                }
            ],
            "LogPublishingOptions": {
                "ES_APPLICATION_LOGS": {
                    "CloudWatchLogsLogGroupArn": {
                        "Fn": "GetAtt": [
                            "LogGroup",
                            "Arn"
                        ],
                        "Enabled": true
                    }
                }
            }
        }
    }
}

YAML example

OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
Properties:
  EngineVersion: OpenSearch_1.3
  ClusterConfig:
    InstanceCount: '1'
    InstanceType: t3.small.search
  EBSOptions:
    EBSEnabled: true
    Iops: '3000'
    VolumeSize: '10'
    VolumeType: gp3
  AccessPolicies:
    Version: '2012-10-17'
    Statement:
      - Effect: Deny
        Principal:
          AWS: '*'
        Action: es:*
CT.OPENSEARCH.PR.12 rule specification

# ########################################################################################################
##       Rule Specification        
# ########################################################################################################
#
# Rule Identifier:
#   opensearch_application_logging_enabled_check
#
# Description:
#   This control checks whether Amazon OpenSearch Service domains are configured to send error logs to an Amazon CloudWatch Logs log group.
#
# Reports on:
#   AWS::OpenSearchService::Domain
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any OpenSearch Service domain resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an OpenSearch Service domain resource
#     And: 'LogPublishingOptions' has not been provided
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an OpenSearch Service domain resource
#     And: 'LogPublishingOptions' has been provided
#     And: 'ES_APPLICATION_LOGS' in 'LogPublishingOptions' has not been provided
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an OpenSearch Service domain resource
#     And: 'LogPublishingOptions' has been specified
#     And: 'ES_APPLICATION_LOGS' in 'LogPublishingOptions' has been provided
#     And: 'Enabled' in 'ES_APPLICATION_LOGS' has not been provided or provided and set
#         to a value other than bool(true)
#     And: 'CloudWatchLogsLogGroupArn' in 'ES_APPLICATION_LOGS' has not been provided or provided
#         as an empty string or invalid local reference
#     Then: FAIL
#   Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document 
# And: The input document contains an OpenSearch Service Domain resource 
# And: 'LogPublishingOptions' has been specified 
# And: 'ES_APPLICATION_LOGS' in 'LogPublishingOptions' has been provided 
# And: 'Enabled' in 'ES_APPLICATION_LOGS' has been provided and set to bool(true) 
# And: 'CloudWatchLogsLogGroupArn' in 'ES_APPLICATION_LOGS' has not been provided or provided as an empty string or invalid local reference 
# Then: FAIL 

# Scenario: 6 
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document 
# And: The input document contains an OpenSearch Service Domain resource 
# And: 'LogPublishingOptions' has been specified 
# And: 'ES_APPLICATION_LOGS' in 'LogPublishingOptions' has been provided 
# And: 'Enabled' in 'ES_APPLICATION_LOGS' has not been provided or provided and set to a value other than bool(true) 
# And: 'CloudWatchLogsLogGroupArn' in 'ES_APPLICATION_LOGS' has been provided as a non-empty string or valid local reference 
# Then: FAIL 

# Scenario: 7 
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document 
# And: The input document contains an OpenSearch Service Domain resource 
# And: 'LogPublishingOptions' has been specified 
# And: 'ES_APPLICATION_LOGS' in 'LogPublishingOptions' has been provided 
# And: 'Enabled' in 'ES_APPLICATION_LOGS' has been provided and set to bool(true) 
# And: 'CloudWatchLogsLogGroupArn' in 'ES_APPLICATION_LOGS' has been provided as a non-empty string or valid local reference 
# Then: PASS
[CT.OPENSEARCH.PR.12]: Require an Amazon OpenSearch Service domain to send error logs to Amazon CloudWatch Logs

[FIX]: Within 'LogPublishingOptions', provide an 'ES_APPLICATION_LOGS' configuration, set 'Enabled' to 'true', and set 'CloudWatchLogsLogGroupArn' to the ARN of a valid Amazon CloudWatch Logs log group.

```yaml
rule check(opensearch_service_domain) {
  %opensearch_service_domain {
    # Scenario 2
    LogPublishingOptions exists
    LogPublishingOptions is_struct
    LogPublishingOptions {
      # Scenario 3
      ES_APPLICATION_LOGS exists
      ES_APPLICATION_LOGS is_struct
      ES_APPLICATION_LOGS {
        # Scenarios 4, 5, 6 and 7
        Enabled exists
        Enabled == true
        CloudWatchLogsLogGroupArn exists
        check_is_string_and_not_empty(CloudWatchLogsLogGroupArn) or
        check_local_references(%INPUT_DOCUMENT, CloudWatchLogsLogGroupArn,
        "AWS::Logs::LogGroup")
      }
    }
  }
}
```

# Parameterized Rules

## Utility Rules

```yaml
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists  or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_is_string_and_not_empty(value) {
  %value {
    this is_string
    this != /\A\s\*\z/
  }
}

rule check_local_references(doc, reference_properties, referenced_resource_type) {
  %reference_properties {
    'Fn::GetAtt' {
      query_for_resource(%doc, this[0], %referenced_resource_type)
      "<Local Stack reference was invalid>>
    } or Ref {
      query_for_resource(%doc, this, %referenced_resource_type)
      "<Local Stack reference was invalid>>
    }
  }
}
rule query_for_resource(doc, resource_key, referenced_resource_type) {
    let referenced_resource = %doc.Resources[ keys == %resource_key ]
    %referenced_resource not empty
    %referenced_resource {
        Type == %referenced_resource_type
    }
}

CT.OPENSEARCH.PR.12 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  OpenSearchServiceDomain:
    Type: AWS::OpenSearchService::Domain
    DependsOn: LogGroupPolicy
    Properties:
      EngineVersion: OpenSearch_1.3
      ClusterConfig:
        InstanceCount: '1'
        InstanceType: t3.small.search
      EBSOptions:
        EBSEnabled: true
        Iops: '3000'
        VolumeSize: '10'
        VolumeType: gp3
      AccessPolicies:
        Version: '2012-10-17'
        Statement:
          - Effect: Deny
            Principal:
              AWS: '*'
            Action: es:*
            Resource: '/*'
        LogPublishingOptions:
          ES_APPLICATION_LOGS:
            CloudWatchLogsLogGroupArn:
              Fn::GetAtt:
                - LogGroup
                - Arn
            Enabled: true
        LogGroup:
          Type: AWS::Logs::LogGroup
          LogGroupPolicy:
            Type: AWS::Logs::ResourcePolicy
            Properties:
              PolicyName:
                Fn::Sub: ${AWS::StackName}-AllowOS
              PolicyDocument:
                Fn::Sub:
                    '${LogGroupArn}',"Condition":
                    {"StringEquals":{"aws:SourceAccount": "$('AWS::AccountId')"}}
                  }
                  - LogGroupArn:
                    Fn::GetAtt: [LogGroup, Arn]
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
  Properties:
    EngineVersion: OpenSearch_1.3
    ClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.search
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '*'

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
  Properties:
    EngineVersion: OpenSearch_1.3
    ClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.search
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*'
          Resource: '*'
    LogPublishingOptions:
      ES_APPLICATION_LOGS:
        Enabled: false
[CT.OPENSEARCH.PR.13] Require an Amazon OpenSearch Service domain to send audit logs to Amazon CloudWatch Logs

This control checks whether Amazon OpenSearch Service domains are configured to send audit logs to an Amazon CloudWatch Logs log group.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::OpenSearchService::Domain
- **AWS CloudFormation guard rule:** CT.OPENSEARCH.PR.13 rule specification (p. 1194)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.OPENSEARCH.PR.13 rule specification (p. 1194)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: CT.OPENSEARCH.PR.13 example templates (p. 1197)

Explanation

Audit logs are highly customizable. They allow you to track user activity on your OpenSearch clusters, including authentication successes and failures, requests to OpenSearch, index changes, and incoming search queries.

**Usage considerations**

- Audit log publishing requires advanced security options to be enabled on Amazon OpenSearch Service domains.
- To enable advanced security options on an Amazon OpenSearch Service domain, you must enable encryption of data at rest by means of the EncryptionAtRestOptions property, node-to-node encryption by means of the NodeToNodeEncryptionOptions property, and enforce HTTPS connections by means of the EnforceHTTPS property within DomainEndpointOptions.

**Remediation for rule failure**

Within LogPublishingOptions, provide an AUDIT_LOGS configuration, set Enabled to true and CloudWatchLogsLogGroupArn to the ARN of a valid Amazon CloudWatch Logs log group.

The examples that follow show how to implement this remediation.

**Amazon OpenSearch Service Domain - Example**

An Amazon OpenSearch Service domain configured to send audit logs to Amazon CloudWatch Logs. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "OpenSearchServiceDomain": {
        "Type": "AWS::OpenSearchService::Domain",
        "DependsOn": "LogGroupPolicy",
        "Properties": {
            "EngineVersion": "OpenSearch_1.3",
```
"ClusterConfig": {
  "InstanceCount": "1",
  "InstanceType": "t3.small.search"
},
"EBSOptions": {
  "EBSEnabled": true,
  "Iops": "3000",
  "VolumeSize": "10",
  "VolumeType": "gp3"
},
"AccessPolicies": {
  "Version": "2012-10-17",
  "Statement": [
    {
      "Effect": "Deny",
      "Principal": {
        "AWS": "*"
      },
      "Action": "es:*",
      "Resource": "*"
    }
  ]
},
"NodeToNodeEncryptionOptions": {
  "Enabled": true
},
"EncryptionAtRestOptions": {
  "Enabled": true
},
"DomainEndpointOptions": {
  "EnforceHTTPS": true
},
"AdvancedSecurityOptions": {
  "Enabled": true,
  "InternalUserDatabaseEnabled": false,
  "MasterUserOptions": {
    "MasterUserARN": {
      "Fn::GetAtt": [
        "IAMRole",
        "Arn"
      ]
    }
  }
},
"LogPublishingOptions": {
  "AUDIT_LOGS": {
    "CloudWatchLogsLogGroupArn": {
      "Fn::GetAtt": [
        "LogGroup",
        "Arn"
      ],
      "Enabled": true
    }
  }
}
DependsOn: LogGroupPolicy
Properties:
  EngineVersion: OpenSearch_1.3
ClusterConfig:
  InstanceCount: '1'
  InstanceType: t3.small.search
EBSOptions:
  EBSEnabled: true
  Iops: '3000'
  VolumeSize: '10'
  VolumeType: gp3
AccessPolicies:
  Version: '2012-10-17'
  Statement:
    - Effect: Deny
      Principal:
        AWS: '*'
      Action: es:*
      Resource: '/*'
NodeToNodeEncryptionOptions:
  Enabled: true
EncryptionAtRestOptions:
  Enabled: true
DomainEndpointOptions:
  EnforceHTTPS: true
AdvancedSecurityOptions:
  Enabled: true
  InternalUserDatabaseEnabled: false
  MasterUserOptions:
    MasterUserARN: !GetAtt 'IAMRole.Arn'
LogPublishingOptions:
  AUDIT_LOGS:
    CloudWatchLogsLogGroupArn: !GetAtt 'LogGroup.Arn'
    Enabled: true

CT.OPENSEARCH.PR.13 rule specification

# ####################################################################
##       Rule Specification        
# ####################################################################
#
# Rule Identifier:
#  opensearch_audit_logging_enabled_check
#
# Description:
#  This control checks whether Amazon OpenSearch Service domains are configured to send audit logs to an Amazon CloudWatch Logs log group.
#
# Reports on:
#  AWS::OpenSearchService::Domain
#
# Evaluates:
#  AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#  None
#
# Scenarios:
#  Scenario: 1
#  Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document does not contain any OpenSearch Service domain resources
Then: SKIP

Scenario: 2
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an OpenSearch Service domain resource
And: 'LogPublishingOptions' has not been provided
Then: FAIL

Scenario: 3
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an OpenSearch Service domain resource
And: 'LogPublishingOptions' has been provided
And: 'AUDIT_LOGS' in 'LogPublishingOptions' has not been provided
Then: FAIL

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an OpenSearch Service domain resource
And: 'LogPublishingOptions' has been specified
And: 'AUDIT_LOGS' in 'LogPublishingOptions' has been provided
And: 'Enabled' in 'AUDIT_LOGS' has not been provided or provided and set to
a value other than bool(true)
And: 'CloudWatchLogsLogGroupArn' in 'AUDIT_LOGS' has not been provided or provided
as an empty string or invalid local reference
Then: FAIL

Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an OpenSearch Service domain resource
And: 'LogPublishingOptions' has been specified
And: 'AUDIT_LOGS' in 'LogPublishingOptions' has been provided
And: 'Enabled' in 'AUDIT_LOGS' has been provided and set to bool(true)
And: 'CloudWatchLogsLogGroupArn' in 'AUDIT_LOGS' has not been provided or provided
as an empty string or invalid local reference
Then: FAIL

Scenario: 6
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an OpenSearch Service domain resource
And: 'LogPublishingOptions' has been specified
And: 'AUDIT_LOGS' in 'LogPublishingOptions' has been provided
And: 'Enabled' in 'AUDIT_LOGS' has not been provided or provided and set to
a value other than bool(true)
And: 'CloudWatchLogsLogGroupArn' in 'AUDIT_LOGS' has been provided as a non-empty
string
or valid local reference
Then: FAIL

Scenario: 7
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
And: The input document contains an OpenSearch Service domain resource
And: 'LogPublishingOptions' has been specified
And: 'AUDIT_LOGS' in 'LogPublishingOptions' has been provided
And: 'Enabled' in 'AUDIT_LOGS' has been provided and set to bool(true)
And: 'CloudWatchLogsLogGroupArn' in 'AUDIT_LOGS' has been provided as a non-empty
string
or valid local reference
Then: PASS

# Constants
let OPENSEARCH_SERVICE_DOMAIN_TYPE = "AWS::OpenSearchService::Domain"
let INPUT_DOCUMENT = this
let opensearch_service_domains = Resources.*[ Type == OPENSEARCH_SERVICE_DOMAIN_TYPE ]

rule opensearch_audit_logging_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%opensearch_service_domains not empty {
    check(%opensearch_service_domains.Properties)
    [CT.OPENSEARCH.PR.13]: Require an Amazon OpenSearch Service domain to send audit
    logs to Amazon CloudWatch Logs
    [FIX]: Within 'LogPublishingOptions', provide an 'AUDIT_LOGS' configuration,
    set 'Enabled' to 'true' and 'CloudWatchLogsLogGroupArn' to the ARN of a valid Amazon
    CloudWatch Logs log group.
}

rule opensearch_audit_logging_enabled_check when is_cfn_hook(%INPUT_DOCUMENT,%OPENSEARCH_SERVICE_DOMAIN_TYPE) {
    check(%INPUT_DOCUMENT.%OPENSEARCH_SERVICE_DOMAIN_TYPE.resourceProperties)
    [CT.OPENSEARCH.PR.13]: Require an Amazon OpenSearch Service domain to send audit
    logs to Amazon CloudWatch Logs
    [FIX]: Within 'LogPublishingOptions', provide an 'AUDIT_LOGS' configuration,
    set 'Enabled' to 'true' and 'CloudWatchLogsLogGroupArn' to the ARN of a valid Amazon
    CloudWatch Logs log group.
}

rule check(opensearch_service_domain) {
    %opensearch_service_domain {
        LogPublishingOptions exists
        LogPublishingOptions is_struct
        LogPublishingOptions {
            AUDIT_LOGS exists
            AUDIT_LOGS is_struct
            AUDIT_LOGS {
                Enabled exists
                Enabled == true
                CloudWatchLogsLogGroupArn exists
                check_is_string_and_not_empty(CloudWatchLogsLogGroupArn) or
                check_local_references(%INPUT_DOCUMENT, CloudWatchLogsLogGroupArn,
                "AWS::Logs::LogGroup")
            }
        }
    }
}

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
Resources exists
}
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_is_string_and_not_empty(value) {
    %value {
        this is_string
        this != /\s*/z/
    }
}

rule check_local_references(doc, reference_properties, referenced_resource_type) {
    %reference_properties {
        'Fn::GetAtt' {
            query_for_resource(%doc, this[0], %referenced_resource_type)
            <<Local Stack reference was invalid>>
        } or Ref {
            query_for_resource(%doc, this, %referenced_resource_type)
            <<Local Stack reference was invalid>>
        }
    }
}

rule query_for_resource(doc, resource_key, referenced_resource_type) {
    let referenced_resource = %doc.Resources[ keys == %resource_key ]
    %referenced_resource not empty
    %referenced_resource {
        Type == %referenced_resource_type
    }
}

CT.OPENSEARCH.PR.13 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
IAMRole:
  Type: AWS::IAM::Role
Properties:
  AssumeRolePolicyDocument:
    Version: '2012-10-17'
    Statement:
      - Effect: Allow
        Principal:
          AWS:
            Ref: AWS::AccountId
        Action: sts:AssumeRole
OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
  DependsOn: LogGroupPolicy
Properties:
  EngineVersion: OpenSearch_1.3
  ClusterConfig:
    InstanceCount: '1'
    InstanceType: t3.small.search
EBSOptions:
  EBSEnabled: true
  Iops: '3000'
  VolumeSize: '10'
  VolumeType: gp3
AccessPolicies:
  Version: '2012-10-17'
  Statement:
    - Effect: Deny
      Principal:
        AWS: '*'
      Action: es:*
      Resource: '*'
NodeToNodeEncryptionOptions:
  Enabled: true
EncryptionAtRestOptions:
  Enabled: true
DomainEndpointOptions:
  EnforceHTTPS: true
AdvancedSecurityOptions:
  Enabled: true
  InternalUserDatabaseEnabled: false
MasterUserOptions:
  MasterUserARN:
    Fn::GetAtt:
    - IAMRole
    - Arn
LogPublishingOptions:
  AUDIT_LOGS:
    CloudWatchLogsLogGroupArn:
      Fn::GetAtt:
      - LogGroup
      - Arn
    Enabled: true
LogGroup:
  Type: AWS::Logs::LogGroup
LogGroupPolicy:
  Type: AWS::Resources::ResourcePolicy
  Properties:
    PolicyName: AllowES
    PolicyDocument:
      Fn::Sub:
      - LogGroupArn:
        Fn::GetAtt: [ LogGroup, Arn ]

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
IAMRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            AWS:
              Ref: AWS::AccountId
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.
AccessPolicies:
  Version: '2012-10-17'
  Statement:
    - Effect: Deny
      Principal:
        AWS: '*'
      Action: es:*
      Resource: '*'
NodeToNodeEncryptionOptions:
  Enabled: true
EncryptionAtRestOptions:
  Enabled: true
DomainEndpointOptions:
  EnforceHTTPS: true
AdvancedSecurityOptions:
  Enabled: true
  InternalUserDatabaseEnabled: false
  MasterUserOptions:
    MasterUserARN:
      Fn::GetAtt:
        - IAMRole
        - Arn
LogPublishingOptions:
  AUDIT_LOGS:
    Enabled: false

[CT.OPENSEARCH.PR.14] Require an Amazon OpenSearch Service domain to have zone awareness and at least three data nodes

This control checks whether Amazon OpenSearch Service domains are configured with at least three data nodes and zone awareness enabled.

- **Control objective:** Improve availability
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::OpenSearchService::Domain
- **AWS CloudFormation guard rule:** [CT.OPENSEARCH.PR.14 rule specification](p. 1202)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.OPENSEARCH.PR.14 rule specification](p. 1202)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.OPENSEARCH.PR.14 example templates](p. 1204)

**Explanation**

An OpenSearch domain requires at least three data nodes for high availability and fault-tolerance. Deploying an OpenSearch domain with at least three data nodes ensures that the cluster can remain operative if a node fails.

**Remediation for rule failure**

Within ClusterConfig, set ZoneAwarenessEnabled to true and InstanceCount to an integer value greater than or equal to three.

The examples that follow show how to implement this remediation.
Amazon OpenSearch Service Domain - Example

An Amazon OpenSearch Service domain configured with three data nodes and zone awareness enabled. The example is shown in JSON and in YAML.

JSON example

```json
{
    "OpenSearchServiceDomain": {
        "Type": "AWS::OpenSearchService::Domain",
        "Properties": {
            "EngineVersion": "OpenSearch_1.3",
            "EBSOptions": {
                "EBSEnabled": true,
                "Iops": "3000",
                "VolumeSize": "10",
                "VolumeType": "gp3"
            },
            "AccessPolicies": {
                "Version": "2012-10-17",
                "Statement": [
                    {
                        "Effect": "Deny",
                        "Principal": {
                            "AWS": "*"
                        },
                        "Action": "es:*",
                        "Resource": "*"
                    }
                ]
            },
            "ClusterConfig": {
                "InstanceType": "t3.small.search",
                "InstanceCount": 3,
                "ZoneAwarenessEnabled": true,
                "ZoneAwarenessConfig": {
                    "AvailabilityZoneCount": 3
                }
            }
        }
    }
}
```

YAML example

```yaml
OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
  Properties:
    EngineVersion: OpenSearch_1.3
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
CT.OPENSEARCH.PR.14 rule specification

# ##########################################################################
##       Rule Specification        ##
##########################################################################
#
# Rule Identifier:
#   opensearch_data_node_fault_tolerance_check
#
# Description:
#   This control checks whether Amazon OpenSearch Service domains are configured with at least three data nodes and zone awareness enabled.
#
# Reports on:
#   AWS::OpenSearchService::Domain
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any OpenSearch Service domain resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an OpenSearch Service domain resource
#     And: 'ClusterConfig' has not been provided
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an OpenSearch Service domain resource
#     And: 'ClusterConfig' has been provided
#     And: 'ZoneAwarenessEnabled' in 'ClusterConfig' has not been provided or provided and set to a value other than bool(true)
#     And: 'InstanceCount' in 'ClusterConfig' has not been provided or provided and set to an integer value less than three (< 3)
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an OpenSearch Service domain resource
#     And: 'ClusterConfig' has been provided
#     And: 'ZoneAwarenessEnabled' in 'ClusterConfig' has been provided and set to bool(true)
#     And: 'InstanceCount' in 'ClusterConfig' has not been provided or provided and set to an integer value less than three (< 3)
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an OpenSearch Service domain resource
# And: 'ClusterConfig' has been provided
# And: 'ZoneAwarenessEnabled' in 'ClusterConfig' has not been provided
# or provided and set to a value other than bool(true)
# And: 'InstanceCount' in 'ClusterConfig' has been provided and set to
# an integer value greater than or equal to three (>= 3)
# Then: FAIL

# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an OpenSearch Service domain resource
# And: 'ClusterConfig' has been provided
# And: 'ZoneAwarenessEnabled' in 'ClusterConfig' has been provided
# and set to bool(true)
# And: 'InstanceCount' in 'ClusterConfig' has been provided and set to
# an integer value greater than or equal to three (>= 3)
# Then: PASS

# Constants
#
let OPENSEARCH_SERVICE_DOMAIN_TYPE = "AWS::OpenSearchService::Domain"
let INPUT_DOCUMENT = this
#
# Assignments
#
let opensearch_service_domains = Resources.[ Type == %OPENSEARCH_SERVICE_DOMAIN_TYPE ]
#
# Primary Rules
#
rule opensearch_data_node_fault_tolerance_check when is_cfn_template(%INPUT_DOCUMENT)
%opensearch_service_domains not empty
{
  check(%opensearch_service_domains.Properties)
  <<
    [CT.OPENSEARCH.PR.14]: Require an Amazon OpenSearch Service domain to have zone
    awareness and at least three data nodes
    [FIX]: Within 'ClusterConfig', set 'ZoneAwarenessEnabled' to 'true' and
    'InstanceCount' to an integer value greater than or equal to three.
  >>
}

erule opensearch_data_node_fault_tolerance_check when is_cfn_hook(%INPUT_DOCUMENT,
%OPENSEARCH_SERVICE_DOMAIN_TYPE)
{
  check(%INPUT_DOCUMENT.%OPENSEARCH_SERVICE_DOMAIN_TYPE.resourceProperties)
  <<
    [CT.OPENSEARCH.PR.14]: Require an Amazon OpenSearch Service domain to have zone
    awareness and at least three data nodes
    [FIX]: Within 'ClusterConfig', set 'ZoneAwarenessEnabled' to 'true' and
    'InstanceCount' to an integer value greater than or equal to three.
  >>
}
#
# Parameterized Rules
#
rule check(opensearch_service_domain) {
  %opensearch_service_domain {
    # Scenario 2
    ClusterConfig exists
ClusterConfig is struct
ClusterConfig {
    # Scenario 3, 4, 5 and 6
    ZoneAwarenessEnabled exists
    ZoneAwarenessEnabled == true
    InstanceCount exists
    InstanceCount >= 3
}
}

# Utility Rules
# rule is_cfn_template(doc) {
# %doc {
#     AWSTemplateFormatVersion exists or
#     Resources exists
# }
#}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.OPENSEARCH.PR.14 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
    OpenSearchServiceDomain:
        Type: AWS::OpenSearchService::Domain
        Properties:
            EngineVersion: OpenSearch_1.3
            EBSOptions:
                EBSEnabled: true
                Iops: '3000'
                VolumeSize: '10'
                VolumeType: gp3
            AccessPolicies:
                Version: '2012-10-17'
                Statement:
                    - Effect: Deny
                    Principal:
                        AWS: '*'
                    Action: es:*
                    Resource: '**'
            ClusterConfig:
                InstanceType: t3.small.search
                InstanceCount: 3
                ZoneAwarenessEnabled: true
                ZoneAwarenessConfig:
                    AvailabilityZoneCount: 3

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.
Resources:
OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
  Properties:
    EngineVersion: OpenSearch_1.3
    ClusterConfig:
      InstanceType: t3.small.search
      ZoneAwarenessEnabled: false
      InstanceCount: 2
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '*'

[CT.OPENSEARCH.PR.15] Require an Amazon OpenSearch Service domain to use fine-grained access control

This control checks whether Amazon OpenSearch Service domains have fine-grained access control enabled.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::OpenSearchService::Domain
- **AWS CloudFormation guard rule:** [CT.OPENSEARCH.PR.15 rule specification (p. 1207)](#)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.OPENSEARCH.PR.15 rule specification (p. 1207)](#)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.OPENSEARCH.PR.15 example templates (p. 1210)](#)

Explanation

Fine-grained access control offers additional ways of controlling access to your data on Amazon OpenSearch Service.

**Usage considerations**

- Fine-grained access control requires that advanced security options must be enabled on Amazon OpenSearch Service domains.
- To enable advanced security options on an Amazon OpenSearch Service domain, you must enable encryption of data at rest by means of the EncryptionAtRestOptions property, node-to-node encryption by means of the NodeToNodeEncryptionOptions...
property, and enforce HTTPS connections by means of the `EnforceHTTPS` property within `DomainEndpointOptions`.

**Remediation for rule failure**

Within `AdvancedSecurityOptions`, set `Enabled` to `true`, set `InternalUserDatabaseEnabled` to `true` or `false`, and set `MasterUserOptions` with an options configuration for your master user.

The examples that follow show how to implement this remediation.

**Amazon OpenSearch Service Domain - Example**

An Amazon OpenSearch Service domain configured with fine-grained access control. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "OpenSearchServiceDomain": {
      "Type": "AWS::OpenSearchService::Domain",
      "Properties": {
         "EngineVersion": "OpenSearch_1.3",
         "ClusterConfig": {
            "InstanceCount": "1",
            "InstanceType": "t3.small.search"
         },
         "EBSOptions": {
            "EBSEnabled": true,
            "Iops": "3000",
            "VolumeSize": "10",
            "VolumeType": "gp3"
         },
         "AccessPolicies": {
            "Version": "2012-10-17",
            "Statement": [
               {
                  "Effect": "Deny",
                  "Principal": {
                     "AWS": "*"
                  },
                  "Action": "es:*",
                  "Resource": "*"
               }
            ]
         },
         "NodeToNodeEncryptionOptions": {
            "Enabled": true
         },
         "EncryptionAtRestOptions": {
            "Enabled": true
         },
         "DomainEndpointOptions": {
            "EnforceHTTPS": true
         },
         "AdvancedSecurityOptions": {
            "Enabled": true,
            "InternalUserDatabaseEnabled": false,
            "MasterUserOptions": {
               "MasterUserARN": {
                  "Fn::GetAtt": [
                     "IAMRole",
                     "Arn"
                  ]
               }
            }
         }
      }
   }
}
```
YAML example

```yaml
OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
  Properties:
    EngineVersion: OpenSearch_1.3
    ClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.search
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '*'
    NodeToNodeEncryptionOptions:
      Enabled: true
    EncryptionAtRestOptions:
      Enabled: true
    DomainEndpointOptions:
      EnforceHTTPS: true
    AdvancedSecurityOptions:
      Enabled: true
      InternalUserDatabaseEnabled: false
    MasterUserOptions:
      MasterUserARN: !GetAtt 'IAMRole.Arn'
```

CT.OPENSEARCH.PR.15 rule specification

```
# ###################################
#       Rule Specification         
# ###################################
#
# Rule Identifier: 
# opensearch_fine_grained_access_control_enabled_check
#
# Description: 
# This control checks whether Amazon OpenSearch Service domains have fine-grained access control enabled.
#
# Reports on:
# AWS::OpenSearchService::Domain
```
# Proactive controls

## Evaluates:

AWS CloudFormation, AWS CloudFormation hook

## Rule Parameters:

None

## Scenarios:

### Scenario: 1
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document does not contain any OpenSearch Service domain resources
- Then: SKIP

### Scenario: 2
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains an OpenSearch Service domain resource
- And: 'AdvancedSecurityOptions' has not been provided
- Then: FAIL

### Scenario: 3
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains an OpenSearch Service domain resource
- And: 'AdvancedSecurityOptions' has been provided
- And: 'Enabled' in 'AdvancedSecurityOptions' has not been provided or has been provided and set to a value other than bool(true)
- And: 'InternalUserDatabaseEnabled' in 'AdvancedSecurityOptions' has not been provided or provided and set to a non boolean value
- And: 'MasterUserOptions' in 'AdvancedSecurityOptions' has not been provided or provided and set to a value other than a struct
- Then: FAIL

### Scenario: 4
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains an OpenSearch Service domain resource
- And: 'AdvancedSecurityOptions' has been provided
- And: 'Enabled' in 'AdvancedSecurityOptions' has been provided and set to bool(true)
- And: 'InternalUserDatabaseEnabled' in 'AdvancedSecurityOptions' has not been provided or provided and set to a boolean value
- And: 'MasterUserOptions' in 'AdvancedSecurityOptions' has not been provided or provided and set to a value other than a struct
- Then: FAIL

### Scenario: 5
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains an OpenSearch Service domain resource
- And: 'AdvancedSecurityOptions' has been provided
- And: 'Enabled' in 'AdvancedSecurityOptions' has been provided and set to bool(true)
- And: 'InternalUserDatabaseEnabled' in 'AdvancedSecurityOptions' has been provided and set to a boolean value
- And: 'MasterUserOptions' in 'AdvancedSecurityOptions' has not been provided or provided and set to a value other than a struct
- Then: FAIL

### Scenario: 6
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document contains an OpenSearch Service domain resource
- And: 'AdvancedSecurityOptions' has been provided
- And: 'Enabled' in 'AdvancedSecurityOptions' has been provided and set to bool(true)
- And: 'InternalUserDatabaseEnabled' in 'AdvancedSecurityOptions' has not been provided or provided and set to a
# Non boolean value
# And: 'MasterUserOptions' in 'AdvancedSecurityOptions' has been provided and set to a struct
# Then: FAIL
# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an OpenSearch Service domain resource
# And: 'AdvancedSecurityOptions' has been provided
# And: 'Enabled' in 'AdvancedSecurityOptions' has been provided and set to bool(true)
# And: 'InternalUserDatabaseEnabled' in 'AdvancedSecurityOptions' has been provided and set to a boolean value
# And: 'MasterUserOptions' in 'AdvancedSecurityOptions' has been provided and set to a struct
# Then: PASS

# Constants

let OPENSEARCH_SERVICE_DOMAIN_TYPE = "AWS::OpenSearchService::Domain"
let INPUT_DOCUMENT = this

# Assignments

let opensearch_service_domains = Resources.*[ Type == %OPENSEARCH_SERVICE_DOMAIN_TYPE ]

# Primary Rules

rule opensearch_fine_grained_access_control_enabled_check when is_cfn_template(%INPUT_DOCUMENT) %opensearch_service_domains not empty {
  check(%opensearch_service_domains.Properties)
  <<
  [CT.OPENSEARCH.PR.15]: Require an Amazon OpenSearch Service domain to use fine-grained access control
  [FIX]: Within 'AdvancedSecurityOptions', set 'Enabled' to 'true', set 'InternalUserDatabaseEnabled' to 'true' or 'false', and set 'MasterUserOptions' with an options configuration for your master user.
  >>
}

rule opensearch_fine_grained_access_control_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %OPENSEARCH_SERVICE_DOMAIN_TYPE) {
  check(%INPUT_DOCUMENT.%OPENSEARCH_SERVICE_DOMAIN_TYPE.resourceProperties)
  <<
  [CT.OPENSEARCH.PR.15]: Require an Amazon OpenSearch Service domain to use fine-grained access control
  [FIX]: Within 'AdvancedSecurityOptions', set 'Enabled' to 'true', set 'InternalUserDatabaseEnabled' to 'true' or 'false', and set 'MasterUserOptions' with an options configuration for your master user.
  >>
}

# Parameterized Rules

rule check(opensearch_service_domain) {
  %opensearch_service_domain {
    # Scenario 2
    AdvancedSecurityOptions exists
    AdvancedSecurityOptions is struct
AdvancedSecurityOptions {
    # Scenarios 3, 4, 5, 6 and 7
    Enabled exists
    Enabled == true

    InternalUserDatabaseEnabled exists
    InternalUserDatabaseEnabled in [ true, false ]

    MasterUserOptions exists
    MasterUserOptions is_struct
}

# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.OPENSEARCH.PR.15 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
IAMRole:
    Type: AWS::IAM::Role
    Properties:
        AssumeRolePolicyDocument:
            Version: '2012-10-17'
            Statement:
                - Effect: Allow
                  Principal:
                    AWS:
                    Ref: AWS::AccountId
                    Action:
                        - sts:AssumeRole
OpenSearchServiceDomain:
    Type: AWS::OpenSearchService::Domain
    Properties:
        EngineVersion: OpenSearch_1.3
        ClusterConfig:
            InstanceCount: '1'
            InstanceType: t3.small.search
        EBSEnabled: true
        Iops: '3000'
        VolumeSize: '10'
        VolumeType: gp3
        AccessPolicies:
            Version: '2012-10-17'
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
  Properties:
    EngineVersion: OpenSearch_1.3
    ClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.search
    EBSeptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '/*'
    NodeToNodeEncryptionOptions:
      Enabled: true
    EncryptionAtRestOptions:
      Enabled: true
    DomainEndpointOptions:
      EnforceHTTPS: true
    AdvancedSecurityOptions:
      Enabled: false
    MasterUserOptions:
      MasterUserARN:
        Fn::GetAtt: [IAMRole, Arn]
• **Implementation**: AWS CloudFormation guard rule
• **Control behavior**: Proactive
• **Resource types**: AWS::OpenSearchService::Domain
• **AWS CloudFormation guard rule**: [CT.OPENSEARCH.PR.16 rule specification](p. 1213)

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.OPENSEARCH.PR.16 rule specification](p. 1213)

• For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.OPENSEARCH.PR.16 example templates](p. 1215)

**Explanation**

HTTPS (TLS) can help prevent potential attackers from using person-in-the-middle, or similar attacks, to eavesdrop on or manipulate network traffic. Only encrypted connections over HTTPS (TLS) should be allowed. Encrypting data in transit can affect performance. You should test your application with this feature to understand the performance profile and the effects of TLS. TLS 1.2 provides several security enhancements over previous versions of TLS.

**Remediation for rule failure**


The examples that follow show how to implement this remediation.

**Amazon OpenSearch Service Domain - Example**

An Amazon OpenSearch Service domain configured to require all traffic to the domain arrive over HTTPS with a minimum TLS version of TLSv1.2. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "OpenSearchServiceDomain": {
      "Type": "AWS::OpenSearchService::Domain",
      "Properties": {
         "EngineVersion": "OpenSearch_1.3",
         "ClusterConfig": {
            "InstanceCount": "1",
            "InstanceType": "t3.small.search"
         },
         "EBSOptions": {
            "EBSEnabled": true,
            "Iops": "3000",
            "VolumeSize": "10",
            "VolumeType": "gp3"
         },
         "AccessPolicies": {
            "Version": "2012-10-17",
            "Statement": [
               {
                  "Effect": "Deny",
                  "Principal": {
                     "AWS": "*"
                  }
               }
            ]
         }
      }
   }
}```
Proactive controls

YAML example

OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
  Properties:
    EngineVersion: OpenSearch_1.3
    ClusterConfig:
      InstanceCount: '1'
      InstanceType: t3.small.search
    EBSOptions:
      EBSEnabled: true
      Iops: '3000'
      VolumeSize: '10'
      VolumeType: gp3
    AccessPolicies:
      Version: '2012-10-17'
      Statement:
        - Effect: Deny
          Principal:
            AWS: '*'
          Action: es:*
          Resource: '*'
    DomainEndpointOptions:
      EnforceHTTPS: true

CT.OPENSEARCH.PR.16 rule specification

# #################################################################################################################
# Rule Specification  #
# #################################################################################################################
#
# Rule Identifier:  
# opensearch_https_required_check
#
# Description:  
# This control checks whether Amazon OpenSearch Service domains are configured to require HTTPS with a minimum TLS version of TLSv1.2.
#
# Reports on:  
# AWS::OpenSearchService::Domain
#
# Evaluates:  
# AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:  
# None  
#  
# Scenarios:  
# Scenario: 1  
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document  
# And: The input document does not contain any OpenSearch Service domain resources  
# Then: SKIP  
# Scenario: 2  
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document  
# And: The input document contains an OpenSearch Service domain resource  
# And: 'DomainEndpointOptions' has not been provided  
# Then: FAIL  
# Scenario: 3  
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document  
# And: The input document contains an OpenSearch Service domain resource  
# And: 'DomainEndpointOptions' has been provided  
# And: 'EnforceHTTPS' in 'DomainEndpointOptions' has not been provided or has been provided and set to a value other than bool(true)  
# And: 'TLSSecurityPolicy' in 'DomainEndpointOptions' has not been provided or has been provided and set to a value other than 'Policy-Min-TLS-1-2-2019-07'  
# Then: FAIL  
# Scenario: 4  
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document  
# And: The input document contains an OpenSearch Service domain resource  
# And: 'DomainEndpointOptions' has been provided and set to bool(true)  
# And: 'TLSSecurityPolicy' in 'DomainEndpointOptions' has not been provided or has been provided and set to a value other than 'Policy-Min-TLS-1-2-2019-07'  
# Then: FAIL  
# Scenario: 5  
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document  
# And: The input document contains an OpenSearch Service domain resource  
# And: 'DomainEndpointOptions' has been provided  
# And: 'EnforceHTTPS' in 'DomainEndpointOptions' has not been provided or has been provided and set to a value other than bool(true)  
# And: 'TLSSecurityPolicy' in 'DomainEndpointOptions' has been provided and set to 'Policy-Min-TLS-1-2-2019-07'  
# Then: FAIL  
# Scenario: 6  
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document  
# And: The input document contains an OpenSearch Service domain resource  
# And: 'DomainEndpointOptions' has been provided  
# And: 'EnforceHTTPS' in 'DomainEndpointOptions' has been provided and set to bool(true)  
# And: 'TLSSecurityPolicy' in 'DomainEndpointOptions' has been provided and set to 'Policy-Min-TLS-1-2-2019-07'  
# Then: PASS  

# Constants  
let OPENSEARCH_SERVICE_DOMAIN_TYPE = "AWS::OpenSearchService::Domain"  
let INPUT_DOCUMENT = this  

# Assignments
let opensearch_service_domains = Resources.*[ Type == %OPENSEARCH_SERVICE_DOMAIN_TYPE ]

# Primary Rules

rule opensearch_https_required_check when is_cfn_template(%INPUT_DOCUMENT)
  %opensearch_service_domains not empty {
    check(%opensearch_service_domains.Properties)
    <<
    [CT.OPENSEARCH.PR.16]: Require an Amazon OpenSearch Service domain to use TLSv1.2
    [FIX]: Within 'DomainEndpointOptions', set 'EnforceHTTPS' to 'true' and set
    'TLSSecurityPolicy' to 'Policy-Min-TLS-1-2-2019-07'.
    >>
  }

rule opensearch_https_required_check when is_cfn_hook(%INPUT_DOCUMENT, %OPENSEARCH_SERVICE_DOMAIN_TYPE) {
  check(%INPUT_DOCUMENT.%OPENSEARCH_SERVICE_DOMAIN_TYPE.resourceProperties)
  <<
  [CT.OPENSEARCH.PR.16]: Require an Amazon OpenSearch Service domain to use TLSv1.2
  [FIX]: Within 'DomainEndpointOptions', set 'EnforceHTTPS' to 'true' and set
  'TLSSecurityPolicy' to 'Policy-Min-TLS-1-2-2019-07'.
  >>
}

# Parameterized Rules

rule check(opensearch_service_domain) {
  %opensearch_service_domain {
    # Scenario 2
    DomainEndpointOptions exists
    DomainEndpointOptions is_struct
    DomainEndpointOptions {
      # Scenarios 3, 4, 5 and 6
      EnforceHTTPS exists
      EnforceHTTPS == true
      TLSSecurityPolicy exists
      TLSSecurityPolicy in %ALLOWED_TLS_POLICIES
    }
  }
}

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.OPENSEARCH.PR.16 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.
PASS Example - Use this template to verify a compliant resource creation.

Resources:
OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
Properties:
  EngineVersion: OpenSearch_1.3
  ClusterConfig:
    InstanceCount: '1'
    InstanceType: t3.small.search
  EBSOptions:
    EBSEnabled: true
    Iops: '3000'
    VolumeSize: '10'
    VolumeType: gp3
  AccessPolicies:
    Version: '2012-10-17'
    Statement:
      - Effect: Deny
        Principal:
          AWS: '*'
        Action: es:*
        Resource: '*'
  DomainEndpointOptions:
    EnforceHTTPS: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
OpenSearchServiceDomain:
  Type: AWS::OpenSearchService::Domain
Properties:
  EngineVersion: OpenSearch_1.3
  ClusterConfig:
    InstanceCount: '1'
    InstanceType: t3.small.search
  EBSOptions:
    EBSEnabled: true
    Iops: '3000'
    VolumeSize: '10'
    VolumeType: gp3
  AccessPolicies:
    Version: '2012-10-17'
    Statement:
      - Effect: Deny
        Principal:
          AWS: '*'
        Action: es:*
        Resource: '*'
  DomainEndpointOptions:
    EnforceHTTPS: true

Amazon Relational Database Service (Amazon RDS) controls

Topics
- [CT.RDS.PR.1] Require that an Amazon RDS database instance is configured with multiple Availability Zones (p. 1218)
- [CT.RDS.PR.2] Require an Amazon RDS database instance or cluster to have enhanced monitoring configured (p. 1222)
- [CT.RDS.PR.3] Require an Amazon RDS cluster to have deletion protection configured (p. 1229)
- [CT.RDS.PR.4] Require an Amazon RDS database cluster to have AWS IAM database authentication configured (p. 1234)
- [CT.RDS.PR.5] Require an Amazon RDS database instance to have minor version upgrades configured (p. 1239)
- [CT.RDS.PR.6] Require an Amazon RDS database cluster to have backtracking configured (p. 1244)
- [CT.RDS.PR.7] Require Amazon RDS database instances to have IAM authentication configured (p. 1250)
- [CT.RDS.PR.8] Require an Amazon RDS database instance to have automatic backups configured (p. 1255)
- [CT.RDS.PR.9] Require an Amazon RDS database cluster to copy tags to snapshots (p. 1259)
- [CT.RDS.PR.10] Require an Amazon RDS database instance to copy tags to snapshots (p. 1265)
- [CT.RDS.PR.11] Require an Amazon RDS database instance to have a VPC configuration (p. 1269)
- [CT.RDS.PR.12] Require an Amazon RDS event subscription to have critical cluster events configured (p. 1275)
- [CT.RDS.PR.13] Require any Amazon RDS instance to have deletion protection configured (p. 1280)
- [CT.RDS.PR.14] Require an Amazon RDS database instance to export logs to Amazon CloudWatch Logs by means of the EnableCloudwatchLogsExports property (p. 1285)
- [CT.RDS.PR.15] Require that an Amazon RDS instance does not create DB security groups (p. 1292)
- [CT.RDS.PR.16] Require an Amazon RDS database cluster to have encryption at rest configured (p. 1297)
- [CT.RDS.PR.17] Require an Amazon RDS event notification subscription to have critical database instance events configured (p. 1303)
- [CT.RDS.PR.18] Require an Amazon RDS event notification subscription to have critical database parameter group events configured (p. 1308)
- [CT.RDS.PR.19] Require an Amazon RDS event notifications subscription to have critical database security group events configured (p. 1313)
- [CT.RDS.PR.20] Require an Amazon RDS database instance not to use a database engine default port (p. 1317)
- [CT.RDS.PR.21] Require an Amazon RDS DB cluster to have a unique administrator username (p. 1324)
- [CT.RDS.PR.22] Require an Amazon RDS database instance to have a unique administrator username (p. 1328)
- [CT.RDS.PR.23] Require an Amazon RDS database instance to not be publicly accessible (p. 1333)
- [CT.RDS.PR.24] Require an Amazon RDS database instance to have encryption at rest configured (p. 1337)
- [CT.RDS.PR.25] Require an Amazon RDS database cluster to export logs to Amazon CloudWatch Logs by means of the EnableCloudwatchLogsExports property (p. 1342)
- [CT.RDS.PR.26] Require an Amazon Relational Database Service DB Proxy to require Transport Layer Security (TLS) connections (p. 1348)
- [CT.RDS.PR.27] Require an Amazon Relational Database Service DB cluster parameter group to require Transport Layer Security (TLS) connections for supported engine types (p. 1354)
- [CT.RDS.PR.28] Require an Amazon Relational Database Service DB parameter group to require Transport Layer Security (TLS) connections for supported engine types (p. 1361)
• [CT.RDS.PR.29] Require an Amazon RDS cluster not be configured to be publicly accessible by means of the 'PubliclyAccessible' property (p. 1368)

• [CT.RDS.PR.30] Require that an Amazon RDS database instance has encryption at rest configured to use a KMS key that you specify for supported engine types (p. 1372)

[CT.RDS.PR.1] Require that an Amazon RDS database instance is configured with multiple Availability Zones

This control checks whether high availability is configured for your Amazon Relational Database Service (RDS) database instances.

• Control objective: Improve availability
• Implementation: AWS CloudFormation Guard Rule
• Control behavior: Proactive
• Resource types: AWS::RDS::DBInstance
• AWS CloudFormation guard rule: CT.RDS.PR.1 rule specification (p. 1219)

Details and examples

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.RDS.PR.1 rule specification (p. 1219)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.RDS.PR.1 example templates (p. 1221)

Explanation

Amazon RDS database (DB) instances should be configured for multiple Availability Zones (AZs). This configuration increases the availability of the stored data. Deployment into multiple Availability Zones allows for automated failover, in case an Availability Zone has an outage, and during regular RDS maintenance.

Usage considerations

• This control applies only to Amazon RDS DB engine types mariadb, mysql, oracle-ee, oracle-ee-cdb, oracle-se2, oracle-se2-cdb, postgres, sqlserver-ee, sqlserver-se, sqlserver-ex and sqlserver-web.

Remediation for rule failure

Set MultiAZ to true.

The examples that follow show how to implement this remediation.

Amazon RDS DB Instance - Example

Amazon RDS database instance configured with multiple Availability Zones. The example is shown in JSON and in YAML.

JSON example

```json
{
   "DBInstance": {
```
"Type": "AWS::RDS::DBInstance",
"Properties": {
    "Engine": "postgres",
    "EngineVersion": 14.2,
    "DBInstanceClass": "db.m5.large",
    "StorageType": "gp2",
    "AllocatedStorage": 5,
    "MasterUsername": {
        "Fn::Sub": "{\{resolve:secretsmanager:${DBInstanceSecret}::username\}}"
    },
    "MasterUserPassword": {
        "Fn::Sub": "{\{resolve:secretsmanager:${DBInstanceSecret}::password\}}"
    },
    "MultiAZ": true
},
"DeletionPolicy": "Delete"
}

YAML example

```
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: !Sub '{\{resolve:secretsmanager:${DBInstanceSecret}::username\}}'
    MasterUserPassword: !Sub '{\{resolve:secretsmanager:${DBInstanceSecret}::password\}}'
    MultiAZ: true
  DeletionPolicy: Delete
```

CT.RDS.PR.1 rule specification

```
# ################################################################
##       Rule Specification       ##
# ################################################################
#
# Rule Identifier:
#   rds_instance_multi_az_support_check
#
# Description:
#   This control checks whether high availability is configured for your Amazon Relational
#   Database Service (RDS) database instances.
#
# Reports on:
#   AWS::RDS::DBInstance
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
```
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document # And: The input document does not contain any RDS DB instance resources # Then: SKIP # Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document # And: The input document contains an RDS DB instance resource # And: 'Engine' is not one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2', 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web' # Then: SKIP # Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document # And: The input document contains an RDS DB instance resource # And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2', 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web' # And: 'MultiAZ' has not been specified # Then: FAIL # Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document # And: The input document contains an RDS DB instance resource # And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2', 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web' # And: 'MultiAZ' has been specified # And: 'MultiAZ' has been set to bool(false) # Then: FAIL # Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document # And: The input document contains an RDS DB instance resource # And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2', 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web' # And: 'MultiAZ' has been specified # And: 'MultiAZ' has been set to bool(true) # Then: PASS

# Constants

let RDS_DB_INSTANCE_TYPE = "AWS::RDS::DBInstance"
let INPUT_DOCUMENT = this
let SUPPORTED_RDS_INSTANCE_ENGINES = [
  "mariadb", "mysql", "oracle-ee", "oracle-ee-cdb", "oracle-se2",
  "oracle-se2-cdb", "postgres", "sqlserver-ee", "sqlserver-se", "sqlserver-ex",
  "sqlserver-web"
]

# Assignments

let rds_db_instances = Resources.*[ Type == %RDS_DB_INSTANCE_TYPE ]

# Primary Rules

rule rds_instance_multi_az_support_check when is_cfn_template(%INPUT_DOCUMENT)
%rds_db_instances not empty {
    check(%rds_db_instances.Properties)
    <<
    [CT.RDS.PR.1]: Require that an Amazon RDS database instance is configured with multiple Availability Zones
    [FIX]: Set 'MultiAZ' to 'true'.
    >>
}

rule rds_instance_multi_az_support_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_INSTANCE_TYPE) {
    check(%INPUT_DOCUMENT.%RDS_DB_INSTANCE_TYPE.resourceProperties)
    <<
    [CT.RDS.PR.1]: Require that an Amazon RDS database instance is configured with multiple Availability Zones
    [FIX]: Set 'MultiAZ' to 'true'.
    >>
}

# Parameterized Rules
#
rule check(rds_db_instance) {
    %rds_db_instance [filter_engine(this)] {
        # Scenario 3
        MultiAZ exists
        # Scenario 4 and 5
        MultiAZ == true
    }
}

rule filter_engine(db_properties) {
    %db_properties {
        # Scenario 2
        Engine exists
        Engine is_string
        Engine in %SUPPORTED_RDS_INSTANCE_ENGINES
    }
}

# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.RDS.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
DBInstanceSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: RDS instance secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "testUser"}'
      GenerateStringKey: password
      PasswordLength: 22
      ExcludeCharacters: '"@/\'

DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername:
      Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword:
      Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    MultiAZ: false
    DeletionPolicy: Delete

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
DBInstanceSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: RDS instance secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "testUser"}'
      GenerateStringKey: password
      PasswordLength: 22
      ExcludeCharacters: '"@/\'

DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername:
      Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword:
      Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    MultiAZ: false
    DeletionPolicy: Delete

[CT.RDS.PR.2] Require an Amazon RDS database instance or cluster to have enhanced monitoring configured

This control checks whether enhanced monitoring is activated for Amazon Relational Database Service (RDS) instances.

- Control objective: Establish logging and monitoring
Proactive controls

- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::RDS::DBInstance
- **AWS CloudFormation guard rule**: CT.RDS.PR.2 rule specification (p. 1224)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.RDS.PR.2 rule specification (p. 1224)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.RDS.PR.2 example templates (p. 1227)

Explanation

In Amazon RDS, enhanced monitoring facilitates a more rapid response to performance changes in underlying infrastructure. These performance changes could result in a lack of availability of the data. Enhanced monitoring provides real-time metrics of the operating system on which your RDS DB instance runs. An agent, installed on the instance, can obtain metrics more accurately than is possible from the hypervisor layer.

Enhanced monitoring metrics are useful when you want to see how different processes or threads on a database (DB) instance use the CPU.

**Usage considerations**

- This control applies only to Amazon RDS DB engine types aurora, aurora-mysql, aurora-postgresql, mariadb, mysql, oracle-ee, oracle-ee-cdb, oracle-se2, oracle-se2-cdb, postgres, sqlserver-ee, sqlserver-se, sqlserver-ex and sqlserver-web

**Remediation for rule failure**

Set MonitoringInterval to a supported value (1, 5, 10, 15, 30, 60), and set MonitoringRoleArn to the ARN of an AWS IAM role.

The examples that follow show how to implement this remediation.

**Amazon RDS DB Instance - Example**

Amazon RDS DB instance configured with enhanced monitoring. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "DBInstance": {
      "Type": "AWS::RDS::DBInstance",
      "Properties": {
         "Engine": "postgres",
         "EngineVersion": 14.2,
         "DBInstanceClass": "db.m5.large",
         "StorageType": "gp2",
         "AllocatedStorage": 5,
         "MasterUsername": {
            "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::username}}"
         },
         "MasterUserPassword": {
```
"Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}",
"MonitoringInterval": 30,
"MonitoringRoleArn": {
    "Fn::GetAtt": [
        "MonitoringIAMRole",
        "Arn"
    ]
},
"DeletionPolicy": "Delete"
}

YAML example

DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    MonitoringInterval: 30
    MonitoringRoleArn: !GetAtt 'MonitoringIAMRole.Arn'
    DeletionPolicy: Delete

CT.RDS.PR.2 rule specification

```bash
# ###################################################################
# Rule Specification  #
# ###################################################################
#
# Rule Identifier:    
# rds_instance_enhanced_monitoring_enabled_check
#
# Description:       
# This control checks whether enhanced monitoring is activated for Amazon Relational
# Database Service (RDS) instances.
#
# Reports on:        
# AWS::RDS::DBInstance
#
# Evaluates:         
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:   
# None
#
# Scenarios:         
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any RDS DB instance resources
# Then: SKIP
```
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document contains an RDS DB instance resource
#       And: 'Engine' is not one of 'aurora', 'aurora-mysql', 'aurora-postgresql', 'mariadb',
#             'oracle-ee', 'oracle-se2', 'oracle-se1', 'oracle-se', 'postgres', 'sqlserver-
#             ee',
#             'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
#       Then: SKIP

# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document contains an RDS DB instance resource
#       And: 'Engine' is one of 'aurora', 'aurora-mysql', 'aurora-postgresql', 'mariadb',
#             'mysql',
#             'oracle-ee', 'oracle-se2', 'oracle-se1', 'oracle-se', 'postgres', 'sqlserver-
#             ee',
#             'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
#       And: 'MonitoringInterval' has not been specified
#       Then: FAIL

# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document contains an RDS DB instance resource
#       And: 'Engine' is one of 'aurora', 'aurora-mysql', 'aurora-postgresql', 'mariadb',
#             'mysql',
#             'oracle-ee', 'oracle-se2', 'oracle-se1', 'oracle-se', 'postgres', 'sqlserver-
#             ee',
#             'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
#       And: 'MonitoringInterval' has been specified
#       And: 'MonitoringInterval' has been set to '0'
#       Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document contains an RDS DB instance resource
#       And: 'Engine' is one of 'aurora', 'aurora-mysql', 'aurora-postgresql', 'mariadb',
#             'mysql',
#             'oracle-ee', 'oracle-se2', 'oracle-se1', 'oracle-se', 'postgres', 'sqlserver-
#             ee',
#             'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
#       And: 'MonitoringInterval' has been specified
#       And: 'MonitoringInterval' has not been set to a value from the list 1, 5, 10, 15,
#             30, 60
#       Then: FAIL

# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document contains an RDS DB instance resource
#       And: 'Engine' is one of 'aurora', 'aurora-mysql', 'aurora-postgresql', 'mariadb',
#             'mysql',
#             'oracle-ee', 'oracle-se2', 'oracle-se1', 'oracle-se', 'postgres', 'sqlserver-
#             ee',
#             'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
#       And: 'MonitoringInterval' has been specified
#       And: 'MonitoringInterval' has been set to a value from the list 1, 5, 10, 15, 30,
#             60
#       Then: FAIL

# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#       And: The input document contains an RDS DB instance resource
#       And: 'Engine' is one of 'aurora', 'aurora-mysql', 'aurora-postgresql', 'mariadb',
#             'mysql',
# Constants

let RDS_DB_INSTANCE_TYPE = "AWS::RDS::DBInstance"
let INPUT_DOCUMENT = this
let SUPPORTED_RDS_INSTANCE_ENGINES = [
  "aurora", "aurora-mysql", "aurora-postgresql", "mariadb", "mysql",
  "oracle-ee", "oracle-ee-cdb", "oracle-se2", "oracle-se2-cdb",
  "postgres", "sqlserver-ee", "sqlserver-se",
  "sqlserver-ex", "sqlserver-web"
]
let ALLOWED_EM_VALUES = [1, 5, 10, 15, 30, 60]

# Assignments

let rds_db_instances = Resources.*[ Type == %RDS_DB_INSTANCE_TYPE ]

# Primary Rules

rule rds_instance_enhanced_monitoring_enabled_check when is_cfn_template(%INPUT_DOCUMENT) {
  %rds_db_instances not empty {
    check(%rds_db_instances.Properties)
    %rds_db_instances not empty {
      [CT.RDS.PR.2]: Require an Amazon RDS database instance or cluster to have enhanced monitoring configured
      [FIX]: Set 'MonitoringInterval' to a supported value (1, 5, 10, 15, 30, 60), and set 'MonitoringRoleArn' to the ARN of an AWS IAM role.
    }
  }
}

rule rds_instance_enhanced_monitoring_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_INSTANCE_TYPE) {
  check(%INPUT_DOCUMENT.%RDS_DB_INSTANCE_TYPE.resourceProperties)
  [CT.RDS.PR.2]: Require an Amazon RDS database instance or cluster to have enhanced monitoring configured
  [FIX]: Set 'MonitoringInterval' to a supported value (1, 5, 10, 15, 30, 60), and set 'MonitoringRoleArn' to the ARN of an AWS IAM role.
}

# Parameterized Rules

rule check(rds_db_instance) {
  %rds_db_instance [filter_engine(this)] {
    # Scenario: 3, 4, 5, 6 and 7
    MonitoringInterval exists
    MonitoringInterval in %ALLOWED_EM_VALUES
    # Scenario: 6 and 7
    MonitoringRoleArn exists
    check_for_valid_monitor_role_arn(MonitoringRoleArn)
  }
}
rule filter_engine(db_properties) {
  %db_properties {
    # Scenario: 2
    Engine exists
    Engine is_string
    Engine in %SUPPORTED_RDS_INSTANCE_ENGINES
  }
}

rule check_for_valid_monitor_role_arn(iam_role_arn) {
  %iam_role_arn {
    check_is_string_and_not_empty(this) or
    check_local_references(%INPUT_DOCUMENT, this, "AWS::IAM::Role")
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_is_string_and_not_empty(value) {
  %value {
    this is_string
    this != /\A\s*\z/
  }
}

rule check_local_references(doc, reference_properties, referenced_resource_type) {
  %reference_properties {
    'Fn::GetAtt' {
      query_for_resource(%doc, this[0], %referenced_resource_type)
      <<Local Stack reference was invalid>>
    } or Ref {
      query_for_resource(%doc, this, %referenced_resource_type)
      <<Local Stack reference was invalid>>
    }
  }
}

rule query_for_resource(doc, resource_key, referenced_resource_type) {
  let referenced_resource = %doc.Resources[ keys == %resource_key ]
  %referenced_resource not empty
  %referenced_resource {
    Type == %referenced_resource_type
  }
}

CT.RDS.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
DBInstanceSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: RDS DB instance secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "testUser"}'
      GenerateStringKey: password
      PasswordLength: 22
      ExcludeCharacters: '"@/\'
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername:
      Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword:
      Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    MonitoringInterval: 30
    MonitoringRoleArn:
      Fn::GetAtt: ["MonitoringIAMRole", "Arn"]
  DeletionPolicy: Delete
[CT.RDS.PR.3] Require an Amazon RDS cluster to have deletion protection configured

This control checks whether your Amazon Relational Database Service (Amazon RDS) cluster has deletion protection activated.

- **Control objective:** Improve availability
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::DBCluster
- **AWS CloudFormation guard rule:** [CT.RDS.PR.3 rule specification](p. 1230)

### Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.3 rule specification](p. 1230)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.3 example templates](p. 1232)

### Explanation

Enabling cluster deletion protection is an additional layer of protection against accidental database deletion or deletion by an unauthorized entity.

When deletion protection is enabled, an Amazon RDS cluster cannot be deleted. Before a deletion request can succeed, deletion protection must be deactivated.

### Remediation for rule failure

Set the value of the DeletionProtection parameter to true.

The examples that follow show how to implement this remediation.

**Amazon RDS DB Cluster - Example**

Amazon RDS DB cluster with deletion protection enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "RDSDBCluster": {
        "Type": "AWS::RDS::DBCluster",
        "Properties": {
```
YAML example

```yaml
RDSDBCluster:
  Type: AWS::RDS::DBCluster
  Properties:
    Engine: aurora
    MasterUsername: !Sub '{{resolve:secretsmanager:${RDSClusterSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${RDSClusterSecret}::password}}'
    DBSubnetGroupName: !Ref 'TestDBSubnetGroup'
    DeletionProtection: true
```

CT.RDS.PR.3 rule specification

```yaml
# #################################################################
# Rule Specification      #
# #################################################################
# # Rule Identifier:
# rds_cluster_deletion_protection_enabled_check
# # Description:
# Checks if an Amazon Relational Database Service (Amazon RDS) cluster has deletion protection enabled.
# # Reports on:
# AWS::RDS::DBCluster
# # Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
# # Rule Parameters:
# None
# # Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or CloudFormation hook document
#   And: The input document does not contain any RDS DB cluster resources
#   Then: SKIP
# Scenario: 2
#   Given: The input document contains an RDS DB cluster resource
#   And: "DeletionProtection" has not been specified
#   Then: FAIL
```
# Scenario: 3
Given: The input document is an AWS CloudFormation or CloudFormation hook document
And: The input document contains an RDS DB cluster resource
And: 'DeletionProtection' has been specified
And: 'DeletionProtection' has been set to bool(false)
Then: FAIL
# Scenario: 4
Given: The input document is an AWS CloudFormation or CloudFormation hook document
And: The input document contains an RDS DB cluster resource
And: 'DeletionProtection' has been specified
And: 'DeletionProtection' has been set to bool(true)
Then: PASS

# Constants

let RDS_DB_CLUSTER_TYPE = "AWS::RDS::DBCluster"
let INPUT_DOCUMENT = this

# Assignments

let db_clusters = Resources.*[ Type == %RDS_DB_CLUSTER_TYPE ]

# Primary Rules

# rule rds_cluster_deletion_protection_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%db_clusters not empty {
    check(%db_clusters.Properties)
    <<
        [CT.RDS.PR.3]: Require an Amazon RDS cluster to have deletion protection configured
        [FIX]: Set the value of the 'DeletionProtection' parameter to true.
    >>
}

rule rds_cluster_deletion_protection_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_CLUSTER_TYPE) {
    check(%INPUT_DOCUMENT.%RDS_DB_CLUSTER_TYPE.resourceProperties)
    <<
        [CT.RDS.PR.3]: Require an Amazon RDS cluster to have deletion protection configured
        [FIX]: Set the value of the 'DeletionProtection' parameter to true.
    >>
}

rule check(properties) {
    %properties {
        # Scenario 2
        DeletionProtection exists
        # Scenario 3 and 4
        DeletionProtection == true
    }
}

# Utility Rules

# rule is_cfn_template(doc) {
%doc {
    AWSTemplateFormatVersion exists or Resources exists
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {

CT.RDS.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```yaml
Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsHostnames: true
      EnableDnsSupport: true
  SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/25
      AvailabilityZone:
        Fn::Select:
          - 0
          - Fn::GetAZs: ''
  SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
      CidrBlock: 10.0.0.128/25
      AvailabilityZone:
        Fn::Select:
          - 1
          - Fn::GetAZs: ''
      VpcId:
        Ref: VPC
  DBSubnetGroup:
    Type: AWS::RDS::DBSubnetGroup
    Properties:
      DBSubnetGroupDescription: Example DB subnet group
      SubnetIds:
        - Ref: SubnetOne
        - Ref: SubnetTwo
  RDSClusterSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: RDS cluster secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "exampleuser"}'
        GenerateStringKey: password
        PasswordLength: 32
        ExcludeCharacters: "/@"'
  RDSCluster:
    Type: AWS::RDS::DBCluster
    Properties:
      Engine: aurora-mysql
      MasterUsername:
        Fn::Sub: "{{resolve:secretsmanager:${RDSClusterSecret}::username}}"
      MasterUserPassword:
        Fn::Sub: "{{resolve:secretsmanager:${RDSClusterSecret}::password}}"
      DBSubnetGroupName:
```
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FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsHostnames: true
    EnableDnsSupport: true
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/25
    AvailabilityZone:
      Fn::Select:
        - 0
      - Fn::GetAZs: ' '
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    CidrBlock: 10.0.0.128/25
    AvailabilityZone:
      Fn::Select:
        - 1
      - Fn::GetAZs: ' '
    VpcId:
      Ref: VPC
DBSubnetGroup:
  Type: AWS::RDS::DBSubnetGroup
  Properties:
    DBSubnetGroupDescription: Example DB subnet group
    SubnetIds:
      - Ref: SubnetOne
      - Ref: SubnetTwo
RDSClusterSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: RDS cluster secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "exampleuser"}'
      GenerateStringKey: password
      PasswordLength: 32
      ExcludeCharacters: '/\"'
RDSCluster:
  Type: AWS::RDS::DBCluster
  Properties:
    Engine: aurora-mysql
    MasterUsername:
      Fn::Sub: "{{resolve:secretsmanager:${RDSClusterSecret}::username}}"
    MasterUserPassword:
      Fn::Sub: "{{resolve:secretsmanager:${RDSClusterSecret}::password}}"
    DBSubnetGroupName:
      Ref: DBSubnetGroup
    DeletionProtection: false
[CT.RDS.PR.4] Require an Amazon RDS database cluster to have AWS IAM database authentication configured

This control checks whether an Amazon Relational Database Service (RDS) database (DB) cluster has AWS IAM database authentication activated.

- **Control objective:** Use strong authentication
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::DBCluster
- **AWS CloudFormation guard rule:** [CT.RDS.PR.4 rule specification (p. 1235)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.4 rule specification (p. 1235)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.4 example templates (p. 1237)]

Explanation

IAM database authentication allows for password-free authentication to database instances. The authentication uses an authentication token. Network traffic to and from the database is encrypted using SSL.

Usage considerations

- This control applies only to Amazon RDS DB cluster engine types aurora, aurora-mysql and aurora-postgresql.

Remediation for rule failure

Set EnableIAMDatabaseAuthentication to true.

The examples that follow show how to implement this remediation.

Amazon RDS DB Cluster - Example

Amazon RDS DB cluster configured with AWS IAM database authentication. The example is shown in JSON and in YAML.

JSON example

```json
{
  "DBCluster": {
    "Type": "AWS::RDS::DBCluster",
    "Properties": {
      "Engine": "aurora-mysql",
      "MasterUsername": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBClusterSecret}::username}}"
      },
      "MasterUserPassword": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBClusterSecret}::password}}"
      },
      "DBSubnetGroupName": {
        "Ref": "DBSubnetGroup"
      }
    }
  }
}
```
YAML example

DBCluster:
  Type: AWS::RDS::DBCluster
  Properties:
    Engine: aurora-mysql
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBClusterSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBClusterSecret}::password}}'
    DBSubnetGroupName: !Ref 'DBSubnetGroup'
    EnableIAMDatabaseAuthentication: true

CT.RDS.PR.4 rule specification

# #####################################################################
# Rule Specification ##
# #####################################################################
# Rule Identifier:
#   rds_cluster_iam_authentication_enabled_check
# # Description:
#   This control checks whether an Amazon Relational Database Service (RDS) database (DB)
#   cluster has AWS IAM database authentication activated.
# # Reports on:
#   AWS::RDS::DBCluster
# # Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
# # Rule Parameters:
#   None
# # Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation document or AWS CloudFormation
#           hook document
#     And: The input document does not contain any RDS DB cluster resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation document or AWS CloudFormation
#           hook document
#     And: The input document contains an RDS DB cluster resource
#     And: 'Engine' provided is not one of 'aurora' or 'aurora-mysql' or 'aurora-postgresql'
#     Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation document or AWS CloudFormation
#           hook document
#     And: The input document contains an RDS DB cluster resource
#     And: 'Engine' provided is one of 'aurora' or 'aurora-mysql' or 'aurora-postgresql'
#     And: 'EnableIAMDatabaseAuthentication' has not been provided
#     Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook document
# And: The input document contains an RDS DB cluster resource
# And: 'Engine' provided is one of 'aurora' or 'aurora-mysql' or 'aurora-postgresql'
# And: 'EnableIAMDatabaseAuthentication' has been provided
# And: 'EnableIAMDatabaseAuthentication' has been set to a value other than bool(true)
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation document or AWS CloudFormation hook document
# And: The input document contains an RDS DB cluster resource
# And: 'Engine' provided is one of 'aurora' or 'aurora-mysql' or 'aurora-postgresql'
# And: 'EnableIAMDatabaseAuthentication' has been provided
# And: 'EnableIAMDatabaseAuthentication' has been set to bool(true)
# Then: PASS

# Constants
#
# let RDS_DB_CLUSTER_TYPE = "AWS::RDS::DBCluster"
let SUPPORTED_DB_CLUSTER_ENGINES = ['aurora', 'aurora-mysql', 'aurora-postgresql']
let INPUT_DOCUMENT = this
#
# Assignments
#
# let db_clusters = Resources.*[ Type == %RDS_DB_CLUSTER_TYPE ]
#
# Primary Rules
#
rule rds_cluster_iam_authentication_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%db_clusters not empty {  
  check(%db_clusters.Properties)  
  <<
    [CT.RDS.PR.4]: Require an Amazon RDS database cluster to have AWS IAM database authentication configured
    [FIX]: Set 'EnableIAMDatabaseAuthentication' to 'true'.
  >>
}

rule rds_cluster_iam_authentication_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_CLUSTER_TYPE) {  
  check(%INPUT_DOCUMENT.%RDS_DB_CLUSTER_TYPE.resourceProperties)  
  <<
    [CT.RDS.PR.4]: Require an Amazon RDS database cluster to have AWS IAM database authentication configured
    [FIX]: Set 'EnableIAMDatabaseAuthentication' to 'true'.
  >>
}

rule check(db_cluster) {  
  %db_cluster [  
    # Scenario 2  
    filter_engine(this)  
  ] {  
    # Scenario 3  
    EnableIAMDatabaseAuthentication exists  
    # Scenario 4 and 5  
    EnableIAMDatabaseAuthentication == true  
  }
}

rule filter_engine(cluster_properties) {
%cluster_properties {
  Engine exists
  Engine in %SUPPORTED_DB_CLUSTER_ENGINES
}
}

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists  or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.RDS.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsHostnames: true
    EnableDnsSupport: true
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/25
    AvailabilityZone:
      Fn::Select:
      - 0
      - Fn::GetAZs: ''
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    CidrBlock: 10.0.0.128/25
    AvailabilityZone:
      Fn::Select:
      - 1
      - Fn::GetAZs: ''
  VpcId:
    Ref: VPC
DBSubnetGroup:
  Type: AWS::RDS::DBSubnetGroup
  Properties:
    DBSubnetGroupDescription: DB subnet group for DBCluster
    SubnetIds:
      - Ref: SubnetOne
      - Ref: SubnetTwo
DBClusterSecret:
  Type: AWS::SecretsManager::Secret
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Properties:
  Description: RDS DB cluster secret
GenerateSecretString:
  SecretStringTemplate: '{"username": "examplemasteruser"}'
  GenerateStringKey: password
  PasswordLength: 32
  ExcludeCharacters: '/\"'

DBCluster:
  Type: AWS::RDS::DBCluster
  Properties:
    Engine: aurora-mysql
    MasterUsername:
      Fn::Sub: '{resolve:secretsmanager:${DBClusterSecret}::username}'
    MasterUserPassword:
      Fn::Sub: '{resolve:secretsmanager:${DBClusterSecret}::password}'
    DBSubnetGroupName:
      Ref: DBSubnetGroup
    EnableIAMDatabaseAuthentication: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsHostnames: true
      EnableDnsSupport: true
  SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/25
      AvailabilityZone:
        Fn::Select:
          - 0
          - Fn::GetAZs: ''
  SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
      CidrBlock: 10.0.0.128/25
      AvailabilityZone:
        Fn::Select:
          - 1
          - Fn::GetAZs: ''
      VpcId:
        Ref: VPC
  DBSubnetGroup:
    Type: AWS::RDS::DBSubnetGroup
    Properties:
      DBSubnetGroupDescription: DB subnet group for DBCluster
      SubnetIds:
        - Ref: SubnetOne
        - Ref: SubnetTwo
  DBClusterSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: RDS DB cluster secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "examplemasteruser"}'
        GenerateStringKey: password
[CT.RDS.PR.5] Require an Amazon RDS database instance to have minor version upgrades configured

This control checks whether automatic minor version upgrades are enabled for an Amazon Relational Database Service (RDS) database instance.

- **Control objective:** Manage vulnerabilities
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::DBInstance
- **AWS CloudFormation guard rule:** [CT.RDS.PR.5 rule specification](p. 1241)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.5 rule specification](p. 1241)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.5 example templates](p. 1243)

Explanation

By activating automatic minor version upgrades, you can ensure that the latest minor version updates to the relational database management system (RDBMS) are installed. These upgrades might include security patches and bug fixes. Keeping up to date with patch installation is an important step in securing systems.

**Usage considerations**

- This control applies only to Amazon RDS DB engine types aurora, aurora-mysql, aurora-postgresql, mariadb, mysql, oracle-ee, oracle-ee-cdb, oracle-se2, oracle-se2-cdb, postgres, sqlserver-ee, sqlserver-se, sqlserver-ex and sqlserver-web.

Remediation for rule failure

Omit the AutoMinorVersionUpgrade property or set it to true.

The examples that follow show how to implement this remediation.

**Amazon RDS DB Instance - Example One**

Amazon RDS DB instance configured with automatic minor version upgrades, enabled by means of AWS CloudFormation defaults. The example is shown in JSON and in YAML.
**JSON example**

```json
{
  "DBInstance": {
    "Type": "AWS::RDS::DBInstance",
    "Properties": {
      "Engine": "postgres",
      "EngineVersion": 14.2,
      "DBInstanceClass": "db.m5.large",
      "StorageType": "gp2",
      "AllocatedStorage": 5,
      "MasterUsername": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::username}}"
      },
      "MasterUserPassword": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}"
      }
    },
    "DeletionPolicy": "Delete"
  }
}
```

**YAML example**

```yaml
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
  DeletionPolicy: Delete
```

The examples that follow show how to implement this remediation.

**Amazon RDS DB Instance - Example Two**

Amazon RDS DB instance configured with automatic minor version upgrades, enabled by means of the `AutoMinorVersionUpgrade` property. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "DBInstance": {
    "Type": "AWS::RDS::DBInstance",
    "Properties": {
      "Engine": "postgres",
      "EngineVersion": 14.2,
      "DBInstanceClass": "db.m5.large",
      "StorageType": "gp2",
      "AllocatedStorage": 5,
      "MasterUsername": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::username}}"
      },
      "MasterUserPassword": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}"
      }
    },
    "DeletionPolicy": "Delete"
  }
}
```
"MasterUserPassword": {
    "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}",
    "AutoMinorVersionUpgrade": true,
    "DeletionPolicy": "Delete"
}

YAML example

DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    AutoMinorVersionUpgrade: true
    DeletionPolicy: Delete

CT.RDS.PR.5 rule specification

# ********************************************************************************
##       Rule Specification        
# ********************************************************************************

# Rule Identifier:
#   rds_instance_automatic_minor_version_upgrade_enabled_check
#
# Description:
#   This control checks whether automatic minor version upgrades are enabled for an Amazon
#   Relational Database Service (RDS) database instance.
#
# Reports on:
#   AWS::RDS::DBInstance
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#           document
#           And: The input document does not contain any RDS DB instance resources
#           Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#           document
#           And: The input document contains an RDS DB instance resource
#           And: 'Engine' is not one of 'aurora', 'aurora-mysql', 'aurora-postgresql',
#                   'mariadb', 'mysql',
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# Constants

let RDS_DB_INSTANCE_TYPE = "AWS::RDS::DBInstance"
let INPUT_DOCUMENT = this
let SUPPORTED_RDS_INSTANCE_ENGINES = [
    "aurora", "aurora-mysql", "aurora-postgresql", "mariadb", "mysql",
    "oracle-ee", "oracle-ee-cdb", "oracle-se2", "oracle-se2-cdb",
    "sqlserver-ee", "sqlserver-se", "sqlserver-ex", "sqlserver-web",
    "postgres"
]

# Assignments

let rds_db_instances = Resources.*[ Type == %RDS_DB_INSTANCE_TYPE ]

# Primary Rules

rule rds_instance_automatic_minor_version_upgrade_enabled_check when
is_cfn_template(%INPUT_DOCUMENT)
%rds_db_instances not empty
{
    check(%rds_db_instances.Properties)
    <
[CT.RDS.PR.5]: Require an Amazon RDS database instance to have minor version upgrades configured
[FIX]: Omit the 'AutoMinorVersionUpgrade' property or set it to 'true'.

rule rds_instance_automatic_minor_version_upgrade_enabled_check when
is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_INSTANCE_TYPE) {
  check(%INPUT_DOCUMENT.%RDS_DB_INSTANCE_TYPE.resourceProperties)
}

rule check(rds_db_instance) {
  %rds_db_instance [ filter_engine(this) ] {
    # Scenario: 4
    AutoMinorVersionUpgrade not exists or
    # Scenario: 3 and 5
    AutoMinorVersionUpgrade == true
  }
}

rule filter_engine(db_properties) {
  %db_properties {
    # Scenario: 2
    Engine exists
    Engine is_string
    Engine in %SUPPORTED_RDS_INSTANCE_ENGINES
  }
}

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.RDS.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
DBInstanceSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
[CT.RDS.PR.6] Require an Amazon RDS database cluster to have backtracking configured

This control checks whether an Amazon Relational Database Service (RDS) database (DB) cluster has backtracking enabled.

- **Control objective**: Improve resiliency
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
Proactive controls

- **Resource types:** AWS::RDS::DBCluster
- **AWS CloudFormation guard rule:** [CT.RDS.PR.6 rule specification](#) (p. 1246)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.6 rule specification](#) (p. 1246)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.6 example templates](#) (p. 1248)

**Explanation**

Backups help you to recover more quickly from a security incident. Backups also strengthen the resilience of your systems. Aurora backtracking reduces the time required to recover a database for a specific point in time, and the recovery does not require a database restore.

**Usage considerations**

- This control applies only to Amazon RDS DB cluster engine types `aurora` and `aurora-mysql`, and to DB cluster engine modes `provisioned` and `parallelquery`
- This control does not apply to Amazon RDS DB clusters that support Aurora Serverless V2 database instances (For example, RDS DB clusters configured with a `ServerlessV2ScalingConfiguration` and Aurora Serverless V2 compatible `EngineVersion`.)

**Remediation for rule failure**

Set `BacktrackWindow` to a number between 1 and 259200.

The examples that follow show how to implement this remediation.

**Amazon RDS DB Cluster - Example**

Amazon RDS DB cluster configured with a backtrack window of 720 seconds (12 minutes). The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "DBCluster": {
    "Type": "AWS::RDS::DBCluster",
    "Properties": {
      "Engine": "aurora-mysql",
      "MasterUsername": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBClusterSecret}::username}}"
      },
      "MasterUserPassword": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBClusterSecret}::password}}"
      },
      "DBSubnetGroupName": {
        "Ref": "DBSubnetGroup"
      },
      "BacktrackWindow": 720
    }
  }
}
```
YAML example

```yaml
DBCluster:
  Type: AWS::RDS::DBCluster
  Properties:
    Engine: aurora-mysql
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBClusterSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBClusterSecret}::password}}'
    DBSubnetGroupName: !Ref 'DBSubnetGroup'
    BacktrackWindow: 720
```

CT.RDS.PR.6 rule specification

```plaintext
# ###################################
##       Rule Specification        ##
#####################################
#
# Rule Identifier:
#   aurora_cluster_backtracking_enabled_check
#
# Description:
#   This control checks whether an Amazon Relational Database Service (RDS) database (DB) cluster has backtracking enabled.
#
# Reports on:
#   AWS::RDS::DBCluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#    Scenario: 1
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#      And: The input document does not contain any RDS DB cluster resources
#      Then: SKIP
#    Scenario: 2
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#      And: The input document contains an RDS DB cluster resource
#      And: 'Engine' provided is not one of 'aurora' or 'aurora-mysql'
#      Then: SKIP
#    Scenario: 3
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#      And: The input document contains an RDS DB cluster resource
#      And: 'EngineMode' provided is not one of 'provisioned' or 'parallelquery'
#      Then: SKIP
#    Scenario: 4
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#      And: The input document contains an RDS DB cluster resource
#      And: 'ServerlessV2ScalingConfiguration' is provided
#      And: 'Engine' provided is 'aurora-mysql'
#      And: 'EngineVersion' provided is '8.0.mysql_aurora.3.02.0' or higher
#      Then: SKIP
```
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an RDS DB cluster resource
# And: 'Engine' provided is one of 'aurora' or 'aurora-mysql'
# And: 'EngineMode' is not provided or 'EngineMode' provided is one of 'provisioned'
or 'parallelquery'
# And: 'BacktrackWindow' has not been provided
# Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an RDS DB cluster resource
# And: 'Engine' provided is one of 'aurora' or 'aurora-mysql'
# And: 'EngineMode' is not provided or 'EngineMode' provided is one of 'provisioned'
or 'parallelquery'
# And: 'BacktrackWindow' has been provided and is set to 0
# Then: FAIL
# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an RDS DB cluster resource
# And: 'Engine' provided is one of 'aurora' or 'aurora-mysql'
# And: 'EngineMode' is not provided or 'EngineMode' provided is one of 'provisioned'
or 'parallelquery'
# And: 'BacktrackWindow' has been provided and is set to a value > 0
# Then: PASS

# Constants

let RDS_DB_CLUSTER_TYPE = "AWS::RDS::DBCluster"
let SUPPORTED_DB_CLUSTER_ENGINES = ["aurora", "aurora-mysql"]
let SUPPORTED_DB_CLUSTER_ENGINE_MODES = ["provisioned", "parallelquery"]
let AURORA_SERVERLESS_V2_SUPPORTED_ENGINES = ["aurora-mysql"]
let AURORA_V3_SERVERLESS_V2_NOT_SUPPORTED_PATTERN = /^8\.0\.mysql_aurora\..01\$/
let AURORA_V3_SERVERLESS_V2_SUPPORTED_PATTERN = /^8\.0\.mysql_aurora\..3$/
let INPUT_DOCUMENT = this

# Assignments

let db_clusters = Resources.*[ Type == %RDS_DB_CLUSTER_TYPE ]

# Primary Rules

rule aurora_cluster_backtracking_enabled_check when is_cfn_template(%INPUT_DOCUMENT) {
  %db_clusters not empty {
    check(%db_clusters.Properties) <<
      [CT.RDS.PR.6]: Require an Amazon RDS database cluster to have backtracking configured
      [FIX]: Set 'BacktrackWindow' to a number between '1' and '259200'.
    >>
  }
}

rule aurora_cluster_backtracking_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_CLUSTER_TYPE) {
  check(%INPUT_DOCUMENT.%RDS_DB_CLUSTER_TYPE.resourceProperties) <<
    [CT.RDS.PR.6]: Require an Amazon RDS database cluster to have backtracking configured
    [FIX]: Set 'BacktrackWindow' to a number between '1' and '259200'.
  >>
}
CT.RDS.PR.6 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsHostnames: true
    EnableDnsSupport: true
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
Ref: VPC
CidrBlock: 10.0.0.0/25
AvailabilityZone:
  Fn::Select:
  - 0
  - Fn::GetAZs: ''
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    CidrBlock: 10.0.0.128/25
    AvailabilityZone:
      Fn::Select:
      - 1
      - Fn::GetAZs: ''
    VpcId:
      Ref: VPC
DBSubnetGroup:
  Type: AWS::RDS::DBSubnetGroup
  Properties:
    DBSubnetGroupDescription: Example DB subnet group
    SubnetIds:
      - Ref: SubnetOne
      - Ref: SubnetTwo
DBClusterSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: RDS DB cluster secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "examplemasteruser"}'
      GenerateStringKey: password
      PasswordLength: 32
      ExcludeCharacters: "/@"\`
DBCluster:
  Type: AWS::RDS::DBCluster
  Properties:
    Engine: aurora-mysql
    MasterUsername:
      Fn::Sub: '{resolve:secretsmanager:${DBClusterSecret}::username}'
    MasterUserPassword:
      Fn::Sub: '{resolve:secretsmanager:${DBClusterSecret}::password}'
    DBSubnetGroupName:
      Ref: DBSubnetGroup
    BacktrackWindow: 720

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsHostnames: true
    EnableDnsSupport: true
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId:
      Ref: VPC
    CidrBlock: 10.0.0.0/25
    AvailabilityZone:
      Fn::Select:
      - 0
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[CT.RDS.PR.7] Require Amazon RDS database instances to have IAM authentication configured

This control checks whether an Amazon RDS database (DB) instance has AWS Identity and Access Management (IAM) database authentication activated.

- **Control objective:** Use strong authentication
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::DBInstance
- **AWS CloudFormation guard rule:** [CT.RDS.PR.7 rule specification (p. 1252)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.7 rule specification (p. 1252)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.7 example templates (p. 1254)]
**Explanation**

IAM database authentication allows authentication to database instances with an authentication token instead of a password. Network traffic to and from the database is encrypted with SSL.

**Usage considerations**

- This control applies only to Amazon RDS DB engine types mariadb, mysql and postgres.

**Remediation for rule failure**

Set `EnableIAMDatabaseAuthentication` to `true`.

The examples that follow show how to implement this remediation.

**Amazon RDS DB Instance - Example**

Amazon RDS DB instance configured with IAM database authentication. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "DBInstance": {
    "Type": "AWS::RDS::DBInstance",
    "Properties": {
      "Engine": "postgres",
      "EngineVersion": 14.2,
      "DBInstanceClass": "db.m5.large",
      "StorageType": "gp2",
      "AllocatedStorage": 5,
      "MasterUsername": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::username}}"
      },
      "MasterUserPassword": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}"
      },
      "EnableIAMDatabaseAuthentication": true
    },
    "DeletionPolicy": "Delete"
  }
}
```

**YAML example**

```yaml
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    EnableIAMDatabaseAuthentication: true
  DeletionPolicy: Delete
```
CT.RDS.PR.7 rule specification

### Rule Specification

#### Rule Identifier:
- rds_instance_iam_authentication_enabled_check

#### Description:
This control checks whether an Amazon RDS database (DB) instance has AWS Identity and Access Management (IAM) database authentication activated.

#### Reports on:
- AWS::RDS::DBInstance

#### Evaluates:
- AWS CloudFormation, AWS CloudFormation hook

#### Rule Parameters:
None

#### Scenarios:

1. **Scenario: 1**
   - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   - And: The input document does not contain any RDS DB instance resources
   - Then: SKIP

2. **Scenario: 2**
   - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   - And: The input document contains an RDS DB instance resource
   - And: 'Engine' is not in-scope database engines - 'mariadb', 'mysql', 'postgres'
   - Then: SKIP

3. **Scenario: 3**
   - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   - And: The input document contains an RDS DB instance resource
   - And: 'Engine' is in-scope database engines - 'mariadb', 'mysql', 'postgres'
   - And: 'EnableIAMDatabaseAuthentication' has not been specified
   - Then: FAIL

4. **Scenario: 4**
   - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   - And: The input document contains an RDS DB instance resource
   - And: 'Engine' is in-scope database engines - 'mariadb', 'mysql', 'postgres'
   - And: 'EnableIAMDatabaseAuthentication' has been specified
   - And: 'EnableIAMDatabaseAuthentication' has been set to bool(false)
   - Then: FAIL

5. **Scenario: 5**
   - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
   - And: The input document contains an RDS DB instance resource
   - And: 'Engine' is in-scope database engines - 'mariadb', 'mysql', 'postgres'
   - And: 'EnableIAMDatabaseAuthentication' has been specified
   - And: 'EnableIAMDatabaseAuthentication' has been set to bool(true)
   - Then: PASS

#### Constants

```python
let RDS_DB_INSTANCE_TYPE = "AWS::RDS::DBInstance"
let INPUT_DOCUMENT = this
let SUPPORTED_RDS_INSTANCE_ENGINES = ["mariadb", "mysql", "postgres"]
```
# Assignments

let rds_db_instances = Resources.*[ Type == %RDS_DB_INSTANCE_TYPE ]

# Primary Rules

rule rds_instance_iam_authentication_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
  %rds_db_instances not empty {
    check(%rds_db_instances.Properties)
    <<
    [CT.RDS.PR.7]: Require Amazon RDS database instances to have AWS IAM authentication configured
    [FIX]: Set 'EnableIAMDatabaseAuthentication' to 'true'.
    >>
  }

rule rds_instance_iam_authentication_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_INSTANCE_TYPE) {
  check(%INPUT_DOCUMENT.%RDS_DB_INSTANCE_TYPE.resourceProperties)
  <<
  [CT.RDS.PR.7]: Require Amazon RDS database instances to have AWS IAM authentication configured
  [FIX]: Set 'EnableIAMDatabaseAuthentication' to 'true'.
  >>
}

# Parameterized Rules

rule check(rds_db_instance) {
  %rds_db_instance [filter_engine(this)] {
    #Scenario: 3
    EnableIAMDatabaseAuthentication exists
    #Scenario: 4 and 5
    EnableIAMDatabaseAuthentication == true
  }
}

rule filter_engine(db_properties) {
  %db_properties {
    #Scenario: 2
    Engine exists
    Engine is_string
    Engine in %SUPPORTED_RDS_INSTANCE_ENGINES
  }
}

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
CT.RDS.PR.7 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```yaml
Resources:
  DBInstanceSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: Test RDS DB Instance secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "testUser"}
        GenerateStringKey: password
        PasswordLength: 22
        ExcludeCharacters: '@/
  DBInstance:
    Type: AWS::RDS::DBInstance
    Properties:
      Engine: postgres
      EngineVersion: 14.2
      DBInstanceClass: db.m5.large
      StorageType: gp2
      AllocatedStorage: 5
      MasterUsername:
        Fn::Sub: '{{$resolve:secretsmanager:${DBInstanceSecret}::username}}'
      MasterUserPassword:
        Fn::Sub: '{{$resolve:secretsmanager:${DBInstanceSecret}::password}}'
      EnableIAMDatabaseAuthentication: true
      DeletionPolicy: Delete
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```yaml
Resources:
  DBInstanceSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: Test RDS DB Instance secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "testUser"}
        GenerateStringKey: password
        PasswordLength: 22
        ExcludeCharacters: '@/
  DBInstance:
    Type: AWS::RDS::DBInstance
    Properties:
      Engine: postgres
      EngineVersion: 14.2
      DBInstanceClass: db.m5.large
      StorageType: gp2
      AllocatedStorage: 5
      MasterUsername:
        Fn::Sub: '{{$resolve:secretsmanager:${DBInstanceSecret}::username}}'
      MasterUserPassword:
        Fn::Sub: '{{$resolve:secretsmanager:${DBInstanceSecret}::password}}'
      EnableIAMDatabaseAuthentication: false
      DeletionPolicy: Delete
```
[CT.RDS.PR.8] Require an Amazon RDS database instance to have automatic backups configured

This control checks whether Amazon RDS database (DB) instances have automated backups enabled, and verifies that the backup retention period is greater than or equal to seven (7) days.

- **Control objective:** Improve resiliency
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::DBInstance
- **AWS CloudFormation guard rule:** [CT.RDS.PR.8 rule specification (p. 1256)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.8 rule specification (p. 1256)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.8 example templates (p. 1258)]

**Explanation**

Backups help you recover more quickly from a security incident, and they strengthen the resilience of your systems. Amazon RDS provides an easy way to configure daily, full-instance volume snapshots.

**Usage considerations**

- This control applies only to Amazon RDS DB engine types mariadb, mysql, oracle-ee, oracle-ee-cdb, oracle-se2, oracle-se2-cdb, postgres, sqlserver-ee, sqlserver-se, sqlserver-ex and sqlserver-web.

**Remediation for rule failure**

Set `BackupRetentionPeriod` to an integer value between 7 and 35 days (inclusive).

The examples that follow show how to implement this remediation.

**Amazon RDS DB Instance - Example**

Amazon RDS DB instance configured with automated backups configured and a backup retention period of 14 days. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "DBInstance": {
      "Type": "AWS::RDS::DBInstance",
      "Properties": {
         "Engine": "postgres",
         "EngineVersion": 14.2,
         "DBInstanceClass": "db.m5.large",
         "StorageType": "gp2",
         "AllocatedStorage": 5,
         "MasterUsername": {
            "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::username}}"
         },
         "MasterUserPassword": {
            "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}"
         }
      }
   }
}
```
YAML example

```yaml
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    BackupRetentionPeriod: 14
    DeletionPolicy: Delete
```

CT.RDS.PR.8 rule specification

```plaintext
# ###################################
##       Rule Specification        
###################################
#
# Rule Identifier:
#   rds_instance_backup_enabled_check
#
# Description:
#   This control checks whether Amazon RDS database (DB) instances have automated backups enabled, and verifies that the backup retention period is greater than or equal to seven (7) days.
#
# Reports on:
#   AWS::RDS::DBInstance
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any RDS DB instance resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains an RDS DB instance resource
#     And: 'Engine' is not one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2', 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
```
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# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2',
#      'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
# And: 'BackupRetentionPeriod' has been specified
# And: 'BackupRetentionPeriod' has been set to 0 (backup disabled)
# Then: FAIL

# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2',
#      'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
# And: 'BackupRetentionPeriod' has not been specified
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2',
#      'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
# And: 'BackupRetentionPeriod' has been specified
# And: 'BackupRetentionPeriod' has been set to < 7
# Then: FAIL

# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2',
#      'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
# And: 'BackupRetentionPeriod' has been specified
# And: 'BackupRetentionPeriod' has been set to an integer >= 7
# Then: PASS

# Constants
# let RDS_DB_INSTANCE_TYPE = "AWS::RDS::DBInstance"
let INPUT_DOCUMENT = this
let SUPPORTED_RDS_INSTANCE_ENGINES = [
  "mariadb", "mysql", "oracle-ee", "oracle-ee-cdb", "oracle-se2",
  "oracle-se2-cdb", "postgres", "sqlserver-ee", "sqlserver-se",
  "sqlserver-ex", "sqlserver-web"
]

# Assignments
# let rds_db_instances = Resources.*[ Type == %RDS_DB_INSTANCE_TYPE ]

# Primary Rules
# rule rds_instance_backup_enabled_check when is_cfn_template(%INPUT_DOCUMENT) %rds_db_instances not empty {
check(%rds_db_instances.Properties)
  <<
  [CT.RDS.PR.8]: Require an Amazon RDS database instance to have automatic backups configured
  [FIX]: Set 'BackupRetentionPeriod' to an integer value between 7 and 35 days (inclusive).
  >>

rule rds_instance_backup_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_INSTANCE_TYPE) {
  check(%INPUT_DOCUMENT.%RDS_DB_INSTANCE_TYPE.resourceProperties)
  <<
  [CT.RDS.PR.8]: Require an Amazon RDS database instance to have automatic backups configured
  [FIX]: Set 'BackupRetentionPeriod' to an integer value between 7 and 35 days (inclusive).
  >>
}

# Parameterized Rules
#
rule check(rds_db_instance) {
  %rds_db_instance [ filter_db_identifier_and_engine(this) ] {
    # Scenario: 3, 4, 5 and 6
    BackupRetentionPeriod exists
    BackupRetentionPeriod >= 7
  }
}

rule filter_db_identifier_and_engine(db_properties) {
  %db_properties {
    # Scenario: 2
    Engine exists
    Engine is_string
    Engine in %SUPPORTED_RDS_INSTANCE_ENGINES
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.RDS.PR.8 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
DBInstanceSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: Test RDS DB Instance secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "testUser"}'
      GenerateStringKey: password
      PasswordLength: 22
      ExcludeCharacters: '@/\'

DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername:
      Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword:
      Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    BackupRetentionPeriod: 14
    DeletionPolicy: Delete

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  DBInstanceSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: Test RDS DB Instance secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "testUser"}'
        GenerateStringKey: password
        PasswordLength: 22
        ExcludeCharacters: '@/\'

  DBInstance:
    Type: AWS::RDS::DBInstance
    Properties:
      Engine: postgres
      EngineVersion: 14.2
      DBInstanceClass: db.m5.large
      StorageType: gp2
      AllocatedStorage: 5
      MasterUsername:
        Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
      MasterUserPassword:
        Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
      BackupRetentionPeriod: 4
      DeletionPolicy: Delete

[CT.RDS.PR.9] Require an Amazon RDS database cluster to copy tags to snapshots

This control checks whether an Amazon RDS database (DB) cluster is configured to copy all tags to snapshots created.

- **Control objective:** Protect configurations
• **Implementation**: AWS CloudFormation Guard Rule  
• **Control behavior**: Proactive  
• **Resource types**: AWS::RDS::DBCluster  
• **AWS CloudFormation guard rule**: CT.RDS.PR.9 rule specification (p. 1261)

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.RDS.PR.9 rule specification (p. 1261)

• For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.RDS.PR.9 example templates (p. 1263)

**Explanation**

Identification and inventory of your infrastructure assets is a crucial aspect of governance and security. With visibility into all your Amazon RDS DB clusters, you can assess their security posture and take action on potential areas of weakness. We recommend that you tag snapshots in the same way as their parent RDS database clusters. Activating this setting ensures that snapshots inherit the tags of their parent database clusters.

**Usage considerations**

• This control applies only to Amazon RDS DB cluster engine types aurora, aurora-mysql, and aurora-postgresql.

**Remediation for rule failure**

Set CopyTagsToSnapshot to true.

The examples that follow show how to implement this remediation.

**Amazon RDS DB Cluster - Example**

Amazon RDS DB cluster configured to copy tags to snapshots. The example is shown in JSON and in YAML.

**JSON example**

```
{
"DBCluster": {
  "Type": "AWS::RDS::DBCluster",
  "Properties": {
    "Engine": "aurora-mysql",
    "MasterUsername": {
      "Fn::Sub": "{{resolve:secretsmanager:${DBClusterSecret}::username}}" 
    },
    "MasterUserPassword": {
      "Fn::Sub": "{{resolve:secretsmanager:${DBClusterSecret}::password}}"
    },
    "DBSubnetGroupName": {
      "Ref": "DBSubnetGroup"
    },
    "CopyTagsToSnapshot": true
  }
}
```
YAML example

```yaml
DBCluster:
  Type: AWS::RDS::DBCluster
  Properties:
    Engine: aurora-mysql
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBClusterSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBClusterSecret}::password}}'
    DBSubnetGroupName: !Ref 'DBSubnetGroup'
    CopyTagsToSnapshot: true
```

CT.RDS.PR.9 rule specification

```text
# #################################################################
##       Rule Specification        ##
# #################################################################

# Rule Identifier:
#   rds_cluster_copy_tags_to_snapshots_enabled_check

# Description:
#   This control checks whether an Amazon RDS DB cluster is configured to copy all tags to
#   snapshots created.

# Reports on:
#   AWS::RDS::DBCluster

# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
#   None

# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any RDS DB cluster resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an RDS DB cluster resource
#     And: 'Engine' provided is not one of 'aurora' or 'aurora-mysql' or 'aurora-postgresql'
#     Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an RDS DB cluster resource
#     And: 'Engine' provided is one of 'aurora' or 'aurora-mysql' or 'aurora-postgresql'
#     And: 'CopyTagsToSnapshot' has not been provided
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an RDS DB cluster resource
```
Proactive controls

# Scenario 2
And: 'Engine' provided is one of 'aurora' or 'aurora-mysql' or 'aurora-postgresql'
And: 'CopyTagsToSnapshot' has been provided
And: 'CopyTagsToSnapshot' has been set to a value other than bool(true)
Then: FAIL

# Scenario 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an RDS DB cluster resource
And: 'Engine' provided is one of 'aurora' or 'aurora-mysql' or 'aurora-postgresql'
And: 'CopyTagsToSnapshot' has been provided
And: 'CopyTagsToSnapshot' has been set to bool(true)
Then: PASS

# Constants
let RDS_DB_CLUSTER_TYPE = "AWS::RDS::DBCluster"
let SUPPORTED_DB_CLUSTER_ENGINES = ["aurora", "aurora-mysql","aurora-postgresql"]
let INPUT_DOCUMENT = this

# Assignments
let db_clusters = Resources.*[ Type == %RDS_DB_CLUSTER_TYPE ]

# Primary Rules
# rule rds_cluster_copy_tags_to_snapshots_enabled_check when is_cfn_template(%INPUT_DOCUMENT) %db_clusters not empty {
check(%db_clusters.Properties)
<<
[CT.RDS.PR.9]: Require an Amazon RDS database cluster to copy tags to snapshots
[FIX]: Set 'CopyTagsToSnapshot' to 'true'.
>>
}

rule rds_cluster_copy_tags_to_snapshots_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_CLUSTER_TYPE) {
check(%INPUT_DOCUMENT.%RDS_DB_CLUSTER_TYPE.resourceProperties)
<<
[CT.RDS.PR.9]: Require an Amazon RDS database cluster to copy tags to snapshots
[FIX]: Set 'CopyTagsToSnapshot' to 'true'.
>>
}

rule check(db_cluster) {
%db_cluster [  
  # Scenario 2  
  filter_engine(this)
] {
  # Scenario 3  
  CopyTagsToSnapshot exists
  # Scenario 4 and 5  
  CopyTagsToSnapshot == true
}

rule filter_engine(cluster_properties) {
%cluster_properties {
  Engine exists
  Engine in %SUPPORTED_DB_CLUSTER_ENGINES
}
}

#
# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.RDS.PR.9 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```yaml
Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsHostnames: true
      EnableDnsSupport: true
  SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/25
      AvailabilityZone:
        Fn::Select:
          - 0
          - Fn::GetAZs: ''
  SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
      CidrBlock: 10.0.0.128/25
      AvailabilityZone:
        Fn::Select:
          - 1
          - Fn::GetAZs: ''
      VpcId:
        Ref: VPC
  DBSubnetGroup:
    Type: AWS::RDS::DBSubnetGroup
    Properties:
      DBSubnetGroupDescription: DB subnet group for DBCluster
      SubnetIds:
        - Ref: SubnetOne
        - Ref: SubnetTwo
  DBClusterSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: RDS DB cluster secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "examplemasteruser"}'
        GenerateStringKey: password
        PasswordLength: 32
```
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsHostnames: true
      EnableDnsSupport: true
  SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/25
      AvailabilityZone:
        Fn::Select:
          - 0
          - Fn::GetAZs: ''
  SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.128/25
      AvailabilityZone:
        Fn::Select:
          - 1
          - Fn::GetAZs: ''
  DBSubnetGroup:
    Type: AWS::RDS::DBSubnetGroup
    Properties:
      DBSubnetGroupDescription: DB subnet group for DBCluster
      SubnetIds:
        - Ref: SubnetOne
        - Ref: SubnetTwo
  DBClusterSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: RDS DB cluster secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "examplemasteruser"}'
        GenerateStringKey: password
        PasswordLength: 32
        ExcludeCharacters: "/@"\"
  DBCluster:
    Type: AWS::RDS::DBCluster
    Properties:
      Engine: aurora-mysql
MasterUsername:
  Fn::Sub: '{{resolve:secretsmanager:${DBClusterSecret}::username}}'
MasterUserPassword:
  Fn::Sub: '{{resolve:secretsmanager:${DBClusterSecret}::password}}'
DBSubnetGroupName:
  Ref: DBSubnetGroup

[CT.RDS.PR.10] Require an Amazon RDS database instance to copy tags to snapshots

This control checks whether Amazon RDS database (DB) instances are configured to copy all tags to snapshots created.

- **Control objective:** Protect configurations
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::DBInstance
- **AWS CloudFormation guard rule:** [CT.RDS.PR.10 rule specification (p. 1266)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.10 rule specification (p. 1266)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.10 example templates (p. 1268)]

Explanation

Identification and inventory of your IT assets is a crucial aspect of governance and security. With visibility of all your RDS DB instances, you can assess their security posture and take action on potential areas of weakness. Snapshots should be tagged to match their parent RDS database instances. Enabling this setting ensures that snapshots inherit the tags from their parent database instances.

**Usage considerations**

- This control applies only to Amazon RDS DB engine types mariadb, mysql, oracle-ee, oracle-ee-cdb, oracle-se2, oracle-se2-cdb, postgres, sqlserver-ee, sqlserver-se, sqlserver-ex and sqlserver-web.

**Remediation for rule failure**

Set CopyTagsToSnapshot to true.

The examples that follow show how to implement this remediation.

**Amazon RDS DB Instance - Example**

Amazon RDS DB instance configured to copy all tags to snapshots created. The example is shown in JSON and in YAML.

**JSON example**

```json
{
```
"DBInstance": {
  "Type": "AWS::RDS::DBInstance",
  "Properties": {
    "Engine": "postgres",
    "EngineVersion": 14.2,
    "DBInstanceClass": "db.m5.large",
    "StorageType": "gp2",
    "AllocatedStorage": 5,
    "MasterUsername": {
      "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::username}}",
      "MasterUserPassword": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}",
        "CopyTagsToSnapshot": true
      }
    },
    "CopyTagsToSnapshot": true
  },
  "DeletionPolicy": "Delete"
}

YAML example

DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    CopyTagsToSnapshot: true
    DeletionPolicy: Delete

CT.RDS.PR.10 rule specification

# ###################################################################
##       Rule Specification       ##
# ###################################################################
#
# Rule Identifier:       # rds_instance_copy_tags_to_snapshots_enabled_check
#
# Description:       # This control checks whether Amazon RDS database (DB) instances are configured to copy all tags to snapshots created.
#
# Reports on:       # AWS::RDS::DBInstance
#
# Evaluates:       # AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:       # None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any RDS DB instance resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is not one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb',
# 'oracle-se2',
# 'oracle-se2-cdb', 'postgresql', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex',
# 'sqlserver-web'
# Then: SKIP
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-
# se2',
# 'oracle-se2-cdb', 'postgresql', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex',
# 'sqlserver-web'
# And: 'CopyTagsToSnapshot' has not been specified
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-
# se2',
# 'oracle-se2-cdb', 'postgresql', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex',
# 'sqlserver-web'
# And: 'CopyTagsToSnapshot' has been specified
# And: 'CopyTagsToSnapshot' has been set to bool(false)
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-
# se2',
# 'oracle-se2-cdb', 'postgresql', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex',
# 'sqlserver-web'
# And: 'CopyTagsToSnapshot' has been specified
# And: 'CopyTagsToSnapshot' has been set to bool(true)
# Then: PASS

# Constants
#
let RDS_DB_INSTANCE_TYPE = "AWS::RDS::DBInstance"
let INPUT_DOCUMENT = this
let SUPPORTED_RDS_INSTANCE_ENGINES = [
  "mariadb", "mysql", "oracle-ee", "oracle-ee-cdb", "oracle-se2",
  "oracle-se2-cdb", "postgresql", "sqlserver-ee", "sqlserver-se",
  "sqlserver-ex", "sqlserver-web"
]

# Assignments
#
let rds_db_instances = Resources.*[ Type == %RDS_DB_INSTANCE_TYPE ]
rule rds_instance_copy_tags_to_snapshots_enabled_check when is_cfn_template(%INPUTDOCUMENT) %rds_db_instances not empty { 
  check(%rds_db_instances.Properties) <<
  [CT.RDS.PR.10]: Require an Amazon RDS database instance to copy tags to snapshots
  [FIX]: Set 'CopyTagsToSnapshot' to 'true'.
  >>
}

rule rds_instance_copy_tags_to_snapshots_enabled_check when is_cfn_hook(%INPUTDOCUMENT, %RDS_DB_INSTANCE_TYPE) {
  check(%INPUTDOCUMENT.%RDS_DB_INSTANCE_TYPE.resourceProperties) <<
  [CT.RDS.PR.10]: Require an Amazon RDS database instance to copy tags to snapshots
  [FIX]: Set 'CopyTagsToSnapshot' to 'true'.
  >>
}

# Parameterized Rules

# Scenario: 3
# Scenario: 4 and 5

rule check(rds_db_instance) {
  %rds_db_instance [filter_engine(this)] {
    CopyTagsToSnapshot exists
    CopyTagsToSnapshot == true
  }
}

rule filter_engine(db_properties) {
  %db_properties {
    Engine exists
    Engine is_string
    Engine in %SUPPORTED_RDS_INSTANCE_ENGINES
  }
}

# Utility Rules

# Scenario: 2

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.RDS.PR.10 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
[CT.RDS.PR.11] Require an Amazon RDS database instance to have a VPC configuration

This control checks whether an Amazon RDS database (DB) instance is deployed in a VPC (that is, with an EC2-VPC instance).

- **Control objective:** Limit network access
Proactive controls

- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::RDS::DBInstance
- **AWS CloudFormation guard rule**: [CT.RDS.PR.11 rule specification](p. 1271)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.11 rule specification](p. 1271)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.11 example templates](p. 1274)

Explanation

Amazon Virtual Private Cloud (Amazon VPC) provides a number of network controls to create secure access to RDS resources. These controls include VPC endpoints, network ACLs, and security groups. To take advantage of these controls, create your Amazon RDS instances as EC2 VPC instances.

**Usage considerations**

- This control applies only to Amazon RDS DB engine types mariadb, mysql, oracle-ee, oracle-ee-cdb, oracle-se2, oracle-se2-cdb, postgres, sqlserver-ee, sqlserver-se, sqlserver-ex and sqlserver-web.

**Remediation for rule failure**

Set a DBSubnetGroupName.

The examples that follow show how to implement this remediation.

**Amazon RDS DB Instance - Example**

Amazon RDS DB instance configured to deploy in an Amazon VPC with an RDS DB subnet group. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "DBInstance": {
        "Type": "AWS::RDS::DBInstance",
        "Properties": {
            "Engine": "postgres",
            "EngineVersion": "14.2",
            "DBInstanceClass": "db.m5.large",
            "StorageType": "gp2",
            "AllocatedStorage": 5,
            "MasterUsername": {
                "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::username}}"
            },
            "MasterUserPassword": {
                "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}"
            },
            "DBSubnetGroupName": {
                "Ref": "DBSubnetGroup"
            },
            "DeletionPolicy": "Delete"
        }
    }
}
```
YAML example

```yaml
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    DBSubnetGroupName: !Ref 'DBSubnetGroup'
  DeletionPolicy: Delete
```

CT.RDS.PR.11 rule specification

```yaml
# ###################################
##       Rule Specification        ##
#####################################
#
# Rule Identifier:
#   rds_instance_deployed_in_vpc_check
#
# Description:
#   This control checks whether an Amazon RDS database (DB) instance is deployed in a VPC
#   (that is, an EC2 VPC instance).
#
# Reports on:
#   AWS::RDS::DBInstance
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     document
#     And: The input document does not contain any RDS DB instance resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     document
#     And: The input document contains an RDS DB instance resource
#     And: 'Engine' is not one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb',
#         'oracle-se2',
#         'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex',
#         'sqlserver-web'
#     Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     document
```
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2',
#     'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex',
#     'sqlserver-web'
# And: 'DBSubnetGroupName' has not been specified
# Then: FAIL

# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2',
#     'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex',
#     'sqlserver-web'
# And: 'DBSubnetGroupName' has been specified but is an empty string
# or invalid local reference to a DB Subnet Group
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2',
#     'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex',
#     'sqlserver-web'
# And: 'DBSubnetGroupName' has been specified but is a non-empty string
# or valid local reference to a DB Subnet Group
# Then: PASS

# Constants
#
let RDS_DB_INSTANCE_TYPE = "AWS::RDS::DBInstance"
let SUPPORTED_RDS_INSTANCE_ENGINES = [
    "mariadb", "mysql", "oracle-ee", "oracle-ee-cdb", "oracle-se2",
    "oracle-se2-cdb", "postgres", "sqlserver-ee", "sqlserver-se",
    "sqlserver-ex", "sqlserver-web"
]
let INPUTDocumento = this

# Assignments
#
let rds_db_instances = Resources.*[ Type == %RDS_DB_INSTANCE_TYPE ]

# Primary Rules
#
rule rds_instance_deployed_in_vpc_check when is_cfn_template(%INPUT_DOCUMENT)
    %rds_db_instances not empty {
        check(%rds_db_instances.Properties)
        <<
        [CT.RDS.PR.11]: Require an Amazon RDS database instance to have a VPC configuration
        [FIX]: Set a 'DBSubnetGroupName'.
        >>
    }

rule rds_instance_deployed_in_vpc_check when is_cfn_hook(%INPUT_DOCUMENT,
    %RDS_DB_INSTANCE_TYPE) {
    check(%INPUT_DOCUMENT.%RDS_DB_INSTANCE_TYPE.resourceProperties)
    <<
    [CT.RDS.PR.11]: Require an Amazon RDS database instance to have a VPC configuration
    [FIX]: Set a 'DBSubnetGroupName'.
    >>
}
# Parameterized Rules

rule check(rds_db_instance) {
    %rds_db_instance [filter_engine(this)] {
        # Scenario: 3
        DBSubnetGroupName exists
        # Scenario: 4 and 5
        check_db_subnet_group(DBSubnetGroupName)
    }
}

rule filter_engine(db_properties) {
    %db_properties {
        # Scenario: 2
        Engine exists
        Engine is_string
        Engine in SUPPORTED_RDS_INSTANCE_ENGINES
    }
}

rule check_db_subnet_group(db_subnet_group) {
    %db_subnet_group {
        check_is_string_and_not_empty(this) or
        check_local_references(%INPUT_DOCUMENT, this, "AWS::RDS::DBSubnetGroup")
    }
}

# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists  or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_is_string_and_not_empty(value) {
    %value {
        this is_string
        this != \A\s*\z/
    }
}

rule check_local_references(doc, reference_properties, referenced_resource_type) {
    %reference_properties {
        'Fn::GetAtt' {
            query_for_resource(%doc, this[0], %referenced_resource_type)
            <<Local Stack reference was invalid>>
        } or Ref {
            query_for_resource(%doc, this, %referenced_resource_type)
            <<Local Stack reference was invalid>>
        }
    }
}

rule query_for_resource(doc, resource_key, referenced_resource_type) {
    let referenced_resource = %doc.Resources[ keys == %resource_key ]
    %referenced_resource not empty
You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsHostnames: true
    EnableDnsSupport: true
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    CidrBlock: 10.0.96.0/19
    AvailabilityZone:
      - Fn::Select:
        - '0'
        - Fn::GetAZs: {Ref: 'AWS::Region'}
    VpcId:
      Ref: VPC
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    CidrBlock: 10.0.128.0/19
    AvailabilityZone:
      - Fn::Select:
        - '1'
        - Fn::GetAZs: {Ref: 'AWS::Region'}
    VpcId:
      Ref: VPC
DBSubnetGroup:
  Type: AWS::RDS::DBSubnetGroup
  Properties:
    DBSubnetGroupDescription: Test DB subnet group
    SubnetIds:
      - Ref: SubnetOne
      - Ref: SubnetTwo
DBInstanceSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: Test RDS DB Instance secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "testUser"}'
      GenerateStringKey: password
      PasswordLength: 22
    ExcludeCharacters: '@/\'
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
AllocatedStorage: 5
MasterUsername:
  Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
MasterUserPassword:
  Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
DBSubnetGroupName:
  Ref: DBSubnetGroup
DeletionPolicy: Delete

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  DBInstanceSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: Test RDS DB Instance secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "testUser"}'
        GenerateStringKey: password
        PasswordLength: 22
        ExcludeCharacters: '@/
  DBInstance:
    Type: AWS::RDS::DBInstance
    Properties:
      Engine: postgres
      EngineVersion: 14.2
      DBInstanceClass: db.m5.large
      StorageType: gp2
      AllocatedStorage: 5
      MasterUsername:
        Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
      MasterUserPassword:
        Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
      DeletionPolicy: Delete

[CT.RDS.PR.12] Require an Amazon RDS event subscription to have critical cluster events configured

This control checks whether your Amazon RDS event subscriptions for RDS clusters are configured to notify on event categories of maintenance and failure.

- **Control objective:** Protect configurations
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::EventSubscription
- **AWS CloudFormation guard rule:** [CT.RDS.PR.12 rule specification (p. 1277)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.12 rule specification (p. 1277)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.12 example templates (p. 1279)]
Explanation

Amazon RDS event notifications uses Amazon SNS to make you aware of changes in the availability or configuration of your RDS resources. These notifications allow for rapid response.

Usage considerations

- This control applies only to Amazon RDS event subscriptions for RDS clusters (SourceType of db-cluster).

Remediation for rule failure

When SourceType is set to db-cluster, set Enabled to true and ensure that EventCategories contains both maintenance and failure values.

The examples that follow show how to implement this remediation.

Amazon RDS Event Subscription - Example One

Amazon RDS event subscription for RDS clusters configured to notify on all event categories. The example is shown in JSON and in YAML.

JSON example

```json
{
  "RDSEventSubscription": {
    "Type": "AWS::RDS::EventSubscription",
    "Properties": {
      "SnsTopicArn": {
        "Ref": "SnsTopic"
      },
      "SourceType": "db-cluster",
      "Enabled": true
    }
  }
}
```

YAML example

```yaml
RDSEventSubscription:
  Type: AWS::RDS::EventSubscription
  Properties:
    SnsTopicArn: !Ref 'SnsTopic'
    SourceType: db-cluster
    Enabled: true
```

The examples that follow show how to implement this remediation.

Amazon RDS Event Subscription - Example Two

Amazon RDS event subscription for RDS clusters configured to notify on maintenance and failure event categories. The example is shown in JSON and in YAML.

JSON example
YAML example

RDSEventSubscription:
  Type: AWS::RDS::EventSubscription
  Properties:
    SnsTopicArn: !Ref 'SnsTopic'
    EventCategories:
      - maintenance
      - failure
    SourceType: db-cluster
    Enabled: true

CT.RDS.PR.12 rule specification

# ###################################
##       Rule Specification        ##
# ###################################
#
# Rule Identifier:
#   rds_cluster_event_notifications_configured_check
#
# Description:
#   Checks whether an Amazon RDS event subscriptions for RDS clusters is configured to
#   notify on event categories of "maintenance" and "failure".
#
# Reports on:
#   AWS::RDS::EventSubscription
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document does not contain any Amazon RDS event subscription resources
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# Scenario: 2
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an Amazon RDS event subscription resource
# And: 'SourceType' is provided and is not 'db-cluster'
# Then: SKIP

# Scenario: 3
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an Amazon RDS event subscription resource
# And: 'SourceType' is 'db-cluster'
# And: 'Enabled' is not provided or set to bool(false)
# Then: FAIL

# Scenario: 4
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an Amazon RDS event subscription resource
# And: 'SourceType' is 'db-cluster'
# And: 'Enabled' is provided and set to bool(true)
# And: 'EventCategories' does not contain both 'maintenance' and 'failure'
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an Amazon RDS event subscription resource
# And: 'SourceType' is provided and is 'db-cluster'
# And: 'Enabled' is provided and set to bool(true)
# And: 'EventCategories' does not exist or is an empty list
# Then: PASS

# Scenario: 6
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an Amazon RDS event subscription resource
# And: 'SourceType' is provided and is 'db-cluster'
# And: 'Enabled' is provided and set to bool(true)
# And: 'EventCategories' contains both 'maintenance' and 'failure'
# Then: PASS

# Constants
#
let RDS_EVENTSUBSCRIPTION_TYPE = "AWS::RDS::EventSubscription"
let INPUT_DOCUMENT = this
let EVENT_CATEGORIES = ['maintenance','failure']
let EVENT_SOURCE_TYPE = "db-cluster"

# Assignments
#
let rds_event_subscriptions = Resources.*[ Type == %RDS_EVENTSUBSCRIPTION_TYPE ]

# Primary Rules
#
rule rds_cluster_event_notifications_configured_check when is_cfn_template(%INPUT_DOCUMENT) {
  %rds_event_subscriptions not empty {
      check(%rds_event_subscriptions.Properties)
      [CT.RDS.PR.12]: Require an Amazon RDS event subscription to have critical cluster events configured
      [FIX]: When 'SourceType' is set to 'db-cluster', set 'Enabled' to true and ensure that 'EventCategories' contains both 'maintenance' and 'failure' values.
  }
}

rule rds_cluster_event_notifications_configured_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_EVENTSUBSCRIPTION_TYPE) {
  check(%INPUT_DOCUMENT.%RDS_EVENTSUBSCRIPTION_TYPE.resourceProperties)
  <<<
}
Proactive controls

[C.T.RDS.PR.12]: Require an Amazon RDS event subscription to have critical cluster events configured.

[Fix]: When 'SourceType' is set to 'db-cluster', set 'Enabled' to true and ensure that 'EventCategories' contains both 'maintenance' and 'failure' values.

# Parameterized Rules

rule check(resource)
{
  %resource [SourceType == %EVENT_SOURCE_TYPE ] {
    Enabled exists
    # Scenario 4
    Enabled == true
    # Scenario 5
    EventCategories not exists or
    # Scenario 6
    check_event_categories_for_required_events(EventCategories)
  }
}

rule check_event_categories_for_required_events(event_categories)
{
  %event_categories {
    this exists
    this is_list
    this empty or
    %EVENT_CATEGORIES.* in this
  }
}

# Utility Rules

rule is_cfn_template(doc)
{
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE)
{
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.RDS.PR.12 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  SNSTopic:
    Type: AWS::SNS::Topic
    Properties: {}
  RDSEventSubscription:
    Type: AWS::RDS::EventSubscription
    Properties:
      SnsTopicArn:
      Ref: SNSTopic
      SourceType: db-cluster
Enabled: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
SNSTopic:
  Type: AWS::SNS::Topic
  Properties: {}
RDSEventSubscription:
  Type: AWS::RDS::EventSubscription
  Properties:
    SnsTopicArn:
      Ref: SNSTopic
    EventCategories:
      - maintenance
      - deletion
    SourceType: db-cluster
    Enabled: true

[CT.RDS.PR.13] Require any Amazon RDS instance to have deletion protection configured

This control checks whether an Amazon Relational Database Service (Amazon RDS) instance has deletion protection activated.

- **Control objective**: Improve availability
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::RDS::DBInstance
- **AWS CloudFormation guard rule**: [CT.RDS.PR.13 rule specification](p. 1281)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.13 rule specification](p. 1281)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.13 example templates](p. 1284)

Explanation

When active, instance deletion protection provides an additional layer of protection against accidental database deletion, or deletion by an unauthorized entity.

While deletion protection is active, an RDS DB instance cannot be deleted. Before a deletion request can succeed, deletion protection must be turned off.

Usage considerations

- This control applies only to Amazon RDS DB engine types mariadb, mysql, oracle-ee, oracle-ee-cdb, oracle-se2, oracle-se2-cdb, postgres, sqlserver-ee, sqlserver-se, sqlserver-ex and sqlserver-web.
Remediation for rule failure

Set DeletionProtection to true.

The examples that follow show how to implement this remediation.

Amazon RDS DB instance - Example

Amazon RDS DB instance configured with deletion protection active. The example is shown in JSON and in YAML.

JSON example

```json
{
    "DBInstance": {
        "Type": "AWS::RDS::DBInstance",
        "Properties": {
            "Engine": "postgres",
            "EngineVersion": 5.7,
            "DBInstanceClass": "db.m5.large",
            "StorageType": "gp2",
            "AllocatedStorage": 5,
            "MasterUsername": {
                "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::username}}"
            },
            "MasterUserPassword": {
                "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}"
            },
            "StorageEncrypted": true,
            "DeletionProtection": true
        },
        "DeletionPolicy": "Delete"
    }
}
```

YAML example

```yaml
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 5.7
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    StorageEncrypted: true
    DeletionProtection: true
    DeletionPolicy: Delete
```

CT.RDS.PR.13 rule specification

```yaml
# ###################################
```
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## Rule Specification

### Rule Identifier:
```
rds_instance_deletion_protection_enabled_check
```

### Description:
```
This control checks whether an Amazon Relational Database Service (Amazon RDS) instance has deletion protection activated.
```

### Reports on:
```
AWS::RDS::DBInstance
```

### Evaluates:
```
AWS CloudFormation, AWS CloudFormation hook
```

### Rule Parameters:
```
None
```

### Scenarios:

#### Scenario: 1
```
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document does not contain any RDS DB instance resources
Then: SKIP
```

#### Scenario: 2
```
Given: The input document contains an RDS DB instance resource
And: 'Engine' is not one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2', 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
Then: SKIP
```

#### Scenario: 3
```
Given: The input document contains an RDS DB instance resource
And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2', 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
And: 'DeletionProtection' has not been specified
Then: FAIL
```

#### Scenario: 4
```
Given: The input document contains an RDS DB instance resource
And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2', 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
And: 'DeletionProtection' has been specified
And: 'DeletionProtection' has been set to bool(false)
Then: FAIL
```

#### Scenario: 5
```
Given: The input document contains an RDS DB instance resource
And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2', 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
And: 'DeletionProtection' has been specified
And: 'DeletionProtection' has been set to bool(true)
Then: PASS
```
## Constants

let RDS_DB_INSTANCE_TYPE = "AWS::RDS::DBInstance"
let INPUT_DOCUMENT = this
let SUPPORTED_RDS_INSTANCE_ENGINES = [
  "mariadb", "mysql", "oracle-ee", "oracle-ee-cdb", "oracle-se2",
  "oracle-se2-cdb", "postgres", "sqlserver-ee", "sqlserver-se",
  "sqlserver-ex", "sqlserver-web"
]

## Assignments

let rds_db_instances = Resources.*[ Type == %RDS_DB_INSTANCE_TYPE ]

## Primary Rules

rule rds_instance_deletion_protection_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
  %rds_db_instances not empty {
    check(%rds_db_instances.Properties)
    
    [CT.RDS.PR.13]: Require any Amazon RDS instance to have deletion protection configured
    [FIX]: Set 'DeletionProtection' to 'true'.
  }

rule rds_instance_deletion_protection_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_INSTANCE_TYPE) {
  check(%INPUT_DOCUMENT.%RDS_DB_INSTANCE_TYPE.resourceProperties)
  
  [CT.RDS.PR.13]: Require any Amazon RDS instance to have deletion protection configured
  [FIX]: Set 'DeletionProtection' to 'true'.
}

## Parameterized Rules

rule check(rds_db_instance) {
  %rds_db_instance [filter_engine(this)] {
    #Scenario: 3
    DeletionProtection exists
    #Scenario: 4 and 5
    DeletionProtection == true
  }
}

rule filter_engine(db_properties) {
  %db_properties {
    #Scenario: 2
    Engine exists
    Engine is_string
    Engine in %SUPPORTED_RDS_INSTANCE_ENGINES
  }
}

## Utility Rules

rule is_cfn_template(doc) {
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CT.RDS.PR.13 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```yaml
Resources:
  DBInstanceSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: RDS DB Instance secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "testUser"}'
        GenerateStringKey: password
        PasswordLength: 22
        ExcludeCharacters: '@/

  DBInstance:
    Type: AWS::RDS::DBInstance
    Properties:
      Engine: postgres
      EngineVersion: 14.2
      DBInstanceClass: db.m5.large
      StorageType: gp2
      AllocatedStorage: 5
      MasterUsername:
        Fn::Sub: '{\"resolve:secretsmanager:${DBInstanceSecret}::username\"}'
      MasterUserPassword:
        Fn::Sub: '{\"resolve:secretsmanager:${DBInstanceSecret}::password\"}'
      DeletionProtection: true
      DeletionPolicy: Delete
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```yaml
Resources:
  DBInstanceSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: RDS DB Instance secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "testUser"}'
        GenerateStringKey: password
        PasswordLength: 22
        ExcludeCharacters: '@/

  DBInstance:
    Type: AWS::RDS::DBInstance
    Properties:
      Engine: postgres
      EngineVersion: 14.2
      DBInstanceClass: db.m5.large
      StorageType: gp2
      AllocatedStorage: 5
      MasterUsername:
        Fn::Sub: '{\"resolve:secretsmanager:${DBInstanceSecret}::username\"}'
      MasterUserPassword:
        Fn::Sub: '{\"resolve:secretsmanager:${DBInstanceSecret}::password\"}'
      DeletionProtection: true
      DeletionPolicy: Delete
```
[CT.RDS.PR.14] Require an Amazon RDS database instance to export logs to Amazon CloudWatch Logs by means of the EnableCloudwatchLogsExports property

This rule checks whether Amazon Relational Database Service (RDS) instances have all available log types configured for export to Amazon CloudWatch Logs.

- **Control objective**: Establish logging and monitoring
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::RDS::DBInstance
- **AWS CloudFormation guard rule**: [CT.RDS.PR.14 rule specification (p. 1287)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.14 rule specification (p. 1287)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.14 example templates (p. 1291)]

**Explanation**

AWS Control Tower recommends that you enable the export of relevant logs for all Amazon RDS databases to Amazon CloudWatch Logs. Database logging provides detailed records of requests made to RDS. Database logs can assist with security and access audits, and they can help you diagnose availability issues.

**Usage considerations**

- This control applies only to Amazon RDS DB engine types mariadb, mysql, postgres, sqlserver-ee, sqlserver-se, sqlserver-ex, sqlserver-web, oracle-ee, oracle-se2, oracle-se1, and oracle-se.
- Additional prerequisites may exist for enabling logging based on your selected database engine type. Refer to [Monitoring Amazon RDS log files](https://docs.aws.amazon.com/rds/latest/userguide/monitoring-monitoring-log-files.html) in the [Amazon RDS User Guide](https://docs.aws.amazon.com/rds/latest/userguide/) for more information.

**Remediation for rule failure**

Specify EnableCloudwatchLogsExports with a list of all supported log types for the Amazon RDS database instance engine.
The examples that follow show how to implement this remediation.

Amazon RDS DB Instance - Example One

Amazon RDS DB instance configured with an engine type of mysql and all supported log types, for the mysql engine type. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "DBInstance": {
    "Type": "AWS::RDS::DBInstance",
    "Properties": {
      "Engine": "mysql",
      "EngineVersion": 5.7,
      "DBInstanceClass": "db.m5.large",
      "StorageType": "gp2",
      "AllocatedStorage": 5,
      "MasterUsername": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::username}}"
      },
      "MasterUserPassword": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}"
      },
      "StorageEncrypted": true,
      "EnableCloudwatchLogsExports": [
        "error",
        "general",
        "slowquery",
        "audit"
      ],
      "DeletionPolicy": "Delete"
    }
  }
}
```

**YAML example**

```yaml
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: mysql
    EngineVersion: 5.7
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: !Sub "{{resolve:secretsmanager:${DBInstanceSecret}::username}}"
    MasterUserPassword: !Sub "{{resolve:secretsmanager:${DBInstanceSecret}::password}}"
    StorageEncrypted: true
    EnableCloudwatchLogsExports:
      - error
      - general
      - slowquery
      - audit
    DeletionPolicy: Delete
```

The examples that follow show how to implement this remediation.
Amazon RDS DB Instance - Example Two

Amazon RDS DB instance configured with an engine type of postgres and all supported log types, for the postgres engine type. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "DBInstance": {
      "Type": "AWS::RDS::DBInstance",
      "Properties": {
         "Engine": "postgres",
         "EngineVersion": 14.2,
         "DBInstanceClass": "db.m5.large",
         "StorageType": "gp2",
         "AllocatedStorage": 5,
         "MasterUsername": {
            "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::username}}"
         },
         "MasterUserPassword": {
            "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}"
         },
         "EnableCloudwatchLogsExports": [
            "postgresql",
            "upgrade"
         ],
         "DeletionPolicy": "Delete"
      }
   }
}
```

**YAML example**

```yaml
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    EnableCloudwatchLogsExports:
      - postgresql
      - upgrade
  DeletionPolicy: Delete
```

**CT.RDS.PR.14 rule specification**

```
# #####################################################################
## Rule Specification
# #####################################################################
#
# Rule Identifier:
# rds_instance_logging_enabled_check
#
```
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# Description:
This rule checks whether Amazon Relational Database Service (RDS) instances have all available log types configured for export to Amazon CloudWatch Logs.

# Reports on:
AWS::RDS::DBInstance

# Evaluates:
AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
None

# Scenarios:

## Scenario: 1
- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document does not contain any RDS DB instance resources
- Then: SKIP

## Scenario: 2
- Given: The input document contains an RDS DB instance resource
- And: 'Engine' is not one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-se2', 'oracle-ee-cdb', 'oracle-se2-cdb', 'postgresql', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
- Then: SKIP

## Scenario: 3
- Given: The input document contains an RDS DB instance resource
- And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-se2', 'oracle-ee-cdb', 'oracle-se2-cdb', 'postgresql', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
- And: 'EnableCloudwatchLogsExports' has not been specified or has been specified and is an empty list
- Then: FAIL

## Scenario: 4
- Given: The input document contains an RDS DB instance resource
- And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-se2', 'oracle-ee-cdb', 'oracle-se2-cdb', 'postgresql', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
- And: 'EnableCloudwatchLogsExports' has been specified and is a non-empty list
- And: One or more log types in 'EnableCloudwatchLogsExports' are not supported by the specified 'Engine'
- Then: FAIL

## Scenario: 5
- Given: The input document contains an RDS DB instance resource
- And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-se2', 'oracle-ee-cdb', 'oracle-se2-cdb', 'postgresql', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
- And: 'EnableCloudwatchLogsExports' has been specified and is a non-empty list
- And: 'EnableCloudwatchLogsExports' does not contain all log types supported by the specified 'Engine'
- Then: FAIL

## Scenario: 6
- Given: The input document contains an RDS DB instance resource
- And: 'Engine' is one of 'mariadb', 'mysql'
- And: 'EnableCloudwatchLogsExports' has been specified
- And: 'EnableCloudwatchLogsExports' value is a non-empty and all supported log types
Proactive controls

# are enabled - 'audit', 'error', 'general', 'slowquery'
# Then: PASS
# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is 'postgres'
# And: 'EnableCloudwatchLogsExports' has been specified
# And: 'EnableCloudwatchLogsExports' value is a non-empty and all supported log types
# are enabled - 'postgresql', 'upgrade'
# Then: PASS
# Scenario: 8
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is one of 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex',
# 'sqlserver-web'
# And: 'EnableCloudwatchLogsExports' has been specified
# And: 'EnableCloudwatchLogsExports' value is a non-empty and all supported log types
# are enabled - 'agent', 'error'
# Then: PASS
# Scenario: 9
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is one of 'oracle-ee', 'oracle-se2', 'oracle-ee-cdb', 'oracle-se2-cdb',
# 'oracle-se1-cdb', 'oracle-se',
# 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se',
# 'sqlserver-ex', 'sqlserver-web'
#
# Constants
#
let RDS_DB_INSTANCE_TYPE = "AWS::RDS::DBInstance"
let INPUT_DOCUMENT = this
let SUPPORTED_RDS_INSTANCE_ENGINES = [
  "mariadb", "mysql", "oracle-ee", "oracle-ee-cdb", "oracle-se2",
  "oracle-se2-cdb", "postgres", "sqlserver-ee", "sqlserver-se",
  "sqlserver-ex", "sqlserver-web"
]
let MYSQL_OR_MARIA_ENGINES_SUBTYPES = [ "mariadb", "mysql" ]
let POSTGRES_ENGINES_SUBTYPES = [ "postgres" ]
let SQLSERVER_ENGINES_SUBTYPES = [ "sqlserver-ee", "sqlserver-se", "sqlserver-ex",
  "sqlserver-web" ]
let ORACLE_ENGINES_SUBTYPES = [ "oracle-ee", "oracle-se2", "oracle-se1", "oracle-se" ]
let MYSQL_OR_MARIA_SUPPORTED_LOG_TYPES = [ "audit", "error", "general", "slowquery" ]
let POSTGRES_SUPPORTED_LOG_TYPES = [ "postgresql", "upgrade" ]
let SQLSERVER_SUPPORTED_LOG_TYPES = [ "agent", "error" ]
let ORACLE_SUPPORTED_LOG_TYPES = [ "alert", "audit", "listener", "oemagent", "trace" ]
#
# Assignments
#
let rds_db_instances = Resources.*[ Type == %RDS_DB_INSTANCE_TYPE ]
#
# Primary Rules
#
rule rds_instance_logging_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
  %rds_db_instances not empty {
    check(%rds_db_instances.Properties)
    <<
[CT.RDS.PR.14]: Require an Amazon RDS database instance to have logging configured

[FIX]: Specify 'EnableCloudwatchLogsExports' with a list of all supported log
types for the Amazon RDS database instance engine.

```python
rule rds_instance_logging_enabled_check when is_cfn_hook(%INPUT_DOCUMENT,
%RDS_DB_INSTANCE_TYPE) {
  check(%INPUT_DOCUMENT.%RDS_DB_INSTANCE_TYPE.resourceProperties)
  <<
  [CT.RDS.PR.14]: Require an Amazon RDS database instance to have logging configured
  [FIX]: Specify 'EnableCloudwatchLogsExports' with a list of all supported log
types for the Amazon RDS database instance engine.
  >>
}
```

# Parameterized Rules
#
rule check(rds_db_instance) {
  %rds_db_instance [filter_engine(this)] {
    # Scenario: 3
    EnableCloudwatchLogsExports exists
    check_is_list_and_not_empty(EnableCloudwatchLogsExports)
  }
  # Scenario: 4 and 5
  when Engine IN %MYSQL_OR_MARIA_ENGINES_SUBTYPES {
    %MYSQL_OR_MARIA_SUPPORTED_LOG_TYPES.* IN EnableCloudwatchLogsExports[*]
    EnableCloudwatchLogsExports.* IN %MYSQL_OR_MARIA_SUPPORTED_LOG_TYPES[*]
  }
  # Scenario: 4 and 6
  when Engine IN %POSTGRES_ENGINES_SUBTYPES {
    %POSTGRES_SUPPORTED_LOG_TYPES.* IN EnableCloudwatchLogsExports[*]
    EnableCloudwatchLogsExports.* IN %POSTGRES_SUPPORTED_LOG_TYPES[*]
  }
  # Scenario: 4 and 7
  when Engine IN %SQLSERVER_ENGINES_SUBTYPES {
    %SQLSERVER_SUPPORTED_LOG_TYPES.* IN EnableCloudwatchLogsExports[*]
    EnableCloudwatchLogsExports.* IN %SQLSERVER_SUPPORTED_LOG_TYPES[*]
  }
  # Scenario: 4 and 8
  when Engine IN %ORACLE_ENGINES_SUBTYPES {
    %ORACLE_SUPPORTED_LOG_TYPES.* IN EnableCloudwatchLogsExports[*]
    EnableCloudwatchLogsExports.* IN %ORACLE_SUPPORTED_LOG_TYPES[*]
  }
}

rule filter_engine(db_properties) {
  %db_properties {
    # Scenario: 2
    Engine exists
    Engine in %SUPPORTED_RDS_INSTANCE_ENGINES
  }
}

# Utility Rules
#
rule check_is_list_and_not_empty(value) {
  %value {
    this is_list
    this not empty
  }
}
CT.RDS.PR.14 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
DBInstanceSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: RDS DB instance secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "examplemasteruser"}
      GenerateStringKey: password
      PasswordLength: 22
      ExcludeCharacters: '"/@\'
    DBInstance:
      Type: AWS::RDS::DBInstance
      Properties:
        Engine: mysql
        EngineVersion: 5.7
        DBInstanceClass: db.m5.large
        StorageType: gp2
        AllocatedStorage: 5
        MasterUsername:
          Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
        MasterUserPassword:
          Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
        StorageEncrypted: true
        EnableCloudwatchLogsExports:
          - error
          - general
          - slowquery
          - audit
        DeletionPolicy: Delete

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
DBInstanceSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: RDS DB instance secret
[CT.RDS.PR.15] Require that an Amazon RDS instance does not create DB security groups

This control checks whether any Amazon Relational Database Service (RDS) database (DB) security groups are created by, or associated to, an RDS DB instance, because DB security groups are intended for the EC2-Classic platform only.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::DBInstance, AWS::RDS::DBSecurityGroup
- **AWS CloudFormation guard rule:** [CT.RDS.PR.15 rule specification (p. 1293)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.15 rule specification (p. 1293)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.15 example templates (p. 1296)]

**Explanation**

We recommend that all Amazon Relational Database Service (RDS) databases use Amazon VPC security groups to secure their access. Amazon DB security groups are for the EC2-Classic platform only, and they are not recommended for use.

**Remediation for rule failure**

Omit the DBSecurityGroups property. Instead, configure Amazon VPC security groups by means of the VPCSecurityGroups property.

The examples that follow show how to implement this remediation.
Amazon RDS DB Instance - Example

Amazon RDS DB instance configured with an Amazon VPC security group. The example is shown in JSON and in YAML.

JSON example

```
{
  "DBInstance": {  
    "Type": "AWS::RDS::DBInstance",  
    "Properties": {  
      "Engine": "mysql",  
      "EngineVersion": 5.7,  
      "DBInstanceClass": "db.t3.small",  
      "StorageType": "gp2",  
      "AllocatedStorage": 5,  
      "MasterUsername": {  
        "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::username}}"  
      },  
      "MasterUserPassword": {  
        "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}"  
      },  
      "StorageEncrypted": true,  
      "Port": 6733,  
      "DBSubnetGroupName": {  
        "Ref": "DBSubnetGroup"  
      },  
      "VPCSecurityGroups": [  
        {  
          "Ref": "SecurityGroup"  
        }  
      ]  
    }  
  }  
}
```

YAML example

```
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: mysql
    EngineVersion: 5.7
    DBInstanceClass: db.t3.small
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    StorageEncrypted: true
    Port: 6733
    DBSubnetGroupName: !Ref 'DBSubnetGroup'
    VPCSecurityGroups:
      - !Ref 'SecurityGroup'
```

CT.RDS.PR.15 rule specification
# Rule Identifier:
#   rds_db_security_group_not_allowed_check
#
# Description:
#   This control checks whether any Amazon Relational Database Service (RDS) database (DB)
#   security groups are created by, or associated to, an RDS DB instance, because DB security
#   groups are intended for the EC2-Classic platform only.
#
# Reports on:
#   AWS::RDS::DBSecurityGroup, AWS::RDS::DBInstance
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#      And: The input document does not contain any DB security group resources
#      And: The input document does not contain any RDS DB instance resources
#      Then: SKIP
#   Scenario: 2
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#      And: The input document contains a DB security group resource
#      Then: FAIL
#   Scenario: 3
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#      And: The input document does not contain any DBsecurity group resources
#      And: The input document contains an RDS DB instance resource
#      And: 'DBSecurityGroups' has been specified on the RDS DB instance as a non empty
#      list
#      Then: FAIL
#   Scenario: 4
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#      And: The input document does not contain any DB security group resources
#      And: The input document contains an RDS DB instance resource
#      And: 'DBSecurityGroups' has not been specified on the RDS DB instance or specified
#      as an empty list
#      Then: PASS
#
# Constants
#
let DB_INSTANCE_TYPE = "AWS::RDS::DBInstance"
let DB_SECURITY_GROUP_TYPE = "AWS::RDS::DBSecurityGroup"
let INPUT_DOCUMENT = this
#
# Assignments
#
let db_instances = Resources.*[ Type == %DB_INSTANCE_TYPE ]
let db_security_groups = Resources.*[ Type == %DB_SECURITY_GROUP_TYPE ]
#
# Primary Rules
#
rule rds_db_security_group_not_allowed_check when is_cfn_template(this)
    %db_security_groups not empty {
        check_db_security_group(%db_security_groups)
        <<
        [CT.RDS.PR.15]: Require that an Amazon RDS instance does not create DB security groups
        [FIX]: Omit the 'DBSecurityGroups' property. Instead, configure Amazon VPC security groups by means of the 'VPCSecurityGroups' property.
        >>
    }

rule rds_db_security_group_not_allowed_check when is_cfn_template(this)
    %db_instances not empty {
        check_db_instance(%db_instances.Properties)
        <<
        [CT.RDS.PR.15]: Require that an Amazon RDS instance does not create DB security groups
        [FIX]: Omit the 'DBSecurityGroups' property. Instead, configure Amazon VPC security groups by means of the 'VPCSecurityGroups' property.
        >>
    }

rule rds_db_security_group_not_allowed_check when is_cfn_hook(%INPUT_DOCUMENT, %DB_SECURITY_GROUP_TYPE) {
    check_db_security_group(%INPUT_DOCUMENT.%DB_SECURITY_GROUP_TYPE)
    <<
    [CT.RDS.PR.15]: Require that an Amazon RDS instance does not create DB security groups
    [FIX]: Omit the 'DBSecurityGroups' property. Instead, configure Amazon VPC security groups by means of the 'VPCSecurityGroups' property.
    >>
}

rule rds_db_security_group_not_allowed_check when is_cfn_hook(%INPUT_DOCUMENT, %DB_INSTANCE_TYPE) {
    check_db_instance(%INPUT_DOCUMENT.%DB_INSTANCE_TYPE.resourceProperties)
    <<
    [CT.RDS.PR.15]: Require that an Amazon RDS instance does not create DB security groups
    [FIX]: Omit the 'DBSecurityGroups' property. Instead, configure Amazon VPC security groups by means of the 'VPCSecurityGroups' property.
    >>
}

# Parameterized Rules
#
rule check_db_security_group(db_security_group) {
    # Scenario 2
    %db_security_group empty
}

rule check_db_instance(db_instance) {
    %db_instance {
        # Scenario 3 and 4
        DBSecurityGroups not exists or
        check_is_empty_list(this)
    }
}

rule check_is_empty_list(db_instance_configuration) {
    %db_instance_configuration {
        DBSecurityGroups is_list
        DBSecurityGroups empty
    }
}
CT.RDS.PR.15 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:

VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsHostnames: true
    EnableDnsSupport: true
  SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
      CidrBlock: 10.0.96.0/19
      AvailabilityZone:Fn::Select:
        - '0'
        - Fn::GetAZs:{Ref: 'AWS::Region'}
      VpcId:
        Ref: VPC
  SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
      CidrBlock: 10.0.128.0/19
      AvailabilityZone:Fn::Select:
        - '1'
        - Fn::GetAZs:{Ref: 'AWS::Region'}
      VpcId:
        Ref: VPC
  DBSubnetGroup:
    Type: AWS::RDS::DBSubnetGroup
    Properties:
      DBSubnetGroupDescription: DB subnet group
      SubnetIds:
        - Ref: SubnetOne
        - Ref: SubnetTwo
  DBInstanceSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: RDS DB instance secret
      GenerateSecretString:
        SecretStringTemplate:'{"username": "examplemasterusername"}'}
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
DBSecurityGroup:
  Type: AWS::RDS::DBSecurityGroup
  Properties:
    DBSecurityGroupIngress:
      - CIDRIP: "0.0.0.0/0"
    GroupDescription: "Ingress for Amazon EC2 security group"

[CT.RDS.PR.16] Require an Amazon RDS database cluster to have encryption at rest configured

This control checks whether the storage encryption is configured on Amazon Relational Database Service (RDS) database (DB) clusters that are not being restored from an existing cluster.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::DBCluster
- **AWS CloudFormation guard rule:** [CT.RDS.PR.16 rule specification](p. 1299)
Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.RDS.PR.16 rule specification (p. 1299)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.RDS.PR.16 example templates (p. 1302)

Explanation

We recommend that you configure your Amazon RDS DB clusters to be encrypted at rest, to give an added layer of security for your sensitive data. To encrypt your RDS DB clusters and snapshots at rest, enable the encryption option for your RDS DB clusters. Data that is encrypted at rest includes the underlying storage for DB clusters, its automated backups, read replicas, and snapshots.

Encrypted RDS DB clusters use the open standard AES-256 encryption algorithm to encrypt your data on the server that hosts the clusters. After your data is encrypted, Amazon RDS handles authentication of access and decryption of your data with a minimal impact on performance. You do not need to modify your database client applications to use encryption.

Usage considerations

- This control applies only to Amazon RDS DB clusters that are not being restored from an existing cluster or created as a read replica. (For example, when SourceDBClusterIdentifier or ReplicationSourceIdentifier properties have been provided.)

Remediation for rule failure

Set StorageEncrypted to true.

The examples that follow show how to implement this remediation.

Amazon RDS DB Cluster - Example

Amazon RDS DB cluster configured with storage encryption enabled. The example is shown in JSON and in YAML.

JSON example

```json
{
  "DBCluster": {
    "Type": "AWS::RDS::DBCluster",
    "Properties": {
      "Engine": "aurora-mysql",
      "MasterUsername": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBClusterSecret}::username}}"
      },
      "MasterUserPassword": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBClusterSecret}::password}}"
      },
      "StorageEncrypted": true
    }
  }
}
```

YAML example

```yaml
1298
DBCluster:
  Type: AWS::RDS::DBCluster
  Properties:
    Engine: aurora-mysql
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBClusterSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBClusterSecret}::password}}'
    StorageEncrypted: true

CT.RDS.PR.16 rule specification

# ##########################################################################################################
##       Rule Specification        ##
##########################################################################################################

# Rule Identifier:
#   rds_cluster_storage_encrypted_check
#
# Description:
#   This control checks whether the storage encryption is configured on Amazon Relational Database Service (RDS) database (DB) clusters that are not being restored from an existing cluster.
#
# Reports on:
#   AWS::RDS::DBCluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#      And: The input document does not contain any RDS DB cluster resources
#      Then: SKIP
#   Scenario: 2
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#      And: The input document contains an RDS DB cluster resource
#      And: 'SourceDBClusterIdentifier' or 'ReplicationSourceIdentifier' has been provided
#      Then: SKIP
#   Scenario: 3
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#      And: The input document contains an RDS DB cluster resource
#      And: 'SourceDBClusterIdentifier' or 'ReplicationSourceIdentifier' has not been provided
#      And: 'StorageEncrypted' has not been provided
#      Then: FAIL
#   Scenario: 4
#      Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#      And: The input document contains an RDS DB cluster resource
#      And: 'SourceDBClusterIdentifier' or 'ReplicationSourceIdentifier' has not been provided
#      And: 'StorageEncrypted' has been provided and set to bool(false)
#      Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB cluster resource
# And: 'SourceDBClusterIdentifier' or 'ReplicationSourceIdentifier' has not been provided
# And: 'StorageEncrypted' has been provided and set to bool(true)
# Then: PASS

# Constants

let RDS_CLUSTER_TYPE = "AWS::RDS::DBCluster"
let INPUT_DOCUMENT = this

# Assignments

let rds_cluster = Resources.*[ Type == %RDS_CLUSTER_TYPE ]

# Primary Rules

rule rds_cluster_storage_encrypted_check when is_cfn_template(%INPUT_DOCUMENT) {
  %rds_cluster not empty {
    check(%rds_cluster.Properties) <<
    [CT.RDS.PR.16]: Require an Amazon RDS database cluster to have encryption at rest configured
    [FIX]: Set 'StorageEncrypted' to 'true'.
  }
}

rule rds_cluster_storage_encrypted_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_CLUSTER_TYPE) {
  check(%INPUT_DOCUMENT.%RDS_CLUSTER_TYPE.resourceProperties) <<
  [CT.RDS.PR.16]: Require an Amazon RDS database cluster to have encryption at rest configured
  [FIX]: Set 'StorageEncrypted' to 'true'.
}

# Parameterized Rules

rule check(rds_cluster) {
  %rds_cluster {
    # Scenario 2
    filter_sources(this)
    
    # Scenario 3
    StorageEncrypted exists
    
    # Scenario 4 and 5
    StorageEncrypted == true
  }
}

rule filter_sources(rds_cluster) {
  %rds_cluster {
    # Scenario 2
    SourceDBClusterIdentifier not exists or
    filter_property_is_empty_string(SourceDBClusterIdentifier) or
    filter_is_not_valid_local_reference(%INPUTocument, SourceDBClusterIdentifier, "AWS::RDS::DBCluster")
ReplicationSourceIdentifier not exists or
filter_property_is_empty_string(ReplicationSourceIdentifier) or
filter_replication_source_identifier(ReplicationSourceIdentifier)

rule filter_property_is_empty_string(value) {
    %value {
        this is_string
        this == /\A\s*\z/
    }
}

rule filter_is_not_valid_local_reference(doc, reference_properties,
referenced_resource_type) {
    %reference_properties {
        this not is_string
        this is_struct
        when this.'Ref' exists {
            'Ref' {
                when query_for_resource(%doc, this, %referenced_resource_type) {
                    this not exists
                }
            }
            when this.'Ref' not exists {
                this exists
            }
        }
    }
rule filter_replication_source_identifier(reference_properties) {
    filter_is_not_valid_local_reference_via_join(%INPUT_DOCUMENT, %reference_properties, "AWS::RDS::DBCluster")
    filter_is_not_valid_local_reference_via_join(%INPUT_DOCUMENT, %reference_properties, "AWS::RDS::DBInstance")
}

rule filter_is_not_valid_local_reference_via_join(doc, reference_properties,
referenced_resource_type) {
    %reference_properties {
        this not is_string
        this is_struct
        when this.'Fn::Join' exists {
            'Fn::Join' {
                when filter_list_contains_valid_local_reference(this[1], %doc, %referenced_resource_type) {
                    this not exists
                }
            }
        }
        when this.'Fn::Join' not exists {
            this exists
        }
    }
rule filter_list_contains_valid_local_reference(list, doc, referenced_resource_type) {
    some %list.* {
        check_local_references(%doc, this, %referenced_resource_type)
    }
}
# Utility Rules

**rule is_cfn_template(doc) {**

%doc {
    AWSTemplateFormatVersion exists or
    Resources exists
}
}

**rule is_cfn_hook(doc, RESOURCE_TYPE) {**

%doc.%RESOURCE_TYPE.resourceProperties exists
}

**rule check_local_references(doc, reference_properties, referenced_resource_type) {**

%reference_properties {
    'Fn::GetAtt' {
        query_for_resource(%doc, this[0], %referenced_resource_type)
        \<<Local Stack reference was invalid>>
    } or Ref {
        query_for_resource(%doc, this, %referenced_resource_type)
        \<<Local Stack reference was invalid>>
    }
}
}

**rule query_for_resource(doc, resource_key, referenced_resource_type) {**

let referenced_resource = %doc.Resources[keys == %resource_key]
%referenced_resource not empty
%referenced_resource {
    Type == %referenced_resource_type
}
}

---

**CT.RDS.PR.16 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

**Resources:**

DBClusterSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: RDS Cluster secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "examplemasteruser"}'
      GenerateStringKey: password
      PasswordLength: 16
      ExcludeCharacters: '"@/

DBCluster:
  Type: AWS::RDS::DBCluster
  Properties:
    Engine: aurora-mysql
    MasterUsername:
      Fn::Sub: '{{resolve:secretsmanager:${DBClusterSecret}::username}}'
    MasterUserPassword:
      Fn::Sub: '{{resolve:secretsmanager:${DBClusterSecret}::password}}'
    StorageEncrypted: true
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:

DBClusterSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
  Description: RDS Cluster secret
  GenerateSecretString:
    SecretStringTemplate: '{"username": "examplemasteruser"}'
    GenerateStringKey: password
    PasswordLength: 16
    ExcludeCharacters: '"@/\'

DBCluster:
  Type: AWS::RDS::DBCluster
  Properties:
  Engine: aurora-mysql
  MasterUserName:
    Fn::Sub: '{{resolve:secretsmanager:${DBClusterSecret}::username}}'
  MasterUserPassword:
    Fn::Sub: '{{resolve:secretsmanager:${DBClusterSecret}::password}}'
  StorageEncrypted: false

[CT.RDS.PR.17] Require an Amazon RDS event notification subscription to have critical database instance events configured

This control checks whether your Amazon RDS event subscriptions for RDS instances are configured to notify on event categories of maintenance, failure, and configuration change.

- **Control objective**: Protect configurations
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::RDS::EventSubscription
- **AWS CloudFormation guard rule**: CT.RDS.PR.17 rule specification (p. 1305)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.RDS.PR.17 rule specification (p. 1305)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.RDS.PR.17 example templates (p. 1307)

Explanation

Amazon RDS event notifications use Amazon SNS to make you aware of changes in the availability or configuration of your RDS resources. These notifications allow for rapid response.

Usage considerations

- This control applies only to Amazon RDS Event Subscriptions for RDS instances (SourceType of db-instance).
Remediation for rule failure

When SourceType is set to db-instance, set Enabled to true and ensure that the parameter EventCategories contains maintenance, failure, and configuration change values.

The examples that follow show how to implement this remediation.

Amazon RDS Event Subscription - Example One

Amazon RDS Event Subscription for RDS instances configured to notify on all event categories. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "RDSEventSubscription": {
        "Type": "AWS::RDS::EventSubscription",
        "Properties": {
            "SnsTopicArn": {
                "Ref": "SnsTopic"
            },
            "SourceType": "db-instance",
            "Enabled": true
        }
    }
}
```

**YAML example**

```yaml
RDSEventSubscription:
    Type: AWS::RDS::EventSubscription
    Properties:
        SnsTopicArn: !Ref 'SnsTopic'
        SourceType: db-instance
        Enabled: true
```

The examples that follow show how to implement this remediation.

Amazon RDS Event Subscription - Example Two

Amazon RDS Event Subscription for RDS instances configured to notify on maintenance, failure, and configuration change event categories. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "RDSEventSubscription": {
        "Type": "AWS::RDS::EventSubscription",
        "Properties": {
            "SnsTopicArn": {
                "Ref": "SnsTopic"
            },
            "EventCategories": [
                "maintenance",
                "failure",
                "configuration_change"
            ]
        }
    }
}
```
YAML example

RDSEventSubscription:
  Type: AWS::RDS::EventSubscription
  Properties:
    SnsTopicArn: !Ref 'SnsTopic'
    EventCategories:
      - maintenance
      - failure
      - configuration change
    SourceType: db-instance
    Enabled: true

CT.RDS.PR.17 rule specification

# ###################################################################
##       Rule Specification       ##
###################################################################
#
# Rule Identifier:
#   rds_instance_event_notifications_configured_check
#
# Description:
#   Checks whether Amazon RDS event subscriptions for RDS instances are configured to
#   notify on event categories of 'maintenance', 'failure', and 'configuration change'.
#
# Reports on:
#   AWS::RDS::EventSubscription
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document does not contain any Amazon RDS event subscription
#     Resources
#     Then: SKIP
#
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document contains an Amazon RDS event subscription resource
#     And: 'SourceType' is provided and is not 'db-instance'
#     Then: SKIP
#
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document contains an Amazon RDS event subscription resource

"failure",
"configuration change"
],
"SourceType": "db-instance",
"Enabled": true
}
# Scenario: 4
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an Amazon RDS event subscription resource
# And: 'SourceType' is provided and is 'db-instance'
# And: 'Enabled' is provided and set to bool(true)
# And: 'EventCategories' does not contain 'maintenance', 'failure', and 'configuration change'
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an Amazon RDS event subscription resource
# And: 'SourceType' is provided and is 'db-instance'
# And: 'Enabled' is provided and set to bool(true)
# And: 'EventCategories' contains 'maintenance', 'failure', and 'configuration change'
# Then: PASS

# Scenario: 6
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an Amazon RDS event subscription resource
# And: 'SourceType' is provided and is 'db-instance'
# And: 'Enabled' is provided and set to bool(true)
# And: 'EventCategories' does not exist or is an empty list
# Then: PASS

# Constants

let RDS_EVENTSUBSCRIPTION_TYPE = "AWS::RDS::EventSubscription"
let INPUT_DOCUMENT = this
let EVENT_CATEGORIES = ["maintenance","failure","configuration change"]
let EVENT_SOURCE_TYPE = "db-instance"

# Assignments

let rds_event_subscriptions = Resources.*[ Type == %RDS_EVENTSUBSCRIPTION_TYPE ]

# Primary Rules

rule rds_instance_event_notifications_configured_check when
  is_cfn_template(%INPUT_DOCUMENT)
  %rds_event_subscriptions not empty {
    check(%rds_event_subscriptions.Properties)
    <<
    [CT.RDS.PR.17]: Require an Amazon RDS event notification subscription to have critical database instance events configured
    [FIX]: When 'SourceType' is set to 'db-instance', set 'Enabled' to true and ensure that the parameter 'EventCategories' contains 'maintenance', 'failure', and 'configuration change' values.
    >>
  }

rule rds_instance_event_notifications_configured_check when
  is_cfn_hook(%INPUT_DOCUMENT, %RDS_EVENTSUBSCRIPTION_TYPE) {
  check(%INPUT_DOCUMENT.%RDS_EVENTSUBSCRIPTION_TYPE.resourceProperties)
  <<
  [CT.RDS.PR.17]: Require an Amazon RDS event notification subscription to have critical database instance events configured
  [FIX]: When 'SourceType' is set to 'db-instance', set 'Enabled' to true and ensure that the parameter 'EventCategories' contains 'maintenance', 'failure', and 'configuration change' values.
## Parameterized Rules

```yaml
# rule check(resource) {
    %resource [SourceType == %EVENT_SOURCE_TYPE] {
        Enabled exists
        # Scenario 4
        Enabled == true
        # Scenario 5
        EventCategories not exists or
        # Scenario 6
        check_event_categories_for_required_events(EventCategories)
    }
}
```

```yaml
# rule check_event_categories_for_required_events(event_categories) {
    %event_categories {
        this exists
        this is_list
        this empty or
        %EVENT_CATEGORIES.* in this
    }
}
```

## Utility Rules

```yaml
# rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}
```

```yaml
# rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

### CT.RDS.PR.17 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

```
Resources:
SNSTopic:
    Type: AWS::SNS::Topic
    Properties: {}
RDSEventSubscription:
    Type: AWS::RDS::EventSubscription
    Properties:
        SnsTopicArn:
            Ref: SNSTopic
        SourceType: db-instance
        Enabled: true
```
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
SNSTopic:
  Type: AWS::SNS::Topic
  Properties: {}
RDSEventSubscription:
  Type: AWS::RDS::EventSubscription
  Properties:
    SnsTopicArn:
      Ref: SNSTopic
    EventCategories:
      - maintenance
      - failure
    SourceType: db-instance
    Enabled: true

[CT.RDS.PR.18] Require an Amazon RDS event notification subscription to have critical database parameter group events configured

This control checks whether your Amazon RDS event subscriptions for RDS parameter groups are configured to notify on event categories of configuration change.

• Control objective: Protect configurations
• Implementation: AWS CloudFormation Guard Rule
• Control behavior: Proactive
• Resource types: AWS::RDS::EventSubscription
• AWS CloudFormation guard rule: CT.RDS.PR.18 rule specification (p. 1310)

Details and examples

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.RDS.PR.18 rule specification (p. 1310)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.RDS.PR.18 example templates (p. 1312)

Explanation

Amazon RDS event notifications use Amazon SNS to make you aware of changes in the availability or configuration of your RDS resources. These notifications allow for rapid response.

Usage considerations

• This control applies only to Amazon RDS event subscriptions for RDS parameter groups (SourceType of db-parameter-group).

Remediation for rule failure

When SourceType is set to db-parameter-group, set Enabled to true and ensure that the parameter EventCategories contains configuration change as a value.

The examples that follow show how to implement this remediation.
Amazon RDS Event Subscription - Example One

Amazon RDS event subscription for RDS parameter groups configured to notify on all event categories. The example is shown in JSON and in YAML.

**JSON example**

```
{
    "RDSEventSubscription": {
        "Type": "AWS::RDS::EventSubscription",
        "Properties": {
            "SnsTopicArn": {
                "Ref": "SnsTopic"
            },
            "SourceType": "db-parameter-group",
            "Enabled": true
        }
    }
}
```

**YAML example**

```
RDSEventSubscription:
  Type: AWS::RDS::EventSubscription
  Properties:
    SnsTopicArn: !Ref 'SnsTopic'
    SourceType: db-parameter-group
    Enabled: true
```

The examples that follow show how to implement this remediation.

Amazon RDS Event Subscription - Example Two

Amazon RDS event subscription for RDS parameter groups configured to notify on the configuration change event category. The example is shown in JSON and in YAML.

**JSON example**

```
{
    "RDSEventSubscription": {
        "Type": "AWS::RDS::EventSubscription",
        "Properties": {
            "SnsTopicArn": {
                "Ref": "SnsTopic"
            },
            "EventCategories": [
                "configuration change"
            ],
            "SourceType": "db-parameter-group",
            "Enabled": true
        }
    }
}
```
YAML example

RDSEventSubscription:
  Type: AWS::RDS::EventSubscription
  Properties:
    SnsTopicArn: !Ref 'SnsTopic'
    EventCategories:
      - configuration change
   SourceType: db-parameter-group
    Enabled: true

CT.RDS.PR.18 rule specification

# ###########################################################################
# Rule Specification          #
# ###########################################################################
#
# Rule Identifier:
#   rds_pg_event_notifications_configured_check
#
# Description:
#   Checks whether Amazon RDS event subscriptions for RDS parameter groups are configured
to notify on event categories of 'configuration change'.
#
# Reports on:
#   AWS::RDS::EventSubscription
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#            And: The input document does not contain any RDS event subscription resources
#            Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#            And: The input document contains an RDS event subscription resource
#            And: 'SourceType' is provided and is not 'db-parameter-group'
#            Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#            And: The input document contains an RDS event subscription resource
#            And: 'SourceType' is 'db-parameter-group'
#            And: 'Enabled' is not provided or set to bool(false)
#            Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#            And: The input document contains an RDS event subscription resource
#            And: 'SourceType' is provided and is 'db-parameter-group'
#            And: 'Enabled' is provided and set to bool(true)
#            And: 'EventCategories' does not contain 'configuration change'
#            Then: FAIL
#   Scenario: 5
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#            And: The input document contains an RDS event subscription resource
#            And: 'SourceType' is provided and is 'db-parameter-group'
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an RDS event subscription resource
# And: 'SourceType' is provided and is 'db-parameter-group'
# And: 'Enabled' is provided and set to bool(true)
# And: 'EventCategories' contains 'configuration change'
# Then: PASS

# Constants
#
let RDS_EVENTSUBSCRIPTION_TYPE = "AWS::RDS::EventSubscription"
let INPUT_DOCUMENT = this
let EVENT_CATEGORIES = ["configuration change"]
let EVENT_SOURCE_TYPE = "db-parameter-group"

# Assignments
#
let rds_event_subscriptions = Resources.*[ Type == %RDS_EVENTSUBSCRIPTION_TYPE ]

# Primary Rules
#
rule rds_pg_event_notifications_configured_check when is_cfn_template(%INPUT_DOCUMENT) {
    %rds_event_subscriptions not empty  {
        check(%rds_event_subscriptions.Properties)
        
        [CT.RDS.PR.18]: Require an Amazon RDS event notification subscription to have critical database parameter group events configured
        [FIX]: When 'SourceType' is set to 'db-parameter-group', set 'Enabled' to true and ensure that the parameter 'EventCategories' contains 'configuration change' as a value.
    }
}

rule rds_pg_event_notifications_configured_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_EVENTSUBSCRIPTION_TYPE) {
    check(%INPUT_DOCUMENT.%RDS_EVENTSUBSCRIPTION_TYPE.resourceProperties)
    
    [CT.RDS.PR.18]: Require an Amazon RDS event notification subscription to have critical database parameter group events configured
    [FIX]: When 'SourceType' is set to 'db-parameter-group', set 'Enabled' to true and ensure that the parameter 'EventCategories' contains 'configuration change' as a value.
}

# Parameterized Rules
#
rule check(resource) {
    %resource [ SourceType == %EVENT_SOURCE_TYPE ] {
        Enabled exists
        # Scenario 4
        Enabled == true
        # Scenario 5
        EventCategories not exists or
        # Scenario 6
        EventCategories contains 'configuration change'
        
        check_event_categories_for_required_events(EventCategories)
    }
}

rule check_event_categories_for_required_events(event_categories) {
    %event_categories {

CT.RDS.PR.18 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
SNSTopic:
  Type: AWS::SNS::Topic
  Properties: {}
RDSEventSubscription:
  Type: AWS::RDS::EventSubscription
  Properties:
    SnsTopicArn:
      Ref: SNSTopic
    SourceType: db-parameter-group
    Enabled: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
SNSTopic:
  Type: AWS::SNS::Topic
  Properties: {}
RDSEventSubscription:
  Type: AWS::RDS::EventSubscription
  Properties:
    SnsTopicArn:
      Ref: SNSTopic
    SourceType: db-parameter-group
    Enabled: false
[CT.RDS.PR.19] Require an Amazon RDS event notifications subscription to have critical database security group events configured

This control checks whether your Amazon RDS event subscriptions for RDS security groups are configured to notify on event categories of failure and configuration change.

- **Control objective:** Protect configurations
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::EventSubscription
- **AWS CloudFormation guard rule:** [CT.RDS.PR.19 rule specification (p. 1314)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.19 rule specification (p. 1314)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.19 example templates (p. 1317)]

**Explanation**

Amazon RDS event notifications use Amazon SNS to make you aware of changes in the availability or configuration of your RDS resources. These notifications allow for a rapid response.

**Usage considerations**

- This control applies only to Amazon RDS Event Subscriptions for RDS security groups (SourceType of db-security-group)

**Remediation for rule failure**

When SourceType is set to db-security-group, set Enabled to true and ensure that the parameter EventCategories contains both failure and configuration change values.

The examples that follow show how to implement this remediation.

**Amazon RDS Event Subscription - Example One**

Amazon RDS Event Subscription for RDS security groups configured to notify on all event categories. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "RDSEventSubscription": {
      "Type": "AWS::RDS::EventSubscription",
      "Properties": {
         "SnsTopicArn": {
            "Ref": "SnsTopic"
         },
         "SourceType": "db-security-group",
         "Enabled": true
      }
   }
}
```
YAML example

RDSEventSubscription:
  Type: AWS::RDS::EventSubscription
  Properties:
    SnsTopicArn: !Ref 'SnsTopic'
    SourceType: db-security-group
    Enabled: true

The examples that follow show how to implement this remediation.

Amazon RDS Event Subscription - Example Two

Amazon RDS Event Subscription for RDS security groups configured to notify on failure and configuration change event categories. The example is shown in JSON and in YAML.

JSON example

```
{
  "RDSEventSubscription": {
    "Type": "AWS::RDS::EventSubscription",
    "Properties": {
      "SnsTopicArn": {
        "Ref": "SnsTopic"
      },
      "EventCategories": [
        "failure",
        "configuration change"
      ],
      "SourceType": "db-security-group",
      "Enabled": true
    }
  }
}
```

YAML example

RDSEventSubscription:
  Type: AWS::RDS::EventSubscription
  Properties:
    SnsTopicArn: !Ref 'SnsTopic'
    EventCategories:
      - failure
      - configuration change
    SourceType: db-security-group
    Enabled: true

CT.RDS.PR.19 rule specification

```
# ################################################################
## Rule Specification
```
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# Proactive controls
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### rds_sg_event_notifications_configured_check

**Rule Identifier:**
- rds_sg_event_notifications_configured_check

**Description:**
- Checks whether an Amazon RDS event subscription for RDS security groups are configured to notify on event categories of 'failure' and 'configuration change'.

**Reports on:**
- AWS::RDS::EventSubscription

**Evaluates:**
- AWS CloudFormation, AWS CloudFormation hook

**Rule Parameters:**
- None

**Scenarios:**

1. **Scenario:** Given: The input document is an AWS CloudFormation or CloudFormation hook document And: The input document does not contain any Amazon RDS event subscription resources Then: SKIP

2. **Scenario:** Given: The input document is an AWS CloudFormation or CloudFormation hook document And: The input document contains an Amazon RDS event subscription resource And: 'SourceType' is provided and is not 'db-security-group' Then: SKIP

3. **Scenario:** Given: The input document is an AWS CloudFormation or CloudFormation hook document And: The input document contains an Amazon RDS event subscription resource And: 'SourceType' is 'db-security-group' And: 'Enabled' is not provided or set to bool(false) Then: FAIL

4. **Scenario:** Given: The input document is an AWS CloudFormation or CloudFormation hook document And: The input document contains an Amazon RDS event subscription resource And: 'Enabled' is provided and set to bool(true) And: 'EventCategories' does not contain both 'failure' and 'configuration change' Then: FAIL

5. **Scenario:** Given: The input document is an AWS CloudFormation or CloudFormation hook document And: The input document contains an Amazon RDS event subscription resource And: 'SourceType' is provided and is 'db-security-group' And: 'Enabled' is provided and set to bool(true) And: 'EventCategories' does not exist or is an empty list Then: PASS

6. **Scenario:** Given: The input document is an AWS CloudFormation or CloudFormation hook document And: The input document contains an Amazon RDS event subscription resource And: 'SourceType' is provided and is 'db-security-group' And: 'Enabled' is provided and set to bool(true) And: 'EventCategories' contains both 'failure' and 'configuration change' Then: PASS

**Constants**

```javascript
let RDS_EVENTSUBSCRIPTION_TYPE = "AWS::RDS::EventSubscription"
let INPUT_DOCUMENT = this
let EVENT_CATEGORIES = ["failure", "configuration change"]
let EVENT_SOURCE_TYPE = "db-security-group"
```
# Assignments

let rds_event_subscriptions = Resources.*[ Type == %RDS_EVENTSUBSCRIPTION_TYPE ]

# Primary Rules

rule rds_sg_event_notifications_configured_check when is_cfn_template(%INPUT_DOCUMENT)
  %rds_event_subscriptions not empty {
    check(%rds_event_subscriptions.Properties)
    <<
    [CT.RDS.PR.19]: Require an Amazon RDS event notifications subscription to have critical database security group events configured
    [FIX]: When 'SourceType' is set to 'db-security-group', set 'Enabled' to true and ensure that the parameter 'EventCategories' contains both 'failure' and 'configuration change' values.
    >>
  }

rule rds_sg_event_notifications_configured_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_EVENTSUBSCRIPTION_TYPE) {
  check(%INPUT_DOCUMENT.%RDS_EVENTSUBSCRIPTION_TYPE.resourceProperties)
  <<
  [CT.RDS.PR.19]: Require an Amazon RDS event notifications subscription to have critical database security group events configured
  [FIX]: When 'SourceType' is set to 'db-security-group', set 'Enabled' to true and ensure that the parameter 'EventCategories' contains both 'failure' and 'configuration change' values.
  >>
}

# Parameterized Rules

rule check(resource) {
  %resource [ SourceType == %EVENT_SOURCE_TYPE ] {
    Enabled exists
    # Scenario 4
    Enabled == true
    # Scenario 5
    EventCategories not exists or
    # Scenario 6
    check_event_categories_for_required_events(EventCategories)
  }
}

rule check_event_categories_for_required_events(event_categories) {
  %event_categories {
    this exists
    this is_list
    this empty or
    %EVENT_CATEGORIES.* in this
  }
}

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
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CT.RDS.PR.19 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
SNSTopic:
  Type: AWS::SNS::Topic
  Properties: {}
RDSEventSubscription:
  Type: AWS::RDS::EventSubscription
  Properties:
    SnsTopicArn:
      Ref: SNSTopic
    SourceType: db-security-group
    Enabled: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
SNSTopic:
  Type: AWS::SNS::Topic
  Properties: {}
RDSEventSubscription:
  Type: AWS::RDS::EventSubscription
  Properties:
    SnsTopicArn:
      Ref: SNSTopic
    EventCategories:
      - failure
    SourceType: db-security-group
    Enabled: true

[CT.RDS.PR.20] Require an Amazon RDS database instance not to use a database engine default port

This control checks whether Amazon Relational Database Service (RDS) database instances are configured for default database port for their specific engine types.

- **Control objective**: Limit network access
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::RDS::DBInstance
- **AWS CloudFormation guard rule**: [CT.RDS.PR.20 rule specification](p. 1320)

Details and examples
For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the:
CT.RDS.PR.20 rule specification (p. 1320)

For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.RDS.PR.20
template examples (p. 1323)

Explanation

If you use a known port to deploy an Amazon RDS cluster or instance, an attacker can guess information
about the cluster or instance. The attacker can use this information in conjunction with other
information to connect to an Amazon RDS cluster or instance, or to gain additional information about
your application.

When you change the port, you must also update the existing connection strings that were used to
connect to the old port. You also should check the security group of the DB instance to ensure that it
includes an ingress rule that allows connectivity on the new port.

Usage considerations

• This control applies only to Amazon RDS DB engine types mariadb, mysql, oracle-
ee, oracle-se2, oracle-ee-cdb, oracle-se2-cdb, postgres, sqlserver-ee, sqlserver-se, sqlserver-ex and sqlserver-web.

Remediation for rule failure

Set a value for Port that is different than the default value for the Amazon RDS DB instance engine
type.

The examples that follow show how to implement this remediation.

Amazon RDS DB Instance - Example One

Amazon RDS DB instance configured with a port that's different than the mysql engine default port. The
example is shown in JSON and in YAML.

JSON example

```json
{
  "DBInstance": {
    "Type": "AWS::RDS::DBInstance",
    "Properties": {
      "Engine": "mysql",
      "EngineVersion": 5.7,
      "DBInstanceClass": "db.m5.large",
      "StorageType": "gp2",
      "AllocatedStorage": 5,
      "MasterUsername": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::username}}"
      },
      "MasterUserPassword": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}"
      },
      "StorageEncrypted": true,
      "Port": 6733
    },
    "DeletionPolicy": "Delete"
  }
}
```
The examples that follow show how to implement this remediation.

Amazon RDS DB Instance - Example Two

Amazon RDS DB instance configured with a port that's different than the \texttt{postgres} engine default port. The example is shown in JSON and in YAML.

**JSON example**

```
{
   "DBInstance": {
      "Type": "AWS::RDS::DBInstance",
      "Properties": {
         "Engine": "postgres",
         "EngineVersion": 14.2,
         "DBInstanceClass": "db.m5.large",
         "StorageType": "gp2",
         "AllocatedStorage": 5,
         "MasterUsername": {
            "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::username}}"
         },
         "MasterUserPassword": {
            "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}"
         },
         "Port": 5723
      },
      "DeletionPolicy": "Delete"
   }
}
```

**YAML example**

```
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
```

MasterUsername: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
Port: 5723
DeletionPolicy: Delete

CT.RDS.PR.20 rule specification

```
# #######################################################################
##       Rule Specification        
# #######################################################################
# # Rule Identifier: 
#    rds_instance_no_default_ports_check 
# # Description: 
#   This control checks whether Amazon Relational Database Service (RDS) database instances 
#   are configured for default database port for their specific engine types. 
# # Reports on: 
#   AWS::RDS::DBInstance 
# # Evaluates: 
#   AWS CloudFormation, AWS CloudFormation hook 
# # Rule Parameters: 
#   None 
# # Scenarios: 
#   Scenario: 1 
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
#        document 
#        And: The input document does not contain any Amazon RDS DB instance resources 
#     Then: SKIP 
#   Scenario: 2 
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
#        document 
#     Then: SKIP 
#   Scenario: 3 
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
#        document 
#     Then: FAIL 
#   Scenario: 4 
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
#        document 
#     Then: FAIL 
```
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is one of 'mariadb', 'mysql'
# And: 'Port' has been specified
# And: 'Port' value is not equal to '3306'
# Then: PASS

# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is 'postgres'
# And: 'Port' has been specified
# And: 'Port' value is not equal to '5432'
# Then: PASS

# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is one of 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
# And: 'Port' has been specified
# And: 'Port' value is not equal to '1433'
# Then: PASS

# Scenario: 8
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB instance resource
# And: 'Engine' is one of 'oracle-ee', 'oracle-se2', 'oracle-ee-cdb', 'oracle-se2-cdb',
# And: 'Port' has been specified
# And: 'Port' value is not equal to '1521'
# Then: PASS

# Constants
#
let RDS_DB_INSTANCE_TYPE = "AWS::RDS::DBInstance"
let INPUT_DOCUMENT = this
let ORACLE_ENGINES = [ "oracle-ee", "oracle-se2", "oracle-se1", "oracle-se" ]
let SQLSERVER_ENGINES = [ "sqlserver-ee", "sqlserver-se", "sqlserver-ex", "sqlserver-web" ]
let MYSQL_OR_MARIA_ENGINES = [ "mariadb", "mysql" ]
let POSTGRES_ENGINES = [ "postgres" ]
let MYSQL_MARIA_DEFAULT_PORTS = [3306, "3306"]
let POSTGRES_DEFAULT_PORTS = [5432, "5432"]
let SQL_DEFAULT_PORTS = [1433, "1433"]
let ORACLE_DEFAULT_PORTS = [1521, "1521"]

# Assignments
#
let rds_db_instances = Resources.*[ Type == %RDS_DB_INSTANCE_TYPE ]

# Primary Rules
#
rule rds_instance_no_default_ports_check when is_cfn_template(%INPUT_DOCUMENT)
%rds_db_instances not empty {
    check(%rds_db_instances.Properties)
    [CT.RDS.PR.20]: Require an Amazon RDS database instance not to use a database engine default port
    [FIX]: Set a value for 'Port' that is different than the default value for the Amazon RDS DB instance engine type.
}
rule rds_instance_no_default_ports_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_INSTANCE_TYPE) {
    check(%INPUT_DOCUMENT.%RDS_DB_INSTANCE_TYPE.resourceProperties)
    >>
    [CT.RDS.PR.20]: Require an Amazon RDS database instance not to use a database engine default port
    [FIX]: Set a value for 'Port' that is different than the default value for the Amazon RDS DB instance engine type.
}

# Parameterized Rules
#
rule check(rds_db_instance) {
# Scenario: 4 and 5
%rds_db_instance[ filter_engine(this, %MYSQL_OR_MARIA_ENGINES) ] {
    check_port(Port, %MYSQL_MARIA_DEFAULT_PORTS)
}

# Scenario: 4 and 6
%rds_db_instance[ filter_engine(this, %POSTGRES_ENGINES) ] {
    check_port(Port, %POSTGRES_DEFAULT_PORTS)
}

# Scenario: 4 and 7
%rds_db_instance[ filter_engine(this, %SQLSERVER_ENGINES) ] {
    check_port(Port, %SQL_DEFAULT_PORTS)
}

# Scenario: 4 and 8
%rds_db_instance[ filter_engine(this, %ORACLE_ENGINES) ] {
    check_port(Port, %ORACLE_DEFAULT_PORTS)
}
}

rule filter_engine(db_properties, engine) {
    %db_properties {
        # Scenario: 2
        Engine exists
        Engine is_string
        Engine in %engine
    }
}

rule check_port(port, default_ports) {
    # Scenario: 3
    %port exists
    %port not in %default_ports
}

# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
CT.RDS.PR.20 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```
Resources:
  DBInstanceSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: RDS DB instance secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "testUser"}'
        GenerateStringKey: password
        PasswordLength: 22
        ExcludeCharacters: '"@/\'
  DBInstance:
    Type: AWS::RDS::DBInstance
    Properties:
      Engine: mysql
      EngineVersion: 5.7
      DBInstanceClass: db.m5.large
      StorageType: gp2
      AllocatedStorage: 5
      MasterUsername:
        Fn::Sub: '{{$resolve:secretsmanager:${DBInstanceSecret}::username}}'
      MasterUserPassword:
        Fn::Sub: '{{$resolve:secretsmanager:${DBInstanceSecret}::password}}'
      Port: 6733
      DeletionPolicy: Delete
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
  DBInstanceSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: RDS DB instance secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "testUser"}'
        GenerateStringKey: password
        PasswordLength: 22
        ExcludeCharacters: '"@/\'
  DBInstance:
    Type: AWS::RDS::DBInstance
    Properties:
      Engine: mysql
      EngineVersion: 5.7
      DBInstanceClass: db.m5.large
      StorageType: gp2
      AllocatedStorage: 5
      MasterUsername:
        Fn::Sub: '{{$resolve:secretsmanager:${DBInstanceSecret}::username}}'
      MasterUserPassword:
        Fn::Sub: '{{$resolve:secretsmanager:${DBInstanceSecret}::password}}'
      Port: 3306
      DeletionPolicy: Delete
```
[CT.RDS.PR.21] Require an Amazon RDS DB cluster to have a unique administrator username

This control checks whether an Amazon Relational Database Service (RDS) database (DB) cluster has changed the administrator username from its default value.

- **Control objective**: Protect configurations
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::RDS::DBCluster
- **AWS CloudFormation guard rule**: [CT.RDS.PR.21 rule specification](p. 1325)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.21 rule specification](p. 1325)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.21 example templates](p. 1327)

Explanation

When you create an Amazon RDS database, we recommend that you change the default administrator username to a unique value. Default user names are public knowledge, and they should be changed, because changing these user names reduces the risk of unintended access.

**Usage considerations**

- This control applies only to Amazon RDS DB clusters that set the `MasterUsername` property.

Remediation for rule failure

Set `MasterUsername` to a value other than `admin` or `postgres`.

The examples that follow show how to implement this remediation.

**Amazon RDS DB Cluster - Example**

Amazon RDS DB cluster configured with a unique administrator username. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "DBCluster": {
        "Type": "AWS::RDS::DBCluster",
        "Properties": {
            "Engine": "aurora-mysql",
            "MasterUsername": "samplemasteruser",
            "MasterUserPassword": {
                "Fn::Sub": "{{resolve:secretsmanager:${RDSClusterSecret}::password}}",
            },
            "DBSubnetGroupName": {
                "Ref": "DBSubnetGroup"
            }
        }
    }
}
```
YAML example

```
DBCluster:
  Type: AWS::RDS::DBCluster
  Properties:
    Engine: aurora-mysql
    MasterUsername: samplemasteruser
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${RDSClusterSecret}::password}}'
    DBSubnetGroupName: !Ref 'DBSubnetGroup'
```

CT.RDS.PR.21 rule specification

```
# ###################################
##       Rule Specification        ##
####################################
#
# Rule Identifier:
#   rds_cluster_default_admin_check
#
# Description:
#   This control checks whether an Amazon Relational Database Service (RDS) database (DB) cluster has changed the administrator username from its default value.
#
# Reports on:
#   AWS::RDS::DBCluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#           And: The input document does not contain any RDS DB cluster resources
#           Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#           And: The input document contains an RDS DB cluster resource
#           And: 'MasterUsername' has not been provided
#           Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#           And: The input document contains an RDS DB cluster resource
#           And: 'MasterUsername' has been provided and it is set to 'admin' or 'postgres'
#           Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#           And: The input document contains an RDS DB cluster resource
#           And: 'MasterUsername' has been provided and is not set to 'admin' or 'postgres'
#           Then: PASS
```
# Constants

let RDS_DB_CLUSTER_TYPE = "AWS::RDS::DBCluster"
let DISALLOWED_MASTER_USERNAMES = ["admin", "postgres"]
let INPUT_DOCUMENT = this

# Assignments

let db_clusters = Resources.*[ Type == %RDS_DB_CLUSTER_TYPE ]

# Primary Rules

rule rds_cluster_default_admin_check when is_cfn_template(%INPUT_DOCUMENT) {
  %db_clusters not empty {
    check(%db_clusters.Properties)
    %db_clusters not empty {
      <<
        [CT.RDS.PR.21]: Require an Amazon RDS DB cluster to have a unique administrator username
        [FIX]: Set 'MasterUsername' to a value other than 'admin' or 'postgres'.
      >>
    }
  }
}

rule rds_cluster_default_admin_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_CLUSTER_TYPE) {
  check(%INPUT_DOCUMENT.%RDS_DB_CLUSTER_TYPE.resourceProperties)
  <<
    [CT.RDS.PR.21]: Require an Amazon RDS DB cluster to have a unique administrator username
    [FIX]: Set 'MasterUsername' to a value other than 'admin' or 'postgres'.
  >>
}

rule check(db_cluster) {
  %db_cluster [
    # scenario 2
    filter_master_username_provided(this)
  ] {
    # scenario 3 and 4
    MasterUsername not in %DISALLOWED_MASTER_USERNAMES
  }
}

# Utility Rules

rule filter_master_username_provided(dbcluster_properties) {
  %dbcluster_properties{
    MasterUsername exists
  }
}

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
CT.RDS.PR.21 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```yaml
Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsHostnames: true
      EnableDnsSupport: true
  SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId: 
        Ref: VPC
      CidrBlock: 10.0.0.0/25
      AvailabilityZone:
        Fn::Select:
          - 0
          - Fn::GetAZs: ''
  SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
      CidrBlock: 10.0.0.128/25
      AvailabilityZone:
        Fn::Select:
          - 1
          - Fn::GetAZs: ''
      VpcId:
        Ref: VPC
  DBSubnetGroup:
    Type: AWS::RDS::DBSubnetGroup
    Properties:
      DBSubnetGroupDescription: DB subnet group for DBCluster
      SubnetIds:
        - Ref: SubnetOne
        - Ref: SubnetTwo
  DBClusterSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: RDS DB cluster secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "examplemasteruser"}"
      GenerateStringKey: password
      PasswordLength: 32
      ExcludeCharacters: "/@""\"
  DBCluster:
    Type: AWS::RDS::DBCluster
    Properties:
      Engine: aurora-mysql
      MasterUsername: examplemasteruser
      MasterUserPassword:
        Fn::Sub: '{resolve:secretsmanager:${DBClusterSecret}::password}'
      DBSubnetGroupName:
        Ref: DBSubnetGroup
```

---
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FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsHostnames: true
    EnableDnsSupport: true
SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId: Ref: VPC
    CidrBlock: 10.0.0.0/25
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''
SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    CidrBlock: 10.0.0.128/25
    AvailabilityZone:
      Fn::Select:
        - 1
        - Fn::GetAZs: ''
    VpcId: Ref: VPC
  DBSubnetGroup:
    Type: AWS::RDS::DBSubnetGroup
    Properties:
      DBSubnetGroupDescription: DB subnet group for DBCluster
      SubnetIds:
        - Ref: SubnetOne
        - Ref: SubnetTwo
DBClusterSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: RDS DB cluster secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "examplemasteruser"}'
      GenerateStringKey: password
      PasswordLength: 32
      ExcludeCharacters: '/@"'\"
DBCluster:
  Type: AWS::RDS::DBCluster
  Properties:
    Engine: aurora-mysql
    MasterUsername: admin
    MasterUserPassword:
      Fn::Sub: '{resolve:secretsmanager:${DBClusterSecret}::password}'
DBSubnetGroupName:
  Ref: DBSubnetGroup

[CT.RDS.PR.22] Require an Amazon RDS database instance to have a unique administrator username

This control checks whether an Amazon Relational Database Service (RDS) database has changed the administrator username from its default value.
• **Control objective:** Protect configurations
• **Implementation:** AWS CloudFormation Guard Rule
• **Control behavior:** Proactive
• **Resource types:** AWS::RDS::DBInstance
• **AWS CloudFormation guard rule:** CT.RDS.PR.22 rule specification (p. 1330)

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.RDS.PR.22 rule specification (p. 1330)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.RDS.PR.22 example templates (p. 1332)

**Explanation**

Default administrative usernames on Amazon RDS databases are public knowledge. When creating an Amazon RDS database, you should change the default administrative username to a unique value, thereby reducing the risk of unintended access.

**Usage considerations**

• This control applies only to Amazon RDS DB engine types mariadb, mysql, oracle-ee, oracle-ee-cdb, oracle-se2, oracle-se2-cdb, postgres, sqlserver-ee, sqlserver-se, sqlserver-ex, and sqlserver-web.

**Remediation for rule failure**

Set MasterUsername to a value other than postgres or admin.

The examples that follow show how to implement this remediation.

**Amazon RDS DB Instance - Example**

Amazon RDS DB instance configured with a custom administrator username. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "DBInstance": {
        "Type": "AWS::RDS::DBInstance",
        "Properties": {
            "Engine": "postgres",
            "EngineVersion": "14.2",
            "DBInstanceClass": "db.m5.large",
            "StorageType": "gp2",
            "AllocatedStorage": 5,
            "MasterUsername": "testUser",
            "MasterUserPassword": {
                "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}"
            },
            "DeletionPolicy": "Delete"
        }
    }
}
```
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YAML example

```yaml
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: testUser
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
  DeletionPolicy: Delete
```

CT.RDS.PR.22 rule specification

```yaml
# ## Rule Specification
#### Rule Identifier:
  rds_instance_default_admin_check
#### Description:
  This control checks whether an Amazon Relational Database Service (RDS) database has
  changed the administrator username from its default value.
#### Reports on:
  AWS::RDS::DBInstance
#### Evaluates:
  AWS CloudFormation, AWS CloudFormation hook
#### Rule Parameters:
  None
#### Scenarios:
  Scenario: 1
    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
    And: The input document does not contain any RDS DB instance resources
    Then: SKIP
  Scenario: 2
    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
    And: The input document contains an RDS DB instance resource
    And: 'Engine' is not one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb',
        'oracle-se2', 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex',
        'sqlserver-web'
    Then: SKIP
  Scenario: 3
    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
    And: The input document contains an RDS DB instance resource
    And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-
        se2',
```
# Proactive controls

And: 'MasterUsername' has been specified and is one of 'postgres' or 'admin'
Then: FAIL

Given: The input document contains an RDS DB instance resource And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2', 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex', 'sqlserver-web'
And: 'MasterUsername' has been specified and is not one of 'postgres' or 'admin'
Then: PASS

# Constants

let RDS_DB_INSTANCE_TYPE = "AWS::RDS::DBInstance"
let INPUT_DOCUMENT = this
let SUPPORTED_RDS_INSTANCE_ENGINES = [
    "mariadb", "mysql", "oracle-ee", "oracle-ee-cdb", "oracle-se2",
    "oracle-se2-cdb", "postgres", "sqlserver-ee", "sqlserver-se",
    "sqlserver-ex", "sqlserver-web"
]  
let RDS_DEFAULT_USERNAMES = [ "postgres", "admin" ]

# Assignments

let rds_db_instances = Resources.*[ Type == %RDS_DB_INSTANCE_TYPE ]

# Primary Rules

rule rds_instance_default_admin_check when is_cfn_template(%INPUT_DOCUMENT) %rds_db_instances not empty {
    check(%rds_db_instances.Properties)
        [CT.RDS.PR.22]: Require an Amazon RDS database instance to have a unique administrator username
        [FIX]: Set 'MasterUsername' to a value other than 'postgres' or 'admin'.
        >>
}

rule rds_instance_default_admin_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_INSTANCE_TYPE) {
    check(%INPUT_DOCUMENT.%RDS_DB_INSTANCE_TYPE.resourceProperties)
        [CT.RDS.PR.22]: Require an Amazon RDS database instance to have a unique administrator username
        [FIX]: Set 'MasterUsername' to a value other than 'postgres' or 'admin'.
        >>
}

# Parameterized Rules

rule check(rds_db_instance) {
    %rds_db_instance [ filter_engine_and_master_username_provided(this) ] {
        # Scenario: 3 and 4
        MasterUsername not in %RDS_DEFAULT_USERNAMES
    }
}

rule filter_engine_and_master_username_provided(db_properties) {
%db_properties {
    # Scenario: 2
    MasterUsername exists
    Engine exists
    Engine is_string
    Engine in %SUPPORTED_RDS_INSTANCE_ENGINES
}
}

# Utility Rules
#
rule is_cfn_template(doc) {
%doc {
    AWSTemplateFormatVersion exists or
    Resources exists
}
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
%doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.RDS.PR.22 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
  DBInstanceSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: Test RDS DB Instance secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "testUser"}'
        GenerateStringKey: password
        PasswordLength: 22
        ExcludeCharacters: '@/\'
  DBInstance:
    Type: AWS::RDS::DBInstance
    Properties:
      Engine: postgres
      EngineVersion: 14.2
      DBInstanceClass: db.m5.large
      StorageType: gp2
      AllocatedStorage: 5
      MasterUsername: testUser
      MasterUserPassword:
        Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    DeletionPolicy: Delete

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  DBInstanceSecret:
    Type: AWS::SecretsManager::Secret
Properties:
  Description: Test RDS DB Instance secret
  GenerateSecretString:
    SecretStringTemplate: '{"username": "testUser"}'
    GenerateStringKey: password
    PasswordLength: 22
    ExcludeCharacters: '"/@\'
  DBInstance:
    Type: AWS::RDS::DBInstance
    Properties:
      Engine: postgres
      EngineVersion: 14.2
      DBInstanceClass: db.m5.large
      StorageType: gp2
      AllocatedStorage: 5
      MasterUsername: postgres
      MasterUserPassword:
        Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
      DeletionPolicy: Delete

[CT.RDS.PR.23] Require an Amazon RDS database instance to not be publicly accessible

This rule checks whether Amazon Relational Database Service (RDS) database (DB) instances are publicly accessible, as determined by checking the PubliclyAccessible configuration property.

- **Control objective**: Limit network access
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::RDS::DBInstance
- **AWS CloudFormation guard rule**: [CT.RDS.PR.23 rule specification](p. 1334)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.23 rule specification](p. 1334)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.23 example templates](p. 1336)

Explanation

The PubliclyAccessible property in the RDS instance CloudFormation resource indicates whether the DB instance is publicly accessible. When the DB instance is configured with PubliclyAccessible set to true, it is an internet-facing instance with a publicly resolvable DNS name, which resolves to a public IP address. When the DB instance isn't publicly accessible, it is an internal instance with a DNS name that resolves to a private IP address.

Unless you intend for your RDS instance to be publicly accessible, do not configure the RDS instance with the PubliclyAccessible value set to true, because this configuration may allow unwanted traffic to your database instance.

**Remediation for rule failure**

Set the value of PubliclyAccessible to false.

The examples that follow show how to implement this remediation.
Amazon RDS DB Instance - Example

Amazon RDS DB instance configured as an internal instance, by means of a publicly accessible configuration. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "DBInstance": {
    "Type": "AWS::RDS::DBInstance",
    "Properties": {
      "Engine": "postgres",
      "EngineVersion": "14.2",
      "DBInstanceClass": "db.m5.large",
      "StorageType": "gp2",
      "AllocatedStorage": 5,
      "MasterUsername": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::username}}"
      },
      "MasterUserPassword": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}"
      },
      "PubliclyAccessible": false
    },
    "DeletionPolicy": "Delete"
  }
}
```

**YAML example**

```
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    PubliclyAccessible: false
    DeletionPolicy: Delete
```

**CT.RDS.PR.23 rule specification**

```plaintext
# ###################################
# Rule Specification               #
# Rule Identifier:                 #
# rds_instance_public_access_check #
# Description:                     #
# This rule checks whether Amazon Relational Database Service (RDS) database (DB) instances are publicly accessible, as determined by checking the 'PubliclyAccessible' configuration property.
# 
```
# Reports on:
# AWS::RDS::DBInstance
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters:
# None
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any RDS DB instance resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an RDS DB instance resource
# And: 'PubliclyAccessible' has not been specified
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an RDS DB instance resource
# And: 'PubliclyAccessible' is present and is a value other than bool(false)
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an RDS DB instance resource
# And: 'PubliclyAccessible' has been specified and set to bool(false)
# Then: PASS

# Constants
#
let RDS_DB_INSTANCE_TYPE = "AWS::RDS::DBInstance"
let INPUT_DOCUMENT = this

# Assignments
#
let rds_db_instances = Resources.*[ Type == %RDS_DB_INSTANCE_TYPE ]

# Primary Rules
#
rule rds_instance_public_access_check when is_cfn_template(%INPUT_DOCUMENT)
%rds_db_instances not empty {
    check(%rds_db_instances.Properties)
    [CT.RDS.PR.23]: Require an Amazon RDS database instance to not be publicly accessible
    [FIX]: Set the value of 'PubliclyAccessible' to 'false'.
}
rule rds_instance_public_access_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_INSTANCE_TYPE) {
    check(%INPUT_documento.%%RDS_DB_INSTANCE_TYPE.resourceProperties)
    [CT.RDS.PR.23]: Require an Amazon RDS database instance to not be publicly accessible
    [FIX]: Set the value of 'PubliclyAccessible' to 'false'.
CT.RDS.PR.23 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
DBInstanceSecret:
  Type: AWS::SecretsManager::Secret
Properties:
  Description: RDS DB instance secret
  GenerateSecretString:
    SecretStringTemplate: '{"username": "examplemasteruser"}'
    GenerateStringKey: password
    PasswordLength: 22
    ExcludeCharacters: '@/\'
DBInstance:
  Type: AWS::RDS::DBInstance
Properties:
  Engine: postgres
  EngineVersion: 14.2
  DBInstanceClass: db.m5.large
  StorageType: gp2
  AllocatedStorage: 5
  MasterUsername:
    Fn::Sub: '${resolve:secretsmanager:${DBInstanceSecret}::username}'
  MasterUserPassword:
    Fn::Sub: '${resolve:secretsmanager:${DBInstanceSecret}::password}'
  PubliclyAccessible: false
  DeletionPolicy: Delete
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
DBInstanceSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: RDS DB instance secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "examplemasteruser"}
      GenerateStringKey: password
      PasswordLength: 22
      ExcludeCharacters: '@\'
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername:
      Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword:
      Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    PubliclyAccessible: true
    DeletionPolicy: Delete

[CT.RDS.PR.24] Require an Amazon RDS database instance to have encryption at rest configured

This control checks whether storage encryption is enabled for your Amazon RDS database (DB) instance.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::DBInstance
- **AWS CloudFormation guard rule:** [CT.RDS.PR.24 rule specification (p. 1339)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.24 rule specification (p. 1339)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.24 example templates (p. 1341)]

Explanation

For an added layer of security for your sensitive data in Amazon RDS DB instances, you should configure your RDS DB instances to be encrypted at rest. To encrypt your RDS DB instances and snapshots at rest, enable the encryption option for your RDS DB instances. Data that is encrypted at rest includes the underlying storage for DB instances, its automated backups, read replicas, and snapshots.

Encrypted Amazon RDS DB instances use the open standard AES-256 encryption algorithm to encrypt your data on the server that hosts your RDS DB instances. After your data is encrypted, Amazon RDS
handles authentication of access and decryption of your data transparently with a minimal impact on performance. You do not need to modify your database client applications to use encryption.

Amazon RDS encryption currently is available for all database engines and storage types. Amazon RDS encryption is available for most DB instance classes.

**Usage considerations**

- This control applies only to Amazon RDS DB engine types mariadb, mysql, oracle-ee, oracle-ee-cdb, oracle-se2, oracle-se2-cdb, postgres, sqlserver-ee, sqlserver-se, sqlserver-ex and sqlserver-web

**Remediation for rule failure**

The parameter StorageEncrypted must be set to true for RDS DB Instances.

The examples that follow show how to implement this remediation.

**Amazon RDS DB instance - Example**

Amazon RDS DB instance with storage encryption enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
 "RDSDBInstance": {
  "Type": "AWS::RDS::DBInstance",
  "Properties": {
   "Engine": "postgres",
   "EngineVersion": 14.2,
   "DBInstanceClass": "db.m5.large",
   "StorageType": "gp2",
   "AllocatedStorage": 5,
   "MasterUsername": {
    "Fn::Sub": "{{resolve:secretsmanager:${RDSDBInstanceSecret}::username}}",
   },
   "MasterUserPassword": {
    "Fn::Sub": "{{resolve:secretsmanager:${RDSDBInstanceSecret}::password}}",
   },
   "StorageEncrypted": true
  }
}
```

**YAML example**

```yaml
RDSDBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: !Sub '{{resolve:secretsmanager:${RDSDBInstanceSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${RDSDBInstanceSecret}::password}}'
    StorageEncrypted: true
```
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CT.RDS.PR.24 rule specification

# ###################################################################################################
##       Rule Specification        
###################################################################################################
#
# Rule Identifier:
#   rds_instance_storage_encrypted_check
#
# Description:
#   Checks whether storage encryption is enabled for your Amazon RDS DB instances.
#
# Reports on:
#   AWS::RDS::DBInstance
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document does not contain any RDS DB instance resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document contains an RDS DB instance resource
#     And: 'Engine' is not one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2',
#           'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex',
#           'sqlserver-web'
#     Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document contains an RDS DB instance resource
#     And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2',
#           'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex',
#           'sqlserver-web'
#     And: 'StorageEncrypted' has not been provided
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document contains an RDS DB instance resource
#     And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2',
#           'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex',
#           'sqlserver-web'
#     And: 'StorageEncrypted' has been provided and set to bool(false)
#     Then: FAIL
#   Scenario: 5
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document contains an RDS DB instance resource
#     And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2',
#           'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-ex',
#           'sqlserver-web'
#     And: 'StorageEncrypted' has been provided and set to bool(true)
#     Then: PASS
#
# Constants

1339
let RDS_DB_INSTANCE_TYPE = "AWS::RDS::DBInstance"
let INPUT_DOCUMENT = this
let SUPPORTED_RDS_INSTANCE_ENGINES = [
]

# Assignments
let rds_db_instances = Resources.*[ Type == %RDS_DB_INSTANCE_TYPE ]

# Primary Rules
rule rds_instance_storage_encrypted_check when is_cfn_template(%INPUT_DOCUMENT) %rds_db_instances not empty {
    check(%rds_db_instances.Properties)
<<
    [CT.RDS.PR.24]: Require an Amazon RDS database instance to have encryption at rest configured
    [FIX]: The parameter 'StorageEncrypted' must be set to true for RDS DB Instances.
>>
}

rule rds_instance_storage_encrypted_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_INSTANCE_TYPE) {
    check(%INPUT_DOCUMENT.%RDS_DB_INSTANCE_TYPE.resourceProperties)
<<
    [CT.RDS.PR.24]: Require an Amazon RDS database instance to have encryption at rest configured
    [FIX]: The parameter 'StorageEncrypted' must be set to true for RDS DB Instances.
>>
}

# Parameterized Rules
rule check(rds_db_instance) {
    %rds_db_instance [filter_restore_and_engine(this)] {
    #Scenario: 3
    StorageEncrypted exists
    #Scenario: 4 and 5
    StorageEncrypted == true
    }
}

rule filter_restore_and_engine(db_properties) {
    %db_properties {
    #Scenario: 2
    Engine exists
    Engine is_string
    Engine in %SUPPORTED_RDS_INSTANCE_ENGINES
    }
}

# Utility Rules
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or Resources exists
    }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.RDS.PR.24 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```
Resources:
  DBInstanceSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: RDS instance secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "exampleuser"}'
        GenerateStringKey: password
        PasswordLength: 22
        ExcludeCharacters: "/@""
  DBInstance:
    Type: AWS::RDS::DBInstance
    Properties:
      Engine: postgres
      EngineVersion: 14.2
      DBInstanceClass: db.m5.large
      StorageType: gp2
      AllocatedStorage: 5
      MasterUsername:
        Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
      MasterUserPassword:
        Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
      StorageEncrypted: true
      DeletionPolicy: Delete
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
  DBInstanceSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: RDS instance secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "exampleuser"}'
        GenerateStringKey: password
        PasswordLength: 22
        ExcludeCharacters: "/@""
  DBInstance:
    Type: AWS::RDS::DBInstance
    Properties:
      Engine: postgres
      EngineVersion: 14.2
      DBInstanceClass: db.m5.large
      StorageType: gp2
      AllocatedStorage: 5
      MasterUsername: 1341
      MasterUserPassword: 1341
      StorageEncrypted: true
      DeletionPolicy: Delete
```
[CT.RDS.PR.25] Require an Amazon RDS database cluster to export logs to Amazon CloudWatch Logs by means of the EnableCloudwatchLogsExports property

This control checks whether Amazon RDS database clusters have all available log types enabled for export to Amazon CloudWatch Logs.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::DBCluster
- **AWS CloudFormation guard rule:** [CT.RDS.PR.25 rule specification (p. 1344)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.25 rule specification (p. 1344)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.RDS.PR.25 example templates (p. 1347)]

Explanation

AWS Control Tower recommends that you enable the export of relevant logs for all Amazon RDS database clusters to Amazon CloudWatch Logs. Database logging provides detailed records of requests made to RDS. Database logs can assist with security and access audits, and they can help you diagnose availability issues.

**Usage considerations**

- This control applies only to Amazon RDS DB cluster engine types aurora, aurora-mysql, aurora-postgres, mysql and postgres.
- Additional prerequisites may exist for enabling logging based on your selected database engine type. Refer to [Monitoring Amazon Aurora log files](https://docs.aws.amazon.com/AmazonAurora/latest/auroramysql-release/monitoring.html) in the Amazon Aurora User Guide for more information.

Remediation for rule failure

Specify EnableCloudwatchLogsExports with a list of all supported log types for the Amazon RDS database cluster engine.

The examples that follow show how to implement this remediation.

**Amazon RDS database (DB) Cluster - Example One**

Amazon RDS Aurora DB cluster configured with all available log types enabled for export to Amazon CloudWatch Logs. The example is shown in JSON and in YAML.

**JSON example**

```json
Fn::Sub: '{\{ resolve:secretsmanager:${DBInstanceSecret}::username\}}'
MasterUserPassword:
  Fn::Sub: '{\{ resolve:secretsmanager:${DBInstanceSecret}::password\}}'
StorageEncrypted: false
DeletionPolicy: Delete
```
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YAML example

```yaml
DBCluster:
  Type: AWS::RDS::DBCluster
  Properties:
    Engine: aurora
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBClusterSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBClusterSecret}::password}}'
    DBSubnetGroupName: !Ref 'DBSubnetGroup'
    EnableCloudwatchLogsExports: [audit, error, general, slowquery]
```

The examples that follow show how to implement this remediation.

**Amazon RDS DB Cluster - Example Two**

Amazon RDS Multi-AZ Postgres DB cluster configured with all available log types enabled for export to Amazon CloudWatch Logs. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "DBCluster": {
    "Type": "AWS::RDS::DBCluster",
    "Properties": {
      "Engine": "aurora",
      "MasterUsername": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBClusterSecret}::username}}"
      },
      "MasterUserPassword": {
        "Fn::Sub": "{{resolve:secretsmanager:${DBClusterSecret}::password}}"
      },
      "DBSubnetGroupName": {
        "Ref": "DBSubnetGroup"
      },
      "EnableCloudwatchLogsExports": [
        "audit",
        "error",
        "general",
        "slowquery"
      ]
    }
  }
}
```
YAML example

```yaml
DBCluster:
  Type: AWS::RDS::DBCluster
  Properties:
    Engine: aurora
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBClusterSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBClusterSecret}::password}}'
    DBSubnetGroupName: !Ref 'DBSubnetGroup'
    EnableCloudwatchLogsExports:
      - audit
      - error
      - general
      - slowquery
```

CT.RDS.PR.25 rule specification

```plaintext
# #####################################################################
##       Rule Specification        
# #####################################################################
# Rule Identifier:
#   rds_cluster_logging_enabled_check
# Description:
#   This control checks whether Amazon RDS database clusters have all available log types enabled for export to Amazon CloudWatch Logs.
# Reports on:
#   AWS::RDS::DBCluster
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters:
#   None
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any RDS DB cluster resources
#     Then: SKIP
```
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB cluster Resource
# And: 'Engine' is not one of 'aurora', 'aurora-mysql', 'aurora-postgresql', 'mysql' or 'postgres'
# Then: SKIP

# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB cluster resource
# And: 'Engine' is one of 'aurora', 'aurora-mysql', 'aurora-postgresql', 'mysql' or 'postgres'
# And: 'EnableCloudwatchLogsExports' has not been specified or has been specified as an empty list
# Then: FAIL

# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB cluster resource
# And: 'Engine' is one of 'aurora', 'aurora-mysql', 'aurora-postgresql', 'mysql' or 'postgres'
# And: 'EnableCloudwatchLogsExports' has been specified and is a non-empty list
# And: One or more log types in 'EnableCloudwatchLogsExports' are not supported by the specified 'Engine'
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB cluster resource
# And: 'Engine' is one of 'aurora', 'aurora-mysql', 'aurora-postgresql', 'mysql' or 'postgres'
# And: 'EnableCloudwatchLogsExports' has been specified and is a non-empty list
# And: 'EnableCloudwatchLogsExports' does not contain all log types supported by the specified 'Engine'
# Then: FAIL

# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB cluster resource
# And: 'Engine' is one of 'aurora', 'aurora-mysql' or 'mysql'
# And: 'EnableCloudwatchLogsExports' has been specified as a list with all supported log types for the 'Engine' ('audit', 'error', 'general' and 'slowquery')
# Then: PASS

# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB cluster resource
# And: 'Engine' is 'aurora-postgresql'
# And: 'EnableCloudwatchLogsExports' has been specified as a list with all supported log types for the 'Engine' ('postgresql')
# Then: PASS

# Scenario: 8
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an RDS DB cluster resource
# And: 'Engine' is 'postgres'
# And: 'EnableCloudwatchLogsExports' has been specified as a list with all supported log types for the 'Engine' ('postgresql', 'upgrade')
# Then: PASS

# Constants
# RDS_DB_CLUSTER_TYPE = "AWS::RDS::DBCluster"
let INPUT_DOCUMENT = this

let SUPPORTED_RDS_CLUSTER_ENGINES = [
  "aurora", "aurora-mysql", "aurora-postgresql", "mysql", "postgres"
]

let MYSQL_ENGINE_SUBTYPES = [ "aurora", "aurora-mysql", "mysql" ]
let AURORA_POSTGRES_ENGINE_SUBTYPES = [ "aurora-postgresql" ]
let POSTGRES_ENGINE_SUBTYPES = [ "postgres" ]

let MYSQL_SUPPORTED_LOG_TYPES = [ "audit", "error", "general", "slowquery" ]
let AURORA_POSTGRES_SUPPORTED_LOG_TYPES = [ "postgresql" ]
let POSTGRES_SUPPORTED_LOG_TYPES = [ "postgresql", "upgrade" ]

# Assignments

let rds_db_clusters = Resources.*[ Type == %RDS_DB_CLUSTER_TYPE ]

# Primary Rules

rule rds_cluster_logging_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
  %rds_db_clusters not empty {
    check(%rds_db_clusters.Properties)
    [CT.RDS.PR.25]: Require an Amazon RDS database cluster to have logging configured
    [FIX]: Specify 'EnableCloudwatchLogsExports' with a list of all supported log
    types for the Amazon RDS database cluster engine.
    
    [RDS.DEB.CL.25]
  }

rule rds_cluster_logging_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_CLUSTER_TYPE) {
  check(%INPUT_DOCUMENT.%RDS_DB_CLUSTER_TYPE.resourceProperties)
  [CT.RDS.PR.25]: Require an Amazon RDS database cluster to have logging configured
  [FIX]: Specify 'EnableCloudwatchLogsExports' with a list of all supported log
  types for the Amazon RDS database cluster engine.
  
  [RDS.DEB.CL.25]
}

# Parameterized Rules

rule check(rds_db_cluster) {
  %rds_db_cluster [ filter_engine(this) ] {
    # Scenario 3
    EnableCloudwatchLogsExports exists
    check_is_list_and_not_empty(EnableCloudwatchLogsExports)

    # Scenario 4 and 6
    when Engine IN %MYSQL_ENGINE_SUBTYPES {
      %MYSQL_SUPPORTED_LOG_TYPES.* IN EnableCloudwatchLogsExports[*]
      EnableCloudwatchLogsExports.* IN %MYSQL_SUPPORTED_LOG_TYPES[*]
    }

    # Scenario 4 and 7
    when Engine IN %AURORA_POSTGRES_ENGINE_SUBTYPES {
      %AURORA_POSTGRES_SUPPORTED_LOG_TYPES.* IN EnableCloudwatchLogsExports[*]
      EnableCloudwatchLogsExports.* IN %AURORA_POSTGRES_SUPPORTED_LOG_TYPES[*]
    }
  }
}
# Scenario 4 and 8
when Engine IN %POSTGRES_ENGINE_SUBTYPES {
    %POSTGRES_SUPPORTED_LOG_TYPES.* in EnableCloudwatchLogsExports[*]
    EnableCloudwatchLogsExports.* IN %POSTGRES_SUPPORTED_LOG_TYPES[*]
}
}

rule filter_engine(db_properties) {
    %db_properties {
        # Scenario 2
        Engine exists
        Engine in %SUPPORTED_RDS_CLUSTER_ENGINES
    }
}

# Utility Rules
#
rule check_is_list_and_not_empty(value) {
    %value {
        this is_list
        this not empty
    }
}

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

**CT.RDS.PR.25 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

Resources:

**DBCluster**:  
**Type**: AWS::RDS::DBCluster  
**Properties**:  
- **MasterUsername**: exampleusername  
- **MasterUserPassword**: example-password  
- **DBSubnetGroupName**: example-db-subnet-group  
- **Engine**: aurora  
- **EnableCloudwatchLogsExports**:  
  - audit  
  - error  
  - general  
  - slowquery

**PASS Example** - Use this template to verify a compliant resource creation.
Proactive controls

Resources:
  DBCluster:
    Type: AWS::RDS::DBCluster
    Properties:
      DBClusterInstanceClass: db.m6gd.large
      MasterUsername: exampleusername
      MasterUserPassword: example-password
      DBSubnetGroupName: example-db-subnet-group
      Engine: postgres
      AllocatedStorage: 100
      StorageType: io1
      Iops: 3000
      EnableCloudwatchLogsExports:
        - postgresql
        - upgrade

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  DBCluster:
    Type: AWS::RDS::DBCluster
    Properties:
      MasterUsername: exampleusername
      MasterUserPassword: example-password
      DBSubnetGroupName: example-db-subnet-group
      Engine: aurora

[CT.RDS.PR.26] Require an Amazon Relational Database Service DB Proxy to require Transport Layer Security (TLS) connections

This control checks whether an Amazon Relational Database Service DB Proxy is configured to require Transport Layer Security (TLS) for connections to the proxy.

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::DBProxy
- **AWS CloudFormation guard rule:** [CT.RDS.PR.26 rule specification (p. 1350)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.26 rule specification (p. 1350)]
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.RDS.PR.26 example templates (p. 1351)]

Explanation

Amazon RDS Proxy can act as an additional layer of security between client applications and the underlying database. For example, you can connect to the proxy using TLS 1.2, even if the underlying DB instance supports an older version of TLS. You can connect to the proxy using an IAM role, even if
the proxy connects to the database with the native user and password authentication method. With this technique, you can enforce strong authentication requirements for database applications without a costly migration effort for the DB instances themselves.

**Usage considerations**

- For general information about Amazon RDS proxy limitations, see [Quotas and limitations for RDS Proxy](https://docs.aws.amazon.com/AmazonRelationalDatabaseService/latest/UserGuide/RDS-Proxy-quotas.html) in the *Amazon Relational Database Service User Guide*.

**Remediation for rule failure**

Set the value of the RequireTLS property to true.

The examples that follow show how to implement this remediation.

**Amazon RDS DB Proxy - Example**

An Amazon RDS DB Proxy configured to require TLS connections to the proxy. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "DBProxy": {
    "Type": "AWS::RDS::DBProxy",
    "Properties": {
      "DBProxyName": "sample-db-proxy",
      "EngineFamily": "MYSQL",
      "IdleClientTimeout": 120,
      "RoleArn": {
        "Fn::GetAtt": "ProxySecretAccessRole.Arn"
      },
      "Auth": [
        {"AuthScheme": "SECRETS",
         "SecretArn": {
           "Ref": "DBInstanceSecret"
         },
         "IAMAuth": "DISABLED"
       }
      ],
      "VpcSubnetIds": [
        {"Ref": "SubnetOne"}
      ],
      "RequireTLS": true
    }
  }
}
```

**YAML example**

```yaml
DBProxy:
  Type: AWS::RDS::DBProxy
  Properties:
    DBProxyName: sample-db-proxy
    EngineFamily: MYSQL
    IdleClientTimeout: 120
    RoleArn: !GetAtt ProxySecretAccessRole.Arn
    Auth: [
      {"AuthScheme": "SECRETS",
       "SecretArn": !Ref DBInstanceSecret,
       "IAMAuth": "DISABLED"}
    ],
    VpcSubnetIds: [
      !Ref SubnetOne,
      !Ref SubnetTwo
    ],
    RequireTLS: true
```
DBProxyName: sample-db-proxy  
EngineFamily: MYSQL  
IdleClientTimeout: 120  
RoleArn: !GetAtt 'ProxySecretAccessRole.Arn'  
Auth:  
  - AuthScheme: SECRETS  
    SecretArn: !Ref 'DBInstanceSecret'  
    IAMAuth: DISABLED  
VpcSubnetIds:  
  - !Ref 'SubnetOne'  
  - !Ref 'SubnetTwo'  
RequireTLS: true

CT.RDS.PR.26 rule specification

# ###########################################################################  
##       Rule Specification        ##  
###########################################################################

# Rule Identifier:  
#  rds_proxy_tls_check  
#  
# Description:  
#   This control checks whether an Amazon RDS DB Proxy is configured to require Transport 
#   Layer Security (TLS) for connections to the proxy.  
#  
# Reports on:  
#   AWS::RDS::DBProxy  
#  
# Evaluates:  
#   AWS CloudFormation, AWS CloudFormation hook  
#  
# Rule Parameters:  
#   None  
#  
# Scenarios:  
#  Scenario: 1  
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
#           document  
#    And: The input document does not contain any Amazon RDS DB proxy resources  
#        Then: SKIP  
#  Scenario: 2  
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
#           document  
#    And: The input document contains an Amazon RDS DB proxy resource  
#        And: 'RequireTLS' has not been provided  
#        Then: FAIL  
#  Scenario: 3  
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
#           document  
#    And: The input document contains an Amazon RDS DB proxy resource  
#        And: 'RequireTLS' has been provided and set to a value other than bool(true)  
#        Then: FAIL  
#  Scenario: 4  
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook 
#           document  
#    And: The input document contains an Amazon RDS DB proxy resource  
#        And: ‘RequireTLS’ has been provided and set to bool(true)  
#        Then: PASS  
#
# Constants

let INPUT_DOCUMENT = this
let RDS_DB_PROXY_TYPE = "AWS::RDS::DBProxy"

# Assignments

let rds_db_proxies = Resources.*[ Type == RDS_DB_PROXY_TYPE ]

# Primary Rules

rule rds_proxy_tls_check when is_cfn_template(INPUT_DOCUMENT)
    %rds_db_proxies not empty {
        check(%rds_db_proxies.Properties)
        <<
        [CT.RDS.PR.26]: Require an Amazon RDS DB Proxy to require Transport Layer Security (TLS) connections
        [FIX]: Set the value of the RequireTLS property to true.
        >>
    }

rule rds_proxy_tls_check when is_cfn_hook(INPUT_DOCUMENT, RDS_DB_PROXY_TYPE) {
    check(INPUT_DOCUMENT.%RDS_DB_PROXY_TYPE.resourceProperties)
    <<
    [CT.RDS.PR.26]: Require an Amazon RDS DB Proxy to require Transport Layer Security (TLS) connections
    [FIX]: Set the value of the RequireTLS property to true.
    >>
}

# Parameterized Rules

rule check(rds_db_proxy) {
    %rds_db_proxy {
        # Scenarios 2
        RequireTLS exists
        # Scenarios 3 and 4
        RequireTLS == true
    }
}

# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.RDS.PR.26 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.
Resources:
  VPC:
    Type: AWS::EC2::VPC
    Properties:
      CidrBlock: 10.0.0.0/16
      EnableDnsSupport: 'true'
      EnableDnsHostnames: 'true'
  SubnetOne:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.0.0/24
      AvailabilityZone:
        Fn::Select:
          - 0
          - Fn::GetAZs: ''
  SubnetTwo:
    Type: AWS::EC2::Subnet
    Properties:
      VpcId:
        Ref: VPC
      CidrBlock: 10.0.1.0/24
      AvailabilityZone:
        Fn::Select:
          - 1
          - Fn::GetAZs: ''
  DBInstanceSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: RDS DB instance secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "examplemasteruser"}"
        GenerateStringKey: password
        PasswordLength: 22
        ExcludeCharacters: '@/
  ProxySecretAccessRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Principal:
              Service: rds.amazonaws.com
            Action: sts:AssumeRole
          - PolicyName: SecretAccessPolicy
            PolicyDocument:
              Version: '2012-10-17'
              Statement:
                - Effect: Allow
                  Action:
                    - secretsmanager:GetSecretValue
                  Resource:
                    Ref: DBInstanceSecret
                  - Effect: Allow
                    Action:
                      - kms:Decrypt
                    Resource:
                      Fn::Sub: arn:${AWS::Partition}:kms:${AWS::Region}:${AWS::AccountId}:key/*
                    Condition:
                      StringEquals:
                        kms:ViaService: 1352
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:

VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'

SubnetOne:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId: 
      Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      Fn::Select:
        - 0
        - Fn::GetAZs: ''

SubnetTwo:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId: 
      Ref: VPC
    CidrBlock: 10.0.1.0/24
    AvailabilityZone:
      Fn::Select:
        - 1
        - Fn::GetAZs: ''

DBInstanceSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: RDS DB instance secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "examplemasteruser"}'
      GenerateStringKey: password
      PasswordLength: 22
      ExcludeCharacters: '"@/\'

ProxySecretAccessRole:
  Type: AWS::IAM::Role
Properties:
  AssumeRolePolicyDocument:
    Version: '2012-10-17'
    Statement:
      - Effect: Allow
        Principal:
          Service: rds.amazonaws.com
        Action: sts:AssumeRole
  Policies:
    - PolicyName: SecretAccessPolicy
      PolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Action:
              - secretsmanager:GetSecretValue
            Resource:
              Ref: DBInstanceSecret
          - Effect: Allow
            Action:
              - kms:Decrypt
            Resource:
              Fn::Sub: arn:${AWS::Partition}:kms:${AWS::Region}:${AWS::AccountId}:key/*
            Condition:
              StringEquals:
                kms:ViaService:
                  Fn::Sub: secretsmanager.${AWS::Region}.amazonaws.com
              ForAnyValue: StringEquals:
                kms:ResourceAliases: alias/aws/secretsmanager
  DBProxy:
    Type: AWS::RDS::DBProxy
    Properties:
      DBProxyName:
        Fn::Sub: ${AWS::StackName}-example
      EngineFamily: MYSQL
      IdleClientTimeout: 120
      RoleArn:
        Fn::GetAtt: ProxySecretAccessRole.Arn
      Auth:
        - AuthScheme: SECRETS
          SecretArn:
            Ref: DBInstanceSecret
          IAMAuth: DISABLED
      VpcSubnetIds:
        - Ref: SubnetOne
        - Ref: SubnetTwo
      RequireTLS: false

[CT.RDS.PR.27] Require an Amazon Relational Database Service DB cluster parameter group to require Transport Layer Security (TLS) connections for supported engine types

This control checks whether an Amazon Relational Database Service DB cluster parameter group requires Transport Layer Security (TLS) connections for supported engine types.

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::DBClusterParameterGroup
- **AWS CloudFormation guard rule:** [CT.RDS.PR.27 rule specification](p. 1356)
Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.27 rule specification](p. 1356)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.RDS.PR.27 example templates](p. 1360)

Explanation

You can use Secure Socket Layer (SSL) or Transport Layer Security (TLS) from your application to encrypt a connection to a DB cluster running Aurora MySQL, Aurora PostgreSQL, MySQL, or PostgreSQL. SSL/TLS connections provide a layer of security by encrypting data that moves between your client and DB cluster.

Usage considerations

- This control applies only to Amazon RDS DB cluster parameter groups with families aurora-mysql, aurora-postgresql, postgres, or mysql.

Remediation for rule failure

For Amazon RDS DB cluster parameter groups with aurora-mysql and mysql families, in the Parameters property, set the value of require_secure_transport to true. For Amazon RDS DB cluster parameter groups with aurora-postgresql and postgres families, in the Parameters property, set the value of rds.force_ssl to true.

The examples that follow show how to implement this remediation.

Amazon RDS DB Cluster Parameter Group - Example One

An Amazon RDS DB cluster parameter group configured to require TLS/SSL for all connections to Aurora MySQL DB clusters. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "RDSDBClusterParameterGroup": {
      "Type": "AWS::RDS::DBClusterParameterGroup",
      "Properties": {
         "Description": "sample-db-parameter-group",
         "Family": "aurora-mysql5.7",
         "Parameters": {
            "require_secure_transport": "ON"
         }
      }
   }
}
```

**YAML example**

```yaml
RDSDBClusterParameterGroup:
  Type: AWS::RDS::DBClusterParameterGroup
  Properties:
    Description: sample-db-parameter-group
    Family: aurora-mysql5.7
    Parameters:
      require_secure_transport: ON
```
The examples that follow show how to implement this remediation.

**Amazon RDS DB Cluster Parameter Group - Example Two**

An Amazon RDS DB cluster parameter group configured to require TLS/SSL for all connections to PostgreSQL DB clusters. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "RDSDBClusterParameterGroup": {
        "Type": "AWS::RDS::DBClusterParameterGroup",
        "Properties": {
            "Description": "sample-db-parameter-group",
            "Family": "postgres14",
            "Parameters": {
                "rds.force_ssl": true
            }
        }
    }
}
```

**YAML example**

```yaml
RDSDBClusterParameterGroup:
  Type: AWS::RDS::DBClusterParameterGroup
  Properties:
    Description: sample-db-parameter-group
    Family: postgres14
    Parameters:
      rds.force_ssl: true
```

**CT.RDS.PR.27 rule specification**

```plaintext
# ##############################################################################
##       Rule Specification        ##
# ##############################################################################
#
# Rule Identifier:
#   rds_db_cluster_parameter_group_tls_check
#
# Description:
#   This control checks whether an Amazon RDS DB cluster parameter group requires Transport
#   Layer Security (TLS) connections for supported engine types.
#
# Reports on:
#   AWS::RDS::DBClusterParameterGroup
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
```
# None
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any Amazon RDS DB cluster parameter group
resources
# Then: SKIP
# Scenario: 2
# Given: The input document contains an Amazon RDS DB cluster parameter group resource
# And: 'Family' has not been provided or has been provided and set to an RDS DB cluster
# parameter group family other than 'aurora-mysql', 'aurora-postgresql',
# 'postgres', or 'mysql' families
# Then: SKIP
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon RDS DB cluster parameter group resource
# And: 'Family' has been provided and set to an 'aurora-mysql' Amazon RDS DB cluster
# parameter group family
# And: In 'Parameters', 'require_secure_transport' has not been provided, or
# has been provided and set to a value other than 'ON'
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon RDS DB cluster parameter group resource
# And: 'Family' has been provided and set to a 'mysql' Amazon RDS DB cluster
# parameter group family
# And: In 'Parameters', 'require_secure_transport' has not been provided, or
# has been provided and set to a value other than a boolean true value
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon RDS DB cluster parameter group resource
# And: 'Family' has been provided and set to an 'aurora-postgresql' or 'postgres'
# Amazon RDS DB cluster parameter group family
# And: In 'Parameters', 'rds.force_ssl' has not been provided, or has been provided
# and set to a value other than a boolean true value
# Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon RDS DB cluster parameter group resource
# And: 'Family' has been provided and set to an 'aurora-mysql' RDS DB cluster
# parameter group family
# And: In 'Parameters', 'require_secure_transport' has been provided and set
to 'ON'
# Then: PASS
# Scenario: 7
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an Amazon RDS DB cluster parameter group resource
# And: 'Family' has been provided and set to a 'mysql' Amazon RDS DB cluster
# parameter group family
# And: In 'Parameters', 'require_secure_transport' has been provided and set
to a boolean true value
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an Amazon RDS DB cluster parameter group resource
# And: 'Family' has been provided and set to an 'aurora-postgresql' or 'postgres' RDS DB
# cluster parameter group family
# And: In 'Parameters', 'rds.force_ssl' has been provided and set to a boolean true value
# Then: PASS

# Constants

let INPUT_DOCUMENT = this
let RDS_DB_CLUSTER_PARAMETER_GROUP_TYPE = "AWS::RDS::DBClusterParameterGroup"

let AURORA_MYSQL_PG_FAMILY = /^aurora-mysql/.
let AURORA_POSTGRES_PG_FAMILY = /^aurora-postgresql/.
let MYSQL_PG_FAMILY = /^mysql/.
let POSTGRES_PG_FAMILY = /^postgres/.

let BOOLEAN_TRUE_VALUES = [
  true,
  1, "1",
  "true", "True", "TRUE",
  "on", "On", "ON"
]

let AURORA_MSQL_ON_PATTERN = /(?i)^on$/.

# Assignments

let rds_db_cluster_parameter_groups = Resources.*[ Type ==
%RDS_DB_CLUSTER_PARAMETER_GROUP_TYPE ].

# Primary Rules

rule rds_db_cluster_parameter_group_tls_check when is_cfn_template(%INPUT_DOCUMENT) %rds_db_cluster_parameter_groups not empty {
  check(%rds_db_cluster_parameter_groups.Properties)
  [CT.RDS.PR.27]: Require an Amazon RDS DB cluster parameter group to require Transport Layer Security (TLS) connections for supported engine types
  [FIX]: For RDS DB cluster parameter groups with 'aurora-mysql' and 'mysql' families, in the Parameters property, set the value of 'require_secure_transport' to true. For RDS DB cluster parameter groups with 'aurora-postgresql' and 'postgres' families, in the Parameters property, set the value of 'rds.force_ssl' to true.
}

rule rds_db_cluster_parameter_group_tls_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_CLUSTER_PARAMETER_GROUP_TYPE) {
  check(%INPUT_DOCUMENT.%RDS_DB_CLUSTER_PARAMETER_GROUP_TYPE.resourceProperties)
  [CT.RDS.PR.27]: Require an Amazon RDS DB cluster parameter group to require Transport Layer Security (TLS) connections for supported engine types
  [FIX]: For RDS DB cluster parameter groups with 'aurora-mysql' and 'mysql' families, in the Parameters property, set the value of 'require_secure_transport' to true. For Amazon RDS DB cluster parameter groups with 'aurora-postgresql' and 'postgres' families, in the Parameters property, set the value of 'rds.force_ssl' to true.
}
# Parameterized Rules

rule check(rds_parameter_group) {
    %rds_parameter_group [
        # Scenario 2
        filter_pg_aurora_mysql_families(this)
    ] {
        # Scenarios 3 and 5
        Parameters exists
        Parameters is_struct
        Parameters {
            require_secure_transport exists
            require_secure_transport in %AURORA_MSQL_ON_PATTERN
        }
    }

    %rds_parameter_group [
        # Scenario 2
        filter_pg_mysql_families(this)
    ] {
        # Scenarios 3 and 5
        Parameters exists
        Parameters is_struct
        Parameters {
            require_secure_transport exists
            require_secure_transport in %BOOLEAN_TRUE_VALUES
        }
    }

    %rds_parameter_group [
        # Scenario 2
        filter_pg_postgres_families(this)
    ] {
        # Scenarios 4 and 6
        Parameters exists
        Parameters is_struct
        Parameters {
            "rds.force_ssl" exists
            "rds.force_ssl" in %BOOLEAN_TRUE_VALUES
        }
    }
}

rule filter_pg_aurora_mysql_families(parameter_group) {
    %parameter_group {
        Family exists
        Family in %AURORA_MYSQL_PG_FAMILY
    }
}

rule filter_pg_mysql_families(parameter_group) {
    %parameter_group {
        Family exists
        Family in %MYSQL_PG_FAMILY
    }
}

rule filter_pg_postgres_families(parameter_group) {
    %parameter_group {
        Family exists
        Family in %AURORA_POSTGRES_PG_FAMILY or
        Family in %POSTGRES_PG_FAMILY
    }
}
# Utility Rules

rule check_is_list_and_not_empty(value) {
  %value {
    this is_list
    this not empty
  }
}

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

**CT.RDS.PR.27 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example - Use this template to verify a compliant resource creation.**

```yaml
Resources:
  RDSDBClusterParameterGroup:
    Type: AWS::RDS::DBClusterParameterGroup
    Properties:
      Description:
        Fn::Sub: ${AWS::StackName}-example
      Family: aurora-mysql5.7
      Parameters:
        require_secure_transport: 'ON'
```

**PASS Example - Use this template to verify a compliant resource creation.**

```yaml
Resources:
  RDSDBClusterParameterGroup:
    Type: AWS::RDS::DBClusterParameterGroup
    Properties:
      Description:
        Fn::Sub: ${AWS::StackName}-example
      Family: postgres14
      Parameters:
        rds.force_ssl: true
```

**FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.**

```yaml
Resources:
```
[CT.RDS.PR.28] Require an Amazon Relational Database Service DB parameter group to require Transport Layer Security (TLS) connections for supported engine types

This control checks whether an Amazon Relational Database Service DB parameter group requires Transport Layer Security (TLS) connections, for supported engine types.

- **Control objective**: Encrypt data in transit
- **Implementation**: AWS CloudFormation guard rule
- **Control behavior**: Proactive
- **Resource types**: AWS::RDS::DBParameterGroup
- **AWS CloudFormation guard rule**: [CT.RDS.PR.28 rule specification](p. 1363)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.RDS.PR.28 rule specification](p. 1363)
Proactive controls

For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.RDS.PR.28 example templates (p. 1367)]

**Explanation**

You can use Secure Socket Layer (SSL) or Transport Layer Security (TLS) from your application to encrypt a connection to a DB instance running MariaDB, Microsoft SQL Server, MySQL, Oracle, or PostgreSQL. SSL/TLS connections provide a layer of security by encrypting data that moves between your client and DB instance.

**Usage considerations**

- This control applies only to Amazon RDS DB parameter groups with families **postgres**, **sqlserver**, **mariadb** (excluding mariadb10.0 to mariadb10.4), and **mysql** (excluding mysql5.5 to mysql5.6)

**Remediation for rule failure**

For Amazon RDS DB instance parameter groups with **mysql** and **mariadb** families, in Parameters, set `require_secure_transport` to `true`. For Amazon RDS DB instance parameter groups with **postgres** and **sqlserver** families, in Parameters, set `rds.force_ssl` to `true`.

The examples that follow show how to implement this remediation.

**Amazon RDS DB Parameter Group - Example One**

An Amazon RDS DB parameter group configured to require TLS/SSL for all connections to MariaDB DB instances. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "RDSDBParameterGroup": {
      "Type": "AWS::RDS::DBParameterGroup",
      "Properties": {
         "Description": "sample-db-parameter-group",
         "Family": "mariadb10.6",
         "Parameters": {
            "require_secure_transport": true
         }
      }
   }
}
```

**YAML example**

```yaml
RDSDBParameterGroup:
  Type: AWS::RDS::DBParameterGroup
  Properties:
    Description: sample-db-parameter-group
    Family: mariadb10.6
    Parameters:
      require_secure_transport: true
```
The examples that follow show how to implement this remediation.

Amazon RDS DB Parameter Group - Example Two

An Amazon RDS DB parameter group configured to require TLS/SSL for all connections to PostgreSQL DB instances. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "RDSDBParameterGroup": {
        "Type": "AWS::RDS::DBParameterGroup",
        "Properties": {
            "Description": "sample-db-parameter-group",
            "Family": "postgres14",
            "Parameters": {
                "rds.force_ssl": true
            }
        }
    }
}
```

**YAML example**

```yaml
RDSDBParameterGroup:
  Type: AWS::RDS::DBParameterGroup
  Properties:
    Description: sample-db-parameter-group
    Family: postgres14
    Parameters:
      rds.force_ssl: true
```

**CT.RDS.PR.28 rule specification**

```bash
# ###################################
##       Rule Specification        ##
#####################################
#
# Rule Identifier:
#   rds_db_parameter_group_tls_check
#
# Description:
#   This control checks whether an Amazon RDS DB parameter group requires Transport Layer Security (TLS) connections, for supported engine types.
#
# Reports on:
#   AWS::RDS::DBParameterGroup
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
```
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document does not contain any Amazon RDS DB parameter group resources
#       Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains an Amazon RDS DB parameter group resource
#       And: 'Family' has not been provided or has been provided and set to an Amazon RDS DB parameter group family other than one with support for requiring TLS connections
#       ('mariadb' - excluding mariadb families 10.0 to 10.4, 'mysql' - excluding mysql families 5.5 to 5.6, 'postgres' or 'sqlserver')
#       Then: SKIP
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains an Amazon RDS DB parameter group resource
#       And: 'Family' has been provided and set to Amazon RDS parameter group families 'mariadb'
#       (excluding families 10.0 to 10.4) or 'mysql' (excluding families 5.5 to 5.6)
#       And: In 'Parameters', 'require_secure_transport' has not been provided, or has been provided and set to a value other than a boolean true value
#       Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains an Amazon RDS DB parameter group resource
#       And: 'Family' has been provided and set to Amazon RDS parameter group families 'sqlserver' or 'postgres'
#       And: In 'Parameters', 'rds.force_ssl' has not been provided, or has been provided and set to a value other than a boolean true value
#       Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains an Amazon RDS DB parameter group resource
#       And: 'Family' has been provided and set to Amazon RDS parameter group families 'mariadb'
#       (excluding families 10.0 to 10.4) or 'mysql' (excluding families 5.5 to 5.6)
#       And: In 'Parameters', 'require_secure_transport' has been provided and set to a boolean true value
#       Then: PASS
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#       And: The input document contains an Amazon RDS DB parameter group resource
#       And: 'Family' has been provided and set to Amazon RDS parameter group families 'sqlserver' or 'postgres'
#       And: In 'Parameters', 'rds.force_ssl' has been provided and set to a boolean true value
#       Then: PASS

# Constants

let INPUT_DOCUMENT = this
let RDS_DB_PARAMETER_GROUP_TYPE = "AWS::RDS::DBParameterGroup"

let MYSQL_PG_FAMILY = /^mysql/  
let MARIADB_PG_FAMILY = /^mariadb/  
let POSTGRES_PG_FAMILY = /^postgres/ 
let SQLSERVER_PG_FAMILY = /^sqlserver/
let MYSQL_FAMILIES_WITH_NO_SECURE_TRANSPORT_SUPPORT = [
    "mysql5.5",
    "mysql5.6"
]
let MARIADB_FAMILIES_WITH_NO_SECURE_TRANSPORT_SUPPORT = [
    "mariadb10.0",
    "mariadb10.1",
    "mariadb10.2",
    "mariadb10.3",
    "mariadb10.4"
]
let BOOLEAN_TRUE_VALUES = [
    true,
    1, "1",
    "true", "True", "TRUE",
    "on", "On", "ON"
]

# Assignments
#
let rds_db_parameter_groups = Resources.*[ Type == %RDS_DB_PARAMETER_GROUP_TYPE ]

# Primary Rules
#
rule rds_db_parameter_group_tls_check when is_cfn_template(%INPUT_DOCUMENT)
    %rds_db_parameter_groups not empty {
        check(%rds_db_parameter_groups.Properties)
        <<
        [CT.RDS.PR.28]: Require an Amazon RDS DB parameter group to require Transport Layer Security (TLS) connections for supported engine types
        [FIX]: For Amazon RDS DB instance parameter groups with 'mysql' and 'mariadb' families, in 'Parameters', set 'require_secure_transport' to 'true'. For Amazon RDS DB instance parameter groups with 'postgres' and 'sqlserver' families, in 'Parameters', set 'rds.force_ssl' to 'true'.
        >>
    }

rule rds_db_parameter_group_tls_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_PARAMETER_GROUP_TYPE) {
    check(%INPUT_DOCUMENT.%RDS_DB_PARAMETER_GROUP_TYPE.resourceProperties)
    <<
    [CT.RDS.PR.28]: Require an Amazon RDS DB parameter group to require Transport Layer Security (TLS) connections for supported engine types
    [FIX]: For Amazon RDS DB instance parameter groups with 'mysql' and 'mariadb' families, in 'Parameters', set 'require_secure_transport' to 'true'. For Amazon RDS DB instance parameter groups with 'postgres' and 'sqlserver' families, in 'Parameters', set 'rds.force_ssl' to 'true'.
    >>
}

# Parameterized Rules
#
rule check(rds_parameter_group) {
    %rds_parameter_group {
        # Scenario 2
        filter_pg_mysql_maria_families(this)
        } {
        # Scenarios 3 and 5
        Parameters exists
        Parameters is_struct
        Parameters {
            require_secure_transport exists
            }
require_secure_transport in %BOOLEAN_TRUE_VALUES

%rds_parameter_group [  
  # Scenario 2  
  filter_pg_postgres_sqlserver_families(this)
]

  # Scenarios 4 and 6  
  Parameters exists  
  Parameters is_struct  
  Parameters {
    "rds.force_ssl" exists  
    "rds.force_ssl" in %BOOLEAN_TRUE_VALUES
  }
}

rule filter_pg_mysql_maria_families(parameter_group) {  
  %parameter_group {
    Family exists  
    filter_mysql_family(this) or  
    filter_mariadb_family(this)
  }
}

rule filter_mysql_family(parameter_group) {  
  %parameter_group {
    Family in %MYSQL_PG_FAMILY  
    Family not in %MYSQL_FAMILIES_WITH_NO_SECURE_TRANSPORT_SUPPORT
  }
}

rule filter_mariadb_family(parameter_group) {  
  %parameter_group {
    Family in %MARIADB_PG_FAMILY  
    Family not in %MARIADB_FAMILIES_WITH_NO_SECURE_TRANSPORT_SUPPORT
  }
}

rule filter_pg_postgres_sqlserver_families(parameter_group) {  
  %parameter_group {
    Family exists  
    Family in %POSTGRES_PG_FAMILY or  
    Family in %SQLSERVER_PG_FAMILY
  }
}

# Utility Rules

rule check_is_list_and_not_empty(value) {  
  %value {
    this is_list
    this not empty
  }
}

rule is_cfn_template(doc) {  
  %doc {
    AWSTemplateFormatVersion exists or  
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {  

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
RDSDBParameterGroup:
  Type: AWS::RDS::DBParameterGroup
  Properties:
    Description:
      Fn::Sub: ${AWS::StackName}-example
    Family: mariadb10.6
    Parameters:
      require_secure_transport: true

PASS Example - Use this template to verify a compliant resource creation.

Resources:
RDSDBParameterGroup:
  Type: AWS::RDS::DBParameterGroup
  Properties:
    Description:
      Fn::Sub: ${AWS::StackName}-example
    Family: postgres14
    Parameters:
      rds.force_ssl: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
RDSDBParameterGroup:
  Type: AWS::RDS::DBParameterGroup
  Properties:
    Description:
      Fn::Sub: ${AWS::StackName}-example
    Family: mariadb10.6
    Parameters:
      require_secure_transport: false

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.
Properties:
  Description:
    Fn::Sub: ${AWS::StackName}-example
  Family: postgres15
  Parameters:
    rds.force_ssl: false

[CT.RDS.PR.29] Require an Amazon RDS cluster not be configured to be publicly accessible by means of the 'PubliclyAccessible' property

This control checks whether an Amazon Relational Database Service database cluster is configured to be publicly accessible, or not, as determined by the setting of the PubliclyAccessible property.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::DBCluster
- **AWS CloudFormation guard rule:** CT.RDS.PR.29 rule specification (p. 1369)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.RDS.PR.29 rule specification (p. 1369)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: CT.RDS.PR.29 example templates (p. 1371)

Explanation

The PubliclyAccessible property in the Amazon RDS DB cluster AWS CloudFormation resource indicates whether the DB cluster is publicly accessible. When the DB instance is configured with the PubliclyAccessible property set to true, its Domain Name System (DNS) endpoint resolves to the public IP address from outside of the DB cluster's virtual private cloud (VPC), and it also resolves to the private IP address from within the DB cluster's VPC.

Unless you intend for your Amazon RDS DB cluster to be publicly accessible, do not configure the Amazon RDS DB cluster with the PubliclyAccessible value set to true, because this configuration may allow unwanted traffic to your database instance.

Remediation for rule failure

Set the value of the PubliclyAccessible property to false.

The examples that follow show how to implement this remediation.

**Amazon RDS DB Cluster - Example**

An Amazon RDS Multi-AZ Postgres DB cluster configured not to be publicly accessible. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "DBCluster": {
```
YAML example

```yaml
DBCluster:
  Type: AWS::RDS::DBCluster
  Properties:
    Engine: postgres
    DBClusterInstanceClass: db.m6gd.large
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBClusterSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBClusterSecret}::password}}'
    DBSubnetGroupName: !Ref 'DBSubnetGroup'
    AllocatedStorage: 100
    StorageType: io1
    Iops: 3000
    PubliclyAccessible: false
```

CT.RDS.PR.29 rule specification

```plaintext
# ####################################################################
# Rule Specification  
# ####################################################################
#
# Rule Identifier:
#   rds_cluster_public_access_check
#
# Description:
#   This control checks whether an Amazon RDS database cluster is configured to be publicly accessible, or not, as determined by the setting of the PubliclyAccessible property.
#
# Reports on:
#   AWS::RDS::DBCluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
```
# Scenarios:

**Scenario: 1**

- Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
- And: The input document does not contain any Amazon RDS DB cluster resources
- Then: SKIP

**Scenario: 2**

- Given: The input document contains an Amazon RDS DB cluster resource
- And: 'Engine' has been provided and set to a database engine type other than a Multi-AZ database engine (type other than 'mysql' or 'postgres')
- Then: SKIP

**Scenario: 3**

- Given: The input document contains an Amazon RDS DB cluster resource
- And: 'Engine' has been provided and set to a Multi-AZ database engine ('mysql', 'postgres')
- And: 'PubliclyAccessible' has not been provided
- Then: FAIL

**Scenario: 4**

- Given: The input document contains an Amazon RDS DB cluster resource
- And: 'Engine' has been provided and set to a Multi-AZ database engine ('mysql', 'postgres')
- And: 'PubliclyAccessible' has been provided and set to a value other than bool(false)
- Then: FAIL

**Scenario: 5**

- Given: The input document contains an Amazon RDS DB cluster resource
- And: 'Engine' has been provided and set to a Multi-AZ database engine ('mysql', 'postgres')
- And: 'PubliclyAccessible' has been provided and set to bool(false)
- Then: PASS

---

### Constants

- let INPUT_DOCUMENT = this
- let RDS_DB_CLUSTER_TYPE = "AWS::RDS::DBCluster"
- let MULTI_AZ_ENGINE_TYPES = [ "mysql", "postgres" ]

### Assignments

- let rds_db_clusters = Resources.*[ Type == %RDS_DB_CLUSTER_TYPE ]

### Primary Rules

**rule rds_cluster_public_access_check when is_cfn_template(%INPUT_DOCUMENT)**

- %rds_db_clusters not empty {
  - check(%rds_db_clusters.Properties) <<
    - [CT.RDS.PR.29]: Require an Amazon RDS cluster not be configured to be publicly accessible by means of the 'PubliclyAccessible' property
    - [FIX]: Set the value of the PubliclyAccessible property to false.
  - }

**rule rds_cluster_public_access_check when is_cfn_hook(%INPUT_DOCUMENT, %RDS_DB_CLUSTER_TYPE) {**
check(%INPUT_DOCUMENT.%RDS_DB_CLUSTER_TYPE.resourceProperties)
<<
[CT.RDS.PR.29]: Require an Amazon RDS cluster not be configured to be publicly accessible by means of the 'PubliclyAccessible' property
[FIX]: Set the value of the PubliclyAccessible property to false.
>>

# Parameterized Rules
#
rule check(rds_db_cluster) {
  %rds_db_cluster[
    filter_multi_az_engine(this)
  ] {
    # Scenario 2
    PubliclyAccessible exists
    # Scenarios 3 and 4
    PubliclyAccessible == false
  }
}

rule filter_multi_az_engine(rds_db_cluster) {
  %rds_db_cluster {
    Engine exists
    Engine in %MULTI_AZ_ENGINE_TYPES
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.RDS.PR.29 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
DBClusterSecret:
  Type: AWS::SecretsManager::Secret
Properties:
  Description: RDS DB cluster secret
GenerateSecretString:
  SecretStringTemplate: '{"username": "exampleuser"}'
  GenerateStringKey: password
  PasswordLength: 16
  ExcludeCharacters: '@/\'}
**AWS Control Tower User Guide**

**Proactive controls**

**DBCluster:**
  
  Type: AWS::RDS::DBCluster
  
  Properties:
  
  - DBClusterIdentifier: example-db-cluster
  - DBClusterInstanceClass: db.m5d.large
  - MasterUsername:
    
    Fn::Sub: "{{resolve:secretsmanager:${DBClusterSecret}::username}}"
  - MasterUserPassword:
    
    Fn::Sub: "{{resolve:secretsmanager:${DBClusterSecret}::password}}"
  - Engine: mysql
  - AllocatedStorage: 100
  - StorageType: io1
  - Iops: 1000
  - PubliclyAccessible: false

**FAIL Example** - Use this template to verify that the control prevents non-compliant resource creation.

**Resources:**

- **DBClusterSecret:**
  
  Type: AWS::SecretsManager::Secret
  
  Properties:
  
  - Description: RDS DB cluster secret
  - GenerateSecretString:
    
    SecretStringTemplate: '{"username": "exampleuser"}'
  - GenerateStringKey: password
  - PasswordLength: 16
  - ExcludeCharacters: '"@/\'

- **DBCluster:**
  
  Type: AWS::RDS::DBCluster
  
  Properties:
  
  - DBClusterIdentifier: example-db-cluster-public
  - DBClusterInstanceClass: db.m5d.large-public
  - MasterUsername:
    
    Fn::Sub: "{{resolve:secretsmanager:${DBClusterSecret}::username}}"
  - MasterUserPassword:
    
    Fn::Sub: "{{resolve:secretsmanager:${DBClusterSecret}::password}}"
  - Engine: mysql
  - AllocatedStorage: 100
  - StorageType: io1
  - Iops: 1000
  - PubliclyAccessible: true

**[CT.RDS.PR.30]** Require that an Amazon RDS database instance has encryption at rest configured to use a KMS key that you specify for supported engine types

This control checks whether storage encryption is enabled for your Amazon RDS database (DB) instance, and that the encryption uses a KMS key that you specify for supported engine types.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::RDS::DBInstance
- **AWS CloudFormation guard rule:** [CT.RDS.PR.30 rule specification (p. 1374)]

**Details and examples**
For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the:
CT.RDS.PR.30 rule specification (p. 1374)
For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see:
CT.RDS.PR.30 example templates (p. 1377)

Explanation

As an added layer of security for your sensitive data in Amazon RDS DB instances, you can configure your Amazon RDS DB instances to be encrypted at rest. To encrypt your Amazon RDS DB instances and snapshots at rest, enable the encryption option for your Amazon RDS DB instances. Data that is encrypted at rest includes the underlying storage for DB instances, its automated backups, read replicas, and snapshots.

Amazon RDS-encrypted DB instances use the open standard AES-256 encryption algorithm to encrypt your data residing on the server that hosts your Amazon RDS DB instances. After your data is encrypted, Amazon RDS handles authentication of access and decryption of your data transparently, with a minimal impact on performance. You do not need to modify your database client applications to use encryption.

Amazon RDS encryption is available for all database engines and storage types. Amazon RDS encryption is available for most DB instance classes.

Usage considerations

- This control applies only to Amazon RDS DB engine types mariadb, mysql, oracle-ee, oracle-ee-cdb, oracle-se2, oracle-se2-cdb, postgres, sqlserver-ee, sqlserver-se, and sqlserver-web
- This control requires that a KMS key is specified for Amazon RDS DB instance resources. It does not check the properties of the KMS key used, such as whether the KMS key is customer-managed or service-managed.
- Consider using a customer-managed key if you want full control over the KMS key, which includes establishing and maintaining the key’s policies, IAM policies, and grants, as well as enabling and disabling the key, rotating its cryptographic material, adding tags, creating aliases that refer to the KMS key, and scheduling the KMS key for deletion.

Remediation for rule failure

Set the KmsKeyId property to the ARN of an AWS KMS key that is configured to grant key usage permissions to Amazon RDS.

The examples that follow show how to implement this remediation.

Amazon RDS DB instance - Example

An Amazon RDS DB instance with storage encryption enabled. The example is shown in JSON and in YAML.

JSON example

```json
{
    "RDSDBInstance": {
        "Type": "AWS::RDS::DBInstance",
        "Properties": {
            "Engine": "postgres",
            "EngineVersion": 14.2,
            "DBInstanceClass": "db.m5.large",
            "StorageType": "gp2",
```
"AllocatedStorage": 5,
"MasterUsername": {
  "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::username}}"
},
"MasterUserPassword": {
  "Fn::Sub": "{{resolve:secretsmanager:${DBInstanceSecret}::password}}"
},
"StorageEncrypted": true,
"KmsKeyId": {
  "Ref": "KMSKey"
}
}
}

YAML example

RDSDBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 14.2
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    StorageEncrypted: true
    KmsKeyId: !Ref 'KMSKey'

CT.RDS.PR.30 rule specification

# ###################################
##       Rule Specification        ##
####################################
#
# Rule Identifier:
#   rds_storage_encrypted_kms_key_check
#
# Description:
#   This control checks whether storage encryption is enabled for your Amazon RDS database
#   (DB) instance, and that the encryption uses a KMS key that you specify for supported
#   engine types.
#
# Reports on:
#   AWS::RDS::DBInstance
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation Hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#     document
#     And: The input document does not contain any Amazon RDS DB instance resources
# Scenario: 2
# Given: The input document contains a Amazon RDS DB instance resource
# And: 'Engine' is not one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2', 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-web'
# Then: SKIP

# Scenario: 3
# Given: The input document contains a Amazon RDS DB instance resource
# And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2', 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-web'
# And: 'KmsKeyId' has not been provided
# Then: FAIL

# Scenario: 4
# Given: The input document contains a Amazon RDS DB instance resource
# And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2', 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-web'
# And: 'KmsKeyId' has been provided as an empty string or invalid local reference to a KMS key ID or alias or ARN
# Then: FAIL

# Scenario: 5
# Given: The input document contains a Amazon RDS DB instance resource
# And: 'Engine' is one of 'mariadb', 'mysql', 'oracle-ee', 'oracle-ee-cdb', 'oracle-se2', 'oracle-se2-cdb', 'postgres', 'sqlserver-ee', 'sqlserver-se', 'sqlserver-web'
# And: 'KmsKeyId' has been provided as a non-empty string or valid local reference to a KMS key ID or alias or ARN
# Then: PASS

# Constants
let INPUT_DOCUMENT = this
let RDS_DB_INSTANCE_TYPE = "AWS::RDS::DBInstance"
let SUPPORTED_RDS_INSTANCE_ENGINES = [
  "mariadb", "mysql", "oracle-ee", "oracle-ee-cdb", "oracle-se2", "oracle-se2-cdb", "postgres", "sqlserver-ee", "sqlserver-se", "sqlserver-web"
]

# Assignments
let rds_db_instances = Resources.*[ Type == %RDS_DB_INSTANCE_TYPE ]

# Primary Rules
rule rds_storage_encrypted_kms_key_check when is_cfn_template(%INPUT_DOCUMENT)
  %rds_db_instances not empty {
    check(%rds_db_instances.Properties)
    <<
    [CT.RDS.PR.30]: Require that an Amazon RDS database instance has encryption at rest configured to use a KMS key that you specify for supported engine types
    [FIX]: Set the KmsKeyId property to the ARN of an AWS KMS key that is configured to grant key usage permissions to Amazon RDS.
AWS Control Tower User Guide
Proactive controls
>>

}

rule rds_storage_encrypted_kms_key_check when is_cfn_hook(%INPUT_DOCUMENT,
%RDS_DB_INSTANCE_TYPE) {
check(%INPUT_DOCUMENT.%RDS_DB_INSTANCE_TYPE.resourceProperties)
<<
[CT.RDS.PR.30]: Require that an Amazon RDS database instance has encryption at rest
configured to use a KMS key that you specify for supported engine types
[FIX]: Set the KmsKeyId property to the ARN of an AWS KMS key that is configured to
grant key usage permissions to Amazon RDS.
>>
}
#
# Parameterized Rules
#
rule check(rds_db_instance) {
%rds_db_instance [
# Scenario 2
filter_engine(this)
] {
# Scenario 3
KmsKeyId exists

}

}

# Scenarios 4 and 5
check_is_string_and_not_empty(KmsKeyId) or
check_local_references(%INPUT_DOCUMENT, KmsKeyId, "AWS::KMS::Key") or
check_local_references(%INPUT_DOCUMENT, KmsKeyId, "AWS::KMS::Alias")

rule filter_engine(rds_db_instance) {
%rds_db_instance {
Engine exists
Engine is_string
Engine in %SUPPORTED_RDS_INSTANCE_ENGINES
}
}
#
# Utility Rules
#
rule check_is_string_and_not_empty(value) {
%value {
this is_string
this != /\A\s*\z/
}
}
rule is_cfn_template(doc) {
%doc {
AWSTemplateFormatVersion exists
Resources exists
}
}

or

rule is_cfn_hook(doc, RESOURCE_TYPE) {
%doc.%RESOURCE_TYPE.resourceProperties exists
}
rule check_local_references(doc, reference_properties, referenced_RESOURCE_TYPE) {
%reference_properties {
'Fn::GetAtt' {
query_for_resource(%doc, this[0], %referenced_RESOURCE_TYPE)
<<Local Stack reference was invalid>>
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CT.RDS.PR.30 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
KMSKey:
  Type: AWS::KMS::Key
  Properties:
    KeyPolicy:
      Version: 2012-10-17
      Id: example-policy
      Statement:
      - Sid: Enable IAM User Permissions
        Effect: Allow
        Principal:
          AWS:
            Fn::Sub: arn:${AWS:Partition}:iam::${AWS::AccountId}:root
        Action: kms:*
        Resource: '*'
        KeySpec: SYMMETRIC_DEFAULT
        EnableKeyRotation: true
DBInstanceSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: RDS DB instance secret
    GenerateSecretString:
      SecretStringTemplate: '{{"username": "examplemasteruser"}}
      GenerateStringKey: password
      PasswordLength: 22
      ExcludeCharacters: '"@/\'
DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: mysql
    EngineVersion: 5.7
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername:
      Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword:
      Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
    StorageEncrypted: true
    KmsKeyId:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
DBInstanceSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: RDS instance secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "exampleuser"}'
      GenerateStringKey: password
      PasswordLength: 22
      ExcludeCharacters: "/@""

DBInstance:
  Type: AWS::RDS::DBInstance
  Properties:
    Engine: postgres
    EngineVersion: 15.4
    DBInstanceClass: db.m5.large
    StorageType: gp2
    AllocatedStorage: 5
    MasterUsername:
      Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::username}}'
    MasterUserPassword:
      Fn::Sub: '{{resolve:secretsmanager:${DBInstanceSecret}::password}}'
  DeletionPolicy: Delete

Amazon Redshift controls

Topics
- [CT.REDSHIFT.PR.1] Require an Amazon Redshift cluster to prohibit public access (p. 1378)
- [CT.REDSHIFT.PR.2] Require an Amazon Redshift cluster to have automatic snapshots configured (p. 1382)
- [CT.REDSHIFT.PR.3] Require an Amazon Redshift cluster to have audit logging configured (p. 1387)
- [CT.REDSHIFT.PR.4] Require an Amazon Redshift cluster to have automatic upgrades to major versions configured (p. 1392)
- [CT.REDSHIFT.PR.5] Require an Amazon Redshift cluster to have enhanced VPC routing (p. 1396)
- [CT.REDSHIFT.PR.6] Require an Amazon Redshift cluster to have a unique administrator username (p. 1400)
- [CT.REDSHIFT.PR.7] Require an Amazon Redshift cluster to have a unique database name (p. 1404)
- [CT.REDSHIFT.PR.8] Require an Amazon Redshift cluster to be encrypted (p. 1408)
- [CT.REDSHIFT.PR.9] Require that an Amazon Redshift cluster parameter group is configured to use Secure Sockets Layer (SSL) for encryption of data in transit (p. 1412)

[CT.REDSHIFT.PR.1] Require an Amazon Redshift cluster to prohibit public access

This control checks whether Amazon Redshift clusters are configured to prohibit public access.

- **Control objective:** Limit network access
• **Implementation**: AWS CloudFormation Guard Rule

• **Control behavior**: Proactive

• **Resource types**: AWS::Redshift::Cluster

• **AWS CloudFormation guard rule**: CT.REDSHIFT.PR.1 rule specification (p. 1380)

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.REDSHIFT.PR.1 rule specification (p. 1380)

• For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.REDSHIFT.PR.1 example templates (p. 1381)

**Explanation**

The PubliclyAccessible attribute of the Amazon Redshift cluster configuration indicates whether the cluster is publicly accessible. When the cluster is configured with the PubliclyAccessible parameter set to `true`, it is an internet-facing instance that has a publicly resolvable DNS name, which resolves to a public IP address.

When the cluster is not publicly accessible, it is an internal instance with a DNS name that resolves to a private IP address. Unless you intend for your cluster to be publicly accessible, the cluster should not be configured with PubliclyAccessible set to `true`.

**Remediation for rule failure**

Set PubliclyAccessible to `false`.

The examples that follow show how to implement this remediation.

**Amazon Redshift Cluster - Example**

Amazon Redshift cluster configured to prohibit public access. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "RedshiftCluster": {
        "Type": "AWS::Redshift::Cluster",
        "Properties": {
            "ClusterType": "single-node",
            "DBName": "sampledb",
            "MasterUsername": {
                "Fn::Sub": "{{resolve:secretsmanager:${RedshiftClusterSecret}::username}}"
            },
            "MasterUserPassword": {
                "Fn::Sub": "{{resolve:secretsmanager:${RedshiftClusterSecret}::password}}"
            },
            "NodeType": "ds2.xlarge",
            "PubliclyAccessible": false
        }
    }
}
```

**YAML example**

```yaml
- RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    DBName: sampledb
    MasterUsername:
      Fn::Sub: "{{resolve:secretsmanager:${RedshiftClusterSecret}::username}}"
    MasterUserPassword:
      Fn::Sub: "{{resolve:secretsmanager:${RedshiftClusterSecret}::password}}"
    NodeType: ds2.xlarge
    PubliclyAccessible: false
```
RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    DBName: sampledb
    MasterUsername: !Sub('{{resolve:secretsmanager:${RedshiftClusterSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:
      ${RedshiftClusterSecret}::password}}'
    NodeType: ds2.xlarge
    PubliclyAccessible: false

CT.REDSHIFT.PR.1 rule specification

# ##########################################################################
##       Rule Specification        ##
##########################################################################
#
# Rule Identifier:
#   redshift_cluster_public_access_check
#
# Description:
#   This control checks whether Amazon Redshift clusters are configured to prohibit public
#   access.
#
# Reports on:
#   AWS::Redshift::Cluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation document or AWS CloudFormation
#     hook document
#     And: The input document does not contain any Redshift cluster resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation document or AWS CloudFormation
#     hook document
#     And: The input document contains a Redshift cluster resource
#     And: 'PubliclyAccessible' has not been specified
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation document or AWS CloudFormation
#     hook document
#     And: The input document contains a Redshift cluster resource
#     And: 'PubliclyAccessible' has been specified
#     And: 'PubliclyAccessible' has been set to bool(true)
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation document or AWS CloudFormation
#     hook document
#     And: The input document contains a Redshift cluster resource
#     And: 'PubliclyAccessible' has been specified
#     And: 'PubliclyAccessible' has been set to bool(false)
#     Then: PASS
# Constants

let REDSHIFT_CLUSTER_TYPE = "AWS::Redshift::Cluster"
let INPUT_DOCUMENT = this

# Assignments

let redshift_clusters = Resources.[ Type == %REDSHIFT_CLUSTER_TYPE ]

# Primary Rules

# Scenario 2
PubliclyAccessible exists

# Scenario 3 and 4
PubliclyAccessible == false

rule redshift_cluster_public_access_check when is_cfn_template(%INPUT_DOCUMENT)
%redshift_clusters not empty

check(%redshift_clusters.Properties)

[CT.REDSHIFT.PR.1]: Require an Amazon Redshift cluster to prohibit public access

[FIX]: Set 'PubliclyAccessible' to 'false'.

}

rule redshift_cluster_public_access_check when is_cfn_hook(%INPUT_DOCUMENT, %REDSHIFT_CLUSTER_TYPE) {

check(%INPUT_DOCUMENT.%REDSHIFT_CLUSTER_TYPE.resourceProperties)

[CT.REDSHIFT.PR.1]: Require an Amazon Redshift cluster to prohibit public access

[FIX]: Set 'PubliclyAccessible' to 'false'.

}

# Parameterized Rules

rule check(redshift_cluster) {

%redshift_cluster {

# Scenario 2
PubliclyAccessible exists

# Scenario 3 and 4
PubliclyAccessible == false

}

}

# Utility Rules

rule is_cfn_template(doc) {

%doc {

AWSTemplateFormatVersion exists or
Resources exists

}

rule is_cfn_hook(doc, RESOURCE_TYPE) {

%doc.%RESOURCE_TYPE.resourceProperties exists

}

CT.REDSHIFT.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.
[CT.REDSHIFT.PR.2] Require an Amazon Redshift cluster to have automatic snapshots configured

This control checks whether Amazon Redshift clusters have automated snapshots enabled, and that the clusters are set with an automated snapshot retention period greater than or equal to seven (7) days.

- **Control objective**: Improve resiliency
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
• **Resource types:** AWS::Redshift::Cluster

• **AWS CloudFormation guard rule:** CT.REDSHIFT.PR.2 rule specification (p. 1384)

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.REDSHIFT.PR.2 rule specification (p. 1384)

• For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.REDSHIFT.PR.2 example templates (p. 1386)

**Explanation**

Backups help you to recover more quickly from a security incident. They strengthen the resilience of your systems. Amazon Redshift takes periodic snapshots by default. This control checks whether automatic snapshots are created and retained for at least seven days.

**Remediation for rule failure**

Set `AutomatedSnapshotRetentionPeriod` to an integer value greater than or equal to 7 days.

The examples that follow show how to implement this remediation.

**Amazon Redshift Cluster - Example**

Amazon Redshift cluster configured with automatic snapshots active. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "RedshiftCluster": {
        "Type": "AWS::Redshift::Cluster",
        "Properties": {
            "ClusterType": "single-node",
            "DBName": "sampledb",
            "MasterUsername": {
                "Fn::Sub": "{{resolve:secretsmanager:${RedshiftSecret}::username}}"
            },
            "MasterUserPassword": {
                "Fn::Sub": "{{resolve:secretsmanager:${RedshiftSecret}::password}}"
            },
            "NodeType": "ds2.xlarge",
            "AutomatedSnapshotRetentionPeriod": 7
        }
    }
}
```

**YAML example**

```yaml
RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    DBName: sampledb
    MasterUsername: !Sub '{{resolve:secretsmanager:${RedshiftSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${RedshiftSecret}::password}}'
    NodeType: ds2.xlarge
    AutomatedSnapshotRetentionPeriod: 7
```
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NodeType: ds2.xlarge
AutomatedSnapshotRetentionPeriod: 7

CT.REDSHIFT.PR.2 rule specification

# #############################################################################
##       Rule Specification        ##
# #############################################################################
#
# Rule Identifier:
#   redshift_backup_enabled_check
#
# Description:
#   This control checks whether Amazon Redshift clusters have automated snapshots enabled,
#   and that the clusters are set with an automated snapshot retention period greater than or
#   equal to seven (7) days.
#
# Reports on:
#   AWS::Redshift::Cluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any Redshift cluster resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a Redshift cluster resource
#     And: 'AutomatedSnapshotRetentionPeriod' has not been specified
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a Redshift cluster resource
#     And: 'AutomatedSnapshotRetentionPeriod' has been specified
#     And: 'AutomatedSnapshotRetentionPeriod' has been set to '0'
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a Redshift cluster resource
#     And: 'AutomatedSnapshotRetentionPeriod' has been specified
#     And: 'AutomatedSnapshotRetentionPeriod' has been set to a value <7
#     Then: FAIL
#   Scenario: 5
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a Redshift cluster resource
#     And: 'AutomatedSnapshotRetentionPeriod' has been specified
#     And: 'AutomatedSnapshotRetentionPeriod' has been set to a value >= 7
#     Then: PASS
#
#
# Constants

let REDSHIFT_CLUSTER_TYPE = "AWS::Redshift::Cluster"
let INPUT_DOCUMENT = this

# Assignments

let redshift_clusters = Resources.*[ Type == %REDSHIFT_CLUSTER_TYPE ]

# Primary Rules

rule redshift_backup_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
  %redshift_clusters not empty  {
    check(%redshift_clusters.Properties)
    <<
    [CT.REDSHIFT.PR.2]: Require an Amazon Redshift cluster to have automatic snapshots configured
    [FIX]: Set 'AutomatedSnapshotRetentionPeriod' to an integer value greater than or equal to 7 days.
    >>
  }

rule redshift_backup_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %REDSHIFT_CLUSTER_TYPE) {
  check(%INPUT_DOCUMENT.%REDSHIFT_CLUSTER_TYPE.resourceProperties)
  <<
  [CT.REDSHIFT.PR.2]: Require an Amazon Redshift cluster to have automatic snapshots configured
  [FIX]: Set 'AutomatedSnapshotRetentionPeriod' to an integer value greater than or equal to 7 days.
  >>
}

# Parameterized Rules

rule check(redshift_cluster) { %redshift_cluster {
  # Scenario 2
  AutomatedSnapshotRetentionPeriod exists
  # Scenario 3, 4 and 5
  AutomatedSnapshotRetentionPeriod >= 7
}

# Utility Rules

rule is_cfn_template(doc) { %doc {
  AWSTemplateFormatVersion exists or
  Resources exists
}

rule is_cfn_hook(doc, RESOURCE_TYPE) { %doc.%RESOURCE_TYPE.resourceProperties exists
}
CT.REDSHIFT.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```yaml
Resources:
  RedshiftSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: Redshift cluster secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "examplemasterusername"}'
        GenerateStringKey: password
        PasswordLength: 16
        ExcludeCharacters: '"@/\"
  RedshiftCluster:
    Type: AWS::Redshift::Cluster
    Properties:
      ClusterType: single-node
      DBName: exampledb
      MasterUsername:
        Fn::Sub: '\{resolve:secretsmanager:${RedshiftSecret}::username\}'
      MasterUserPassword:
        Fn::Sub: '\{resolve:secretsmanager:${RedshiftSecret}::password\}'
      NodeType: dc2.large
      PubliclyAccessible: false
      AutomatedSnapshotRetentionPeriod: 7
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```yaml
Resources:
  RedshiftSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: Redshift cluster secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "examplemasterusername"}'
        GenerateStringKey: password
        PasswordLength: 16
        ExcludeCharacters: '"@/\"
  RedshiftCluster:
    Type: AWS::Redshift::Cluster
    Properties:
      ClusterType: single-node
      DBName: exampledb
      MasterUsername:
        Fn::Sub: '\{resolve:secretsmanager:${RedshiftSecret}::username\}'
      MasterUserPassword:
        Fn::Sub: '\{resolve:secretsmanager:${RedshiftSecret}::password\}'
      NodeType: dc2.large
      PubliclyAccessible: false
      AutomatedSnapshotRetentionPeriod: 5
```
[CT.REDSHIFT.PR.3] Require an Amazon Redshift cluster to have audit logging configured

This control checks whether an Amazon Redshift cluster has audit logging activated.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Redshift::Cluster
- **AWS CloudFormation guard rule:** [CT.REDSHIFT.PR.3 rule specification](p. 1388)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.REDSHIFT.PR.3 rule specification](p. 1388)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.REDSHIFT.PR.3 example templates](p. 1390)

**Explanation**

Amazon Redshift audit logging provides additional information about connections and user activities in your cluster. This data can be stored and secured in Amazon S3, and it can be helpful for security audits and investigations.

**Remediation for rule failure**

Provide a `LoggingProperties` configuration and set `BucketName` to the name of an Amazon S3 bucket configured to receive Amazon Redshift audit logs.

The examples that follow show how to implement this remediation.

**Amazon Redshift Cluster - Example**

Amazon Redshift cluster configured with audit logging enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "RedshiftCluster": {
    "Type": "AWS::Redshift::Cluster",
    "Properties": {
      "ClusterType": "single-node",
      "DBName": "sampledb",
      "MasterUsername": {
        "Fn::Sub": "{{resolve:secretsmanager:${RedshiftSecret}::username}}"
      },
      "MasterUserPassword": {
        "Fn::Sub": "{{resolve:secretsmanager:${RedshiftSecret}::password}}"
      },
      "NodeType": "dc2.large",
      "PubliclyAccessible": false,
      "LoggingProperties": {
        "BucketName": {
          "Ref": "S3Bucket"
        },
        "S3KeyPrefix": "sample-cluster-logs"
      }
    }
  }
}
```
YAML example

RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    DBName: sampledb
    MasterUsername: !Sub '{{resolve:secretsmanager:${RedshiftSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${RedshiftSecret}::password}}'
    NodeType: dc2.large
    PubliclyAccessible: false
    LoggingProperties:
      BucketName: !Ref 'S3Bucket'
      S3KeyPrefix: sample-cluster-logs

CT.REDSHIFT.PR.3 rule specification

# ##################################################################################################################
##       Rule Specification        ##
# ##########################################################################
#
# Rule Identifier:
#   redshift_cluster_audit_logging_enabled_check
#
# Description:
#   This control checks whether an Amazon Redshift cluster has audit logging activated.
#
# Reports on:
#   AWS::Redshift::Cluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any Redshift cluster resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains a Redshift cluster resource
#     And: 'LoggingProperties' has not been specified
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains a Redshift cluster resource
#     And: 'LoggingProperties' has been specified
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And: 'BucketName' on 'LoggingProperties' has been specified and is an empty string or invalid local reference
Then: FAIL

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a Redshift cluster resource
And: 'LoggingProperties' has been specified
And: 'BucketName' on 'LoggingProperties' has been specified and is a non-empty string or valid local reference
Then: PASS

# Constants
let REDSHIFT_CLUSTER_TYPE = "AWS::Redshift::Cluster"
let INPUT_DOCUMENT = this

# Assignments
let redshift_clusters = Resources.*[ Type == %REDSHIFT_CLUSTER_TYPE ]

# Primary Rules
rule redshift_cluster_audit_logging_enabled_check when is_cfn_template(%INPUTDOCUMENT)
%redshift_clusters not empty {
    check(%redshift_clusters.Properties)
    <<<
        [CT.REDSHIFT.PR.3]: Require an Amazon Redshift cluster to have audit logging configured
        [FIX]: Provide a 'LoggingProperties' configuration and set 'BucketName' to the name of an Amazon S3 bucket configured to receive Amazon Redshift audit logs.
    >>>
}

rule redshift_cluster_audit_logging_enabled_check when is_cfn_hook(%INPUTDOCUMENT, %REDSHIFT_CLUSTER_TYPE) {
    check(%INPUTDOCUMENT.%REDSHIFT_CLUSTER_TYPE.resourceProperties)
    <<<
        [CT.REDSHIFT.PR.3]: Require an Amazon Redshift cluster to have audit logging configured
        [FIX]: Provide a 'LoggingProperties' configuration and set 'BucketName' to the name of an Amazon S3 bucket configured to receive Amazon Redshift audit logs.
    >>>
}

# Parameterized Rules
rule check(redshift_cluster) {
    %redshift_cluster {
        # Scenario 2
        LoggingProperties exists
        LoggingProperties is_struct
        LoggingProperties {
            # Scenario 3 and 4
            BucketName exists
            check_is_string_and_not_empty(BucketName) or
            check_local_references(%INPUT_DOCUMENT, BucketName, "AWS::S3::Bucket")
        }
    }
}
AWS Control Tower User Guide
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#
# Utility Rules
#
rule is_cfn_template(doc) {
%doc {
AWSTemplateFormatVersion exists
Resources exists
}
}

or

rule is_cfn_hook(doc, RESOURCE_TYPE) {
%doc.%RESOURCE_TYPE.resourceProperties exists
}
rule check_is_string_and_not_empty(value) {
%value {
this is_string
this != /\A\s*\z/
}
}
rule check_local_references(doc, reference_properties, referenced_resource_type) {
%reference_properties {
'Fn::GetAtt' {
query_for_resource(%doc, this[0], %referenced_resource_type)
<<Local Stack reference was invalid>>
} or Ref {
query_for_resource(%doc, this, %referenced_resource_type)
<<Local Stack reference was invalid>>
}
}
}
rule query_for_resource(doc, resource_key, referenced_resource_type) {
let referenced_resource = %doc.Resources[ keys == %resource_key ]
%referenced_resource not empty
%referenced_resource {
Type == %referenced_resource_type
}
}

CT.REDSHIFT.PR.3 example templates
You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.
PASS Example - Use this template to verify a compliant resource creation.

Resources:
S3Bucket:
Type: AWS::S3::Bucket
BucketPolicy:
Type: AWS::S3::BucketPolicy
Properties:
Bucket:
Ref: S3Bucket
PolicyDocument:
Version: 2012-10-17
Statement:
- Effect: Allow
Principal:
Service: redshift.amazonaws.com
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Action:
- s3:GetBucketAcl
Resource:
- Fn::GetAtt:
  - S3Bucket
  - Arn
- Effect: Allow
  Principal:
    Service: redshift.amazonaws.com
Action:
- s3:PutObject
Resource:
- Fn::Join:
  - ''
  - - Fn::GetAtt:
      - S3Bucket
      - Arn
  - '/'

RedshiftSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: Redshift cluster secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "examplemasterusername"}'
      GenerateStringKey: password
      PasswordLength: 16
    ExcludeCharacters: "'"@/\"

RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    DBName: exampledb
    MasterUsername:
      Fn::Sub: '{{resolve:secretsmanager:${RedshiftSecret}::username}}'
    MasterUserPassword:
      Fn::Sub: '{{resolve:secretsmanager:${RedshiftSecret}::password}}'
    NodeType: dc2.large
    PubliclyAccessible: false
    LoggingProperties:
      BucketName:
        Ref: S3Bucket
      S3KeyPrefix: example-cluster-logs

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
RedshiftSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: Redshift cluster secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "examplemasterusername"}'
      GenerateStringKey: password
      PasswordLength: 16
    ExcludeCharacters: "'"@/\"

RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    DBName: exampledb
    MasterUsername:
      Fn::Sub: '{{resolve:secretsmanager:${RedshiftSecret}::username}}'
[CT.REDSHIFT.PR.4] Require an Amazon Redshift cluster to have automatic upgrades to major versions configured

This control checks whether automatic major version upgrades are enabled for your Amazon Redshift cluster.

- **Control objective**: Manage vulnerabilities
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::Redshift::Cluster
- **AWS CloudFormation guard rule**: [CT.REDSHIFT.PR.4 rule specification](p. 1394)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.REDSHIFT.PR.4 rule specification](p. 1394)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.REDSHIFT.PR.4 example templates](p. 1395)

**Explanation**

Enabling automatic major version upgrades ensures that the latest major version updates to Amazon Redshift clusters are installed during the maintenance window. These updates might include security patches and bug fixes. Keeping up to date with patch installation is an important step in securing systems.

**Remediation for rule failure**

Set the AllowVersionUpgrade property to true or do not specify it (default).

The examples that follow show how to implement this remediation.

**Amazon Redshift Cluster - Example One**

Amazon Redshift cluster with automatic major version upgrades enabled through AWS CloudFormation defaults. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "RedshiftCluster": {
      "Type": "AWS::Redshift::Cluster",
      "Properties": {
         "ClusterType": "single-node",
         "DBName": "exampledb",
         "MasterUsername": {
            "Fn::Sub": "{{resolve:secretsmanager:${RedshiftSecret}::username}}"
         },
         "MasterUserPassword": {
            "Fn::Sub": "{{resolve:secretsmanager:${RedshiftSecret}::password}}"
         },
         "NodeType": "dc2.large",
         "PubliclyAccessible": false
      }
   }
}
```
YAML example

RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    DBName: exampledb
    MasterUsername: !Sub '{{resolve:secretsmanager:${RedshiftSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${RedshiftSecret}::password}}'
    NodeType: ds2.xlarge
    AllowVersionUpgrade: true

The examples that follow show how to implement this remediation.

Amazon Redshift Cluster - Example Two

Amazon Redshift cluster configured with automatic major version upgrades enabled through the AllowVersionUpgrade property. The example is shown in JSON and in YAML.

JSON example

{
  "RedshiftCluster": {
    "Type": "AWS::Redshift::Cluster",
    "Properties": {
      "ClusterType": "single-node",
      "DBName": "exampledb",
      "MasterUsername": {
        "Fn::Sub": '{{resolve:secretsmanager:${RedshiftSecret}::username}}'
      },
      "MasterUserPassword": {
        "Fn::Sub": '{{resolve:secretsmanager:${RedshiftSecret}::password}}'
      },
      "NodeType": "ds2.xlarge",
      "AllowVersionUpgrade": true
    }
  }
}

YAML example

RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    DBName: exampledb
    MasterUsername: !Sub '{{resolve:secretsmanager:${RedshiftSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${RedshiftSecret}::password}}'
    NodeType: ds2.xlarge
CT.REDSHIFT.PR.4 rule specification

```plaintext
# ###################################
##       Rule Specification        ##
####################################
#
# Rule Identifier:
#   redshift_cluster_allow_version_upgrade_check
#
# Description:
#   Checks whether automatic major version upgrades are enabled for the Amazon Redshift
#   cluster.
#
# Reports on:
#   AWS::Redshift::Cluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#            And: The input document does not contain any Redshift cluster resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#            And: The input document contains a Redshift cluster resource
#            And: 'AllowVersionUpgrade' has been provided
#            And: 'AllowVersionUpgrade' has been set to bool(false)
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#            And: The input document contains a Redshift cluster resource
#            And: 'AllowVersionUpgrade' has not been provided
#     Then: PASS
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#            And: The input document contains a Redshift cluster resource
#            And: 'AllowVersionUpgrade' has been provided
#            And: 'AllowVersionUpgrade' has been set to bool(true)
#     Then: PASS
#
# Constants
#
let REDSHIFT_CLUSTER_TYPE = "AWS::Redshift::Cluster"
let INPUT_DOCUMENT = this
#
# Assignments
#
let redshift_clusters = Resources.*[ Type == %REDSHIFT_CLUSTER_TYPE ]
#
# Primary Rules
```

AllowVersionUpgrade: true
CT.REDSHIFT.PR.4 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
RedshiftSecret:
  Type: AWS::SecretsManager::Secret
Properties:
  Description: Redshift cluster secret
  GenerateSecretString:
    SecretStringTemplate: '{"username": "examplemasterusername"}'}
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
RedshiftSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: Redshift cluster secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "examplemasterusername"}'
    GenerateStringKey: password
    PasswordLength: 16
    ExcludeCharacters: ""\n"
RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    DBName: exampledb
    MasterUsername:
      Fn::Sub: '{{resolve:secretsmanager:${RedshiftSecret}::username}}'
    MasterUserPassword:
      Fn::Sub: '{{resolve:secretsmanager:${RedshiftSecret}::password}}'
    NodeType: dc2.large
    PubliclyAccessible: false
AllowVersionUpgrade: false
```

[CT.REDSHIFT.PR.5] Require an Amazon Redshift cluster to have enhanced VPC routing

This control checks whether an Amazon Redshift cluster has enhanced VPC routing configured.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Redshift::Cluster
- **AWS CloudFormation guard rule:** [CT.REDSHIFT.PR.5 rule specification (p. 1397)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.REDSHIFT.PR.5 rule specification (p. 1397)]
For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.REDSHIFT.PR.5 example templates (p. 1399)](p. 1399)

**Explanation**

Enhanced VPC routing forces all copy and unload traffic between the cluster and the data repositories to go through your VPC. With enhanced routing active, you can use VPC features, such as security groups and network access control lists, to secure network traffic. You can also use VPC Flow Logs to monitor network traffic.

**Remediation for rule failure**

Set `EnhancedVpcRouting` to `true`.

The examples that follow show how to implement this remediation.

**Amazon Redshift Cluster - Example**

Amazon Redshift cluster configured with enhanced VPC routing. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "RedshiftCluster": {
    "Type": "AWS::Redshift::Cluster",
    "Properties": {
      "ClusterType": "single-node",
      "DBName": "sampledb",
      "MasterUsername": {
        "Fn::Sub": "{\resolve:secretsmanager:${RedshiftSecret}::username}"
      },
      "MasterUserPassword": {
        "Fn::Sub": "{\resolve:secretsmanager:${RedshiftSecret}::password}"
      },
      "NodeType": "ds2.xlarge",
      "EnhancedVpcRouting": true
    }
  }
}
```

**YAML example**

```yaml
RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    DBName: sampledb
    MasterUsername: !Sub '{\resolve:secretsmanager:${RedshiftSecret}::username}'
    MasterUserPassword: !Sub '{\resolve:secretsmanager:${RedshiftSecret}::password}'
    NodeType: ds2.xlarge
    EnhancedVpcRouting: true
```

**CT.REDSHIFT.PR.5 rule specification**
# Proactive controls

## Rule Specification

### Rule Identifier:
redshift_enhanced_vpc_routing_enabled_check

### Description:
This control checks whether an Amazon Redshift cluster has enhanced VPC routing configured.

### Reports on:
AWS::Redshift::Cluster

### Evaluates:
AWS CloudFormation, AWS CloudFormation hook

### Rule Parameters:
None

### Scenarios:
1. **Scenario: 1**
   - **Given:** The input document is an AWS CloudFormation or AWS CloudFormation hook document
   - **And:** The input document does not contain any Redshift cluster resources
   - **Then:** SKIP
2. **Scenario: 2**
   - **Given:** The input document is an AWS CloudFormation or AWS CloudFormation hook document
   - **And:** The input document contains a Redshift cluster resource
   - **And:** 'EnhancedVpcRouting' has not been specified
   - **Then:** FAIL
3. **Scenario: 3**
   - **Given:** The input document is an AWS CloudFormation or AWS CloudFormation hook document
   - **And:** The input document contains a Redshift cluster resource
   - **And:** 'EnhancedVpcRouting' has been specified
   - **And:** 'EnhancedVpcRouting' has been set to bool(false)
   - **Then:** FAIL
4. **Scenario: 4**
   - **Given:** The input document is an AWS CloudFormation or AWS CloudFormation hook document
   - **And:** The input document contains a Redshift cluster resource
   - **And:** 'EnhancedVpcRouting' has been specified
   - **And:** 'EnhancedVpcRouting' has been set to bool(true)
   - **Then:** PASS

### Constants

```plaintext
let REDSHIFT_CLUSTER_TYPE = "AWS::Redshift::Cluster"
```

```plaintext
let INPUT_DOCUMENT = this
```

### Assignments

```plaintext
let redshift_clusters = Resources.*[ Type == REDSHIFT_CLUSTER_TYPE ]
```

### Primary Rules

```plaintext
rule redshift_enhanced_vpc_routing_enabled_check when is_cfn_template(INPUT_DOCUMENT)
%redshift_clusters not empty {
    check(%redshift_clusters.Properties)
    <<
    [CT.REDSHIFT.PR.5]: Require an Amazon Redshift cluster to have enhanced VPC routing
```
CT.REDSHIFT.PR.5 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
RedshiftSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: Redshift cluster secret
    GenerateSecretString:
      SecretStringTemplate: '\"username": "examplemasterusername\"'
      GenerateStringKey: password
      PasswordLength: 16
      ExcludeCharacters: \"@/\"'
RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    DBName: exampledb
    MasterUsername:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```yaml
Resources:
  RedshiftSecret:
    Type: AWS::SecretsManager::Secret
    Properties:
      Description: Redshift cluster secret
      GenerateSecretString:
        SecretStringTemplate: '{"username": "examplemasterusername"}
        GenerateStringKey: password
        PasswordLength: 16
        ExcludeCharacters: "\"@/\"
  RedshiftCluster:
    Type: AWS::Redshift::Cluster
    Properties:
      ClusterType: single-node
      DBName: exampledb
      MasterUsername:
        Fn::Sub: '${resolve:secretsmanager:${RedshiftSecret}::username}
      MasterUserPassword:
        Fn::Sub: '${resolve:secretsmanager:${RedshiftSecret}::password}
      NodeType: dc2.large
      PubliclyAccessible: false
      EnhancedVpcRouting: true
```

**[CT.REDSHIFT.PR.6] Require an Amazon Redshift cluster to have a unique administrator username**

This control checks whether an Amazon Redshift cluster has changed the administrator username from its default value.

- **Control objective:** Protect configurations
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Redshift::Cluster
- **AWS CloudFormation guard rule:** [CT.REDSHIFT.PR.6 rule specification (p. 1401)](#)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.REDSHIFT.PR.6 rule specification (p. 1401)](#)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.REDSHIFT.PR.6 example templates (p. 1403)](#)
When creating an Amazon Redshift cluster, you should change the default administrator username to a unique value. Default usernames are public knowledge, so they should be changed upon configuration. Changing the default username reduces the risk of unintended access.

**Remediation for rule failure**

Set `MasterUsername` to a value other than `awsuser`.

The examples that follow show how to implement this remediation.

**Amazon Redshift Cluster - Example**

Amazon Redshift cluster configured with an administrator username different from the default value of `awsuser`. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "RedshiftCluster": {
    "Type": "AWS::Redshift::Cluster",
    "Properties": {
      "ClusterType": "single-node",
      "DBName": "sampledb",
      "MasterUsername": "samplemasterusername",
      "MasterUserPassword": {{
        "Fn::Sub": "{{resolve:secretsmanager:${RedshiftClusterSecret}::password}}"
      }},
      "NodeType": "ds2.xlarge"
    }
  }
}
```

**YAML example**

```
RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    DBName: sampledb
    MasterUsername: samplemasterusername
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${RedshiftClusterSecret}::password}}'
    NodeType: ds2.xlarge
```

**CT.REDSHIFT.PR.6 rule specification**

```
# ###################################
##       Rule Specification        ##
#####################################
#
# Rule Identifier:
#   redshift_default_admin_check
#
# Description:
#   This control checks whether an Amazon Redshift cluster has changed the administrator
#   username from its default value.
#
```
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# Reports on:
#   AWS::Redshift::Cluster

# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
#   None

# Scenarios:
# Scenario: 1
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#   And: The input document does not contain any Redshift cluster resources
#   Then: SKIP
# Scenario: 2
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#   And: The input document contains a Redshift cluster resource
#   And: 'MasterUsername' has not been specified
#   Then: FAIL
# Scenario: 3
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#   And: The input document contains a Redshift cluster resource
#   And: 'MasterUsername' has been specified
#   And: 'MasterUsername' has been set to 'awsuser'
#   Then: FAIL
# Scenario: 4
#   Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#   And: The input document contains a Redshift cluster resource
#   And: 'MasterUsername' has been specified
#   And: 'MasterUsername' has been set to a value not equal to 'awsuser'
#   Then: PASS

# Constants

let REDSHIFT_CLUSTER_TYPE = "AWS::Redshift::Cluster"
let INPUT_DOCUMENT = this

# Assignments

let redshift_clusters = Resources.*[ Type == %REDSHIFT_CLUSTER_TYPE ]

# Primary Rules

rule redshift_default_admin_check when is_cfn_template(%INPUT_DOCUMENT)
{ %redshift_clusters not empty  {
    check(%redshift_clusters.Properties)
    <<
    [CT.REDSHIFT.PR.6]: Require an Amazon Redshift cluster to have a unique administrator username
    [FIX]: Set 'MasterUsername' to a value other than 'awsuser'.
    >>
}

rule redshift_default_admin_check when is_cfn_hook(%INPUT_DOCUMENT, %REDSHIFT_CLUSTER_TYPE)
{ check(%INPUT_DOCUMENT,%REDSHIFT_CLUSTER_TYPE.resourceProperties)
    <<
    [CT.REDSHIFT.PR.6]: Require an Amazon Redshift cluster to have a unique administrator username
}
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[FIX]: Set 'MasterUsername' to a value other than 'awsuser'.
>>

}

#
# Parameterized Rules
#
rule check(redshift_cluster) {
%redshift_cluster {
# Scenario 2
MasterUsername exists
check_is_string_and_not_empty(MasterUsername)

}

}

# Scenario 3 and 4
MasterUsername != "awsuser"

#
# Utility Rules
#
rule check_is_string_and_not_empty(value) {
%value {
this is_string
this != /\A\s*\z/
}
}
rule is_cfn_template(doc) {
%doc {
AWSTemplateFormatVersion exists
Resources exists
}
}

or

rule is_cfn_hook(doc, RESOURCE_TYPE) {
%doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.REDSHIFT.PR.6 example templates
You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.
PASS Example - Use this template to verify a compliant resource creation.

Resources:
RedshiftSecret:
Type: AWS::SecretsManager::Secret
Properties:
Description: Redshift cluster secret
GenerateSecretString:
SecretStringTemplate: '{"username": "examplemasterusername"}'
GenerateStringKey: password
PasswordLength: 16
ExcludeCharacters: "'\"@/\\"
RedshiftCluster:
Type: AWS::Redshift::Cluster
Properties:
ClusterType: single-node
DBName: exampledb
MasterUsername: examplemasterusername
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FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
RedshiftSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: Redshift cluster secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "awsuser"}'
      GenerateStringKey: password
      PasswordLength: 16
      ExcludeCharacters: "'\"@/\""
RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    DBName: exampledb
    MasterUsername: awsuser
    MasterUserPassword:
      Fn::Sub: '{{resolve:secretsmanager:${RedshiftSecret}::password}}'
    NodeType: dc2.large
    PubliclyAccessible: false

[CT.REDSHIFT.PR.7] Require an Amazon Redshift cluster to have a unique database name

This control checks whether an Amazon Redshift cluster has changed its database name from the default value.

- **Control objective:** Protect configurations
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Redshift::Cluster
- **AWS CloudFormation guard rule:** [CT.REDSHIFT.PR.7 rule specification (p. 1405)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.REDSHIFT.PR.7 rule specification (p. 1405)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.REDSHIFT.PR.7 example templates (p. 1407)]

Explanation

When creating a Redshift cluster, you should change the default database name to a unique value. Default names are public knowledge, so they should be changed upon configuration. For example, a well-known name can lead to inadvertent access, if included in IAM policy conditions.
Remediation for rule failure

Set DBName to a database name that is different from the default value of dev.

The examples that follow show how to implement this remediation.

Amazon Redshift Cluster - Example

Amazon Redshift cluster configured with a database name different from the default value of dev. The example is shown in JSON and in YAML.

JSON example

```json
{
  "RedshiftCluster": {
    "Type": "AWS::Redshift::Cluster",
    "Properties": {
      "ClusterType": "single-node",
      "DBName": "sampledb",
      "MasterUsername": {
        "Fn::Sub": "{{resolve:secretsmanager:${RedshiftClusterSecret}::username}}"
      },
      "MasterUserPassword": {
        "Fn::Sub": "{{resolve:secretsmanager:${RedshiftClusterSecret}::password}}"
      },
      "NodeType": "dc2.large",
      "PubliclyAccessible": false
    }
  }
}
```

YAML example

```yaml
RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    DBName: sampledb
    MasterUsername: !Sub '{{resolve:secretsmanager:${RedshiftClusterSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${RedshiftClusterSecret}::password}}'
    NodeType: dc2.large
    PubliclyAccessible: false
```

CT.REDSHIFT.PR.7 rule specification

```bash
# #######################################################################
## Rule Specification
# #######################################################################
# Rule Identifier:
# redshift_default_db_name_check
# Description:
```
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This control checks whether an Amazon Redshift cluster has changed its database name from the default value.

Reports on:
- AWS::Redshift::Cluster

Evaluates:
- AWS CloudFormation, AWS CloudFormation hook

Rule Parameters:
- None

Scenarios:
- Scenario: 1
  Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
  And: The input document does not contain any Redshift cluster resources
  Then: SKIP
- Scenario: 2
  Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
  And: The input document contains a Redshift cluster resource
  And: The 'DBName' property has not been provided
  Then: FAIL
- Scenario: 3
  Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
  And: The input document contains Redshift cluster resource
  And: The 'DBName' property has been provided with a value of 'dev' or an empty string
  Then: FAIL
- Scenario: 4
  Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
  And: The input document contains Redshift cluster resource
  And: The 'DBName' property has been provided with a non-empty string that is not equal to 'dev'
  Then: PASS

Constants

let RESOURCE_TYPE = "AWS::Redshift::Cluster"
let INPUT_DOCUMENT = this
let INVALID_DB_NAME_STRING = "dev"

Assignments

let redshift_clusters = Resources.*[ Type == %RESOURCE_TYPE ]

Primary Rules

rule redshift_default_db_name_check when is_cfn_template(%INPUT_DOCUMENT)
%redshift_clusters not empty {
  check_db_name(%redshift_clusters.Properties)
  <<
    [CT.REDSHIFT.PR.7]: Require an Amazon Redshift cluster to have a unique database name
    [FIX]: Set 'DBName' to a database name that is different from the default value of 'dev'.
  >>
}

rule redshift_default_db_name_check when is_cfn_hook(%INPUT_DOCUMENT, %RESOURCE_TYPE) {
check_db_name(%INPUT_DOCUMENT.%RESOURCE_TYPE.resourceProperties)
<<
[CT.REDSHIFT.PR.7]: Require an Amazon Redshift cluster to have a unique database name
[FIX]: Set 'DBName' to a database name that is different from the default value of 'dev'.
>>
}

# Parameterized Rules
#
rule check_db_name(redshift_cluster) {
  %redshift_cluster {
    # Scenario 2
    DBName exists
    # Scenario 3 and 4
    check_is_string_and_not_empty(DBName)
    DBName != %INVALID_DB_NAME_STRING
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_is_string_and_not_empty(value) {
  %value {
    this is_string
    this !=/\A\s*\z/
  }
}

CT.REDSHIFT.PR.7 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
RedshiftSecret:
  Type: AWS::SecretsManager::Secret
Properties:
  Description: Redshift cluster secret
GenerateSecretString:
  SecretStringTemplate: '{"username": "examplemasterusername"}''
  GenerateStringKey: password
  PasswordLength: 16
  ExcludeCharacters: ""\"/@/\"
RedshiftCluster:
Type: AWS::Redshift::Cluster
Properties:
  ClusterType: "single-node"
  MasterUsername:
    Fn::Sub: '{\{resolve:secretsmanager:${RedshiftSecret}::username\}}'
  MasterUserPassword:
    Fn::Sub: '{\{resolve:secretsmanager:${RedshiftSecret}::password\}}'
  NodeType: dc2.large
  PubliclyAccessible: false
  DBName: exampledb

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
RedshiftSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: Redshift cluster secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "examplemasterusername"}'
      GenerateStringKey: password
      PasswordLength: 16
      ExcludeCharacters: '"@/\"'
RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: "single-node"
    MasterUsername:
      Fn::Sub: '{\{resolve:secretsmanager:${RedshiftSecret}::username\}}'
    MasterUserPassword:
      Fn::Sub: '{\{resolve:secretsmanager:${RedshiftSecret}::password\}}'
    NodeType: dc2.large
    PubliclyAccessible: false
    DBName: dev

[CT.REDSHIFT.PR.8] Require an Amazon Redshift cluster to be encrypted

This control checks whether an Amazon Redshift cluster is encrypted.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Redshift::Cluster
- **AWS CloudFormation guard rule:** [CT.REDSHIFT.PR.8 rule specification (p. 1409)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.REDSHIFT.PR.8 rule specification (p. 1409)]
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.REDSHIFT.PR.8 example templates (p. 1411)]

Explanation
In Amazon Redshift, you can enable database encryption for your clusters, which helps protect data at rest. When you enable encryption for a cluster, the data blocks and system metadata are encrypted for the cluster and its snapshots.

**Remediation for rule failure**

Set the value of the `Encrypted` property to true.

The examples that follow show how to implement this remediation.

**Amazon Redshift Cluster - Example**

An Amazon Redshift cluster configured with encryption enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "RedshiftCluster": {
        "Type": "AWS::Redshift::Cluster",
        "Properties": {
            "ClusterType": "single-node",
            "DBName": "sampledb",
            "MasterUsername": {
                "Fn::Sub": "{{resolve:secretsmanager:${RedshiftSecret}::username}}"
            },
            "MasterUserPassword": {
                "Fn::Sub": "{{resolve:secretsmanager:${RedshiftSecret}::password}}"
            },
            "NodeType": "dc2.large",
            "PubliclyAccessible": false,
            "Encrypted": true
        }
    }
}
```

**YAML example**

```yaml
RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    DBName: sampledb
    MasterUsername: !Sub '{{resolve:secretsmanager:${RedshiftSecret}::username}}'
    MasterUserPassword: !Sub '{{resolve:secretsmanager:${RedshiftSecret}::password}}'
    NodeType: dc2.large
    PubliclyAccessible: false
    Encrypted: true
```

**CT.REDSHIFT.PR.8 rule specification**

```bash
# ###################################################################
##       Rule Specification       ##
# ###################################################################
```
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# Rule Identifier:
#   redshift_cluster_encrypted_check
#
# Description:
#   This control checks whether an Amazon Redshift cluster is encrypted.
#
# Reports on:
#   AWS::Redshift::Cluster
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#         And: The input document does not contain any Amazon Redshift cluster resources
#         Then: SKIP
#   Scenario: 2
#     Given: The input document contains an Amazon Redshift cluster resource
#         And: 'Encrypted' has not been provided
#         Then: FAIL
#   Scenario: 3
#     Given: The input document contains an Amazon Redshift cluster resource
#         And: 'Encrypted' has been provided and set to a value other than bool(true)
#         Then: FAIL
#   Scenario: 4
#     Given: The input document contains an Amazon Redshift cluster resource
#         And: 'Encrypted' has been provided and set to bool(true)
#         Then: PASS
#
# Constants
#
let RESOURCE_TYPE = "AWS::Redshift::Cluster"
let INPUT_DOCUMENT = this
#
# Assignments
#
let redshift_clusters = Resources.*[ Type == %RESOURCE_TYPE ]
#
# Primary Rules
#
rule redshift_cluster_encrypted_check when is_cfn_template(%INPUT_DOCUMENT)
  %redshift_clusters not empty {
    check(%redshift_clusters.Properties)
    <<
      [CT.REDSHIFT.PR.8]: Require an Amazon Redshift cluster to be encrypted
      [FIX]: Set the value of the 'Encrypted' property to true.
    >>
  }
rule redshift_cluster_encrypted_check when is_cfn_hook(%INPUT_DOCUMENT, %RESOURCE_TYPE) {
  check(%INPUT_DOCUMENT.%RESOURCE_TYPE.resourceProperties)
  <<
[CT.REDSHIFT.PR.8]: Require an Amazon Redshift cluster to be encrypted
[FIX]: Set the value of the 'Encrypted' property to true.
}

# Parameterized Rules

# Scenario 2
Encrypted exists
Scenarios 3 and 4
Encrypted == true
}

# Utility Rules

# Scenario 2
Encrypted exists
Scenario 3 and 4
Encrypted == true
}

CT.REDSHIFT.PR.8 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
RedshiftSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: Redshift cluster secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "examplemasterusername"}'
      GenerateStringKey: password
      PasswordLength: 16
      ExcludeCharacters: '"@/\'
RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    MasterUsername:
      Fn::Sub: '{([resolve:secretsmanager:${RedshiftSecret}::username})'
    MasterUserPassword:
      Fn::Sub: '{([resolve:secretsmanager:${RedshiftSecret}::password})'
    NodeType: dc2.large
    PubliclyAccessible: false
    DBName: exampledb
    Encrypted: true

```bash

```
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
RedshiftSecret:
  Type: AWS::SecretsManager::Secret
  Properties:
    Description: Redshift cluster secret
    GenerateSecretString:
      SecretStringTemplate: '{"username": "examplemasterusername"}'
      GenerateStringKey: password
      PasswordLength: 16
      ExcludeCharacters: "'\"@/\"
RedshiftCluster:
  Type: AWS::Redshift::Cluster
  Properties:
    ClusterType: single-node
    MasterUsername:
      Fn::Sub: '{{resolve:secretsmanager:${RedshiftSecret}::username}}'
    MasterUserPassword:
      Fn::Sub: '{{resolve:secretsmanager:${RedshiftSecret}::password}}'
    NodeType: dc2.large
    PubliclyAccessible: false
    DBName: exampledb
    Encrypted: false

[CT.REDSHIFT.PR.9] Require that an Amazon Redshift cluster parameter group is configured to use Secure Sockets Layer (SSL) for encryption of data in transit

This control checks whether an Amazon Redshift cluster parameter group is configured to require encryption by means of Secure Sockets Layer (SSL), for data in transit.

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::Redshift::ClusterParameterGroup
- **AWS CloudFormation guard rule:** CT.REDSHIFT.PR.9 rule specification (p. 1413)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.REDSHIFT.PR.9 rule specification (p. 1413)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: CT.REDSHIFT.PR.9 example templates (p. 1416)

Explanation

In Amazon Redshift, you can enable encryption of data in transit between an Amazon Redshift cluster and SQL clients over JDBC/ODBC. To support SSL connections, Amazon Redshift creates and installs certificates on each cluster, which are issued by AWS Certificate Manager (ACM).

Remediation for rule failure

Set an entry in Parameters with a ParameterName of require_ssl and a ParameterValue of true.
The examples that follow show how to implement this remediation.

Amazon Redshift cluster parameter group - Example

An Amazon Redshift cluster parameter group, configured to require encryption of data in transit. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "ClusterParameterGroup": {
      "Type": "AWS::Redshift::ClusterParameterGroup",
      "Properties": {
         "Description": "Example parameter group",
         "ParameterGroupFamily": "redshift-1.0",
         "Parameters": [
            {
               "ParameterName": "require_ssl",
               "ParameterValue": true
            }
         ]
      }
   }
}
```

**YAML example**

```yaml
ClusterParameterGroup:
  Type: AWS::Redshift::ClusterParameterGroup
  Properties:
    Description: Example parameter group
    ParameterGroupFamily: redshift-1.0
    Parameters:
      - ParameterName: require_ssl
        ParameterValue: true
```

CT.REDSHIFT.PR.9 rule specification

```
# ###################################################################
##       Rule Specification        ##
# ###################################################################
#
# Rule Identifier:  
#   redshift_parameter_group_require_tls_ssl_check
# # Description:  
#   This control checks whether an Amazon Redshift cluster parameter group is configured to require encryption by means of Secure Sockets Layer (SSL), for data in transit.
# # Reports on:  
#   AWS::Redshift::ClusterParameterGroup
# # Evaluates:  
#   AWS CloudFormation, AWS CloudFormation hook
```
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any Amazon Redshift cluster parameter
group resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an Amazon Redshift cluster parameter group
resource
#     And: 'Parameters' has not been provided or has been provided as an empty list
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an Amazon Redshift cluster parameter group
resource
#     And: 'Parameters' has been provided as a non-empty list that does not contain an
entry with
#     'ParameterName' set to 'require_ssl' and 'ParameterValue' set to bool(true) or
a supported
#     boolean string value ('true', 'True', 'TRUE', 'on', 'On' or 'ON')
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an Amazon Redshift cluster parameter group
resource
#     And: Any entry in 'Parameters' with a 'ParameterName' is set to 'require_ssl' has a
corresponding
#     'ParameterValue' set to a value other than bool(true) or a supported
#     boolean string value ('true', 'True', 'TRUE', 'on', 'On' or 'ON')
#     Then: FAIL
#   Scenario: 5
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an Amazon Redshift cluster parameter group
resource
#     And: 'Parameters' has been provided as a non-empty list
#     And: 'Parameters' contains an entry with 'ParameterName' set to 'require_ssl' and
'ParameterValue'
#     set to bool(true) or a supported boolean string value ('true', 'True', 'TRUE',
'on', 'On' or 'ON')
#     And: All entries in 'Parameters' with a 'ParameterName' set to 'require_ssl' have a
corresponding
#     'ParameterValue' set to bool(true) or a supported boolean string
#     value ('true', 'True', 'TRUE', 'on', 'On' or 'ON')
#     Then: PASS
#
# Constants
#
let REDSHIFT_CLUSTER_PARAMETER_GROUP_TYPE = "AWS::Redshift::ClusterParameterGroup"
let REDSHIFT_SUPPORTED_TRUE_VALUES = [ true, /^(true|True|TRUE|on|On|ON)$/ ]
let INPUT_DOCUMENT = this
#
# Assignments
#
let redshift_cluster_parameter_groups = Resources.*[ Type == %REDSHIFT_CLUSTER_PARAMETER_GROUP_TYPE ]
Proactive controls

# Primary Rules

rule redshift_parameter_group_require_tls_ssl_check when is_cfn_template(%INPUT_DOCUMENT) 
%redshift_cluster_parameter_groups
not empty {
  check(%redshift_cluster_parameter_groups.Properties) <<
  [CT.REDSHIFT.PR.9]: Require that an Amazon Redshift cluster parameter group is configured to use Secure Sockets Layer (SSL) for encryption of data in transit
  [FIX]: Set an entry in 'Parameters' with a 'ParameterName' of 'require_ssl' and a 'ParameterValue' of true.
  >>
}

rule redshift_parameter_group_require_tls_ssl_check when is_cfn_hook(%INPUT_DOCUMENT, %REDSHIFT_CLUSTER_PARAMETER_GROUP_TYPE) {
  check(%INPUT_DOCUMENT.%REDSHIFT_CLUSTER_PARAMETER_GROUP_TYPE.resourceProperties) <<
  [CT.REDSHIFT.PR.9]: Require that an Amazon Redshift cluster parameter group is configured to use Secure Sockets Layer (SSL) for encryption of data in transit
  [FIX]: Set an entry in 'Parameters' with a 'ParameterName' of 'require_ssl' and a 'ParameterValue' of true.
  >>
}

# Parameterized Rules

rule check(redshift_cluster_parameter_groups) {
  %redshift_cluster_parameter_groups {
    # Scenario 2
    Parameters exists
    Parameters is_list
    Parameters not empty

    # Scenarios 3, 4 and 5
    some Parameters[*] {
      ParameterName exists
      ParameterValue exists
      ParameterName == "require_ssl"
    } ParameterValue in %REDSHIFT_SUPPORTED_TRUE_VALUES
  }
  Parameters [ ParameterName exists ParameterName == "require_ssl"
  ] {
    ParameterValue exists
    ParameterValue in %REDSHIFT_SUPPORTED_TRUE_VALUES
  }
}

# Utility Rules

rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {}
CT.REDSHIFT.PR.9 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```json

%doc.%RESOURCE_TYPE.resourceProperties exists

```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```json

%doc.%RESOURCE_TYPE.resourceProperties exists

```

Amazon Simple Storage Service (Amazon S3) controls

Topics
- [CT.S3.PR.1] Require an Amazon S3 bucket to have block public access settings configured (p. 1417)
- [CT.S3.PR.2] Require an Amazon S3 bucket to have server access logging configured (p. 1421)
- [CT.S3.PR.3] Require an Amazon S3 buckets to have versioning configured and a lifecycle policy (p. 1424)
- [CT.S3.PR.4] Require an Amazon S3 bucket to have event notifications configured (p. 1429)
- [CT.S3.PR.5] Require that an Amazon S3 bucket does not manage user access with an access control list (ACL) (p. 1433)
- [CT.S3.PR.6] Require an Amazon S3 bucket to have lifecycle policies configured (p. 1436)
- [CT.S3.PR.8] Require that Amazon S3 bucket requests use Secure Socket Layer (p. 1440)
- [CT.S3.PR.9] Require that an Amazon S3 bucket has S3 Object Lock activated (p. 1446)
- [CT.S3.PR.10] Require an Amazon S3 bucket to have server-side encryption configured using an AWS KMS key (p. 1450)
- [CT.S3.PR.11] Require an Amazon S3 bucket to have versioning enabled (p. 1454)
- [CT.S3.PR.12] Require an Amazon S3 access point to have a Block Public Access (BPA) configuration with all options set to true (p. 1457)
[CT.S3.PR.1] Require an Amazon S3 bucket to have block public access settings configured

This control checks whether your Amazon Simple Storage Service (Amazon S3) bucket has a bucket-level Block Public Access (BPA) configuration.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::S3::Bucket
- **AWS CloudFormation guard rule:** CT.S3.PR.1 rule specification (p. 1418)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.S3.PR.1 rule specification (p. 1418)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.S3.PR.1 example templates (p. 1420)

Explanation

Block Public Access at the Amazon S3 bucket level provides controls to ensure that objects never have public access. Public access is granted to buckets and objects through access control lists (ACLs), bucket policies, or both.

Unless you intend to have your S3 buckets publicly accessible, you should configure the bucket level Amazon S3 Block Public Access feature.

**Usage considerations**

- This control is incompatible with Amazon S3 buckets that require a public access configuration.

Remediation for rule failure

The parameters BlockPublicAcls, BlockPublicPolicy, IgnorePublicAcls, RestrictPublicBuckets must be set to true under the bucket-level PublicAccessBlockConfiguration.

The examples that follow show how to implement this remediation.

**Amazon S3 Bucket - Example**

Amazon S3 bucket with a bucket level Block Public Access configuration that ensures objects never have public access. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "S3Bucket": {
    "Type": "AWS::S3::Bucket",
    "Properties": {
      "PublicAccessBlockConfiguration": {
        "BlockPublicAcls": true,
        "BlockPublicPolicy": true,
```
"IgnorePublicAcls": true,
"RestrictPublicBuckets": true
}
}
}
}

YAML example

S3Bucket:
  Type: AWS::S3::Bucket
  Properties:
    PublicAccessBlockConfiguration:
      BlockPublicAcls: true
      BlockPublicPolicy: true
      IgnorePublicAcls: true
      RestrictPublicBuckets: true

CT.S3.PR.1 rule specification

# ###################################################################
#                      Rule Specification                            
# ###################################################################
#
# Rule Identifier:
#   s3_bucket_level_public_access_prohibited_check
#
# Description:
#   Checks whether Amazon Simple Storage Service (Amazon S3) buckets have a bucket-level
#   Block Public Access (BPA) configuration.
#
# Reports on:
#   AWS::S3::Bucket
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#       And: The input document does not contain any Amazon S3 bucket resources
#       Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#       And: The input document contains an Amazon S3 bucket resource
#       And: 'PublicAccessBlockConfiguration' has not been provided
#       Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#       And: The input document contains an Amazon S3 bucket resource
#       And: 'PublicAccessBlockConfiguration' has been provided
#       And: 'BlockPublicAcls' or 'BlockPublicPolicy' or 'IgnorePublicAcls' or
#       'RestrictPublicBuckets'
#       have not been provided
# Scenario: 4
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an Amazon S3 bucket Resource
# And: 'PublicAccessBlockConfiguration' has been provided
# And: Any of 'BlockPublicAcls' or 'BlockPublicPolicy' or 'IgnorePublicAcls' or 'RestrictPublicBuckets'
# have been set to a value other than bool(true) (e.g. bool(false), str(false), other)
# Then: FAIL

# Scenario: 5
# Given: The input document is an AWS CloudFormation or CloudFormation hook document
# And: The input document contains an Amazon S3 bucket Resource
# And: 'PublicAccessBlockConfiguration' has been provided
# And: 'BlockPublicAcls' or 'BlockPublicPolicy' or 'IgnorePublicAcls' or 'RestrictPublicBuckets'
# have all been set to bool(true)
# Then: PASS

# Constants
let S3_BUCKET_TYPE = "AWS::S3::Bucket"
let INPUT_DOCUMENT = this

# Assignments
let s3_buckets = Resources.*[ Type == %S3_BUCKET_TYPE ]

# Primary Rules
rule s3_bucket_level_public_access_prohibited_check when is_cfn_template(%INPUT_DOCUMENT)
%s3_buckets not empty {
  check(%s3_buckets.Properties)
  <<
  [CT.S3.PR.1]: Require an Amazon S3 bucket to have block public access settings configured
  [FIX]: The parameters 'BlockPublicAcls', 'BlockPublicPolicy', 'IgnorePublicAcls', 'RestrictPublicBuckets' must be set to true under the bucket-level 'PublicAccessBlockConfiguration'.
  >>
}

rule s3_bucket_level_public_access_prohibited_check when is_cfn_hook(%INPUT_DOCUMENT, %S3_BUCKET_TYPE) {
  check(%INPUT_DOCUMENT.%S3_BUCKET_TYPE.resourceProperties)
  <<
  [CT.S3.PR.1]: Require an Amazon S3 bucket to have block public access settings configured
  [FIX]: The parameters 'BlockPublicAcls', 'BlockPublicPolicy', 'IgnorePublicAcls', 'RestrictPublicBuckets' must be set to true under the bucket-level 'PublicAccessBlockConfiguration'.
  >>
}

# Parameterized Rules
rule check(s3_bucket) {
  %s3_bucket {
    # Scenario 2
    PublicAccessBlockConfiguration exists
    PublicAccessBlockConfiguration is struct
PublicAccessBlockConfiguration {
    # Scenario 3
    BlockPublicAcls exists
    BlockPublicPolicy exists
    IgnorePublicAcls exists
    RestrictPublicBuckets exists

    # Scenarios 4 and 5
    BlockPublicAcls == true
    BlockPublicPolicy == true
    IgnorePublicAcls == true
    RestrictPublicBuckets == true
}

# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

**CT.S3.PR.1 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.

Resources:
S3Bucket:
    Type: AWS::S3::Bucket
    Properties:
        PublicAccessBlockConfiguration:
            BlockPublicAcls: true
            BlockPublicPolicy: true
            IgnorePublicAcls: true
            RestrictPublicBuckets: true

**FAIL Example** - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
S3Bucket:
    Type: AWS::S3::Bucket
    Properties:
        PublicAccessBlockConfiguration:
            BlockPublicAcls: false
            BlockPublicPolicy: false
            IgnorePublicAcls: false
            RestrictPublicBuckets: false
[CT.S3.PR.2] Require an Amazon S3 bucket to have server access logging configured

This control checks whether server access logging is enabled for your Amazon S3 bucket.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::S3::Bucket
- **AWS CloudFormation guard rule:** [CT.S3.PR.2 rule specification (p. 1422)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.S3.PR.2 rule specification (p. 1422)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.S3.PR.2 example templates (p. 1424)]

Explanation

Server access logging provides detailed records of requests made to a bucket. Server access logs can assist in security and access audits.

**Remediation for rule failure**

Set a `LoggingConfiguration` on the S3 bucket and optionally set `DestinationBucketName` to an S3 bucket configured to receive S3 Access Logs.

The examples that follow show how to implement this remediation.

**Amazon S3 Bucket - Example**

Amazon S3 bucket with a server access logging configuration. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "S3Bucket": {
    "Type": "AWS::S3::Bucket",
    "Properties": {
      "LoggingConfiguration": {
        "DestinationBucketName": {
          "Ref": "LoggingBucket"
        }
      }
    }
  }
}
```

**YAML example**

```yaml
{
  "S3Bucket": {
    "Type": "AWS::S3::Bucket",
    "Properties": {
      "LoggingConfiguration": {
        "DestinationBucketName": {
          "Ref": "LoggingBucket"
        }
      }
    }
  }
}
```
S3Bucket:
  Type: AWS::S3::Bucket
  Properties:
    LoggingConfiguration:
      DestinationBucketName: !Ref 'LoggingBucket'

CT.S3.PR.2 rule specification

```plaintext
# #############################################################################
##       Rule Specification        ##
# #############################################################################
#
# Rule Identifier:
#   s3_bucket_logging_enabled_check
#
# Description:
#   This control checks whether server access logging is enabled for Amazon S3 buckets.
#
# Reports on:
#   AWS::S3::Bucket
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document does not contain any Amazon S3 bucket resources
#      Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document contains an Amazon S3 bucket resource
#     And: 'LoggingConfiguration' has not been provided
#      Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document contains an Amazon S3 bucket resource
#     And: 'LoggingConfiguration' has been provided
#     And: 'LoggingConfiguration.DestinationBucketName' has been provided with an empty
#                           string or non-valid local
#      Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document contains an Amazon S3 bucket resource
#     And: 'LoggingConfiguration' has been provided
#      Then: PASS
#   Scenario: 5
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#     And: The input document contains an Amazon S3 bucket resource
#     And: 'LoggingConfiguration' has been provided
#     And: 'LoggingConfiguration.DestinationBucketName' has been provided with a non-empty
#                           string or valid local
#      Then: PASS
#```
# Constants
#
let S3_BUCKET_TYPE = "AWS::S3::Bucket"
let INPUT_DOCUMENT = this
#
# Assignments
#
let s3_buckets = Resources.*[ Type == %S3_BUCKET_TYPE ]
#
# Primary Rules
#
rule s3_bucket_logging_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
    %s3_buckets not empty {
    check(%s3_buckets.Properties)
    %s3_buckets not empty {
        <<
        [CT.S3.PR.2]: Require an Amazon S3 bucket to have server access logging configured
        [FIX]: Set a 'LoggingConfiguration' on the S3 Bucket and optionally set
        'DestinationBucketName' to an S3 bucket configured to receive S3 Access Logs.
        >>
    }
}
rule s3_bucket_logging_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %S3_BUCKET_TYPE) {
    check(%INPUT_DOCUMENT.%S3_BUCKET_TYPE.resourceProperties)
    %s3_buckets not empty {
        <<
        [CT.S3.PR.2]: Require an Amazon S3 bucket to have server access logging configured
        [FIX]: Set a 'LoggingConfiguration' on the S3 bucket and optionally set
        'DestinationBucketName' to an S3 bucket configured to receive S3 Access Logs.
        >>
    }
}
#
# Parameterized Rules
#
rule check(s3_bucket) {
    %s3_bucket {
        # Scenario 2 and 4
        LoggingConfiguration exists
        LoggingConfiguration is_struct
        LoggingConfiguration {
            when DestinationBucketName exists {
                # Scenario 3, 4 and 5
                check_is_string_and_not_empty(DestinationBucketName) or
                check_local_references(%INPUT_DOCUMENT, DestinationBucketName, %S3_BUCKET_TYPE)
            }
        }
    }
}
#
# Utility Rules
#
rule check_is_string_and_not_empty(value) {
    %value {
        this is_string
        this !~= /\A\s*\z/
    }
}
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
CT.S3.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
Bucket:
  Type: AWS::S3::Bucket
  Properties:
    LoggingConfiguration: {}

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
Bucket:
  Type: AWS::S3::Bucket
  Properties: {}

[CT.S3.PR.3] Require an Amazon S3 buckets to have versioning configured and a lifecycle policy

This control checks whether your Amazon Simple Storage Service (Amazon S3) version-enabled bucket has a lifecycle policy configured.

- Control objective: Optimize costs
• **Implementation**: AWS CloudFormation Guard Rule
• **Control behavior**: Proactive
• **Resource types**: AWS::S3::Bucket
• **AWS CloudFormation guard rule**: CT.S3.PR.3 rule specification (p. 1426)

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.S3.PR.3 rule specification (p. 1426)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.S3.PR.3 example templates (p. 1428)

**Explanation**

We recommend that you configure lifecycle rules on your Amazon S3 bucket, because these rules help you define actions that you want Amazon S3 to take during an object's lifetime.

**Usage considerations**

• This control applies only to Amazon S3 buckets with versioning enabled.

**Remediation for rule failure**

Configure versioning-enabled buckets with at least one active lifecycle rule.

The examples that follow show how to implement this remediation.

**Amazon S3 Bucket - Example One**

Amazon S3 bucket with versioning enabled and an active lifecycle rule. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "S3Bucket": {
    "Type": "AWS::S3::Bucket",
    "Properties": {
      "VersioningConfiguration": {
        "Status": "Enabled"
      },
      "LifecycleConfiguration": {
        "Rules": [
          {
            "Status": "Enabled",
            "ExpirationInDays": 1,
            "Id": "FirstRule"
          }
        ]
      }
    }
  }
}
```

**YAML example**

```yaml
"S3Bucket": {
  "Type": "AWS::S3::Bucket",
  "Properties": {
    "VersioningConfiguration": {
      "Status": "Enabled"
    },
    "LifecycleConfiguration": {
      "Rules": [
        {
          "Status": "Enabled",
          "ExpirationInDays": 1,
          "Id": "FirstRule"
        }
      ]
    }
  }
}
```
S3Bucket:
  Type: AWS::S3::Bucket
  Properties:
    VersioningConfiguration:
      Status: Enabled
    LifecycleConfiguration:
      Rules:
        - Status: Enabled
          ExpirationInDays: 1
          Id: FirstRule

CT.S3.PR.3 rule specification

# #############################################################################
# Rule Specification         #
# #############################################################################
#
# Rule Identifier:
#   s3_version_lifecycle_policy_check
#
# Description:
#   Checks whether Amazon Simple Storage Service (Amazon S3) version-enabled buckets have
# lifecycle policy configured.
#
# Reports on:
#   AWS::S3::Bucket
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#        And: The input document does not contain any Amazon S3 bucket resources
#        Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#        And: The input document contains an Amazon S3 bucket Resource
#        And: The S3 bucket does not have versioning enabled (VersioningConfiguration is
#          missing or
#          VersioningConfiguration.Status is set to Suspended)
#        Then: SKIP
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#        And: The input document contains an Amazon S3 bucket Resource
#        And: The S3 bucket has versioning enabled (VersioningConfiguration.Status is set to
#          'Enabled')
#        And: 'LifecycleConfiguration' has been been provided and there are no 'Rules' with
#          'Status' set to 'Enabled'
#        Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#        And: The input document contains an Amazon S3 bucket Resource
#        And: The S3 bucket has versioning enabled (VersioningConfiguration.Status is set to
#          'Enabled')
#        And: 'LifecycleConfiguration' has been been provided and there is at least one
#        'Rule' with 'Status' set to
# 'Enabled' in the 'LifecycleConfiguration'
# Then: PASS
#
# Constants
#
let S3_BUCKET_TYPE = "AWS::S3::Bucket"
let INPUTDOCUMENT = this
#
# Assignments
#
let s3_buckets = Resources.*[ Type == %S3_BUCKET_TYPE ]
#
# Primary Rules
#
rule s3_version_lifecycle_policy_check when is_cfn_template(%INPUTDOCUMENT)

    %s3_buckets not empty {
        check(%s3_buckets.Properties)
        [CT.S3.PR.3]: Require an Amazon S3 buckets to have versioning configured and a lifecycle policy
        [FIX]: Configure versioning-enabled buckets with at least one active lifecycle rule.
    }

rule s3_version_lifecycle_policy_check when is_cfn_hook(%INPUTDOCUMENT, %S3_BUCKET_TYPE) {

    check(%INPUTDOCUMENT.%S3_BUCKET_TYPE.resourceProperties)
    [CT.S3.PR.3]: Require an Amazon S3 buckets to have versioning configured and a lifecycle policy
    [FIX]: Configure versioning-enabled buckets with at least one active lifecycle rule.
}
#
# Parameterized Rules
#
rule check(s3_bucket) {

    %s3_bucket [filter_s3_buckets_with_versioning_enabled(this)] {
        # Scenario 2
        LifecycleConfiguration exists
        LifecycleConfiguration is_struct

        LifecycleConfiguration {
            # Scenario 3 and 4
            Rules exists
            Rules is_list
            Rules not empty

            some Rules[*] {
                Status exists
                Status == "Enabled"
            }
        }
    }
}

rule filter_s3_buckets_with_versioning_enabled(s3_bucket) {

    %s3_bucket {
        VersioningConfiguration exists
    }
}
CT.S3.PR.3 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
Bucket:
  Type: AWS::S3::Bucket
Properties:
  VersioningConfiguration:
    Status: Enabled
  LifecycleConfiguration:
    Rules:
    - Status: Enabled
      ExpirationInDays: 1
    Id: FirstRule

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
Bucket:
  Type: AWS::S3::Bucket
Properties:
  VersioningConfiguration:
    Status: Enabled
  LifecycleConfiguration:
    Rules:
    - Status: Disabled
      ExpirationInDays: 1
    Id: FirstRule
[CT.S3.PR.4] Require an Amazon S3 bucket to have event notifications configured

This control checks whether Amazon S3 events notifications are enabled on your Amazon S3 bucket.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::S3::Bucket
- **AWS CloudFormation guard rule:** [CT.S3.PR.4 rule specification (p. 1430)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.S3.PR.4 rule specification (p. 1430)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.S3.PR.4 example templates (p. 1432)]

Explanation

By enabling event notifications, you receive alerts on your Amazon S3 buckets when specific events occur. For example, you can be notified of object creation, object removal, and object restoration. These notifications can alert relevant teams to accidental or intentional modifications that may lead to unauthorized data access.

Remediation for rule failure

Set a NotificationConfiguration parameter on your bucket with one of EventBridgeConfiguration, LambdaConfigurations, QueueConfigurations or TopicConfigurations.

The examples that follow show how to implement this remediation.

**Amazon S3 Bucket - Example One**

Amazon S3 bucket with Amazon EventBridge notifications configured. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "S3Bucket": { 
    "Type": "AWS::S3::Bucket",
    "Properties": { 
      "NotificationConfiguration": { 
        "EventBridgeConfiguration": { 
          "EventBridgeEnabled": true
        }
      }
    }
  }
}
```

**YAML example**

```yaml

```
The examples that follow show how to implement this remediation.

**Amazon S3 Bucket - Example Two**

Amazon S3 bucket with SNS topic notifications configured. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "S3Bucket": {
        "Type": "AWS::S3::Bucket",
        "Properties": {
            "NotificationConfiguration": {
                "TopicConfigurations": [
                    {
                        "Topic": {
                            "Ref": "SnsTopic"
                        },
                        "Event": "s3:ReducedRedundancyLostObject"
                    }
                ]
            }
        }
    }
}
```

**YAML example**

```yaml
S3Bucket:
  Type: AWS::S3::Bucket
  Properties:
    NotificationConfiguration:
      TopicConfigurations:
        - Topic: !Ref 'SnsTopic'
          Event: s3:ReducedRedundancyLostObject

CT.S3.PR.4 rule specification

```
# Reports on:
#   AWS::S3::Bucket
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#        And: The input document does not contain any Amazon S3 bucket resources
#        Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#        And: The input document contains an Amazon S3 bucket resource
#        And: 'NotificationConfiguration' has not been provided
#        Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#        And: The input document contains an Amazon S3 bucket resource
#        And: 'NotificationConfiguration' has been provided
#        And: At least one of 'EventBridgeConfiguration.EventBridgeEnabled',
#             'LambdaConfigurations',
#             'QueueConfigurations', or 'TopicConfigurations' have not been provided or
#             provided as empty lists.
#        Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#        And: The input document contains an Amazon S3 bucket resource
#        And: 'NotificationConfiguration' has been provided
#        And: 'EventBridgeConfiguration.EventBridgeEnabled' is set to bool(true) or
#             'LambdaConfigurations',
#             'QueueConfigurations', or 'TopicConfigurations' have been provided with at
#             least one configuration
#        Then: PASS
#
# Constants
#
let S3_BUCKET_TYPE = "AWS::S3::Bucket"
let INPUT_DOCUMENT = this
#
# Assignments
#
let s3_buckets = Resources.*[ Type == %S3_BUCKET_TYPE ]
#
# Primary Rules
#
rule s3_event_notifications_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
    %s3_buckets not empty {
    check(%s3_buckets.Properties)
    <<
    [CT.S3.PR.4]: Require an Amazon S3 bucket to have event notifications configured
    [FIX]: Set a 'NotificationConfiguration' parameter on your bucket with one
    of 'EventBridgeConfiguration', 'LambdaConfigurations', 'QueueConfigurations' or
    'TopicConfigurations.'
    >>
}
rule s3_event_notifications_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %S3_BUCKET_TYPE) {
    check(%INPUT_DOCUMENT.%S3_BUCKET_TYPE.resourceProperties)
[CT.S3.PR.4]: Require an Amazon S3 bucket to have event notifications configured

[FIX]: Set a 'NotificationConfiguration' parameter on your bucket with one of 'EventBridgeConfiguration', 'LambdaConfigurations', 'QueueConfigurations' or 'TopicConfigurations.'

---

## Parameterized Rules

```yaml
# Parameterized Rules
#
rule check(s3_bucket) {
  %s3_bucket {
    # Scenario 2
    NotificationConfiguration exists
    NotificationConfiguration is_struct
    NotificationConfiguration {
      # Scenario 3 and 4
      EventBridgeConfiguration exists or
      LambdaConfigurations exists or
      QueueConfigurations exists or
      TopicConfigurations exists
    }
    check_event_bridge_notifications(EventBridgeConfiguration) or
    check_other_notifications(LambdaConfigurations) or
    check_other_notifications(QueueConfigurations) or
    check_other_notifications(TopicConfigurations)
  }
}

rule check_event_bridge_notifications(configuration) {
  %configuration {
    this is_struct
    EventBridgeEnabled exists
    EventBridgeEnabled == true
  }
}

rule check_other_notifications(configuration) {
  %configuration {
    this is_list
    this not empty
  }
}
```

## Utility Rules

```yaml
# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

**CT.S3.PR.4 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.
PASS Example - Use this template to verify a compliant resource creation.

Resources:
Bucket:
  Type: AWS::S3::Bucket
  Properties:
    NotificationConfiguration:
      EventBridgeConfiguration:
        EventBridgeEnabled: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
Bucket:
  Type: AWS::S3::Bucket
  Properties:
    NotificationConfiguration: {}

[CT.S3.PR.5] Require that an Amazon S3 bucket does not manage user access with an access control list (ACL)

This control checks whether your Amazon Simple Storage Service (Amazon S3) bucket allows user permissions through access control lists.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::S3::Bucket
- **AWS CloudFormation guard rule:** [CT.S3.PR.5 rule specification (p. 1434)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.S3.PR.5 rule specification (p. 1434)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.S3.PR.5 example templates (p. 1435)]

Explanation

ACLs are legacy access control mechanisms that predate IAM. Instead of ACLs, we recommend using IAM policies or Amazon S3 bucket policies to more easily manage access to your S3 buckets.

Remediation for rule failure

Manage access to Amazon S3 buckets with bucket resource policies and IAM identity policies instead.

The examples that follow show how to implement this remediation.

Amazon S3 Bucket - Example

Amazon S3 bucket that does not allow user permissions through access control lists by omitting the AccessControl property. The example is shown in JSON and in YAML.
**JSON example**

```json
{
  "S3Bucket": {
    "Type": "AWS::S3::Bucket",
    "Properties": {}
  }
}
```

**YAML example**

```yaml
S3Bucket:
  Type: AWS::S3::Bucket
  Properties: {}
```

**CT.S3.PR.5 rule specification**

```
# ####################################################################
##       Rule Specification        ##
# ####################################################################
#
# Rule Identifier:
#   s3_bucket_acl_prohibited_check
#
# Description:
#   Checks whether Amazon Simple Storage Service (Amazon S3) buckets allow user permissions through access control lists.
#
# Reports on:
#   AWS::S3::Bucket
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#        And: The input document does not contain any Amazon S3 bucket resources
#        Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#        And: The input document contains an Amazon S3 bucket resource
#        And: 'AccessControl' has been provided on the S3 bucket resource
#        Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or CloudFormation hook document
#        And: The input document contains an Amazon S3 bucket resource
#        And: 'AccessControl' has not been provided on the S3 bucket resource
#        Then: PASS
#
# Constants
#
let S3_BUCKET_TYPE = "AWS::S3::Bucket"
```
let INPUT_DOCUMENT = this

# # Assignments
# let s3_buckets = Resources.*[ Type == %S3_BUCKET_TYPE ]

# # Primary Rules
# rule s3_bucket_acl_prohibited_check when is_cfn_template(%INPUT_DOCUMENT)
%s3_buckets not empty {
    check(%s3_buckets.Properties)
    <<
    [CT.S3.PR.5]: Require that an Amazon S3 bucket does not manage user access with an
    access control list (ACL)
    [FIX]: Manage access to Amazon S3 buckets with bucket resource policies and IAM
    identity policies instead.
    >>
}
rule s3_bucket_acl_prohibited_check when is_cfn_hook(%INPUT_DOCUMENT, %S3_BUCKET_TYPE) {
    check(this.%S3_BUCKET_TYPE.resourceProperties)
    <<
    [CT.S3.PR.5]: Require that an Amazon S3 bucket does not manage user access with an
    access control list (ACL)
    [FIX]: Manage access to Amazon S3 buckets with bucket resource policies and IAM
    identity policies instead.
    >>
}

# # Parameterized Rules
# rule check(s3_bucket) {
%<s3_bucket {
    # Scenario 2 and 3
    AccessControl not exists
}
}

# # Utility Rules
# rule is_cfn_template(doc) {
%doc {
    AWSTemplateFormatVersion exists or
    Resources exists
}
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

**CT.S3.PR.5 example templates**

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.
[CT.S3.PR.6] Require an Amazon S3 bucket to have lifecycle policies configured

This control checks whether a lifecycle rule is configured for Amazon S3 buckets.

- **Control objective:** Optimize costs, Improve availability
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::S3::Bucket
- **AWS CloudFormation guard rule:** [CT.S3.PR.6 rule specification (p. 1437)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.S3.PR.6 rule specification (p. 1437)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.S3.PR.6 example templates (p. 1439)]

**Explanation**

Configuring lifecycle rules on your Amazon S3 bucket defines actions that you want S3 to take during an object's lifetime. For example, you can transition objects to another storage class, archive them, or delete them after a specified period of time.

**Remediation for rule failure**

Configure at least one active lifecycle rule in LifecycleConfiguration.Rules by setting Status on a rule to Enabled.

The examples that follow show how to implement this remediation.

**Amazon S3 Bucket - Example**

Amazon S3 bucket configured with an active lifecycle rule. The example is shown in JSON and in YAML.

**JSON example**

```json
{

```
"S3Bucket": {
    "Type": "AWS::S3::Bucket",
    "Properties": {
        "LifecycleConfiguration": {
            "Rules": [
                {
                    "Status": "Enabled",
                    "ExpirationInDays": 1,
                    "Id": "FirstRule"
                }
            ]
        }
    }
}

YAML example

S3Bucket:
  Type: AWS::S3::Bucket
  Properties:
    LifecycleConfiguration:
      Rules:
        - Status: Enabled
          ExpirationInDays: 1
          Id: FirstRule

CT.S3.PR.6 rule specification

# ##############################################################################
##       Rule Specification        ##
# ##############################################################################
#
# Rule Identifier:
#   s3_lifecycle_policy_check
#
# Description:
#   This control checks whether a lifecycle rule is configured for Amazon S3 buckets.
#
# Reports on:
#   AWS::S3::Bucket
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any S3 bucket resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an S3 bucket resource
And: 'LifecycleConfiguration.Rules' has not been been provided or has been provided where 'Rules' is an empty list
Then: FAIL

Scenario: 3
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an S3 bucket resource
And: The S3 bucket has versioning enabled (VersioningConfiguration.Status is set to 'Enabled')
And: 'LifecycleConfiguration.Rules' has been been provided as a non-empty list
And: There are no 'Rules' with 'Status' set to 'Enabled' present in the 'LifecycleConfiguration'
Then: FAIL

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an S3 bucket resource
And: The S3 bucket has versioning enabled (VersioningConfiguration.Status is set to 'Enabled')
And: 'LifecycleConfiguration.Rules' has been been provided as a non-empty list
And: There is at least one entry in 'LifecycleConfiguration.Rules' with 'Status' set to 'Enabled'
Then: PASS

Constants

let S3_BUCKET_TYPE = "AWS::S3::Bucket"
let INPUT_DOCUMENT = this

Assignments

let s3_buckets = Resources.*[ Type == %S3_BUCKET_TYPE ]

Primary Rules

rule s3_lifecycle_policy_check when is_cfn_template(%INPUT_DOCUMENT) {
    %s3_buckets not empty {
        check(%s3_buckets.Properties)
        <<
            [CT.S3.PR.6]: Require an Amazon S3 bucket to have lifecycle policies configured
            [FIX]: Configure at least one active lifecycle rule in 'LifecycleConfiguration.Rules' by setting 'Status' on a rule to 'Enabled'.
        >>
    }
}

rule s3_lifecycle_policy_check when is_cfn_hook(%INPUT_DOCUMENT, %S3_BUCKET_TYPE) {
    check(%INPUT_DOCUMENT.%S3_BUCKET_TYPE.resourceProperties)
    <<
        [CT.S3.PR.6]: Require an Amazon S3 bucket to have lifecycle policies configured
        [FIX]: Configure at least one active lifecycle rule in 'LifecycleConfiguration.Rules' by setting 'Status' on a rule to 'Enabled'.
    >>
}

Parameterized Rules

rule check(s3_bucket) {
    %s3_bucket {
        # Scenario 2
        LifecycleConfiguration exists
        LifecycleConfiguration is_struct
LifecycleConfiguration {
  # Scenario 3 and 4
  Rules exists
  Rules is_list
  Rules not empty

  some Rules[*] {
    Status exists
    Status == "Enabled"
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.S3.PR.6 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
S3Bucket:
  Type: AWS::S3::Bucket
  Properties:
    LifecycleConfiguration:
      Rules:
        - Status: Enabled
          ExpirationInDays: 1
          Id: FirstRule

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
S3Bucket:
  Type: AWS::S3::Bucket
  Properties:
    LifecycleConfiguration:
      Rules:
        - Status: Disabled
          ExpirationInDays: 1
          Id: FirstRule
[CT.S3.PR.8] Require that Amazon S3 bucket requests use Secure Socket Layer

This control checks whether Amazon S3 bucket policies require requests to use Secure Socket Layer (SSL).

- **Control objective:** Encrypt data in transit
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::S3::BucketPolicy
- **AWS CloudFormation guard rule:** [CT.S3.PR.8 rule specification (p. 1441)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.S3.PR.8 rule specification (p. 1441)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.S3.PR.8 example templates (p. 1445)]

**Explanation**

Amazon S3 buckets should have policies that require all requests (Action: S3:*) to accept transmission of data over HTTPS in the S3 resource policy only, as indicated by the condition key aws:SecureTransport.

**Remediation for rule failure**

Configure an Amazon S3 bucket policy statement that denies access to all principals and actions for the S3 bucket and bucket objects when a secure transport protocol is not in use.

The examples that follow show how to implement this remediation.

**Amazon S3 Bucket Policy - Example**

Amazon S3 bucket policy configured to deny all access to the bucket and bucket objects when transmission of data is not over HTTPS. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "S3BucketPolicy": {
        "Type": "AWS::S3::BucketPolicy",
        "Properties": {
            "Bucket": {
                "Ref": "S3Bucket"
            },
            "PolicyDocument": {
                "Version": "2012-10-17",
                "Statement": [
                    {
                        "Effect": "Deny",
                        "Action": "s3:*",
                        "Resource": [
                            "Fn::GetAtt": [
                                "S3Bucket",
                                "Arn"
                            ]
                        ]
                    }
                ]
            }
        }
    }
}
```
YAML example

```yaml
S3BucketPolicy:
  Type: AWS::S3::BucketPolicy
  Properties:
    Bucket: !Ref 'S3Bucket'
    PolicyDocument:
      Version: 2012-10-17
      Statement:
        - Effect: Deny
          Action: s3:*
          Resource:
            - !GetAtt 'S3Bucket.Arn'
            - !Join
              - ''
              - - !GetAtt 'S3Bucket.Arn'
              - /*
          Principal: '*'
          Condition:
            Bool:
              aws:SecureTransport: 'false'
```

CT.S3.PR.8 rule specification

```bash
# ####################################################################
##       Rule Specification       ##
####################################################################
#
# Rule Identifier:
#   s3_bucket_policy_ssl_requests_only_check

# Description:
#   This control checks whether Amazon S3 bucket policies require requests to use Secure
Socket Layer (SSL).

# Reports on:
#   AWS::S3::BucketPolicy

# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook

# Rule Parameters:
#   None

# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any S3 bucket policies
#     Then: SKIP

#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an S3 bucket policy
#     And: 'Policydocument' has not been provided
#     Then: FAIL

#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an S3 bucket policy
#     And: 'Policydocument' does not include a statement that denies Principal ('*',
AWS: '*')
#      all Actions ('s3:*', '*') over resource ('*' or bucketArn, bucketObjectArn)
when the condition
#     "aws:SecureTransport" is "false"
#     Then: FAIL

#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an S3 bucket policy
#     And: 'Policydocument' includes a statement that denies Principal ('*', AWS: '*')
#      all Actions ('s3:*', '*') over resource ('*' or bucketArn, bucketObjectArn)
when the condition
#     "aws:SecureTransport" is "false"
#     Then: PASS

# Constants

let S3_BUCKET_POLICY_TYPE = "AWS::S3::BucketPolicy"
let INPUT_DOCUMENT = this

let S3_BUCKET_ARN_PATTERN = /^arn:aws[a-z0-9\-]*:s3:::[a-z0-9]\[a-z0-9\-]*\[a-z0-9]$/
let S3_BUCKET_OBJECT_ARN_PATTERN = /^arn:aws[a-z0-9\-]*:s3:::[a-z0-9]\[a-z0-9\-]*\[a-z0-9\-]*\[a-z0-9]$/

# Assignments

let s3_bucket_policies = Resources.[ Type == %S3_BUCKET_POLICY_TYPE ]

# # Primary Rules
Proactive controls

rule s3_bucket_policy_ssl_requests_only_check when is_cfn_template(%INPUT_DOCUMENT) %s3_bucket_policies not empty {
  check(%s3_bucket_policies.Properties) <<
  [CT.S3.PR.8]: Require that Amazon S3 buckets request to use Secure Socket Layer
  [FIX]: Configure an Amazon S3 bucket policy statement that denies access to
  all principals and actions for the S3 bucket and bucket objects when a secure transport
  protocol is not in use.
  >>
}

rule s3_bucket_policy_ssl_requests_only_check when is_cfn_hook(%INPUT_DOCUMENT, %S3_BUCKET_POLICY_TYPE) {
  check(%INPUT_DOCUMENT.%S3_BUCKET_POLICY_TYPE.resourceProperties)
  <<
  [CT.S3.PR.8]: Require that Amazon S3 buckets request to use Secure Socket Layer
  [FIX]: Configure an Amazon S3 bucket policy statement that denies access to
  all principals and actions for the S3 bucket and bucket objects when a secure transport
  protocol is not in use.
  >>
}

# Parameterized Rules

rule check(s3_bucket_policy) {
  %s3_bucket_policy {
    # Scenario 2
    PolicyDocument exists
    PolicyDocument is_struct
    PolicyDocument {
      Statement exists
      Statement is_list or
      Statement is_struct
      # Scenario 3 and 4
      some Statement[*] {
        check_statement_ssl_requests_only(this)
      }
    }
  }
}

rule check_statement_ssl_requests_only(statement) {
  %statement{
    check_all_required_statement_properties(this)
    Effect == "Deny"
    Action[*] in ["s3:*", "*"]
    Principal == "*" or
    Principal {
      AWS exists
      AWS == "*"
    }
    Resource[*] == "*" or
    check_resource_for_bucket_arns(Resource) or
    check_resource_for_bucket_arn_refs(Resource)
    Condition is_struct
    Condition == {
      "Bool": {
        "aws:SecureTransport": "false"
      }
    }
  }
}
rule check_all_required_statement_properties(statement) {
    %statement {
        Effect exists
        Action exists
        Principal exists
        Condition exists
        Resource exists
    }
}

rule check_resource_for_bucket_arns(resource) {
    %resource {
        this is_list
        this not empty
        some this[*] == %S3_BUCKET_ARN_PATTERN
        some this[*] == %S3_BUCKET_OBJECT_ARN_PATTERN
    }
}

rule check_resource_for_bucket_arn_refs(resource) {
    %resource {
        this is_list
        this not empty
        some this[*] {
            check_local_bucket_arn_reference(%INPUT_DOCUMENT, this, "AWS::S3::Bucket")
        }
        some this[*] {
            check_local_bucket_object_arn_reference(%INPUT_DOCUMENT, this, "AWS::S3::Bucket")
        }
    }
}

rule check_local_bucket_arn_reference(doc, reference_properties, referenced_resource_type) {
    %reference_properties {
        'Fn::GetAtt' {
            check_get_att_bucket_arn(this)
        }
    }
}

rule check_local_bucket_object_arn_reference(doc, reference_properties, referenced_resource_type) {
    %reference_properties {
        'Fn::Join' {
            this is_list
            this not empty
            this[1][0] {
                'Fn::GetAtt' {
                    check_get_att_bucket_arn(this)
                }
                this[1][1] == "/*"
            }
        }
    }
}

rule check_get_att_bucket_arn(get_att) {
    %get_att {
        this is_list
        1444
    }
}
Proactive controls

```plaintext
this not empty
this[1] == "Arn"
query_for_resource(%doc, this[0], %referenced_resource_type)
<<Local Stack reference was invalid>>
```

# Utility Rules

## rule is_cfn_template(doc) {
%doc {
    AWSTemplateFormatVersion exists or Resources exists
}
}

## rule is_cfn_hook(doc, RESOURCE_TYPE) {
%doc.%RESOURCE_TYPE.resourceProperties exists
}

## rule query_for_resource(doc, resource_key, referenced_resource_type) {
let referenced_resource = %doc.Resources[ keys == %resource_key ]
%referenced_resource not empty
%referenced_resource {
    Type == %referenced_resource_type
}
}

CT.S3.PR.8 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
S3Bucket:
    Type: AWS::S3::Bucket
    Properties:
        PublicAccessBlockConfiguration:
            BlockPublicAcls: true
            BlockPublicPolicy: true
            IgnorePublicAcls: true
            RestrictPublicBuckets: true
S3BucketPolicy:
    Type: AWS::S3::BucketPolicy
    Properties:
        Bucket:
            Ref: S3Bucket
        PolicyDocument:
            Version: 2012-10-17
            Statement:
                - Effect: Deny
                - Action: s3:*
                - Resource:
                    - Fn::GetAtt:
                        - S3Bucket
                        - Arn
                    - Fn::Join:
                        - 
                        - ""
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
S3Bucket:
  Type: AWS::S3::Bucket
  Properties:
    PublicAccessBlockConfiguration:
      BlockPublicAcls: true
      BlockPublicPolicy: true
      IgnorePublicAcls: true
      RestrictPublicBuckets: true
S3BucketPolicy:
  Type: AWS::S3::BucketPolicy
  Properties:
    Bucket:
      Ref: S3Bucket
    PolicyDocument:
      Version: 2012-10-17
      Statement:
        - Effect: Allow
          Action: s3:*
          Resource:
            - Fn::GetAtt:
              - S3Bucket
              - Arn
            - Fn::Join:
              - ''
                - ' - 'Fn::GetAtt:
                  - S3Bucket
                  - Arn
                - */
          Principal:
            AWS:
              - Ref: AWS::AccountId
          Condition:
            Bool:
              aws:SecureTransport: 'false'

[CT.S3.PR.9] Require that an Amazon S3 bucket has S3 Object Lock activated

This control checks whether an Amazon Simple Storage Service (Amazon S3) bucket has been configured to use S3 Object Lock.

- **Control objective:** Protect data integrity
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::S3::Bucket
- **AWS CloudFormation guard rule:** [CT.S3.PR.9 rule specification (p. 1447)]
Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.S3.PR.9 rule specification (p. 1447)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: CT.S3.PR.9 example templates (p. 1449)

Explanation

S3 Object Lock allows you to store objects using a write-once-read-many (WORM) model. Object Lock can help prevent objects from being deleted or overwritten for a fixed amount of time, or indefinitely. You can use S3 Object Lock to meet regulatory requirements that require WORM storage, or to add an extra layer of protection against object changes and deletion.

Usage considerations

- When you create an Amazon S3 bucket with object lock activated, S3 automatically enables versioning for the bucket.

Remediation for rule failure

Set ObjectLockEnabled to true.

The examples that follow show how to implement this remediation.

S3 bucket - Example

An Amazon S3 bucket configured with S3 object lock enabled. The example is shown in JSON and in YAML.

JSON example

```
{
  "Bucket": {
    "Type": "AWS::S3::Bucket",
    "Properties": {
      "ObjectLockEnabled": true
    }
  }
}
```

YAML example

```
Bucket:
  Type: AWS::S3::Bucket
  Properties:
    ObjectLockEnabled: true
```

CT.S3.PR.9 rule specification

```
# ##########################################################################
##       Rule Specification       ##
# # 1447
```

1447
# Rule Identifier:
# s3_bucket_object_lock_enabled_check
#
# Description:
# This control checks whether an Amazon Simple Storage Service (Amazon S3) bucket has
# been configured to use S3 Object Lock.
#
# Reports on:
# AWS::S3::Bucket
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any S3 bucket resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an S3 bucket resource
# And: 'ObjectLockEnabled' has not been provided
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an S3 bucket resource
# And: 'ObjectLockEnabled' has been provided and set to a value other than bool(true)
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an S3 bucket resource
# And: 'ObjectLockEnabled' has been provided and set to bool(true)
# Then: PASS
#
# Constants
#
let S3_BUCKET_TYPE = "AWS::S3::Bucket"
let INPUT_DOCUMENT = this
#
# Assignments
#
let s3_buckets = Resources.*[ Type == %S3_BUCKET_TYPE ]
#
# Primary Rules
#
rule s3_bucket_object_lock_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
  %s3_buckets not empty {
    check(%s3_buckets.Properties)
    <<
      [CT.S3.PR.9]: Require that an Amazon S3 bucket has S3 Object Lock activated
      [FIX]: Set 'ObjectLockEnabled' to 'true'.
    >>
  }
rule s3_bucket_object_lock_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %S3_BUCKET_TYPE) {
    check(this.%S3_BUCKET_TYPE.resourceProperties)
    <<
    [CT.S3.PR.9]: Require that an Amazon S3 bucket has S3 Object Lock activated
    [FIX]: Set 'ObjectLockEnabled' to 'true'.
    >>
}

# Parameterized Rules
#
rule check(s3_bucket) {
    %s3_bucket {
        # Scenario 2
        ObjectLockEnabled exists
        # Scenarios 3 and 4
        ObjectLockEnabled == true
    }
}

# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.S3.PR.9 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
Bucket:
    Type: AWS::S3::Bucket
    Properties:
        ObjectLockEnabled: true

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
Bucket:
    Type: AWS::S3::Bucket
    Properties:
        ObjectLockEnabled: false
[CT.S3.PR.10] Require an Amazon S3 bucket to have server-side encryption configured using an AWS KMS key

This control checks whether default server-side encryption is enabled on an Amazon S3 bucket using AWS KMS.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::S3::Bucket
- **AWS CloudFormation guard rule:** [CT.S3.PR.10 rule specification (p. 1451)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.S3.PR.10 rule specification (p. 1451)]
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.S3.PR.10 example templates (p. 1453)]

**Explanation**

Server-side encryption (SSE) is the encryption of data at its destination by the application or service that receives the data. Unless you specify otherwise, Amazon S3 buckets use SSE-S3 by default to encrypt objects. However, for added control, you can choose to configure buckets to use server-side encryption with AWS KMS keys (SSE-KMS) instead. Amazon S3 encrypts your data at the object level as it writes data to disks in AWS data centers, and then decrypts the data for you, when you require access to it.

**Remediation for rule failure**


The examples that follow show how to implement this remediation.

**S3 Bucket - Example**

An Amazon S3 bucket configured with AWS Key Management Service (AWS KMS) (SSE-KMS) default server-side encryption. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "S3Bucket": {
    "Type": "AWS::S3::Bucket",
    "Properties": {
      "BucketEncryption": {
        "ServerSideEncryptionConfiguration": [
          {
            "ServerSideEncryptionByDefault": {
              "SSEAlgorithm": "aws:kms"
            }
          }
        ]
      }
    }
  }
}
```
CT.S3.PR.10 rule specification

# ###################################################################
## Rule Specification      ##
# ###################################################################
#
# Rule Identifier:  
# s3_bucket_default_encryption_kms_check  
# Description:  
# This control checks whether default server-side encryption is enabled on an Amazon S3 bucket using AWS KMS.  
# Reports on:  
# AWS::S3::Bucket  
# Evaluates:  
# AWS CloudFormation, AWS CloudFormation hook  
# Rule Parameters:  
# None  
# Scenarios:  
# Scenario: 1  
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document  
# And: The input document does not contain any S3 bucket resources  
# Then: SKIP  
# Scenario: 2  
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document  
# And: The input document contains an S3 bucket resource  
# And: 'ServerSideEncryptionConfiguration' in 'BucketEncryption' has not been provided  
# or provided as an empty list  
# Then: FAIL  
# Scenario: 3  
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document  
# And: The input document contains an S3 bucket resource  
# And: 'ServerSideEncryptionConfiguration' in 'BucketEncryption' has been provided as a non empty list  
# And: 'ServerSideEncryptionConfiguration' in 'BucketEncryption' does not contain an encryption rule with a 'ServerSideEncryptionByDefault' configuration  
# Then: FAIL  
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an S3 bucket resource
# And: 'ServerSideEncryptionConfiguration' in 'BucketEncryption' has been provided as a non empty list
# And: 'ServerSideEncryptionConfiguration' in 'BucketEncryption' contains an encryption rule with a 'ServerSideEncryptionByDefault' configuration
# And: For an encryption rule, 'SSEAlgorithm' in 'ServerSideEncryptionByDefault' is not not provided or has been provided and set to an SSE Algorithm other than 'aws:kms' or 'aws:kms:dsse'
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an S3 bucket resource
# And: 'ServerSideEncryptionConfiguration' in 'BucketEncryption' has been provided as a non empty list
# And: 'ServerSideEncryptionConfiguration' in 'BucketEncryption' contains an encryption rule with a 'ServerSideEncryptionByDefault' configuration
# And: For all encryption rules, 'SSEAlgorithm' in 'ServerSideEncryptionByDefault' is provided and set to 'aws:kms' or 'aws:kms:dsse'
# Then: PASS
#
# Constants
#
let S3_BUCKET_TYPE = "AWS::S3::Bucket"
let AUTHORIZED_SSE_ALGORITHMS = [ "aws:kms", "aws:kms:dsse" ]
let INPUT_DOCUMENT = this
#
# Assignments
#
let s3_buckets = Resources.*[ Type == %S3_BUCKET_TYPE ]
#
# Primary Rules
#
rule s3_bucket_default_encryption_kms_check when is_cfn_template(%INPUT_DOCUMENT) %s3_buckets not empty {
    check(%s3_buckets.Properties)
    <<
    [CT.S3.PR.10]: Require an Amazon S3 bucket to have server-side encryption configured using an AWS KMS key
    [FIX]: Set an encryption rule in 'BucketEncryption.ServerSideEncryptionConfiguration' with a 'ServerSideEncryptionByDefault.SSEAlgorithm' configuration of 'aws:kms' or 'aws:kms:dsse'
    >>
}
rule s3_bucket_default_encryption_kms_check when is_cfn_hook(%INPUT_DOCUMENT, %S3_BUCKET_TYPE) {
    check(%INPUT_DOCUMENT.%S3_BUCKET_TYPE.resourceProperties)
    <<
    [CT.S3.PR.10]: Require an Amazon S3 bucket to have server-side encryption configured using an AWS KMS key
    [FIX]: Set an encryption rule in 'BucketEncryption.ServerSideEncryptionConfiguration' with a 'ServerSideEncryptionByDefault.SSEAlgorithm' configuration of 'aws:kms' or 'aws:kms:dsse'
    >>
}
CT.S3.PR.10 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
Bucket:
  Type: AWS::S3::Bucket
Properties:
  BucketEncryption:
    ServerSideEncryptionConfiguration:
      - ServerSideEncryptionByDefault:
          SSEAlgorithm: aws:kms

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.
[CT.S3.PR.11] Require an Amazon S3 bucket to have versioning enabled

This control checks whether an Amazon Simple Storage Service (Amazon S3) bucket has versioning enabled.

- **Control objective:** Improve availability
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::S3::Bucket
- **AWS CloudFormation guard rule:** [CT.S3.PR.11 rule specification (p. 1455)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.S3.PR.11 rule specification (p. 1455)]
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.S3.PR.11 example templates (p. 1457)]

Explanation

Versioning keeps multiple variants of an object in the same Amazon S3 bucket. You can use versioning to preserve, retrieve, and restore every version of every object stored in your S3 bucket. With versioning, you can recover more easily from unintended user actions and application failures.

**Usage considerations**

- If you have an unversioned bucket with an object expiration lifecycle configuration, and if you want to maintain the same permanent delete behavior when you enable versioning, you must set an expiration configuration for noncurrent objects. The noncurrent expiration configuration lifecycle manages deletion of noncurrent object versions in the version-enabled bucket. (A version-enabled bucket maintains one current, and zero or more noncurrent, object versions.)

Remediation for rule failure

Set the Status in VersioningConfiguration to Enabled.

The examples that follow show how to implement this remediation.

**S3 Bucket - Example One**

An Amazon S3 bucket with versioning enabled. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "Bucket": {
      "Type": "AWS::S3::Bucket",
```
"Properties": {
    "VersioningConfiguration": {
        "Status": "Enabled"
    }
}
}

YAML example

Bucket:
  Type: AWS::S3::Bucket
  Properties:
    VersioningConfiguration:
      Status: Enabled

CT.S3.PR.11 rule specification

# #############################################################################
##       Rule Specification        ##
# #############################################################################
#
# Rule Identifier: # s3_bucket_versioning_enabled_check
#
# Description:
#   This control checks whether an Amazon Simple Storage Service (Amazon S3) bucket has
#   versioning enabled.
#
# Reports on:
#   AWS::S3::Bucket
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any S3 bucket resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an S3 bucket resource
#     And: 'VersioningConfiguration' has not been provided
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains an S3 bucket resource
#     And: 'VersioningConfiguration' has been provided
#     And: 'Status' in 'VersioningConfiguration' has not been provided or has been
#     provided
#     and set to a value other than 'Enabled'
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an S3 bucket resource
# And: 'VersioningConfiguration' has been provided
# And: 'Status' in 'VersioningConfiguration' has been provided and set to 'Enabled'
# Then: PASS

# Constants
let S3_BUCKET_TYPE = "AWS::S3::Bucket"
let INPUT_DOCUMENT = this

# Assignments
let s3_buckets = Resources.*[ Type == %S3_BUCKET_TYPE ]

# Primary Rules
rule s3_bucket_versioning_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
%s3_buckets not empty {
    check(%s3_buckets.Properties)
    %s3_buckets not empty {
        <<
        [CT.S3.PR.11]: Require an Amazon S3 bucket to have versioning enabled
        [FIX]: Set the 'Status' in 'VersioningConfiguration' to Enabled.
        >>
    }
}
rule s3_bucket_versioning_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %S3_BUCKET_TYPE)
{
    check(%INPUT_DOCUMENT.%S3_BUCKET_TYPE.resourceProperties)
    %s3_buckets not empty {
        <<
        [CT.S3.PR.11]: Require an Amazon S3 bucket to have versioning enabled
        [FIX]: Set the 'Status' in 'VersioningConfiguration' to Enabled.
        >>
    }
}

# Parameterized Rules
rule check(s3_bucket) {
    %s3_bucket {
        # Scenario 2
        VersioningConfiguration exists

        # Scenarios 3 and 4
        VersioningConfiguration is_struct
        VersioningConfiguration {
            Status exists
            Status == "Enabled"
        }
    }
}

# Utility Rules
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or Resources exists
    }
}
CT.S3.PR.11 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```
Resources:
  Bucket:
    Type: AWS::S3::Bucket
    Properties:
      VersioningConfiguration:
        Status: Enabled
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
  Bucket:
    Type: AWS::S3::Bucket
    Properties: {}
```

[CT.S3.PR.12] Require an Amazon S3 access point to have a Block Public Access (BPA) configuration with all options set to true

This control checks whether an Amazon S3 access point has been configured with a Block Public Access (BPA) configuration that has all options set to true.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::S3::AccessPoint
- **AWS CloudFormation guard rule:** CT.S3.PR.12 rule specification (p. 1459)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.S3.PR.12 rule specification (p. 1459)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: CT.S3.PR.12 example templates (p. 1461)

Explanation

Amazon S3 access points support independent access settings that allow each access point to block public access. When you create an access point, you can specify block public access settings that apply to
that access point. For any request made through an access point, Amazon S3 evaluates the block public access settings for that access point, the underlying bucket, and the bucket owner's account. If any of these settings indicate that the request should be blocked, Amazon S3 rejects the request.

**Usage considerations**

- This control is incompatible with Amazon S3 access points that require a public access configuration.
- Amazon S3 currently doesn't support changing an access point's block public access settings after the access point is created.
- Adding an Amazon S3 access point to a bucket doesn't change the bucket's behavior when you access the bucket directly through the bucket's name or Amazon Resource Name (ARN). See Configuring IAM policies for using access points in the Amazon S3 User Guide for information on options to configure the underlying bucket's policy for use with Amazon S3 access points.

**Remediation for rule failure**

In the PublicAccessBlockConfiguration field, set the values of BlockPublicAcls, BlockPublicPolicy, IgnorePublicAcls, and RestrictPublicBuckets to true, or omit the PublicAccessBlockConfiguration field to adopt the default value of true for these properties.

The examples that follow show how to implement this remediation.

**Amazon S3 Access Point - Example**

An Amazon S3 access point with a Block Public Access configuration that ensures public access requests by means of the access point are rejected. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "S3AccessPoint": {
        "Type": "AWS::S3::AccessPoint",
        "Properties": {
            "Bucket": "sample-bucket",
            "Name": "sample-access-point",
            "Policy": {
                "Version": "2012-10-17",
                "Statement": [
                    {
                        "Action": [
                            "s3:GetObject",
                            "s3:PutObject"
                        ],
                        "Effect": "Allow",
                        "Resource": [
                            {
                                "Fn::Sub": "arn:${AWS::Partition}:s3:${AWS::Region}:${AWS::AccountId}:accesspoint/sample-access-point/object/*"
                            }
                        ],
                        "Principal": {
                            "AWS": "arn:aws:iam::123456789012:role/SampleRole"
                        }
                    }
                ]
            }
        },
        "PublicAccessBlockConfiguration": {
            "BlockPublicAcls": true,
            "BlockPublicPolicy": true,
            "IgnorePublicAcls": true,
            "RestrictPublicBuckets": true
        }
    }
}
"RestrictPublicBuckets": true
}
}
}

YAML example

S3AccessPoint:
  Type: AWS::S3::AccessPoint
  Properties:
    Bucket: sample-bucket
    Name: sample-access-point
    Policy:
      Version: '2012-10-17'
      Statement:
        - Action:
          - s3:GetObject
          - s3:PutObject
        Effect: Allow
        Resource:
          - !Sub 'arn:${AWS::Partition}:s3:${AWS::Region}:${AWS::AccountId}:accesspoint/sample-access-point/object/*'
        Principal:
          AWS: arn:aws:iam::123456789012:role/SampleRole
    PublicAccessBlockConfiguration:
      BlockPublicAcls: true
      BlockPublicPolicy: true
      IgnorePublicAcls: true
      RestrictPublicBuckets: true

CT.S3.PR.12 rule specification

# ****************************
##       Rule Specification   ##
*****************************
#
# Rule Identifier:
#   s3_access_point_public_access_prohibited_check
#
# Description:
#   This control checks whether an S3 Amazon S3 access point has been configured with a Block Public Access (BPA) configuration that has all options set to true.
#
# Reports on:
#   AWS::S3::AccessPoint
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any Amazon S3 access point resources
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
doctype
# And: The input document contains an Amazon S3 access point resource
# And: 'PublicAccessBlockConfiguration' has been provided as an empty struct
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
doctype
# And: The input document contains an Amazon S3 access point resource
# And: 'PublicAccessBlockConfiguration' has been provided
# And: In 'PublicAccessBlockConfiguration', one or more of 'BlockPublicAcls',
# 'BlockPublicPolicy', 'IgnorePublicAcls' or 'RestrictPublicBuckets' have been
# provided and set to a value other than bool(true)
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
doctype
# And: The input document contains an Amazon S3 access point resource
# And: 'PublicAccessBlockConfiguration' has not been provided
# Then: PASS
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
doctype
# And: The input document contains an Amazon S3 access point resource
# And: 'PublicAccessBlockConfiguration' has been provided
# And: In 'PublicAccessBlockConfiguration', 'BlockPublicAcls', 'BlockPublicPolicy',
# 'IgnorePublicAcls' or 'RestrictPublicBuckets' have all been provided and
# set to bool(true)
# Then: PASS

# Constants
#
let INPUT_DOCUMENT = this
let S3_ACCESS_POINT_TYPE = "AWS::S3::AccessPoint"

# Assignments
#
let s3_access_points = Resources.*[ Type == %S3_ACCESS_POINT_TYPE ]

# Primary Rules
#
rule s3_access_point_public_access_prohibited_check when is_cfn_template(%INPUT_DOCUMENT)

check(%s3_access_points.Properties)

<<
[CT.S3.PR.12]: Require an Amazon S3 access point to have a Block Public Access
(BPA) configuration with all options set to true

[FIX]: In the PublicAccessBlockConfiguration field, set the values of
BlockPublicAcls, BlockPublicPolicy, IgnorePublicAcls, and RestrictPublicBuckets to true,
or
omitting the PublicAccessBlockConfiguration field to adopt the default value of true
for these properties.
>>

rule s3_access_point_public_access_prohibited_check when is_cfn_hook(%INPUT_DOCUMENT,

%S3_ACCESS_POINT_TYPE) {

check(%INPUT_DOCUMENT.%S3_ACCESS_POINT_TYPE.resourceProperties)

<<
[CT.S3.PR.12]: Require an Amazon S3 access point to have a Block Public Access
(BPA) configuration with all options set to true
[FIX]: In the PublicAccessBlockConfiguration field, set the values of BlockPublicAcls, BlockPublicPolicy, IgnorePublicAcls, and RestrictPublicBuckets to true, or omit the PublicAccessBlockConfiguration field to adopt the default value of true for these properties.

```yaml
rule check(s3_access_point) {
  %s3_access_point {
    # Scenarios 2 and 4
    PublicAccessBlockConfiguration not exists or
    # Scenarios 3 and 5
    check_bpa_configuration(this)
  }
}

rule check_bpa_configuration(s3_access_point) {
  %s3_access_point {
    PublicAccessBlockConfiguration is_struct
    PublicAccessBlockConfiguration {
      BlockPublicAcls exists
      BlockPublicPolicy exists
      IgnorePublicAcls exists
      RestrictPublicBuckets exists
      BlockPublicAcls == true
      BlockPublicPolicy == true
      IgnorePublicAcls == true
      RestrictPublicBuckets == true
    }
  }
}
```

# Utility Rules

```yaml
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

CT.S3.PR.12 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```yaml
Resources:
  S3Bucket:
    Type: AWS::S3::Bucket
```
S3BucketPolicy:
  Type: AWS::S3::BucketPolicy
  Properties:
    Bucket:
      Ref: S3Bucket
    PolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Action: '*'
          Effect: Allow
          Resource:
            - Fn::GetAtt:
              - S3Bucket
              - Arn
            - Fn::Join:
              - ''
                - Fn::GetAtt:
                  - S3Bucket
                  - Arn
                - '*'
    Principal:
      AWS: '*'
    Condition:
      StringEquals:
        s3:DataAccessPointAccount:
          Ref: AWS::AccountId

AccessPointRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            AWS:
              Ref: AWS::AccountId
          Action: sts:AssumeRole
          Path: /
        - PolicyName: GetObjectPermissions
          PolicyDocument:
            Version: '2012-10-17'
            Statement:
              - Effect: Allow
                Action:
                  - s3:GetObject
                Resource:
                  - Fn::Sub: arn:${AWS::Partition}:s3:${AWS::Region}:$AWS::AccountId:accesspoint/example-access-point/object/*

S3AccessPoint:
  Type: AWS::S3::AccessPoint
  Properties:
    Bucket:
      Ref: S3Bucket
    Name: example-access-point
    Policy:
      Version: '2012-10-17'
      Statement:
        - Action:
          - s3:GetObject
          - s3:PutObject
          Effect: Allow
          Resource:
            - Fn::Sub: arn:${AWS::Partition}:s3:${AWS::Region}:${AWS::AccountId}:accesspoint/example-access-point/object/*
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
S3Bucket:
  Type: AWS::S3::Bucket
S3BucketPolicy:
  Type: AWS::S3::BucketPolicy
  Properties:
    Bucket:
      Ref: S3Bucket
    PolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Action: '*'
          Effect: Allow
          Resource:
            - Fn::GetAtt:
              - S3Bucket
              - Arn
            - Fn::Join:
              - '
                - Fn::GetAtt:
                  - S3Bucket
                  - Arn
                - /*
            Principal:
              AWS: '*'
            Condition:
              StringEquals:
                s3:DataAccessPointAccount:
                  Ref: AWS::AccountId
AccessPointRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            AWS:
              Ref: AWS::AccountId
          Action: sts:AssumeRole
          Path: /
          Policies:
            - PolicyName: GetObjectPermissions
              PolicyDocument:
                Version: '2012-10-17'
                Statement:
                  - Effect: Allow
                    Action:
                      - s3:GetObject
                    Resource:
Amazon SageMaker controls

**Topics**

- [CT.SAGEMAKER.PR.1] Require an Amazon SageMaker notebook instance to prevent direct internet access (p. 1464)
- [CT.SAGEMAKER.PR.2] Require Amazon SageMaker notebook instances to be deployed within a custom Amazon VPC (p. 1470)
- [CT.SAGEMAKER.PR.3] Require Amazon SageMaker notebook instances to have root access disallowed (p. 1475)

[CT.SAGEMAKER.PR.1] Require an Amazon SageMaker notebook instance to prevent direct internet access

This control checks that direct internet access is not allowed for an Amazon SageMaker notebook instance.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::SageMaker::NotebookInstance
- **AWS CloudFormation guard rule:** CT.SAGEMAKER.PR.1 rule specification (p. 1466)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.SAGEMAKER.PR.1 rule specification (p. 1466)
Explanation

When you configure your SageMaker notebook instance without a VPC, direct internet access is allowed for your instance, by default. Instead, you should configure your instance with a VPC and change the default setting to **Disable - Access the internet through a VPC**.

To train or host models from a notebook, you require internet access. To set up internet access, make sure that your VPC has a NAT gateway, and that your security group allows outbound connections.

Ensure that access to your SageMaker configuration is limited to authorized users. Restrict users' IAM permissions for modifying SageMaker settings and resources.

**Usage considerations**

- To set up outbound internet access for Amazon SageMaker notebook instances when this control is activated - First, associate the notebook instance with a private subnet that has access to the internet, through a default route to a NAT gateway instance. Also, be sure that the security groups assigned to the notebook instance, and the network access control list (NACL) of the private subnet, allow outbound traffic to the internet.

**Remediation for rule failure**

Set **DirectInternetAccess** to **Disabled** and provide a **SubnetId** and one or more **SecurityGroupIds**.

The examples that follow show how to implement this remediation.

**Amazon SageMaker Notebook Instance - Example**

Amazon SageMaker notebook instance configured with direct internet access deactivated. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "SageMakerNoteBookInstance": {
        "Type": "AWS::SageMaker::NotebookInstance",
        "Properties": {
            "InstanceType": "ml.t2.medium",
            "RoleArn": {
                "Fn::GetAtt": [
                    "ExecutionRole",
                    "Arn"
                ]
            },
            "DirectInternetAccess": "Disabled",
            "SubnetId": {
                "Ref": "Subnet"
            },
            "SecurityGroupIds": [
                {
                    "Fn::GetAtt": [
                        "SecurityGroup",
                        "GroupId"
                    ]
                }
            ]
        }
    }
}
```
YAML example

```yaml
SageMakerNoteBookInstance:
  Type: AWS::SageMaker::NotebookInstance
  Properties:
    InstanceType: ml.t2.medium
    RoleArn: !GetAtt 'ExecutionRole.Arn'
    DirectInternetAccess: Disabled
    SubnetId: !Ref 'Subnet'
    SecurityGroupIds:
      - !GetAtt 'SecurityGroup.GroupId'
```

CT.SAGEMAKER.PR.1 rule specification

```
# ##################################
#       Rule Specification         #
##################################
# Rule Identifier:
#   sagemaker_notebook_no_direct_internet_access_check
# Description:
#   This control checks that direct internet access is not allowed for an Amazon SageMaker notebook instance.
# Reports on:
#   AWS::SageMaker::NotebookInstance
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
# Rule Parameters:
#   None
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any SageMaker notebook instance resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains a SageMaker notebook instance resource
#     And: 'DirectInternetAccess' has not been provided on the SageMaker notebook instance resource
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains a SageMaker notebook instance resource
#     And: 'DirectInternetAccess' has been provided on the SageMaker notebook instance resource
#     And: 'DirectInternetAccess' is set to 'Enabled'
#     Then: FAIL
#   Scenario: 4
```
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an SageMaker notebook instance resource
# And: 'DirectInternetAccess' has been provided on the SageMaker notebook instance
# resource
# And: 'DirectInternetAccess' is set to 'Disabled'
# And: 'SecurityGroupIds' have been provided as a non-empty list with non-empty
# strings or valid local references
# And: 'SubnetId' has been provided as an empty string or non-valid local reference
# Then: FAIL

# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an SageMaker notebook instance resource
# And: 'DirectInternetAccess' has been provided on the SageMaker notebook instance
# resource
# And: 'DirectInternetAccess' is set to 'Disabled'
# And: 'SubnetId' has been provided as a non-empty
# And: 'SecurityGroupIds' have been provided as an empty list or a list that contains
# empty string values or non-valid local references
# Then: FAIL

# Constants

let SAGEMAKER_NOTEBOOK_INSTANCE_TYPE = "AWS::SageMaker::NotebookInstance"

# Assignments

let sagemaker_notebook_instances = Resources.*[ Type == %SAGEMAKER_NOTEBOOK_INSTANCE_TYPE ]

# Primary Rules

rule sagemaker_notebook_no_direct_internet_access_check when is_cfn_template(this)
%is_cfn_template(this)
not empty {
    check(%sagemaker_notebook_instances.Properties)
    <![CT.SAGEMAKER.PR.1]: Require an Amazon SageMaker notebook instance to prevent
direct internet access
    [FIX]: Set 'DirectInternetAccess' to 'Disabled' and provide a 'SubnetId' and one or
more 'SecurityGroupIds'.
    ]>
}

rule sagemaker_notebook_no_direct_internet_access_check when is_cfn_hook(%INPUT_DOCUMENT,
%SAGEMAKER_NOTEBOOK_INSTANCE_TYPE) {
    check(%INPUT_DOCUMENT.%SAGEMAKER_NOTEBOOK_INSTANCE_TYPE.resourceProperties)
    <![CT.SAGEMAKER.PR.1]: Require an Amazon SageMaker notebook instance to prevent
direct internet access
    ]>
}
[FIX]: Set 'DirectInternetAccess' to 'Disabled' and provide a 'SubnetId' and one or more 'SecurityGroupIds'.

```plaintext
# Parameterized Rules

rule check(sagemaker_notebook_instances) {
  %sagemaker_notebook_instances {

  # Scenario 2
  DirectInternetAccess exists
  DirectInternetAccess is_string
  DirectInternetAccess == "Disabled"

  # Scenario 4, 5 and 6
  check_is_string_and_not_empty(SubnetId) or
  check_local_references(%INPUT_DOCUMENT, SubnetId, "AWS::EC2::Subnet")

  SecurityGroupIds exists
  SecurityGroupIds is_list
  SecurityGroupIds not empty

  SecurityGroupIds[*] {
    check_is_string_and_not_empty(this) or
    check_local_references(%INPUT_DOCUMENT, this, "AWS::EC2::SecurityGroup")
  }

  # Utility Rules

  rule is_cfn_template(doc) {
    %doc {
      AWSTemplateFormatVersion exists or
      Resources exists
    }
  }

  rule is_cfn_hook(doc, SAGEMAKER_NOTEBOOK_INSTANCE_TYPE) {
    %doc.%SAGEMAKER_NOTEBOOK_INSTANCE_TYPE.resourceProperties exists
  }

  rule check_is_string_and_not_empty(value) {
    %value {
      this is_string
      this != /\A\s*\z/
    }
  }

  rule check_local_references(doc, reference_properties, referenced_resource_type) {
    %reference_properties {
      'Fn::GetAtt' {
        query_for_resource(%doc, this[0], %referenced_resource_type)
        <<Local Stack reference was invalid>>
      } or Ref {
        query_for_resource(%doc, this, %referenced_resource_type)
        <<Local Stack reference was invalid>>
      }
    }
  }

  rule query_for_resource(doc, resource_key, referenced_resource_type) {
```
CT.SAGEMAKER.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:

VPC:
  Type: AWS::EC2::VPC
  Properties:
    CidrBlock: 10.0.0.0/16
    EnableDnsSupport: 'true'
    EnableDnsHostnames: 'true'

Subnet:
  Type: AWS::EC2::Subnet
  Properties:
    VpcId: Ref: VPC
    CidrBlock: 10.0.0.0/24
    AvailabilityZone:
      - Fn::Select:
        - 0
      - Fn::GetAzs: ''

SecurityGroup:
  Type: AWS::EC2::SecurityGroup
  Properties:
    GroupDescription: Notebook SG1
    VpcId: Ref: VPC

ExecutionRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service:
              - sagemaker.amazonaws.com
          Action:
            - sts:AssumeRole
          Path: /
        - Fn::Sub: arn:${AWS::Partition}:iam::aws:policy/AmazonSageMakerFullAccess

SageMakerNoteBookInstance:
  Type: AWS::SageMaker::NotebookInstance
  Properties:
    InstanceType: ml.t2.medium
    RoleArn:
      Fn::GetAtt:
        - ExecutionRole
        - Arn
    DirectInternetAccess: Disabled
    SubnetId:
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```
Resources:
  ExecutionRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Principal:
              Service:
                - sagemaker.amazonaws.com
            Action:
              - sts:AssumeRole
            Path: /
        ManagedPolicyArns:
          - Fn::Sub: arn:${AWS::Partition}:iam::aws:policy/AmazonSageMakerFullAccess
  SageMakerNoteBookInstance:
    Type: AWS::SageMaker::NotebookInstance
    Properties:
      InstanceType: ml.t2.medium
      RoleArn:
        Fn::GetAtt:
          - ExecutionRole
          - Arn
      DirectInternetAccess: Enabled
```

[CT.SAGEMAKER.PR.2] Require Amazon SageMaker notebook instances to be deployed within a custom Amazon VPC

This control checks whether an Amazon SageMaker notebook instance is configured to launch within a custom Amazon VPC.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::SageMaker::NotebookInstance
- **AWS CloudFormation guard rule:** [CT.SAGEMAKER.PR.2 rule specification (p. 1472)]

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.SAGEMAKER.PR.2 rule specification (p. 1472)]
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.SAGEMAKER.PR.2 example templates (p. 1474)]
**Explanation**

As a best practice, we recommend that you keep your resources contained inside a VPC whenever possible, to ensure the secure network protection of your infrastructure.

**Remediation for rule failure**

Set `SubnetId` to the identifier of an Amazon EC2 subnet and set `SecurityGroupIds` to a list containing one or more EC2 security group identifiers.

The examples that follow show how to implement this remediation.

**Amazon SageMaker Notebook Instance - Example**

Amazon SageMaker notebook instance configured with Amazon VPC connectivity. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "NotebookInstance": {
      "Type": "AWS::SageMaker::NotebookInstance",
      "Properties": {
         "InstanceType": "ml.t2.large",
         "RoleArn": {
            "Fn::GetAtt": [
               "ExecutionRole",
               "Arn"
            ]
         },
         "SubnetId": {
            "Fn::GetAtt": [
               "Subnet",
               "SubnetId"
            ]
         },
         "SecurityGroupIds": [
         {
            "Fn::GetAtt": [
               "SecurityGroup",
               "GroupId"
            ]
         }
         ]
      }
   }
}
```

**YAML example**

```yaml
NotebookInstance:
  Type: AWS::SageMaker::NotebookInstance
  Properties:
    InstanceType: ml.t2.large
    RoleArn: !GetAtt 'ExecutionRole.Arn'
    SubnetId: !GetAtt 'Subnet.SubnetId'
    SecurityGroupIds:
    - !GetAtt 'SecurityGroup.GroupId'
```
CT.SAGEMAKER.PR.2 rule specification

# Rule Specification

Rule Identifier:
- sagemaker_notebook_instance_inside_vpc_check

Description:
This control checks whether an Amazon SageMaker notebook instance is configured to launch within a custom Amazon VPC.

Reports on:
- AWS::SageMaker::NotebookInstance

Rule Parameters:
- None

Scenarios:

Scenario: 1
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document does not contain any SageMaker notebook instance resources
Then: SKIP

Scenario: 2
Given: The input document contains a SageMaker notebook instance resource
And: 'SubnetId' has not been provided or provided as an empty string or non-valid local reference
And: 'SecurityGroupIds' has not been provided or provided as an empty list or a list that contains empty string
values or non-valid local references
Then: FAIL

Scenario: 3
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a SageMaker notebook instance resource
And: 'SubnetId' has been provided as a non-empty string or valid local reference
And: 'SecurityGroupIds' has not been provided or provided as an empty list or a list that contains empty string
values or non-valid local references
Then: FAIL

Scenario: 4
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a SageMaker notebook instance resource
And: 'SubnetId' has not been provided or provided as an empty string or non-valid local reference
And: 'SecurityGroupIds' have been provided as a non-empty list containing non-empty string values or valid local references
Then: FAIL

Scenario: 5
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains a SageMaker notebook instance resource
And: 'SubnetId' has been provided as a non-empty string or valid local reference
And: 'SecurityGroupIds' have been provided as a list containing one or more non-empty string values or valid local references
Then: PASS
# Constants
let SAGEMAKER_NOTEBOOK_INSTANCE_TYPE = "AWS::SageMaker::NotebookInstance"
let INPUTocument = this

# Assignments
let sagemaker_notebook_instances = Resources.[ Type == %SAGEMAKER_NOTEBOOK_INSTANCE_TYPE ]

# Primary Rules
#
rule sagemaker_notebook_instance_inside_vpc_check when is_cfn_template(%INPUTocument)
%sagemaker_notebook_instances not empty {
    check(%sagemaker_notebook_instances.Properties) <<
    [CT.SAGEMAKER.PR.2]: Require Amazon SageMaker notebook instances to be deployed
    within a custom Amazon VPC
    [FIX]: Set 'SubnetId' to the identifier of an Amazon EC2 subnet and set
    'SecurityGroupIds' to a list containing one or more EC2 security group identifiers.

} rule sagemaker_notebook_instance_inside_vpc_check when is_cfn_hook(%INPUTocument, %SAGEMAKER_NOTEBOOK_INSTANCE_TYPE) {
    check(%INPUTocument.%SAGEMAKER_NOTEBOOK_INSTANCE_TYPE.resourceProperties) <<
    [CT.SAGEMAKER.PR.2]: Require Amazon SageMaker notebook instances to be deployed
    within a custom Amazon VPC
    [FIX]: Set 'SubnetId' to the identifier of an Amazon EC2 subnet and set
    'SecurityGroupIds' to a list containing one or more EC2 security group identifiers.

} rule check(sagemaker_notebook_instance) {
    %sagemaker_notebook_instance {
        # Scenario 2
        SubnetId exists

        # Scenario 3, 4 and 5
        check_is_string_and_not_empty(SubnetId) or 
        check_local_references(%INPUTocument, SubnetId, "AWS::EC2::Subnet")

        SecurityGroupIds exists
        SecurityGroupIds is_list
        SecurityGroupIds not empty

        SecurityGroupIds[*] {
            check_is_string_and_not_empty(this) or 
            check_local_references(%INPUTocument, this, "AWS::EC2::SecurityGroup")
        }
    }
}

# Utility Rules
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or 
        Resources exists
    }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.RESOURCE_TYPE.resourceProperties exists
}

rule check_is_string_and_not_empty(value) {
    %value {
        this is_string
        this != /\A\s\z/ 
    }
}

rule check_local_references(doc, reference_properties, referenced_resource_type) {
    %reference_properties {
        'Fn::GetAtt' {
            query_for_resource(%doc, this[0], %referenced_resource_type)
            <<Local Stack reference was invalid>>
        } or Ref {
            query_for_resource(%doc, this, %referenced_resource_type)
            <<Local Stack reference was invalid>>
        }
    }
}

rule query_for_resource(doc, resource_key, referenced_resource_type) {
    let referenced_resource = %doc.Resources[ keys == %resource_key ]
    %referenced_resource not empty
    %referenced_resource {
        Type == %referenced_resource_type
    }
}

CT.SAGEMAKER.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
- NotebookInstance:
  Type: AWS::SageMaker::NotebookInstance
  Properties:
  InstanceType: ml.t2.large
  RoleArn: example-role-arn
  SubnetId: example-subnet-id
  SecurityGroupIds:
    - example-sg-id

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
- NotebookInstance:
  Type: AWS::SageMaker::NotebookInstance
  Properties:
  InstanceType: ml.t2.large
  RoleArn: example-role-arn
[CT.SAGEMAKER.PR.3] Require Amazon SageMaker notebook instances to have root access disallowed

This control checks whether Amazon SageMaker notebook instances allow root access.

- **Control objective:** Enforce least privilege
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::SageMaker::NotebookInstance
- **AWS CloudFormation guard rule:** CT.SAGEMAKER.PR.3 rule specification (p. 1476)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.SAGEMAKER.PR.3 rule specification (p. 1476)
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: CT.SAGEMAKER.PR.3 example templates (p. 1477)

**Explanation**

By default, when you create a notebook instance, users that log into that notebook instance have root access. Because users with root access have administrator privileges, users have access to edit all files on a notebook instance with root access enabled. In adherence to the principle of least privilege, for security reasons, we recommend that you restrict root access to instance resources whenever possible, to avoid unintentional over-provisioning of permissions.

**Usage considerations**

- Lifecycle configurations associated with an Amazon SageMaker notebook instance always run with root access, even if you turn off root access for users.

**Remediation for rule failure**

Set RootAccess to Disabled.

The examples that follow show how to implement this remediation.

**Amazon SageMaker Notebook Instance - Example**

Amazon SageMaker notebook instance configured with root access turned off. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "NotebookInstance": {
    "Type": "AWS::SageMaker::NotebookInstance",
    "Properties": {
      "InstanceType": "ml.t2.large",
      "RoleArn": {
        "Fn::GetAtt": [
          "ExecutionRole",
          "Arn"
        ]
      }
    }
  }
}
```
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YAML example

```
NotebookInstance:
  Type: AWS::SageMaker::NotebookInstance
  Properties:
    InstanceType: ml.t2.large
    RoleArn: !GetAtt 'ExecutionRole.Arn'
    RootAccess: Disabled
```

CT.SAGEMAKER.PR.3 rule specification

```
# ###################################
##       Rule Specification        ##
###################################
#
# Rule Identifier:
#   sagemaker_notebook_instance_root_access_check
#
# Description:
#   This control checks whether Amazon SageMaker notebook instances allow root access.
#
# Reports on:
#   AWS::SageMaker::NotebookInstance
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document does not contain any SageMaker notebook instance resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a SageMaker notebook instance resource
#     And: 'RootAccess' has not been provided
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a SageMaker notebook instance resource
#     And: 'RootAccess' has been provided and is set to a value other than 'Disabled'
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#     And: The input document contains a SageMaker notebook instance resource
#```
And: 'RootAccess' has been provided and is set to 'Disabled'
Then: PASS

## Constants
let SAGEMAKER_NOTEBOOK_INSTANCE_TYPE = "AWS::SageMaker::NotebookInstance"
let INPUT_DOCUMENT = this

## Assignments
let sagemaker_notebook_instances = Resources.*[ Type == %SAGEMAKER_NOTEBOOK_INSTANCE_TYPE ]

## Primary Rules
rule sagemaker_notebook_instance_root_access_check when is_cfn_template(%INPUT_DOCUMENT)
  %sagemaker_notebook_instances not empty {
    check(%sagemaker_notebook_instances.Properties)
    %sagemaker_notebook_instances not empty {
      check(%sagemaker_notebook_instances.Properties)
      [CT.SAGEMAKER.PR.3]: Require Amazon SageMaker notebook instances to have root access disallowed
      [FIX]: Set 'RootAccess' to 'Disabled'.
    }"\n  }

rule sagemaker_notebook_instance_root_access_check when is_cfn_hook(%INPUT_DOCUMENT, %SAGEMAKER_NOTEBOOK_INSTANCE_TYPE) {
  check(%INPUT_DOCUMENT.%SAGEMAKER_NOTEBOOK_INSTANCE_TYPE.resourceProperties)
  [CT.SAGEMAKER.PR.3]: Require Amazon SageMaker notebook instances to have root access disallowed
  [FIX]: Set 'RootAccess' to 'Disabled'.
}

rule check(sagemaker_notebook_instance) {
  %sagemaker_notebook_instance {
    # Scenarios 2, 3 and 4
    RootAccess exists
    RootAccess == "Disabled"
  }
}

## Utility Rules
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.SAGEMAKER.PR.3 example templates
You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.
PASS Example - Use this template to verify a compliant resource creation.

```yaml
Resources:
  NotebookInstance:
    Type: AWS::SageMaker::NotebookInstance
    Properties:
      InstanceType: ml.t2.large
      RoleArn: example-role-arn
      RootAccess: Disabled
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

```yaml
Resources:
  NotebookInstance:
    Type: AWS::SageMaker::NotebookInstance
    Properties:
      InstanceType: ml.t2.large
      RoleArn: example-role-arn
      RootAccess: Enabled
```

Amazon Simple Queue Service (Amazon SQS) controls

Topics

- [CT.SQS.PR.1] Require any Amazon SQS queue to have a dead-letter queue configured (p. 1478)
- [CT.SQS.PR.2] Require any Amazon SQS queue to have encryption at rest configured (p. 1483)

[CT.SQS.PR.1] Require any Amazon SQS queue to have a dead-letter queue configured

This control checks whether an Amazon SQS queue is configured with a dead-letter queue.

- **Control objective:** Improve resiliency
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::SQS::Queue
- **AWS CloudFormation guard rule:** [CT.SQS.PR.1 rule specification (p. 1479)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.SQS.PR.1 rule specification (p. 1479)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.SQS.PR.1 example templates (p. 1482)]

Explanation

The main task of a dead-letter queue is to handle the lifecycle of unconsumed messages. A dead-letter queue lets you set aside and isolate messages that can’t be processed correctly, so you can determine why their processing didn’t succeed.
Usage considerations

- This control applies only to Amazon SQS queues that are not configured as a dead-letter queue with a RedriveAllowPolicy property.

Remediation for rule failure

Create a RedrivePolicy with a deadLetterTargetArn value that's set to the ARN of an Amazon SQS dead-letter queue. For Amazon SQS dead-letter queues, instead provide a redrive configuration in the RedriveAllowPolicy property.

The examples that follow show how to implement this remediation.

Amazon SQS Queue - Example

Amazon SQS queue configured to send messages to a dead-letter queue, if the messages can't be processed (consumed) successfully. The example is shown in JSON and in YAML.

**JSON example**

```
{
  "SQSQueue": {
    "Type": "AWS::SQS::Queue",
    "Properties": {
      "RedrivePolicy": {
        "deadLetterTargetArn": {
          "Fn::GetAtt": [
            "DLQQueue",
            "Arn"
          ],
        },
        "maxReceiveCount": 3
      }
    }
  }
}
```

**YAML example**

```
SQSQueue:
  Type: AWS::SQS::Queue
  Properties:  
    RedrivePolicy: 
      deadLetterTargetArn: !GetAtt 'DLQQueue.Arn'
      maxReceiveCount: 3
```

**CT.SQS.PR.1 rule specification**

```
# ###################################################################
#                    Rule Specification                          #
# ###################################################################
#
# Rule Identifier:
#     sqs_dlq_check
```
## Description:
This control checks whether an Amazon SQS queue is configured with a dead-letter queue.

## Reports on:
- AWS::SQS::Queue

## Evaluates:
- AWS CloudFormation, AWS CloudFormation hook

## Rule Parameters:
- None

## Scenarios:

**Scenario: 1**
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document does not contain any SQS queue resources
Then: SKIP

**Scenario: 2**
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an SQS queue resource
And: 'RedriveAllowPolicy' has been provided on the SQS queue
And: 'RedriveAllowPolicy.redrivePermission' is set to 'allowAll' or 'byQueue'
Then: SKIP

**Scenario: 3**
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an SQS queue resource
And: 'RedriveAllowPolicy' has not been provided on the SQS queue or
'RedriveAllowPolicy.redrivePermission' has been provided and is set to a value other than 'allowAll' or 'byQueue'
And: 'RedrivePolicy' has not been provided
Then: FAIL

**Scenario: 4**
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an SQS queue resource
And: 'RedriveAllowPolicy' has not been provided on the SQS queue or
'RedriveAllowPolicy.redrivePermission' has been provided and is set to a value other than 'allowAll' or 'byQueue'
And: 'RedrivePolicy' has been provided
And: 'RedrivePolicy.deadLetterTargetArn' has not been provided or has been provided as an empty string or
invalid local reference to an SQS queue
Then: FAIL

**Scenario: 5**
Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
And: The input document contains an SQS queue resource
And: 'RedriveAllowPolicy' has not been provided on the SQS queue or
'RedriveAllowPolicy.redrivePermission' has been provided and is set to a value other than 'allowAll' or 'byQueue'
And: 'RedrivePolicy' has been provided
And: 'RedrivePolicy.deadLetterTargetArn' has been provided as a non-empty string or
valid local reference to an SQS queue
Then: PASS

## Constants

```
let SQS_QUEUE_TYPE = "AWS::SQS::Queue"
let INPUT_DOCUMENT = this
let DLQ_REDRIVE_PERMISSION = ["allowAll", "byQueue"]
```
Proactive controls

# Assignments

let sqs_queues = Resources.*[ Type == %SQS_QUEUE_TYPE ]

# Primary Rules

# rule sqs_dlq_check when is_cfn_template(%INPUT_DOCUMENT) sqs_queues not empty {
check(sqs_queues.Properties)
<<<<
[CT.SQS.PR.1]: Require any Amazon SQS queue to have a dead-letter queue configured
[FIX]: Create a 'RedrivePolicy' with a 'deadLetterTargetArn' value that's set
to the ARN of an Amazon SQS dead-letter queue. For Amazon SQS dead-letter queues, instead
provide a redrive configuration in the 'RedriveAllowPolicy' property.
>>>
}

rule sqs_dlq_check when is_cfn_hook(%INPUT_DOCUMENT, %SQS_QUEUE_TYPE) {
check(%INPUT_DOCUMENT.%SQS_QUEUE_TYPE.resourceProperties)
<<<<
[CT.SQS.PR.1]: Require any Amazon SQS queue to have a dead-letter queue configured
[FIX]: Create a 'RedrivePolicy' with a 'deadLetterTargetArn' value that's set
to the ARN of an Amazon SQS dead-letter queue. For Amazon SQS dead-letter queues, instead
provide a redrive configuration in the 'RedriveAllowPolicy' property.
>>>
}

# Parameterized Rules

# rule check(sqs_queues) {
  %sqs_queues [
    # Scenario 2
    RedriveAllowPolicy not exists or
    filter_is_not_dlq(this)
  ] {
    # Scenario 3
    RedrivePolicy exists
    RedrivePolicy is_struct

    # Scenario 4
    RedrivePolicy {
      deadLetterTargetArn exists
      check_is_string_and_not_empty(deadLetterTargetArn) or
      check_local_references(%INPUT_DOCUMENT, deadLetterTargetArn, %SQS_QUEUE_TYPE)
    }
  }
}

rule filter_is_not_dlq(sqs_queue) {
  RedriveAllowPolicy exists
  RedriveAllowPolicy is_struct
  RedriveAllowPolicy {
    redrivePermission exists
    redrivePermission not in %DLQ_REDRIVE_PERMISSION
  }
}

# Utility Rules


CT.SQS.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
SQSQueue:
  Type: AWS::SQS::Queue
  Properties:
  RedrivePolicy:
    deadLetterTargetArn:
      Fn::GetAtt: [DLQQueue, Arn]
    maxReceiveCount: 3
DLQQueue:
  Type: AWS::SQS::Queue
  Properties:
    RedriveAllowPolicy:
      redrivePermission: allowAll

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.
[CT.SQS.PR.2] Require any Amazon SQS queue to have encryption at rest configured

This control checks whether an Amazon SQS queue is encrypted at rest.

- **Control objective:** Encrypt data at rest
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::SQS::Queue
- **AWS CloudFormation guard rule:** [CT.SQS.PR.2 rule specification (p. 1484)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.SQS.PR.2 rule specification (p. 1484)]
- For examples of PASS and FAIL AWS CloudFormation Templates related to this control, see: [CT.SQS.PR.2 example templates (p. 1487)]

Explanation

Server-side encryption (SSE) allows you to transmit sensitive data in encrypted queues. To protect the content of messages in queues, SSE uses KMS keys.

Remediation for rule failure

Set `SqsManagedSseEnabled` to `true` or set an AWS KMS key identifier in the `KmsMasterKeyId` property.

The examples that follow show how to implement this remediation.

Amazon SQS Queue - Example One

Amazon SQS queue configured to encrypt data at rest with server-side encryption enabled, by means of SQS managed encryption keys (SSE-SQS). The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "SQSQueue": {
        "Type": "AWS::SQS::Queue",
        "Properties": {
            "SqsManagedSseEnabled": true
        }
    }
}
```

**YAML example**

```yaml
Resources:
  SQSQueue:
    Type: AWS::SQS::Queue
    Properties: {}
```
SQSQueue:
  Type: AWS::SQS::Queue
  Properties:
    SqsManagedSseEnabled: true

The examples that follow show how to implement this remediation.

**Amazon SQS Queue - Example Two**

Amazon SQS queue configured to encrypt data at rest with server-side encryption enabled, by means of AWS KMS (SSE-KMS). The example is shown in JSON and in YAML.

**JSON example**
```
{
  "SQSQueue": {
    "Type": "AWS::SQS::Queue",
    "Properties": {
      "KmsMasterKeyId": {
        "Ref": "KMSKey"
      }
    }
  }
}
```

**YAML example**
```
SQSQueue:
  Type: AWS::SQS::Queue
  Properties:
    KmsMasterKeyId: !Ref 'KMSKey'
```

**CT.SQS.PR.2 rule specification**
```
# ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
#        Rule Specification      #
# ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
#
# Rule Identifier:
#   sqs_queue_encrypted_check
#
# Description:
#   This control checks whether an Amazon SQS queue is encrypted at rest.
#
# Reports on:
#   AWS::SQS::Queue
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
```
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document does not contain any SQS queue resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an SQS queue resource
# And: 'KmsMasterKeyId' or 'SqsManagedSseEnabled' have not been provided on the SQS queue resource
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an SQS queue resource
# And: 'KmsMasterKeyId' has not been provided
# And: 'SqsManagedSseEnabled' has been provided and set to bool(false)
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an SQS queue resource
# And: 'KmsMasterKeyId' has been provided as an empty string or invalid local reference to a KMS key or alias
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an SQS queue resource
# And: 'SqsManagedSseEnabled' is not provided or set to bool(false)
# And: 'KmsMasterKeyId' is provided as a non-empty string or local reference to a KMS key
# Then: PASS
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
# And: The input document contains an SQS queue resource
# And: 'KmsMasterKeyId' is not provided
# And: 'SqsManagedSseEnabled' is provided and set to bool(true)
# Then: PASS

# Constants
let SQS_QUEUE_TYPE = "AWS::SQS::Queue"
let INPUT_DOCUMENT = this

# Assignments
let sqs_queues = Resources.*[ Type == %SQS_QUEUE_TYPE ]

# Primary Rules
rule sqs_queue_encrypted_check when is_cfn_template(%INPUT_DOCUMENT)
sqs_queues not empty {
    check(%sqs_queues.Properties)
    <<
    [CT.SQS.PR.2]: Require any Amazon SQS queue to have encryption at rest configured
    [FIX]: Set 'SqsManagedSseEnabled' to 'true' or set an AWS KMS key identifier in the
    'KmsMasterKeyId' property.
    >>
}
rule sqs_queue_encrypted_check when is_cfn_hook(%INPUT_DOCUMENT, %SQS_QUEUE_TYPE) {
    check(%INPUT_DOCUMENT.%SQS_QUEUE_TYPE.resourceProperties)
    <<
    [C.T.SQS.PR.2]: Require any Amazon SQS queue to have encryption at rest configured
    [FIX]: Set 'SqsManagedSseEnabled' to 'true' or set an AWS KMS key identifier in the
    'KmsMasterKeyId' property.
    >>
}

# Parameterized Rules
#
rule check(sqs_queue) {
    %sqs_queue{
        check_sse_enabled(this) or
        check_kms_valid(this)
    }
}

rule check_sse_enabled(sqs_queue) {
    # Scenario 2
    SqsManagedSseEnabled exists

    # Scenario 3, 6
    KmsMasterKeyId not exists
    SqsManagedSseEnabled == true
}

rule check_kms_valid(sqs_queue) {
    # Scenario 2
    KmsMasterKeyId exists

    # Scenario 4, 5
    check_is_string_and_not_empty(KmsMasterKeyId) or
    check_local_references(%INPUT_DOCUMENT, KmsMasterKeyId, "AWS::KMS::Key") or
    check_local_references(%INPUT_DOCUMENT, KmsMasterKeyId, "AWS::KMS::Alias")

    # Scenario 5
    SqsManagedSseEnabled not exists or
    SqsManagedSseEnabled == false
}

# Utility Rules
#
rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}

rule check_is_string_and_not_empty(value) {
    %value {
        this is_string
        this != /\s*$/
    }
}

rule check_local_references(doc, reference_properties, referenced_resource_type) {
    %reference_properties {

"Fn::GetAtt" {
    query_for_resource('%doc, this[0], %referenced_resource_type)
    <<Local Stack reference was invalid>>
} or Ref {
    query_for_resource('%doc, this, %referenced_resource_type)
    <<Local Stack reference was invalid>>
}
}
}

rule query_for_resource(doc, resource_key, referenced_resource_type) {
    let referenced_resource = %doc.Resources[ keys == %resource_key ]
    %referenced_resource not empty
    %referenced_resource {
        Type == %referenced_resource_type
    }
}

CT.SQS.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
KMSKey:
    Type: AWS::KMS::Key
    Properties:
        KeyPolicy:
            Version: 2012-10-17
            Id: key-default-1
            Statement:
                - Sid: Enable IAM User Permissions
                  Effect: Allow
                  Principal:
                    AWS: '*'
                  Action: 'kms:*'
                  Resource: '*'

SQSQueue:
    Type: AWS::SQS::Queue
    Properties:
        KmsMasterKeyId:
            Ref: KMSKey

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
SQSQueue:
    Type: AWS::SQS::Queue
    Properties: {}
[CT.STEPFUNCTIONS.PR.1] Require an AWS Step Functions state machine to have logging activated (p. 1488)

[CT.STEPFUNCTIONS.PR.2] Require an AWS Step Functions state machine to have AWS X-Ray tracing activated (p. 1495)

[CT.STEPFUNCTIONS.PR.1] Require an AWS Step Functions state machine to have logging activated

This control checks whether an AWS Step Functions state machine has logging enabled.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::StepFunctions::StateMachine
- **AWS CloudFormation guard rule:** [CT.STEPFUNCTIONS.PR.1 rule specification (p. 1489)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the:  [CT.STEPFUNCTIONS.PR.1 rule specification (p. 1489)]
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.STEPFUNCTIONS.PR.1 example templates (p. 1492)]

Explanation

Defining a logging configuration for your state machines allows you to track their execution history and results. This configuration allows you to track failed events that occur on a state machine, and this insight into errors can assist you when you're troubleshooting issues.

Remediation for rule failure

In `LoggingConfiguration`, set `Level` to `ERROR` or `ALL`, and set `Destinations` to a list with one or more valid Amazon CloudWatch Logs log group ARNs.

The examples that follow show how to implement this remediation.

**AWS Step Functions State Machine - Example**

AWS Step Functions state machine configured to send logs to Amazon CloudWatch Logs. The example is shown in JSON and in YAML.

**JSON example**

```json
{
   "StateMachine": {
      "Type": "AWS::StepFunctions::StateMachine",
      "Properties": {
         "StateMachineType": "STANDARD",
         "DefinitionString": "{"StartAt": "Sample","States": {"Sample": {"Type": "Task","Resource": "arn:aws:lambda:us-east-1:111122223333:function:SampleFunction ", "End": true}}},
         "RoleArn": ["Fn::GetAtt": ["StepFunctionExecutionRole",
```
YAML example

StateMachine:
  Type: AWS::StepFunctions::StateMachine
  Properties:
    StateMachineType: STANDARD
    DefinitionString: "StartAt": "Sample","States": {"Sample": {"Type": "Task", "Resource": "arn:aws lambda:us-east-1:11112223333:function:SampleFunction", "End": true}}"
    RoleArn: !GetAtt 'StepFunctionExecutionRole.Arn'
    LoggingConfiguration:
      Level: ALL
      Destinations:
      - CloudWatchLogsLogGroup: LogGroupArn: !GetAtt 'LogGroup.Arn'

CT.STEPFUNCTIONS.PR.1 rule specification

# ###################################
##       Rule Specification        ##
####################################
#
# Rule Identifier:
#   step_functions_state_machine_logging_enabled_check
#
# Description:
#   This control checks whether an AWS Step Functions state machine has logging enabled.
##
# Reports on:
#   AWS::StepFunctions::StateMachine
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any StepFunctions state machine resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a StepFunctions state machine resource
# And: 'LoggingConfiguration' has not been provided
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a StepFunctions state machine resource
# And: 'LoggingConfiguration' has been provided
# And: In 'LoggingConfiguration', 'Level' has not been provided or provided and set
to a value other than
#   'ERROR' or 'ALL'
# And: In 'LoggingConfiguration', 'Destinations' has not been provided or provided as
#       an empty list or list
#       containing empty strings or non-valid local references
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a StepFunctions state machine resource
# And: 'LoggingConfiguration' has been provided
# And: In 'LoggingConfiguration', 'Level' has not been provided or provided and set
to a value other than
#   'ERROR' or 'ALL'
# And: In 'LoggingConfiguration', 'Destinations' has not been provided or provided as
#       an empty list or list
#       containing empty strings or non-valid local references
# Then: FAIL
# Scenario: 5
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a StepFunctions state machine resource
# And: 'LoggingConfiguration' has been provided
# And: In 'LoggingConfiguration', 'Level' has not been provided or provided and set
to a value other than
#   'ERROR' or 'ALL'
# And: In 'LoggingConfiguration', 'Destinations' has been provided as a list
#       containing non-empty strings or
#       valid local references
# Then: FAIL
# Scenario: 6
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains a StepFunctions state machine resource
# And: 'LoggingConfiguration' has been provided
# And: In 'LoggingConfiguration', 'Level' has been provided and set to 'ERROR' or
#   'ALL'
# And: In 'LoggingConfiguration', 'Destinations' has been provided as a list
#       containing non-empty strings or
#       valid local references
# Then: PASS
#
# Constants
#
let STEP_FUNCTIONS_STATE_MACHINE_TYPE = "AWS::StepFunctions::StateMachine"
let ALLOWED_LOGGING_LEVELS = [ "ERROR", "ALL" ]
let INPUT_DOCUMENT = this
#
# Assignments
#
let step_functions_state_machines = Resources.*[ Type == %STEP_FUNCTIONS_STATE_MACHINE_TYPE ]
#
# Primary Rules
#
rule step_functions_state_machine_logging_enabled_check when is_cfn_template(%INPUT_DOCUMENT) %step_functions_state_machines not empty {
    check(%step_functions_state_machines.Properties)
    <<
        [CT.STEPFUNCTIONS.PR.1]: Require an AWS Step Functions state machine to have logging activated
        [FIX]: In 'LoggingConfiguration', set 'Level' to 'ERROR' or 'ALL', and set 'Destinations' to a list with one or more valid Amazon CloudWatch Logs log group ARNs.
    >>
}

rule step_functions_state_machine_logging_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %STEP_FUNCTIONS_STATE_MACHINE_TYPE) {
    check(%INPUT_DOCUMENT.%STEP_FUNCTIONS_STATE_MACHINE_TYPE.resourceProperties)
    <<
        [CT.STEPFUNCTIONS.PR.1]: Require an AWS Step Functions state machine to have logging activated
        [FIX]: In 'LoggingConfiguration', set 'Level' to 'ERROR' or 'ALL', and set 'Destinations' to a list with one or more valid Amazon CloudWatch Logs log group ARNs.
    >>
}

rule check(step_functions_state_machine) {
    %step_functions_state_machine {
        # Scenario 2
        LoggingConfiguration exists
        LoggingConfiguration is_struct

        LoggingConfiguration {
            # Scenarios 3, 4, 5 and 6
            Level exists
            Level in %ALLOWED_LOGGING_LEVELS

            Destinations exists
            Destinations is_list
            Destinations not empty

            Destinations[*] {
                CloudWatchLogsLogGroup exists
                CloudWatchLogsLogGroup is_struct

                CloudWatchLogsLogGroup {
                    LogGroupArn exists
                    check_is_string_and_not_empty(LogGroupArn) or check_local_references(%INPUT_DOCUMENT, LogGroupArn, "AWS::Logs::LogGroup")
                }

            }
        }
    }
}
CT.STEPFUNCTIONS.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
StepFunctionExecutionRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service: states.amazonaws.com
        - Action: sts:AssumeRole
          Condition:
ArnLike:
  aws:SourceArn:
    Fn::Sub: arn:${AWS::Partition}:states:${AWS::Region}:${AWS::AccountId}:*
StringEquals:
  aws:SourceAccount:
    Ref: AWS::AccountId
Path: /
Policies:
  - PolicyName: StepFunctionLoggingPolicy
    PolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Action:
            - logs:CreateLogDelivery
            - logs:GetLogDelivery
            - logs:UpdateLogDelivery
            - logs:DeleteLogDelivery
            - logs:ListLogDeliveries
            - logs:PutLogEvents
            - logs:PutResourcePolicy
            - logs:DescribeResourcePolicies
            - logs:DescribeLogGroups
          Resource: '*'
LogGroup:
  Type: AWS::Logs::LogGroup
  Properties: {}
StateMachine:
  Type: AWS::StepFunctions::StateMachine
  Properties:
    StateMachineType: STANDARD
    DefinitionString: '{"StartAt": "Example","States": "Example": {"Type": "Task","Resource": "arn:aws:lambda:us-east-1:111122223333:function:ExampleFunction","End": true}}'
RoleArn:
  Fn::GetAtt:
    - StepFunctionExecutionRole
    - Arn
LoggingConfiguration:
  Level: ALL
  Destinations:
    - CloudWatchLogsLogGroup:
      LogGroupArn:
        Fn::GetAtt:
          - LogGroup
          - Arn

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
  StepFunctionExecutionRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Principal:
              Service:
                - states.amazonaws.com
            Action:
              - sts:AssumeRole
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
StepFunctionExecutionRole:
  Type: AWS::IAM::Role
  Properties:
    AssumeRolePolicyDocument:
      Version: '2012-10-17'
      Statement:
        - Effect: Allow
          Principal:
            Service:
              - states.amazonaws.com
          Action:
            - sts:AssumeRole
          Condition:
            ArnLike:
              aws:SourceArn:
                Fn::Sub: arn:${AWS::Partition}:states:${AWS::Region}:${AWS::AccountId}::*
            StringEquals:
              aws:SourceAccount:
                Ref: AWS::AccountId
            Path: /
    Policies:
      - PolicyName: StepFunctionLoggingPolicy
        PolicyDocument:
          Version: '2012-10-17'
          Statement:
            - Effect: Allow
              Action:
                - logs:CreateLogDelivery
                - logs:GetLogDelivery
                - logs:UpdateLogDelivery
                - logs:DeleteLogDelivery
                - logs:ListLogDeliveries
                - logs:PutLogEvents
                - logs:PutResourcePolicy
                - logs:DescribeResourcePolicies
                - logs:DescribeLogGroups
              Resource: '*'
[CT.STEPFUNCTIONS.PR.2] Require an AWS Step Functions state machine to have AWS X-Ray tracing activated

This control checks whether an AWS Step Functions state machine has AWS X-Ray tracing enabled.

- **Control objective:** Establish logging and monitoring
- **Implementation:** AWS CloudFormation guard rule
- **Control behavior:** Proactive
- **Resource types:** AWS::StepFunctions::StateMachine
- **AWS CloudFormation guard rule:** [CT.STEPFUNCTIONS.PR.2 rule specification](p. 1497)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.STEPFUNCTIONS.PR.2 rule specification](p. 1497)
- For examples of PASS and FAIL CloudFormation templates related to this control, see: [CT.STEPFUNCTIONS.PR.2 example templates](p. 1498)

Explanation

A tracing configuration allows your state machine to send tracing data to AWS X-Ray, so you can visualize the components of your state machine, identify performance bottlenecks, and troubleshoot requests that resulted in errors.

Remediation for rule failure

In the TracingConfiguration property, set the value of Enabled to true.
The examples that follow show how to implement this remediation.

AWS Step Functions State Machine - Example

An AWS Step Functions state machine configured to send trace data to AWS X-Ray. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "StateMachine": {
        "Type": "AWS::StepFunctions::StateMachine",
        "Properties": {
            "StateMachineType": "STANDARD",
            "DefinitionString": "{"StartAt": "Sample","States": {"Sample": {"Type": "Task", "Resource": "arn:aws:lambda:us-east-1:111122223333:function:SampleFunction", "End": true}}}",
            "RoleArn": {
                "Fn::GetAtt": [
                    "StepFunctionExecutionRole",
                    "Arn"
                ],
            },
            "LoggingConfiguration": {
                "Level": "ALL",
                "Destinations": [
                    "CloudWatchLogsLogGroup": {
                        "LogGroupArn": {
                            "Fn::GetAtt": [
                                "LogGroup",
                                "Arn"
                            ]
                        }
                    }
                ],
                "TracingConfiguration": {
                    "Enabled": true
                }
            }
        }
    }
}
```

**YAML example**

```yaml
StateMachine:
  Type: AWS::StepFunctions::StateMachine
  Properties:
    StateMachineType: STANDARD
    RoleArn: !GetAtt 'StepFunctionExecutionRole.Arn'
    LoggingConfiguration:
      Level: ALL
      Destinations:
        - CloudWatchLogsLogGroup:
            LogGroupArn: !GetAtt 'LogGroup.Arn'
```
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CT.STEPFUNCTIONS.PR.2 rule specification

```plaintext
# ###################################
##       Rule Specification        ##
####################################
#
# Rule Identifier:
#   step_functions_state_machine_tracing_enabled_check
#
# Description:
#   This control checks whether an AWS Step Functions state machine has AWS X-Ray tracing enabled.
#
# Reports on:
#   AWS::StepFunctions::StateMachine
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any StepFunctions state machine resources
#     Then: SKIP
#   Scenario: 2
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains a StepFunctions state machine resource
#     And: 'TracingConfiguration' has not been provided
#     Then: FAIL
#   Scenario: 3
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains a StepFunctions state machine resource
#     And: 'TracingConfiguration' has been provided
#     And: In 'TracingConfiguration', 'Enabled' has not been provided or provided and set to a value other than bool(true)
#     Then: FAIL
#   Scenario: 4
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document contains a StepFunctions state machine resource
#     And: 'TracingConfiguration' has been provided
#     And: In 'TracingConfiguration', 'Enabled' has been provided and set to bool(true)
#     Then: PASS
#
# Constants
#
let STEP_FUNCTIONS_STATE_MACHINE_TYPE = "AWS::StepFunctions::StateMachine"
let INPUT_DOCUMENT = this
```

TracingConfiguration:
   Enabled: true
# Assignments

let step_functions_state_machines = Resources.*[ Type == %STEP_FUNCTIONS_STATE_MACHINE_TYPE ]

# Primary Rules

# rule step_functions_state_machine_tracing_enabled_check when is_cfn_template(%INPUT_DOCUMENT)
# not empty {
#   check(%step_functions_state_machines.Properties)
#   <<
#   [CT.STEPFUNCTIONS.PR.2]: Require an AWS Step Functions state machine to have AWS X-Ray tracing activated
#   [FIX]: In the 'TracingConfiguration' property, set the value of 'Enabled' to true.
#   >>
# }

rule step_functions_state_machine_tracing_enabled_check when is_cfn_hook(%INPUT_DOCUMENT, %STEP_FUNCTIONS_STATE_MACHINE_TYPE) {
  check(%INPUT_DOCUMENT.%STEP_FUNCTIONS_STATE_MACHINE_TYPE.resourceProperties)
  <<
  [CT.STEPFUNCTIONS.PR.2]: Require an AWS Step Functions state machine to have AWS X-Ray tracing activated
  [FIX]: In the 'TracingConfiguration' property, set the value of 'Enabled' to true.
  >>
}

rule check(step_functions_state_machine) {
  %step_functions_state_machine {
    # Scenario 2
    TracingConfiguration exists
    TracingConfiguration is_struct
    TracingConfiguration {
      # Scenarios 3 and 4
      Enabled exists
      Enabled == true
    }
  }
}

# Utility Rules

# rule is_cfn_template(doc) {
#   %doc {
#     AWSTemplateFormatVersion exists or Resources exists
#   }
# }

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.STEPFUNCTIONS.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.
Resources:
  * StepFunctionExecutionRole:
    Type: AWS::IAM::Role
    Properties:
      AssumeRolePolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Principal:
              Service:
                - states.amazonaws.com
            Action:
              - sts:AssumeRole
            Condition:
              ArnLike:
                aws:SourceArn:
                  Fn::Sub: arn:${AWS::Partition}:states:${AWS::Region}:${AWS::AccountId}:*
              StringEquals:
                aws:SourceAccount:
                  Ref: AWS::AccountId
          Path: /
      Policies:
        - PolicyName: StepFunctionLoggingPolicy
          PolicyDocument:
            Version: '2012-10-17'
            Statement:
              - Effect: Allow
                Action:
                  - logs:CreateLogDelivery
                  - logs:GetLogDelivery
                  - logs:UpdateLogDelivery
                  - logs:DeleteLogDelivery
                  - logs:ListLogDeliveries
                  - logs:PutLogEvents
                  - logs:PutResourcePolicy
                  - logs:DescribeResourcePolicies
                  - logs:DescribeLogGroups
                Resource: '*'
        - PolicyName: StepFunctionTracingPolicy
          PolicyDocument:
            Version: '2012-10-17'
            Statement:
              - Effect: Allow
                Action:
                  - xray:PutTraceSegments
                  - xray:PutTelemetryRecords
                  - xray:GetSamplingRules
                  - xray:GetSamplingTargets
                Resource: '*'
  * LogGroup:
    Type: AWS::Logs::LogGroup
    Properties: {}
  *StateMachine:
    Type: AWS::StepFunctions::StateMachine
    Properties:
      StateMachineName:
        Fn::Sub: Example-StateMachine-${AWS::StackName}
      StateMachineType: STANDARD
      DefinitionString: '{"StartAt": "Example","States": [{"Example": {"Type": "Task","Resource": "arn:aws:lambda:us-east-1:111122223333:function:ExampleFunction","End": true}}]}'
      RoleArn:
        Fn::GetAtt:
          - StepFunctionExecutionRole
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
StepFunctionExecutionRole:
  Type: AWS::IAM::Role
Properties:
  AssumeRolePolicyDocument:
    Version: '2012-10-17'
    Statement:
      - Effect: Allow
        Principal:
          Service:
            - states.amazonaws.com
        Action:
          - sts:AssumeRole
        Condition:
          ArnLike:
            aws:SourceArn:
              Fn::Sub: arn:${AWS::Partition}:states:${AWS::Region}:${AWS::AccountId}:*
            StringEquals:
              aws:SourceAccount:
                Ref: AWS::AccountId
        Path: /
  Policies:
    - PolicyName: StepFunctionLoggingPolicy
      PolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Action:
              - logs:CreateLogDelivery
              - logs:GetLogDelivery
              - logs:UpdateLogDelivery
              - logs:DeleteLogDelivery
              - logs:ListLogDeliveries
              - logs:PutLogEvents
              - logs:PutResourcePolicy
              - logs:DescribeResourcePolicies
              - logs:DescribeLogGroups
            Resource: '*'
    - PolicyName: StepFunctionTracingPolicy
      PolicyDocument:
        Version: '2012-10-17'
        Statement:
          - Effect: Allow
            Action:
              - xray:PutTraceSegments
              - xray:PutTelemetryRecords
              - xray:GetSamplingRules
              - xray:GetSamplingTargets
AWS WAF regional controls

Topics

- [CT.WAF-REGIONAL.PR.1] Require any AWS WAF regional rule to have a condition (p. 1501)
- [CT.WAF-REGIONAL.PR.2] Require any AWS WAF regional web access control list (ACL) to have a rule or rule group (p. 1505)

[CT.WAF-REGIONAL.PR.1] Require any AWS WAF regional rule to have a condition

This control checks whether an AWS WAF Classic Regional rule contains any conditions.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::WAFRegional::Rule
- **AWS CloudFormation guard rule:** [CT.WAF-REGIONAL.PR.1 rule specification (p. 1502)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see: [CT.WAF-REGIONAL.PR.1 rule specification (p. 1502)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.WAF-REGIONAL.PR.1 example templates (p. 1504)]

Explanation
An AWS WAF (web application firewall) Regional rule can contain multiple conditions. The rule count's conditions allow for traffic inspection, based on a defined action, such as allow, block, or count. Without any conditions, the traffic passes without inspection. An AWS WAF Regional rule with no conditions, but with a name or tag suggesting allow, block, or count, could lead to the inaccurate assumption that one of those actions is occurring.

Remediation for rule failure

Provide one or more AWS WAF rule conditions within the Predicates property.

The examples that follow show how to implement this remediation.

AWS WAF Classic Regional Rule - Example

AWS WAF Classic Regional rule configured with an IP match predicate. The example is shown in JSON and in YAML.

JSON example

```json
{
    "WafRegionalRule": {
        "Type": "AWS::WAFRegional::Rule",
        "Properties": {
            "Name": "SampleRule",
            "MetricName": "SampleRuleMetric",
            "Predicates": [
                {
                    "DataId": {
                        "Ref": "IPSet"
                    },
                    "Negated": false,
                    "Type": "IPMatch"
                }
            ]
        }
    }
}
```

YAML example

```yaml
WafRegionalRule:
  Type: AWS::WAFRegional::Rule
  Properties:
    Name: SampleRule
    MetricName: SampleRuleMetric
    Predicates:
      - DataId: !Ref 'IPSet'
        Negated: false
        Type: IPMatch

CT.WAF-REGIONAL.PR.1 rule specification

```
# Rule Identifier:
# waf_regional_rule_not_empty_check
#
# Description:
# This control checks whether a AWS WAF Classic Regional rule contains any conditions.
#
# Reports on:
# AWS::WAFRegional::Rule
#
# Evaluates:
# AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
# None
#
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any AWS WAF Classic Regional rule
resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an AWS WAF Classic Regional resource
# And: 'Predicates' has not been provided
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an AWS WAF Classic Regional rule resource
# And: 'Predicates' has been provided as an empty list
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an AWS WAF Classic Regional rule resource
# And: 'Predicates' has been provided as a non-empty list
# Then: PASS
#
# Constants
#
let WAF_REGIONAL_RULE_TYPE = "AWS::WAFRegional::Rule"
let INPUT_DOCUMENT = this
#
# Assignments
#
let waf_regional_rules = Resources.*[ Type == %WAF_REGIONAL_RULE_TYPE ]
#
# Primary Rules
#
rule waf_regional_rule_not_empty_check when is_cfn_template(%INPUT_DOCUMENT)
%waf_regional_rules not empty {
    check(%waf_regional_rules.Properties)
    <<
        [CT.WAF-REGIONAL.PR.1]: Require any AWS WAF regional rule to have a condition
        [FIX]: Provide one or more AWS WAF rule conditions within the 'Predicates'
        property.
    >>
}
rule waf_regional_rule_not_empty_check when is_cfn_hook(%INPUT_DOCUMENT, %WAF_REGIONAL_RULE_TYPE) {
  check(%INPUT_DOCUMENT.%WAF_REGIONAL_RULE_TYPE.resourceProperties)
  <<
    [CT.WAF-REGIONAL.PR.1]: Require any AWS WAF regional rule to have a condition
    [FIX]: Provide one or more AWS WAF rule conditions within the 'Predicates'
    property.
  >>
}

# Parameterized Rules
#
rule check(waf_regional_rule) {
  %waf_regional_rule {
    # Scenario 2, 3 and 4
    Predicates exists
    Predicates is_list
    Predicates not empty
  }
}

# Utility Rules
#
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.WAF-REGIONAL.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

Resources:
IPSetDenylist:
  Type: AWS::WAFRegional::IPSet
  Properties:
    Name: IPSet for deny listed IP addresses
    IPSetDescriptors:
      - Type: IPV4
        Value: 192.0.2.44/32
WafRegionalRule:
  Type: AWS::WAFRegional::Rule
  Properties:
    Name: ExampleRule
    MetricName: ExampleRuleMetric
    Predicates:
      - DataId:
          Ref: IPSetDenylist
    Negated: false
    Type: "IPMatch"
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
WafRegionalRule:
  Type: AWS::WAFRegional::Rule
  Properties:
    Name: ExampleRule
    MetricName: ExampleRuleMetric

[CT.WAF-REGIONAL.PR.2] Require any AWS WAF regional web access control list (ACL) to have a rule or rule group

This control checks whether an AWS WAF Classic Regional web ACL contains any WAF rules or rule groups.

- **Control objective**: Limit network access
- **Implementation**: AWS CloudFormation Guard Rule
- **Control behavior**: Proactive
- **Resource types**: AWS::WAFRegional::WebACL
- **AWS CloudFormation guard rule**: [CT.WAF-REGIONAL.PR.2 rule specification](p. 1506)

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.WAF-REGIONAL.PR.2 rule specification](p. 1506)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.WAF-REGIONAL.PR.2 example templates](p. 1508)

Explanation

An AWS WAF Regional web access control list (ACL) can contain a collection of rules and rule groups that inspect and control web requests. If a web ACL is empty, the web traffic can pass without being detected or acted upon by WAF, depending on the default action.

Remediation for rule failure

Provide one or more AWS WAF rules within the Rules property.

The examples that follow show how to implement this remediation.

AWS WAF Classic Regional web ACL - Example

AWS WAF Classic Regional web ACL configured with a rule to block requests based on an IP set match. The example is shown in JSON and in YAML.

**JSON example**

```json
{
    "WafRegionalWebAcl": {
```
"Type": "AWS::WAFRegional::WebACL",
"Properties": {
  "Name": "SampleWebACL",
  "DefaultAction": {
    "Type": "ALLOW"
  },
  "MetricName": "SampleWebACLMetric",
  "Rules": [
    {
      "Action": {
        "Type": "BLOCK"
      },
      "Priority": 1,
      "RuleId": {
        "Ref": "IPSetRule"
      }
    }
  ]
}

YAML example

WafRegionalWebAcl:
  Type: AWS::WAFRegional::WebACL
  Properties:
    Name: SampleWebACL
    DefaultAction:
      Type: ALLOW
    MetricName: SampleWebACLMetric
    Rules:
      - Action:
          Type: BLOCK
        Priority: 1
        RuleId: !Ref 'IPSetRule'

CT.WAF-REGIONAL.PR.2 rule specification

# ####################################################################
## Rule Specification  ##
# ####################################################################
#
# Rule Identifier:
#  waf_regional_webacl_not_empty_check
#
# Description:
#  This control checks whether an AWS WAF Classic Regional web ACL contains any WAF rules or rule groups.
#
# Reports on:
#  AWS::WAFRegional::WebACL
#
# Evaluates:
#  AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#  None
# Scenarios:
# Scenario: 1
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document does not contain any WAF Classic Regional web ACL resources
# Then: SKIP
# Scenario: 2
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an AWS WAF Classic Regional web ACL resource
# And: 'Rules' has not been provided
# Then: FAIL
# Scenario: 3
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an AWS WAF Classic Regional web ACL resource
# And: 'Rules' has been provided as an empty list
# Then: FAIL
# Scenario: 4
# Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
# And: The input document contains an AWS WAF Classic Regional web ACL resource
# And: 'Rules' has been provided as a non-empty list
# Then: PASS

# Constants
#
let WAF_REGIONAL_WEB_ACL_TYPE = "AWS::WAFRegional::WebACL"
let INPUT_DOCUMENT = this
#
# Assignments
#
let waf_regional_web_acls = Resources.*[ Type == %WAF_REGIONAL_WEB_ACL_TYPE ]
#
# Primary Rules
#
rule waf_regional_webacl_not_empty_check when is_cfn_template(%INPUT_DOCUMENT)
  %waf_regional_web_acls not empty {
    check(%waf_regional_web_acls.Properties)
    %waf_regional_web_acls not empty {
      [CT.WAF-REGIONAL.PR.2]: Require any AWS WAF regional web access control list (ACL)
to have a rule or rule group
      [FIX]: Provide one or more AWS WAF rules within the 'Rules' property.
    }
  }
rule waf_regional_webacl_not_empty_check when is_cfn_hook(%INPUT_DOCUMENT, %WAF_REGIONAL_WEB_ACL_TYPE) {
  check(%INPUT_DOCUMENT.%WAF_REGIONAL_WEB_ACL_TYPE.resourceProperties)
  %INPUT_DOCUMENT.%WAF_REGIONAL_WEB_ACL_TYPE.resourceProperties not empty {
    [CT.WAF-REGIONAL.PR.2]: Require any AWS WAF regional web access control list (ACL)
to have a rule or rule group
    [FIX]: Provide one or more AWS WAF rules within the 'Rules' property.
  }
}
#
# Parameterized Rules
#
rule check(waf_regional_web_acl) {
  %waf_regional_web_acl {
    # Scenario 2, 3 and 4
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CT.WAF-REGIONAL.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

```yaml
Resources:
  IPSetDenylist:
    Type: "AWS::WAFRegional::IPSet"
    Properties:
      Name: "IPSet for deny listed IP addresses"
      IPSetDescriptors:
        - Type: "IPV4"
          Value: "192.0.2.44/32"
  IPSetRule:
    Type: AWS::WAFRegional::Rule
    Properties:
      Name: ExampleIPSetRule
      MetricName: ExampleIPSetRuleMetric
      Predicates:
        - DataId:
            Ref: IPSetDenylist
          Negated: false
          Type: IPMatch
  WafRegionalWebAcl:
    Type: AWS::WAFRegional::WebACL
    Properties:
      Name: ExampleWebACL
      DefaultAction:
        Type: ALLOW
      MetricName: ExampleWebACLMetric
      Rules:
        - Action:
            Type: BLOCK
            Priority: 1
            RuleId:
              Ref: IPSetRule
```

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.
AWS WAF controls

Topics
- [CT.WAF.PR.1] Require any AWS WAF global rule to have a condition (p. 1509)
- [CT.WAF.PR.2] Require any AWS WAF global web ACL to have a rule or rule group (p. 1512)

[CT.WAF.PR.1] Require any AWS WAF global rule to have a condition

This control checks whether an AWS WAF Classic global rule contains any conditions.

- Control objective: Limit network access
- Implementation: AWS CloudFormation Guard Rule
- Control behavior: Proactive
- Resource types: AWS::WAF::Rule
- AWS CloudFormation guard rule: [CT.WAF.PR.1 rule specification (p. 1510)]

Details and examples
- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.WAF.PR.1 rule specification (p. 1510)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.WAF.PR.1 example templates (p. 1512)]

Explanation

A WAF global rule can contain multiple conditions. A rule's conditions allow for traffic inspection and take a defined action (allow, block, or count). Without any conditions, the traffic passes without inspection. A WAF global rule with no conditions, but with a name or tag suggesting allow, block, or count, could lead to the wrong assumption that one of those actions is occurring.

Remediation for rule failure

Provide one or more AWS WAF rule conditions within the Predicates property.

The examples that follow show how to implement this remediation.

AWS WAF Classic Global Rule - Example

AWS WAF Classic global rule configured with an IP match predicate. The example is shown in JSON and in YAML.

JSON example
[ "WAFRule": {
    "Type": "AWS::WAF::Rule",
    "Properties": {
        "Name": "SampleWAFRule",
        "MetricName": "SampleWAFRuleMetric",
        "Predicates": [
            {
                "DataId": {
                    "Ref": "IPSet"
                },
                "Negated": false,
                "Type": "IPMatch"
            }
        ]
    }
}]

YAML example

WAFRule:
  Type: AWS::WAF::Rule
  Properties:
    Name: SampleWAFRule
    MetricName: SampleWAFRuleMetric
    Predicates:
    - DataId: !Ref 'IPSet'
      Negated: false
      Type: IPMatch

CT.WAF.PR.1 rule specification

# ###################################
##       Rule Specification        ##
#####################################
#
# Rule Identifier:
#   waf_global_rule_not_empty_check
#
# Description:
#   This control checks whether an AWS WAF Classic global rule contains any conditions.
#
# Reports on:
#   AWS::WAF::Rule
#
# Evaluates:
#   AWS CloudFormation, AWS CloudFormation Hook
#
# Rule Parameters:
#   None
#
# Scenarios:
#   Scenario: 1
#     Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
#     And: The input document does not contain any WAF Classic global rule resources
### Scenario: 2
- **Given:** The input document is an AWS CloudFormation or AWS CloudFormation hook document
- **And:** The input document contains a WAF Classic global rule resource
- **And:** 'Predicates' has not been provided
- **Then:** FAIL

### Scenario: 3
- **Given:** The input document is an AWS CloudFormation or AWS CloudFormation hook document
- **And:** The input document contains a WAF Classic global rule resource
- **And:** 'Predicates' has been provided as an empty list
- **Then:** FAIL

### Scenario: 4
- **Given:** The input document is an AWS CloudFormation or AWS CloudFormation hook document
- **And:** The input document contains a WAF Classic global rule resource
- **And:** 'Predicates' has been provided as a non-empty list
- **Then:** PASS

### Constants
- `let WAF_GLOBAL_RULE_TYPE = "AWS::WAF::Rule"
- `let INPUT_DOCUMENT = this`

### Assignments
- `let waf_global_rules = Resources.*[ Type == %WAF_GLOBAL_RULE_TYPE ]`

### Primary Rules
- **Rule:** `waf_global_rule_not_empty_check when is_cfn_template(%INPUT_DOCUMENT)`
  ```
  %waf_global_rules not empty {
      check(%waf_global_rules.Properties)
      <<
      [CT.WAF.PR.1]: Require any AWS WAF global rule to have a condition
      [FIX]: Provide one or more AWS WAF rule conditions within the 'Predicates' property.
      >>
  }
  ```
- **Rule:** `waf_global_rule_not_empty_check when is_cfn_hook(%INPUT_DOCUMENT, %WAF_GLOBAL_RULE_TYPE)`
  ```
  check(%INPUT_DOCUMENT.%WAF_GLOBAL_RULE_TYPE.resourceProperties)
  <<
  [CT.WAF.PR.1]: Require any AWS WAF global rule to have a condition
  [FIX]: Provide one or more AWS WAF rule conditions within the 'Predicates' property.
  >>
  ```

### Parameterized Rules
- **Rule:** `check(waf_global_rule)`
  ```
  %waf_global_rule {
      # Scenario 2, 3 and 4
      Predicates exists
      Predicates is list
      Predicates not empty
  }
  ```
# Utility Rules

```markdown
# Utility Rules

rule is_cfn_template(doc) {
    %doc {
        AWSTemplateFormatVersion exists or
        Resources exists
    }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) {
    %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

## CT.WAF.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

### PASS Example
- Use this template to verify a compliant resource creation.

Resources:

- **IPSetDenylist**:
  - Type: AWS::WAF::IPSet
  - Properties:
    - Name: IPSet for deny listed IP addresses
    - IPSetDescriptors:
      - Type: IPV4
      - Value: 192.0.2.44/32

- **WafGlobalRule**:
  - Type: AWS::WAF::Rule
  - Properties:
    - Name: ExampleWAFRule
    - MetricName: ExampleWAFRuleMetric
    - Predicates:
      - DataId:
        - Ref: IPSetDenylist
        - Negated: false
        - Type: "IPMatch"

### FAIL Example
- Use this template to verify that the control prevents non-compliant resource creation.

Resources:

- **WafGlobalRule**:
  - Type: AWS::WAF::Rule
  - Properties:
    - Name: ExampleWAFRule
    - MetricName: ExampleWAFRuleMetric

## [CT.WAF.PR.2] Require any AWS WAF global web ACL to have a rule or rule group

This control checks whether an AWS WAF Classic global web ACL contains any WAF rules or rule groups.

- **Control objective**: Limit network access
- **Implementation**: AWS CloudFormation Guard Rule
• **Control behavior**: Proactive
• **Resource types**: AWS::WAF::WebACL
• **AWS CloudFormation guard rule**: [CT.WAF.PR.2 rule specification (p. 1514)](p. 1514)

**Details and examples**

• For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.WAF.PR.2 rule specification (p. 1514)](p. 1514)
• For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.WAF.PR.2 example templates (p. 1515)](p. 1515)

**Explanation**

A WAF global web ACL can contain a collection of rules and rule groups that inspect and control web requests. If a web ACL is empty, the web traffic can pass without being detected or acted upon by WAF depending on the default action.

**Remediation for rule failure**

Provide one or more AWS WAF rules within the Rules property.

The examples that follow show how to implement this remediation.

**AWS WAF Classic Global Web ACL - Example**

AWS WAF Classic global web ACL configured with a rule to block requests based on an IP set match. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "WafGlobalWebAcl": {
    "Type": "AWS::WAF::WebACL",
    "Properties": {
      "Name": "SampleWebACL",
      "DefaultAction": {
        "Type": "ALLOW"
      },
      "MetricName": "SampleWebACLMetric",
      "Rules": [
        {
          "Action": {
            "Type": "BLOCK"
          },
          "Priority": 1,
          "RuleId": {
            "Ref": "IPSetRule"
          }
        }
      ]
    }
  }
}
```

**YAML example**

```yaml
AWS::WAF::WebACL:
  Name: SampleWebACL
  DefaultAction:
    Type: ALLOW
  MetricName: SampleWebACLMetric
  Rules: []
```
WafGlobalWebAcl:
  Type: AWS::WAF::WebACL
  Properties:
    Name: SampleWebACL
    DefaultAction:
      Type: ALLOW
    MetricName: SampleWebACL_metric
    Rules:
      - Action:
          Type: BLOCK
          Priority: 1
          RuleId: !Ref 'IPSetRule'

CT.WAF.PR.2 rule specification

# # Rule Specification #
# # Rule Identifier: #
#   waf_global_webacl_not_empty_check
# # Description: 
#   This control checks whether an AWS WAF Classic global web ACL contains any WAF rules or
#   rule groups.
# # Reports on: 
#   AWS::WAF::WebACL
# # Evaluates:
#   AWS CloudFormation, AWS CloudFormation hook
# # Rule Parameters:
#   None
# # Scenarios:
#  Scenario: 1
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#      document
#      And: The input document does not contain any AWS WAF Classic global web ACL
#      resources
#      Then: SKIP
#  Scenario: 2
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#      document
#      And: The input document contains an AWS WAF Classic global web ACL resource
#      And: 'Rules' has not been provided
#      Then: FAIL
#  Scenario: 3
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#      document
#      And: The input document contains an AWS WAF Classic global web ACL resource
#      And: 'Rules' has been provided as an empty list
#      Then: FAIL
#  Scenario: 4
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
#      document
#      And: The input document contains an AWS WAF Classic global web ACL resource
#      And: 'Rules' has been provided as a non-empty list
#      Then: PASS
## Constants

```
let WAF_GLOBAL_WEB_ACL_TYPE = "AWS::WAF::WebACL"
let INPUT_DOCUMENT = this
```

## Assignments

```
let waf_global_web_acls = Resources.*[ Type == %WAF_GLOBAL_WEB_ACL_TYPE ]
```

## Primary Rules

```
rule waf_global_webacl_not_empty_check when is_cfn_template(%INPUT_DOCUMENT)
  %waf_global_web_acls not empty {
    check(%waf_global_web_acls.Properties)
    "[CT.WAF.PR.2]: Require any AWS WAF global web ACL to have a rule or rule group"
    "[FIX]: Provide one or more AWS WAF rules within the 'Rules' property."
  }
}
rule waf_global_webacl_not_empty_check when is_cfn_hook(%INPUT_DOCUMENT,
  %WAF_GLOBAL_WEB_ACL_TYPE) {
  check(%INPUT_DOCUMENT.%WAF_GLOBAL_WEB_ACL_TYPE.resourceProperties)
  "[CT.WAF.PR.2]: Require any AWS WAF global web ACL to have a rule or rule group"
  "[FIX]: Provide one or more AWS WAF rules within the 'Rules' property."
}
```

## Parameterized Rules

```
rule check(waf_global_web_acl) {
  %waf_global_web_acl {
    # Scenario 2, 3 and 4
    Rules exists
    Rules is_list
    Rules not empty
  }
}
```

## Utility Rules

```
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

### CT.WAF.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

**PASS Example** - Use this template to verify a compliant resource creation.
AWS WAFV2 controls

Topics
- [CT.WAFV2.PR.1] Require an AWS WAFV2 web ACL to be non-empty (p. 1516)
- [CT.WAFV2.PR.2] Require an AWS WAFV2 rule group to be non-empty (p. 1521)

[CT.WAFV2.PR.1] Require an AWS WAFV2 web ACL to be non-empty

This control checks whether an AWS WAFV2 web ACL contains any WAF rules or WAF rule groups.

- **Control objective**: Limit network access
• **Implementation**: AWS CloudFormation Guard Rule
• **Control behavior**: Proactive
• **Resource types**: AWS::WAFv2::WebACL
• **AWS CloudFormation guard rule**: CT.WAFV2.PR.1 rule specification (p. 1518)

**Details and examples**

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: CT.WAFV2.PR.1 rule specification (p. 1518)
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: CT.WAFV2.PR.1 example templates (p. 1520)

**Explanation**

A web access control list (ACL) attached to WAFv2 can contain a collection of rules and rule groups. The rules are designed to inspect and control web requests. If a web ACL is empty, the web traffic passes without being detected or acted upon by the web application firewall (WAF).

**Remediation for rule failure**

Provide one or more AWS WAFV2 rules within the Rules property.

The examples that follow show how to implement this remediation.

**AWS WAFV2 web ACL - Example**

AWS WAFV2 web ACL configured with a rule to block requests based on a cross-site scripting (XSS) match statement. The example is shown in JSON and in YAML.

**JSON example**

```json
{
  "WAFv2WebACL": {
    "Type": "AWS::WAFv2::WebACL",
    "Properties": {
      "Scope": "REGIONAL",
      "Description": "Sample WebACL",
      "DefaultAction": {
        "Allow": {}
      },
      "VisibilityConfig": {
        "SampledRequestsEnabled": true,
        "CloudWatchMetricsEnabled": true,
        "MetricName": "SampleWebACLMetric"
      },
      "Rules": [
        {
          "Name": "SampleXssRule",
          "Priority": 0,
          "Action": {
            "Block": {}
          },
          "VisibilityConfig": {
            "SampledRequestsEnabled": true,
            "CloudWatchMetricsEnabled": true,
            "MetricName": "SampleXssMatchMetric"
          },
          "Statement": {
```
"XssMatchStatement": {
    "FieldToMatch": {
        "AllQueryArguments": {}
    },
    "TextTransformations": [
        {
            "Priority": 1,
            "Type": "NONE"
        }
    ]
}

YAML example

WAFv2WebACL:
  Type: AWS::WAFv2::WebACL
  Properties:
    Scope: REGIONAL
    Description: Sample WebACL
    DefaultAction:
      Allow: {}
    VisibilityConfig:
      SampledRequestsEnabled: true
      CloudWatchMetricsEnabled: true
      MetricName: SampleWebACLMetric
    Rules:
      - Name: SampleXssRule
        Priority: 0
        Action:
          Block: {}
    VisibilityConfig:
      SampledRequestsEnabled: true
      CloudWatchMetricsEnabled: true
      MetricName: SampleXssMatchMetric
    Statement:
      XssMatchStatement:
        FieldToMatch:
          AllQueryArguments: {}
        TextTransformations:
          - Priority: 1
            Type: NONE

CT.WAFV2.PR.1 rule specification

# ###################################
##       Rule Specification        ##
#####################################
#
# Rule Identifier:
#   wafv2_webacl_not_empty_check
# Description:

This control checks whether an AWS WAFV2 web ACL contains any WAF rules or WAF rule groups.

Reports on:
- AWS::WAFv2::WebACL

Evaluates:
- AWS CloudFormation, AWS CloudFormation hook

Rule Parameters:
- None

Scenarios:
- Scenario: 1
  - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
  - And: The input document does not contain any WAFv2 web ACL resources
  - Then: SKIP
- Scenario: 2
  - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
  - And: The input document contains an WAFv2 web ACL resource
  - And: 'Rules' has not been provided
  - Then: FAIL
- Scenario: 3
  - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
  - And: The input document contains an WAFv2 web ACL resource
  - And: 'Rules' has been provided as an empty list
  - Then: FAIL
- Scenario: 4
  - Given: The input document is an AWS CloudFormation or AWS CloudFormation hook document
  - And: The input document contains an WAFv2 web ACL resource
  - And: 'Rules' has been provided as a non-empty list
  - Then: PASS

Constants

let WAFV2_WEB_ACL_TYPE = "AWS::WAFv2::WebACL"
let INPUT_DOCUMENT = this

Assignments

let wafv2_web_acls = Resources.*[ Type == %WAFV2_WEB_ACL_TYPE ]

Primary Rules

rule wafv2_webacl_not_empty_check when is_cfn_template(%INPUT_DOCUMENT)
  %wafv2_web_acls not empty {
    check(%wafv2_web_acls.Properties)
    <<
    [CT.WAFV2.PR.1]: Require an AWS WAFV2 web ACL to be non-empty
    [FIX]: Provide one or more AWS WAFv2 rules within the 'Rules' property.
    >>
  }
rule wafv2_webacl_not_empty_check when is_cfn_hook(%INPUT_DOCUMENT, %WAFV2_WEB_ACL_TYPE) {
  check(%INPUT_DOCUMENT.%WAFV2_WEB_ACL_TYPE.resourceProperties)
  <<
  [CT.WAFV2.PR.1]: Require an AWS WAFV2 web ACL to be non-empty
  [FIX]: Provide one or more AWS WAFv2 rules within the 'Rules' property.
  >>
# Parameterized Rules

```diff
rule check(wafv2_web_acl) {
  %wafv2_web_acl {
    # Scenario 2, 3 and 4
    Rules exists
    Rules is_list
    Rules not empty
  }
}
```

# Utility Rules

```diff
rule is_cfn_template(doc) {
  %doc {
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}
```

```diff
rule is_cfn_hook(doc, RESOURCE_TYPE) {
  %doc.%RESOURCE_TYPE.resourceProperties exists
}
```

CT.WAFV2.PR.1 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.

---

Resources:  
WAFv2WebACL:  
  Type: AWS::WAFv2::WebACL  
  Properties:  
    Scope: REGIONAL  
    Description: Example WebACL  
    DefaultAction:  
      Allow: {}  
    VisibilityConfig:  
      SampledRequestsEnabled: true  
      CloudWatchMetricsEnabled: true  
      MetricName: ExampleWebACLMetric  
  Rules:  
    - Name: ExampleXssRule  
      Action:  
        Block: {}  
    VisibilityConfig:  
      SampledRequestsEnabled: true  
      CloudWatchMetricsEnabled: true  
      MetricName: ExampleXssMatchMetric  
  Statement:  
    XssMatchStatement:  
      FieldToMatch:  
        AllQueryArguments: {}  
      TextTransformations:  
        - Priority: 1
Type: NONE

FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
WAFv2WebACL:
  Type: AWS::WAFv2::WebACL
  Properties:
  Scope: REGIONAL
  Description: Example WebACL
  DefaultAction:
    Allow: {}
  VisibilityConfig:
    SampledRequestsEnabled: true
    CloudWatchMetricsEnabled: true
    MetricName: ExampleWebACLMetric

[CT.WAFV2.PR.2] Require an AWS WAFV2 rule group to be non-empty

This control checks whether AWS WAFV2 rule groups contain rules.

- **Control objective:** Limit network access
- **Implementation:** AWS CloudFormation Guard Rule
- **Control behavior:** Proactive
- **Resource types:** AWS::WAFv2::RuleGroup
- **AWS CloudFormation guard rule:** [CT.WAFV2.PR.2 rule specification (p. 1523)]

Details and examples

- For details about the PASS, FAIL, and SKIP behaviors associated with this control, see the: [CT.WAFV2.PR.2 rule specification (p. 1523)]
- For examples of PASS and FAIL CloudFormation Templates related to this control, see: [CT.WAFV2.PR.2 example templates (p. 1524)]

Explanation

An AWS WAFV2 rule group can contain multiple rules. The rules are designed to inspect and control web requests. When an empty AWS WAFV2 rule group is associated with a web ACL, and the web ACL is not associated with any other rules or rule groups, the web traffic passes without being detected or acted upon by the web application firewall (WAF).

Remediation for rule failure

Provide one or more AWS WAFV2 rules within the Rules property.

The examples that follow show how to implement this remediation.

**AWS WAFV2 Rule Group - Example**

AWS WAFV2 rule group configured with a rule to block requests based on a cross-site scripting (XSS) match. statement. The example is shown in JSON and in YAML.
**JSON example**

```json
{
    "WAFv2RuleGroup": {
        "Type": "AWS::WAFv2::RuleGroup",
        "Properties": {
            "Scope": "REGIONAL",
            "Description": "Sample Rule Group",
            "VisibilityConfig": {
                "SampledRequestsEnabled": true,
                "CloudWatchMetricsEnabled": true,
                "MetricName": "SampleRuleGroupMetric"
            },
            "Capacity": 1000,
            "Rules": [
                {
                    "Name": "XssRule",
                    "Priority": 0,
                    "Action": {
                        "Block": {}
                    },
                    "VisibilityConfig": {
                        "SampledRequestsEnabled": true,
                        "CloudWatchMetricsEnabled": true,
                        "MetricName": "SampleXssMatchMetric"
                    },
                    "Statement": {
                        "XssMatchStatement": {
                            "FieldToMatch": {
                                "AllQueryArguments": {}
                            },
                            "TextTransformations": [
                                {
                                    "Priority": 1,
                                    "Type": "NONE"
                                }
                            ]
                        }
                    }
                }
            ]
        }
    }
}
```

**YAML example**

```yaml
WAFv2RuleGroup:
  Type: AWS::WAFv2::RuleGroup
  Properties:
    Scope: REGIONAL
    Description: Sample Rule Group
    VisibilityConfig:
      SampledRequestsEnabled: true
      CloudWatchMetricsEnabled: true
      MetricName: SampleRuleGroupMetric
    Capacity: 1000
    Rules:
      - Name: XssRule
        Priority: 0
        Action:
```
CT.WAFV2.PR.2 rule specification

# Rule Identifier:
#  wafv2_rulegroup_not_empty_check
#
# Description:
#  This control checks whether AWS WAFV2 rule groups contain rules.
#
# Reports on:
#  AWS::WAFv2::RuleGroup
#
# Evaluates:
#  AWS CloudFormation, AWS CloudFormation hook
#
# Rule Parameters:
#  None
#
# Scenarios:
#  Scenario: 1
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#    And: The input document does not contain any AWS WAFV2 rule group resources
#    Then: SKIP
#  Scenario: 2
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#    And: The input document contains an AWS WAFV2 rule group resource
#    And: 'Rules' has not been provided
#    Then: FAIL
#  Scenario: 3
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#    And: The input document contains an AWS WAFV2 rule group resource
#    And: 'Rules' has been provided as an empty list
#    Then: FAIL
#  Scenario: 4
#    Given: The input document is an AWS CloudFormation or AWS CloudFormation hook
document
#    And: The input document contains an AWS WAFV2 rule group resource
#    And: 'Rules' has been provided as a non-empty list
#    Then: PASS
# let WAFV2_RULE_GROUP_TYPE = "AWS::WAFv2::RuleGroup"
let INPUT_DOCUMENT = this

# Assignments
#
# let wafv2_rule_groups = Resources.*[ Type == %WAFV2_RULE_GROUP_TYPE ]

# Primary Rules
#
rule wafv2_rulegroup_not_empty_check when is_cfn_template(%INPUT_DOCUMENT)
   %wafv2_rule_groups not empty { 
     check(%wafv2_rule_groups.Properties)
     <<
        [CT.WAFV2.PR.2]: Require an AWS WAFV2 rule group to be non-empty
        [FIX]: Provide one or more AWS WAFV2 rules within the 'Rules' property.
     >>> }

rule wafv2_rulegroup_not_empty_check when is_cfn_hook(%INPUT_DOCUMENT,
   %WAFV2_RULE_GROUP_TYPE) { 
   check(%INPUT_DOCUMENT.%WAFV2_RULE_GROUP_TYPE.resourceProperties)
   <<
        [CT.WAFV2.PR.2]: Require an AWS WAFV2 rule group to be non-empty
        [FIX]: Provide one or more AWS WAFV2 rules within the 'Rules' property.
   >>> }

# Parameterized Rules
#
rule check(wafv2_rule_group) { 
  %wafv2_rule_group { 
    # Scenario 2, 3 and 4
    Rules exists
    Rules is_list
    Rules not empty
  }
}

# Utility Rules
#
rule is_cfn_template(doc) { 
  %doc { 
    AWSTemplateFormatVersion exists or
    Resources exists
  }
}

rule is_cfn_hook(doc, RESOURCE_TYPE) { 
  %doc.%RESOURCE_TYPE.resourceProperties exists
}

CT.WAFV2.PR.2 example templates

You can view examples of the PASS and FAIL test artifacts for the AWS Control Tower proactive controls.

PASS Example - Use this template to verify a compliant resource creation.
FAIL Example - Use this template to verify that the control prevents non-compliant resource creation.

Resources:
WAFv2RuleGroup:
  Type: AWS::WAFv2::RuleGroup
  Properties:
    Scope: REGIONAL
    Description: Example Rule Group
    VisibilityConfig:
      SampledRequestsEnabled: true
      CloudWatchMetricsEnabled: true
      MetricName: ExampleRuleGroupMetric
    Capacity: 1000
    Rules:
      - Name: TestXssRule
        Priority: 0
        Action:
          Block: {}
        VisibilityConfig:
          SampledRequestsEnabled: true
          CloudWatchMetricsEnabled: true
          MetricName: ExampleXssMatchMetric
        Statement:
          XssMatchStatement:
            FieldToMatch:
              AllQueryArguments: {}
            TextTransformations:
              - Priority: 1
                Type: NONE

Security Hub standard

AWS Control Tower is integrated with AWS Security Hub to provide detective controls that help you monitor your AWS environment. The integration is accomplished with a Security Hub standard, called the Service-Managed Standard: AWS Control Tower.


This standard is available only for AWS Control Tower customers who have created the standard in the AWS Control Tower console. AWS Control Tower creates the standard for you when you enable the first
Security Hub control in the AWS Control Tower console. When you enable the first control, if you haven’t already enabled Security Hub, AWS Control Tower also enables Security Hub for you.

After you create this standard, you can view the Security Hub detective controls alongside other AWS Control Tower controls, in the AWS Control Tower console and in Security Hub.

Control behavior

- No controls are enabled automatically when you create this standard in AWS Control Tower.
- The Security Hub controls are active at the OU level only, not for all AWS Control Tower OUs (if not enabled for all), and not for individual accounts.
- When Security Hub adds new controls, the new controls are not added to the **Security Hub Service-Managed Standard: AWS Control Tower** automatically.

Enable or remove controls for the Service-Managed Standard

To avoid drift, always enable and remove controls for the Service-Managed Standard by means of the AWS Control Tower service, either in the console or by calling the AWS Control Tower APIs, `EnableControl` and `DisableControl`. When you change the enablement status of a control in AWS Control Tower, the change also is reflected in Security Hub.

**Note**

If you deactivate a Service-Managed Standard control by means of the Security Hub console, the AWS Control Tower member account enters a state of control drift. In this situation, AWS Control Tower is not receiving the Security Hub findings for the control that you deactivated. You must resolve this drift before AWS Control Tower can apply the control successfully to your registered organizational units and member accounts.

You can delete this standard in the AWS Control Tower console by deactivating all controls in the standard. This deletes the standard for all managed accounts and governed Regions in AWS Control Tower. Deleting the standard does not deactivate Security Hub for your account.

**Deprecated control**

The control named **[SH.S3.4] S3 buckets should have server-side encryption enabled** is deprecated, effective July 18, 2023. It was removed from the controls library on August 18, 2023. For more information, see [AWS Control Tower deprecates two controls](p. 1666).

Security Hub score and findings

Based on control status, Security Hub calculates a security score for the **Service-Managed Standard: AWS Control Tower**. This security score and the control findings are available only in Security Hub. These items aren’t available in AWS Control Tower.

**Note**

When you create **Service-Managed Standard: AWS Control Tower** and enable controls for it, Security Hub may take up to 18 hours to generate findings for controls that use the same underlying AWS Config service-linked rule as controls from other enabled Security Hub standards. For more information, see [Schedule for running security checks](in the AWS Security Hub User Guide).

Security Hub control drift reporting

When reporting drift for controls that are part of the AWS Security Hub Service-Managed Standard, AWS Control Tower receives a daily status update from Security Hub. If no update is received, AWS Control Tower verifies whether drift has occurred. If so, AWS Control Tower reports drift. If a control shows drift, AWS Control Tower sends an Amazon SNS notification to the AWS Control Tower security-aggregate-notification channel. You must subscribe to this SNS notification to receive information.
about which specific account is affected by Security Hub control drift. For more information about Security Hub control drift in AWS Control Tower, see Security Hub control drift (p. 190).

Although controls are active in every governed Region, AWS Control Tower sends the AWS Security Hub Finding events to the AWS Control Tower home Region only.

Remediate drift

When drift is reported, you can remediate the situation by choosing Re-register OU on the Organizations page in the AWS Control Tower console, or by deactivating and re-activating the control that's in a drifted state, either by means of the console, or through the AWS Control Tower API.

Note
You can enable and manage some Security Hub controls from AWS Control Tower, with the Security Hub Service-managed Standard: AWS Control Tower.

Unsupported Regions

It is important to know that some Security Hub controls do not operate in certain AWS Regions where AWS Control Tower is available, because those Regions do not support the required underlying functionality. As a result, when you deploy an Security Hub control through AWS Control Tower, the control may not be operating in all Regions that you govern with AWS Control Tower. For more information about the Security Hub controls that cannot be deployed in certain Regions, see the Security Hub controls reference documentation.

The following AWS Regions do not support controls that are part of the Security Hub Service-managed Standard: AWS Control Tower

- Asia Pacific (Hong Kong) Region, ap-east-1
- Asia Pacific (Jakarta) Region, ap-southeast-3
- Asia Pacific (Osaka) Region, ap-northeast-3
- Europe (Milan) Region, eu-south-1
- Africa (Cape Town) Region, af-south-1
- Middle East (Bahrain) Region, me-south-1
- Israel (Tel Aviv), il-central-1
- Middle East (UAE) Region, me-central-1
- Europe (Spain) Region, eu-south-2
- Asia Pacific (Hyderabad) Region, ap-south-2
- Europe (Zurich) Region, eu-central-2
- Asia Pacific (Melbourne) Region ap-southeast-4

You can view the Regions for each control in the AWS Control Tower console.

Certain AWS Security Hub Service-Managed Standard: AWS Control Tower controls have specific, unsupported Regions

- SH.DocumentDB.3—eu-north-1 us-west-1
- SH.DynamoDB.3—ap-northeast-1, ca-central-1, eu-north-1
- SH.EC2.23—ap-south-1
- SH.EKS.1—us-west-1
- SH.ElastiCache.3—ap-northeast-2, ap-south-1, ca-central-1, eu-north-1, eu-west-2, eu-west-3, us-east-1
- SH.ElastiCache.4—ap-northeast-2, ap-south-1, ca-central-1, eu-north-1, eu-west-2, eu-west-3, us-east-1
• SH.ElastiCache.5—ap-northeast-2, ap-south-1, ca-central-1, eu-north-1, eu-west-2, eu-west-3, us-east-1
• SH.ElastiCache.6—ap-northeast-2, ap-south-1, ca-central-1, eu-north-1, eu-west-2, eu-west-3, us-east-1
• SH.RDS.12—sa-east-1
• SH.RDS.15—sa-east-1

Controls that enhance digital sovereignty protection

Digital sovereignty means control over digital assets. AWS Control Tower offers a group of controls that are designed to enhance your digital sovereignty governance posture. The pillars of this posture are as follows:

• Data residency: Control over the location of your data.
  For more information, see Controls that enhance data residency protection (p. 1539).
• Granular access: Access restrictions that limit all access to your data, unless the access is requested by you, or by a partner whom you trust.
  For more information, see Region deny control applied to the OU (p. 1556).
• Encryption: Features and controls that help you encrypt data, whether in transit, at rest, or in memory.
  For example, see the control CT.APPSYNC.PR.5: Require an AWS AppSync GraphQL API cache to have encryption at rest enabled.
• Resiliency: Ability to sustain operations through disruption or disconnection, which is essential in the case of events such as supply chain disruption, network interruption, and natural disaster.
  For example see the control CT.NETWORK-FIREWALL.PR.5: Require an AWS Network Firewall firewall to be deployed across multiple Availability Zones.

You can read more about digital sovereignty and AWS in the blog: AWS Digital Sovereignty Pledge: Control without compromise.

Preventive controls that assist with digital sovereignty

These preventive controls are designed to assist you with your digital sovereignty governance posture.

This group of controls helps you comply with digital sovereignty regulatory requirements because they prevent actions, enforce configurations, and detect resource changes that affect data residency, granular access restriction, encryption, and resilience capabilities.

These are optional controls with Preventive guidance, implemented with AWS service control policies (SCPs). They are not deployed on any OU by default. You can enable them through the AWS Control Tower console, or through the AWS Control Tower APIs.

In the AWS Control Tower console, you can view these controls together under the Groups tab on the Categories page.

Topics
• CT.APPSYNC.PV.1: Require that an AWS AppSync GraphQL API is configured with private visibility (p. 1529)
• CT.EC2.PV.1: Require an Amazon EBS snapshot to be created from an encrypted EC2 volume (p. 1530)
• CT.EC2.PV.2: Require that an attached Amazon EBS volume is configured to encrypt data at rest (p. 1530)
CT.EC2.PV.3: Require that an Amazon EBS snapshot cannot be publicly restorable (p. 1531)
CT.EC2.PV.4: Require that Amazon EBS direct APIs are not called (p. 1532)
CT.EC2.PV.5: Disallow the use of Amazon EC2 VM import and export (p. 1532)
CT.EC2.PV.6: Disallow the use of deprecated Amazon EC2 RequestSpotFleet and RequestSpotInstances API actions (p. 1533)
CT.KMS.PV.1: Require an AWS KMS key policy to have a statement that limits creation of AWS KMS grants to AWS services (p. 1534)
CT.KMS.PV.2: Require that an AWS KMS asymmetric key with RSA key material used for encryption does not have a key length of 2048 bits (p. 1534)
CT.KMS.PV.3: Require that an AWS KMS key is configured with the bypass policy lockout safety check enabled (p. 1535)
CT.KMS.PV.4: Require that an AWS KMS customer-managed key (CMK) is configured with key material originating from AWS CloudHSM (p. 1536)
CT.KMS.PV.5: Require that an AWS KMS customer-managed key (CMK) is configured with imported key material (p. 1536)
CT.KMS.PV.6: Require that an AWS KMS customer-managed key (CMK) is configured with key material originating from an external key store (XKS) (p. 1537)
CT.LAMBDA.PV.1: Require an AWS Lambda function URL to use AWS IAM-based authentication (p. 1538)
CT.LAMBDA.PV.2: Require an AWS Lambda function URL to be configured for access only by principals within your AWS account (p. 1538)

**CT.APPSYNC.PV.1: Require that an AWS AppSync GraphQL API is configured with private visibility**

This control disallows creation of public AWS AppSync APIs by requiring APIs to be configured with private visibility. This configuration ensures that the APIs are accessible only from a VPC.

**Service: AWS AppSync**

- **Control objective:** Limit network access
- **Implementation:** Service control policy (SCP)
- **Control behavior:** Preventive
- **Control owner:** AWS Control Tower
- **Groups:** Digital sovereignty

**ResourceTypes:** AWS::AppSync::GraphQLApi

Here is the SCP artifact for this control.

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "CTAPPSYNCPV1",
      "Effect": "Deny",
      "Action": "appsync:CreateGraphqlApi",
      "Resource": "*",
      "Condition": {
        "StringNotEquals": {
          "appsync:Visibility": "PRIVATE"
        }
      }
    }
  ]
}
```
CT.EC2.PV.1: Require an Amazon EBS snapshot to be created from an encrypted EC2 volume

This control disallows creation of new snapshots that are based on unencrypted EBS volumes. This control does not prevent creation of unencrypted EBS snapshots created by means of the 'CopySnapshot' operation. AWS Control Tower recommends enabling EBS encryption by default to ensure that encryption is applied to copies of unencrypted snapshots. For more information see Encryption scenarios in the Amazon EC2 User Guide for Linux Instances.

Service: Amazon EC2

- Control objective: Encrypt data at rest
- Implementation: Service control policy (SCP)
- Control behavior: Preventive
- Control owner: AWS Control Tower
- Groups: Digital sovereignty

ResourceTypes: AWS::Account

Here is the SCP artifact for this control.

```json
{
   "Version": "2012-10-17",
   "Statement": [
      {
         "Sid": "CTEC2PV1",
         "Effect": "Deny",
         "Action": [
            "ec2:CreateSnapshot",
            "ec2:CreateSnapshots"
         ],
         "Resource": "arn:*:ec2:*:*:volume/*",
         "Condition": {
            "Bool": {
               "ec2:Encrypted": "false"
            }
         }
      }
   ]
}
```

CT.EC2.PV.2: Require that an attached Amazon EBS volume is configured to encrypt data at rest

This control disallows attaching an unencrypted EBS volume to a running or stopped EC2 instance. This control does not prevent replacing an EBS-backed root volume for a running instance with an unencrypted volume, by means of the CreateReplaceRootVolumeTaskCreateReplaceRootVolumeTask operation., AWS Control Tower recommends enabling EBS encryption by default. For information on EBS encryption by default, see Encryption by default in the Amazon EC2 User Guide for Linux Instances.

Service: Amazon EC2
• **Control objective:** Encrypt data at rest
• **Implementation:** Service control policy (SCP)
• **Control behavior:** Preventive
• **Control owner:** AWS Control Tower
• **Groups:** Digital sovereignty

Resource types: AWS::EC2::Volume

Here is the SCP artifact for this control.

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "CTEC2PV2",
      "Effect": "Deny",
      "Action": "ec2:AttachVolume",
      "Resource": "arn:*:ec2:*:*:volume/*",
      "Condition": {
        "Bool": {
          "ec2:Encrypted": "false"
        }
      }
    }
  ]
}
```

**CT.EC2.PV.3: Require that an Amazon EBS snapshot cannot be publicly restorable**

This control disallows sharing of an EBS snapshot with all AWS accounts.

This control prevents unencrypted EBS snapshots from being made public, by disallowing sharing of EBS snapshots with all AWS accounts. Encrypted snapshots and snapshots with AWS Marketplace product codes cannot be made public. To prevent the public sharing of snapshots, AWS Control Tower recommends enabling block public access for snapshots. For more information, see [Block public access for snapshots](https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/block-public-access-snapshots.html) in the [Amazon EC2 User Guide for Linux Instances](https).

**Service:** Amazon EC2

• **Control objective:** Enforce least privilege
• **Implementation:** Service control policy (SCP)
• **Control behavior:** Preventive
• **Control owner:** AWS Control Tower
• **Groups:** Digital sovereignty

Resource types: AWS::Account

Here is the SCP artifact for this control.

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "CTEC2PV3",
      "Effect": "Deny",
      "Action": "ec2:ModifySnapshotAttribute",
      "Resource": "arn:*:ec2:*:*:snapshot/*",
      "Condition": {
        "Bool": {
          "ec2:Encrypted": "true"
        }
      }
    }
  ]
}
```
CT.EC2.PV.4: Require that Amazon EBS direct APIs are not called

This control disallows usage of all EBS direct APIs, specifically including StartSnapshot, PutSnapshotBlock, GetSnapshot, and CompleteSnapshot.

Do not enable this control if you use EBS direct APIs, either directly or through an AWS backup partner product.

Service: Amazon EBS

- **Control objective**: Enforce least privilege
- **Implementation**: Service control policy (SCP)
- **Control behavior**: Preventive
- **Control owner**: AWS Control Tower
- **Groups**: Digital sovereignty

Resource types: AWS::Account

Here is the SCP artifact for this control.

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "CTEC2PV4",
      "Effect": "Deny",
      "Action": "ebs:*",
      "Resource": "**"
    }
  ]
}
```

CT.EC2.PV.5: Disallow the use of Amazon EC2 VM import and export

This control disallows use of Amazon EC2 VM Import/Export APIs that can be used to import and export EC2 instance, snapshot, image and volume data.

If you need to use VM Import/Export functionality, do not enable this control. This control does not prevent cancelling existing VM Import/Export import, export or conversion tasks.

Service: Amazon EC2

- **Control objective**: Enforce least privilege, Protect configurations
- **Implementation**: Service control policy (SCP)
- **Control behavior**: Preventive
- **Control owner**: AWS Control Tower
- **Groups**: Digital sovereignty
CT.EC2.PV6: Disallow the use of deprecated Amazon EC2 RequestSpotFleet and RequestSpotInstances API actions

This control disallows usage of Amazon EC2 ec2:RequestSpotFleet and ec2:RequestSpotInstances APIs, because they are legacy APIs with no planned investment.

This control denies ec2:RequestSpotFleet and ec2:RequestSpotInstances actions for all IAM principals. If you need to use these actions, do not enable this control. This control does not prevent cancelling or modifying an existing spot fleet or spot instance request.

Service: Amazon EC2

- **Control objective:** Enforce least privilege, Protect configurations
- **Implementation:** Service control policy (SCP)
- **Control behavior:** Preventive
- **Control owner:** AWS Control Tower
- **Groups:** Digital sovereignty

Resource types: AWS::EC2::SpotFleet

Here is the SCP artifact for this control.

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Sid": "CTEC2PV6",
            "Effect": "Deny",
            "Action": [
                "ec2:RequestSpotFleet",
                "ec2:RequestSpotInstances"
            ],
            "Resource": "*"
        }
    ]
}
```
CT.KMS.PV.1: Require an AWS KMS key policy to have a statement that limits creation of AWS KMS grants to AWS services

This control requires that AWS KMS grants are issued only to AWS services that are integrated with AWS KMS, or to an AWS service principal.

This control disallows the creation of AWS KMS grants for your KMS keys, when the request does not originate from an AWS service that's integrated with AWS KMS, or from an AWS service principal. If you need to issue AWS KMS grants directly to your IAM principals for a customer-managed key, do not enable this control.

Service: AWS Key Management Service, (AWS KMS)

- Control objective: Enforce least privilege
- Implementation: Service control policy (SCP)
- Control behavior: Preventive
- Control owner: AWS Control Tower
- Groups: Digital sovereignty

Resource types: AWS::KMS::Key

Here is the SCP artifact for this control.

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Sid": "CTKMSPV1",
            "Effect": "Deny",
            "Action": "kms:CreateGrant",
            "Resource": "*",
            "Condition": {
                "BoolIfExists": {
                    "kms:GrantIsForAWSResource": "false",
                    "aws:PrincipalIsAWSService": "false"
                }
            }
        }
    ]
}
```

CT.KMS.PV.2: Require that an AWS KMS asymmetric key with RSA key material used for encryption does not have a key length of 2048 bits

This control disallows the creation of KMS keys used for encryption and decryption that also have a key spec of RSA_2048. It requires that you use aKeySpec value other than RSA_2048 when creating asymmetric KMS keys used for encryption and decryption.

Service: AWS Key Management Service (AWS KMS);

- Control objective: Encrypt data at rest, Encrypt data in transit
- Implementation: Service control policy (SCP)
- Control behavior: Preventive
- Control owner: AWS Control Tower
- Groups: Digital sovereignty
Here is the SCP artifact for this control.

```
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Sid": "CTKMSPV2",
            "Effect": "Deny",
            "Action": ["kms:CreateKey", "kms:PutKeyPolicy"],
            "Resource": "*",
            "Condition": {
                "StringEquals": {
                    "kms:KeyUsage": "ENCRYPT_DECRYPT",
                    "kms:KeySpec": "RSA_2048"
                }
            }
        }
    ]
}
```

**CT.KMS.PV.3: Require that an AWS KMS key is configured with the bypass policy lockout safety check enabled**

This control disallows bypassing the KMS key policy lockout safety check when creating a KMS key or updating its key policy, because bypassing this check increases the risk that a KMS key becomes unmanageable.

**Service:** AWS Key Management Service (AWS KMS)

- **Control objective:** Enforce least privilege, Protect configurations
- **Implementation:** Service control policy (SCP)
- **Control behavior:** Preventive
- **Control owner:** AWS Control Tower
- **Groups:** Digital sovereignty

Here is the SCP artifact for this control.

```
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Sid": "CTKMSPV3",
            "Effect": "Deny",
            "Action": ["kms:CreateKey", "kms:PutKeyPolicy"],
            "Resource": "*",
            "Condition": {
                "Bool": {
                    "kms:BypassPolicyLockoutSafetyCheck": "true"
                }
            }
        }
    ]
}
```
CT.KMS.PV.4: Require that an AWS KMS customer-managed key (CMK) is configured with key material originating from AWS CloudHSM

This control disallows creation of KMS keys that do not have a key origin of AWS.CLOUDHSM.

This control restricts creation of KMS keys to those that use a specific key material origin. It is suitable when enforcing a KMS key management strategy that requires all KMS keys to a custom key store based on AWS CloudHSM. Before enforcing the exclusive use of keys whose key material resides in an AWS CloudHSM cluster, carefully evaluate the trade-offs documented in the AWS CloudHSM key stores section of the AWS KMS Developer Guide.

Service: AWS Key Management Service, (AWS KMS)

• Control objective: Encrypt data at rest, Encrypt data in transit
• Implementation: Service control policy (SCP)
• Control behavior: Preventive
• Control owner: AWS Control Tower
• Groups: Digital sovereignty

Resource types: AWS::KMS::Key

Here is the SCP artifact for this control.

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "CTKMSPV4",
      "Effect": "Deny",
      "Action": "kms:CreateKey",
      "Resource": "*",
      "Condition": {
        "StringNotEquals": {
          "kms:KeyOrigin": "AWS.CLOUDHSM"
        }
      }
    }
  ]
}
```

CT.KMS.PV.5: Require that an AWS KMS customer-managed key (CMK) is configured with imported key material

This control disallows creation of KMS keys that do not have a key origin of EXTERNAL.

This control restricts creation of KMS keys to those that use a specific key material origin. It is suitable when enforcing a KMS key management strategy that requires all KMS keys to use imported key material. Before enforcing the exclusive use of keys with imported key material, carefully evaluate the trade-offs documented in the Importing key material for AWS KMS keys section of the AWS KMS Developer Guide.

Service: AWS Key Management Service, (AWS KMS)

• Control objective: Encrypt data at rest, Encrypt data in transit
• Implementation: Service control policy (SCP)
• **Control behavior:** Preventive
• **Control owner:** AWS Control Tower
• **Groups:** Digital sovereignty

Resource types: AWS::KMS::Key

Here is the SCP artifact for this control.

```
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "CTKMSPV5",
      "Effect": "Deny",
      "Action": "kms:CreateKey",
      "Resource": "*",
      "Condition": {
        "StringNotEquals": {
          "kms:KeyOrigin": "EXTERNAL"
        }
      }
    }
  ]
}
```

**CT.KMS.PV.6: Require that an AWS KMS customer-managed key (CMK) is configured with key material originating from an external key store (XKS)**

This control disallows creation of KMS keys that do not have a key origin of EXTERNAL_KEY_STORE.

This control restricts creation of KMS keys to those that use a specific key material origin. It is suitable when enforcing a KMS key management strategy that requires all KMS keys to an external key store, custom key store. Before enforcing the exclusive use of keys whose key material resides in an external key store, carefully evaluate the trade-offs documented in the External key stores section of the AWS KMS Developer Guide.

Service: AWS Key Management Service, (AWS KMS)

• **Control objective:** Encrypt data at rest, Encrypt data in transit
• **Implementation:** Service control policy (SCP)
• **Control behavior:** Preventive
• **Control owner:** AWS Control Tower
• **Groups:** Digital sovereignty

Resource types: AWS::KMS::Key

Here is the SCP artifact for this control.

```
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "CTKMSPVINHTL",
      "Effect": "Deny",
      "Action": "kms:CreateKey",
      "Resource": "*",
      "Condition": {
        "StringNotEquals": {
          "kms:KeyOrigin": "EXTERNAL"
        }
      }
    }
  ]
}
```
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CT.LAMBDA.PV.1: Require an AWS Lambda function URL to use AWS IAM-based authentication

This control disallows creation and update of Lambda function URL configurations, it does not prevent deletion of Lambda function URL configurations.

Service: AWS Lambda

- **Control objective:** Enforce least privilege
- **Implementation:** Service control policy (SCP)
- **Control behavior:** Preventive
- **Control owner:** AWS Control Tower
- **Groups:** Digital sovereignty

ResourceTypes: AWS::Lambda::Url

Here is the SCP artifact for this control.

```json
{
   "Version": "2012-10-17",
   "Statement": [
      {
         "Sid": "C TLAMBDAPV1",
         "Effect": "Deny",
         "Action": [
            "lambda:CreateFunctionUrlConfig",
            "lambda:UpdateFunctionUrlConfig"
         ],
         "Resource": "arn:*:lambda:*:*:function:*",
         "Condition": {
            "StringNotEquals": {
               "lambda:FunctionUrlAuthType": "AWS_IAM"
            }
         }
      }
   ]
}
```

CT.LAMBDA.PV.2: Require an AWS Lambda function URL to be configured for access only by principals within your AWS account

This control requires an AWS Lambda function resource-based policy to only grant access to IAM principals that reside in your AWS account.

This control limits cross-account access to Lambda functions by restricting the allowed IAM principals in a Lambda function resource policy to those in the same account as the Lambda function.

Service: AWS Lambda

- **Control objective:** Enforce least privilege
- **Implementation:** Service control policy (SCP)
• **Control behavior**: Preventive  
• **Control owner**: AWS Control Tower  
• **Groups**: Digital sovereignty

ResourceTypes: AWS::Lambda::Url

Here is the SCP artifact for this control.

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Sid": "CTLAMBDAPV2",
            "Effect": "Deny",
            "Action": "lambda:AddPermission",
            "Resource": "arn:*:lambda:*:*:function:*",
            "Condition": {
                "StringNotLike": {
                    "lambda:Principal": [
                        "arn:aws:iam::${aws:PrincipalAccount}:*",
                        "${aws:PrincipalAccount}"
                    ],
                    "ArnNotLike": {
                        "aws:PrincipalArn": "arn:aws:iam::*:role/AWSControlTowerExecution"
                    }
                }
            }
        }
    ]
}
```

**Controls that enhance data residency protection**

These elective controls complement your enterprise's data residency posture. By applying these controls together, you can set up your multi-account environment to help detect and inhibit the purposeful or accidental creation, sharing, or copying of data, outside of your selected AWS Region or Regions.

These controls take effect at the OU level, and they apply to all member accounts within the OU.

**Important**

Certain global AWS services, such as AWS Identity and Access Management (IAM) and AWS Organizations, are exempt from these controls. You can identify the services that are exempt by reviewing the **Region deny SCP**, shown in the example code. Services with "*" after their identifier are exempt, because all actions are permitted when the "*" notation is given. This SCP essentially contains a list of explicitly permitted actions, and all other actions are denied. You cannot deny access to your home Region.

**Video: Enable data residency controls**

This video (5:58) describes how to enable data residency controls with AWS Control Tower controls. For better viewing, select the icon at the lower right corner of the video to enlarge it to full screen. Captioning is available.

**Video Walkthrough of Enabling Data Residency Controls in AWS Control Tower.**

**Note**

We are transitioning our terminology to align better with industry usage and with other AWS services. During this time, you may see the previous term, *guardrail*, as well as the new term, *control*, in our documentation, console, blogs, and videos. These terms are synonymous for our purposes.
Disallow internet access for an Amazon VPC instance managed by a customer

This control disallows internet access for an Amazon Virtual Private Cloud (VPC) instance managed by a customer, rather than by an AWS service.

**Important**
If you provision Account Factory accounts with VPC internet access settings enabled, that Account Factory setting overrides this control. To avoid enabling internet access for newly provisioned accounts, you must change the setting in Account Factory. For more information, see [Walkthrough: Configure AWS Control Tower Without a VPC](p. 1632).

- This control does not apply to VPCs managed by AWS services.
- Existing VPCs that have internet access retain their internet access. It applies to new instances only. After this control is applied, access cannot be changed.

This is a preventive control with elective guidance. By default, this control isn't enabled on any OUs.

The artifact for this control is the following service control policy (SCP).

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRDISALLOWVPCINTERNETACCESS",
      "Effect": "Deny",
      "Action": [
        "ec2:CreateInternetGateway",
        "ec2:AttachInternetGateway",
        "ec2:CreateEgressOnlyInternetGateway",
        "ec2:AttachEgressOnlyInternetGateway",
        "ec2:CreateDefaultVpc",
        "ec2:CreateDefaultSubnet",
```

1540
Disallow Amazon Virtual Private Network (VPN) connections

This control prevents Virtual Private Network (VPN) connections (Site-to-Site VPN and Client VPN) to an Amazon Virtual Private Cloud (VPC).

**Note**
Existing VPCs that have internet access retain their internet access.

This is a preventive control with elective guidance. By default, this control isn’t enabled on any OUs.

The artifact for this control is the following service control policy (SCP).

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRDISALLOWVPNCONNECTIONS",
      "Effect": "Deny",
      "Action": [
        "ec2:CreateVPNGateway",
        "ec2:AttachVPNGateway",
        "ec2:CreateCustomerGateway",
        "ec2:CreateVpnConnection",
        "ec2:ModifyVpnConnection",
        "ec2:CreateClientVpnEndpoint",
        "ec2:ModifyClientVpnEndpoint",
        "ec2:AssociateClientVpnTargetNetwork",
        "ec2:AuthorizeClientVpnIngress"
      ],
      "Resource": [
        "*"
      ]
    }
  ]
}
```

Disallow cross-region networking for Amazon EC2, Amazon CloudFront, and AWS Global Accelerator

This control prevents configuring cross-region networking connections from Amazon EC2, Amazon CloudFront, and AWS Global Accelerator services. It prevents VPC peering and transit gateway peering.

**Note**
This control prevents Amazon EC2 VPC peering and Amazon EC2 transit gateway peering within a single Region, as well as across Regions. For this reason, this control may affect certain workloads in addition to your data residency posture.
This is a preventive control with elective guidance. By default, this control isn't enabled on any OUs.

The artifact for this control is the following service control policy (SCP).

```
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRDISALLOWCROSSREGIONNETWORKING",
      "Effect": "Deny",
      "Action": [
        "ec2:CreateVpcPeeringConnection",
        "ec2:AcceptVpcPeeringConnection",
        "ec2:CreateTransitGatewayPeeringAttachment",
        "ec2:AcceptTransitGatewayPeeringAttachment",
        "cloudfront:CreateDistribution",
        "cloudfront:UpdateDistribution",
        "globalaccelerator:Create*",
        "globalaccelerator:Update*"
      ],
      "Resource": [
        "*
      ]
    }
  ]
}
```

**Detect whether public IP addresses for Amazon EC2 autoscaling are enabled through launch configurations**

This control detects whether Amazon EC2 Auto Scaling groups have public IP addresses enabled through launch configurations.

This is a detective control with elective guidance. By default, this control isn't enabled on any OUs.

**In the console:**

- The rule shows **Non-compliant** status if the launch configuration for an autoscaling group sets the value of the field `AssociatePublicIpAddress` set as True.

The artifact for this control is the following AWS Config rule.

```
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rule to detect whether public IP addresses for Amazon EC2 Auto Scaling are enabled through launch configurations

Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'

Resources:
  AutoscalingLaunchConfigPublicIpDisabled:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Detects whether Amazon EC2 Auto Scaling groups have public IP addresses enabled through launch configurations. This rule is NON_COMPLIANT if the launch configuration for an Auto Scaling group has the value of the field AssociatePublicIpAddress set as True.
      Scope:
```
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Detect whether replication instances for AWS Database Migration Service are public

This control detects whether AWS Database Migration Service replication instances are public.

This is a detective control with elective guidance. By default, this control isn’t enabled on any OUs.

In the console:

- The rule shows **Non-compliant** status if the value of the PubliclyAccessible field is set as **True**.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rule to detect whether replication instances for AWS Database Migration Service are public
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
MaximumExecutionFrequency:
  Type: String
  Default: 24hours
  Description: The frequency at which AWS Config will run evaluations for the rule.
  AllowedValues:
    - 1hour
    - 3hours
    - 6hours
    - 12hours
    - 24hours
Mappings:
  Settings:
    FrequencyMap:
      1hour: One_Hour
      3hours: Three_Hours
      6hours: Six_Hours
      12hours: Twelve_Hours
      24hours: TwentyFour_Hours
Resources:
  DmsReplicationNotPublic:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Detects whether AWS Database Migration Service replication instances are public. The rule is NON_COMPLIANT if the value of the PubliclyAccessible field is set as True.
      Source:
        Owner: AWS
        SourceIdentifier: DMS_REPLICATION_NOT_PUBLIC
      MaximumExecutionFrequency: !FindInMap
      - Settings
```
Detect whether Amazon EBS snapshots are restorable by all AWS accounts

This control detects whether all AWS accounts have access to restore Amazon EBS snapshots.

This is a detective control with elective guidance. By default, this control isn't enabled on any OUs.

In the console:

- The rule shows **Non-compliant** status if any snapshots have the RestorableByUserIds field set to the value **All**. In that case, the Amazon EBS snapshots are public.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rule to detect whether Amazon EBS snapshots are restorable by all AWS accounts

Parameters:
ConfigRuleName:
  Type: 'String'
  Description: 'Name for the Config rule'

MaximumExecutionFrequency:
  Type: String
  Default: 24hours
  Description: The frequency at which AWS Config will run evaluations for the rule.
  AllowedValues:
    - 1hour
    - 3hours
    - 6hours
    - 12hours
    - 24hours

Mappings:
Settings:
  FrequencyMap:
    1hour   : One_Hour
    3hours  : Three_Hours
    6hours  : Six_Hours
    12hours : Twelve_Hours
    24hours : TwentyFour_Hours

Resources:
EbsSnapshotPublicRestorableCheck:
  Type: AWS::Config::ConfigRule
  Properties:
    ConfigRuleName: !Sub ${ConfigRuleName}
    Description: Detects whether all AWS accounts have access to restore Amazon EBS snapshots. The rule is NON_COMPLIANT if any snapshots have the RestorableByUserIds field set to the value All. In that case, the Amazon EBS snapshots are public.
    Source:
      Owner: AWS
      SourceIdentifier: EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK
      MaximumExecutionFrequency:
        !FindInMap
        - Settings
        - FrequencyMap
        - !Ref MaximumExecutionFrequency
```
Detect whether any Amazon EC2 instance has an associated public IPv4 address

This control detects whether an Amazon Elastic Compute Cloud (Amazon EC2) instance has an associated public IPv4 address. This control applies only to IPv4 addresses.

This is a detective control with elective guidance. By default, this control isn't enabled on any OUs.

**In the console:**

- The rule shows **Non-compliant** status if the public IP field is present in the Amazon EC2 instance configuration item.

The artifact for this control is the following AWS Config rule.

```
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rule to detect whether any Amazon EC2 instance has an associated public IPv4 address

Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'

Resources:
  Ec2InstanceNoPublicIp:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Detects whether an Amazon Elastic Compute Cloud (Amazon EC2) instance has an associated public IPv4 address. The rule is NON_COMPLIANT if the public IP field is present in the Amazon EC2 instance configuration item.
      Scope:
        ComplianceResourceTypes:
        - AWS::EC2::Instance
      Source:
        Owner: AWS
        SourceIdentifier: EC2_INSTANCE_NO_PUBLIC_IP
```

Detect whether Amazon S3 settings to block public access are set as true for the account

This control periodically detects whether the required Amazon S3 settings to block public access are configured as true for the account, rather than for a bucket or an access point.

**In the console:**

- The rule shows **Non-compliant** status if at least one of the settings is false.

This is a detective control with elective guidance. By default, this control isn't enabled on any OUs.

The artifact for this control is the following AWS Config rule.

```
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rule to check whether Amazon S3 settings to block public access are set as true for the account.

Parameters:
  ConfigRuleName:
    Type: 'String'
```
Detects whether an Amazon EKS endpoint is blocked from public access

This control detects whether an Amazon Elastic Kubernetes Service (Amazon EKS) endpoint is blocked from public access.

This is a detective control with elective guidance. By default, this control isn't enabled on any OUs.

**In the console:**

- The rule shows **Non-compliant** status if the endpoint is publicly accessible.

The artifact for this control is the following AWS Config rule.
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**Description:** Configure AWS Config rule to detect whether an Amazon EKS endpoint is blocked from public access.

**Parameters:**
- **ConfigRuleName:**
  - Type: 'String'
  - Description: 'Name for the Config rule'

- **MaximumExecutionFrequency:**
  - Type: String
  - Default: 24hours
  - Description: The frequency at which AWS Config will run evaluations for the rule.

  **AllowedValues:**
  - 1hour
  - 3hours
  - 6hours
  - 12hours
  - 24hours

- **Mappings:**
  - **Settings:**
    - **FrequencyMap:**
      - 1hour : One_Hour
      - 3hours : Three_Hours
      - 6hours : Six_Hours
      - 12hours : Twelve_Hours
      - 24hours : TwentyFour_Hours

- **Resources:**
  - **EKSEndpointNoPublicAccess:**
    - Type: AWS::Config::ConfigRule
    - Properties:
      - **ConfigRuleName:** ${ConfigRuleName}
      - **Description:** Detects whether an Amazon Elastic Kubernetes Service (Amazon EKS) endpoint is publicly accessible. The rule is NON_COMPLIANT if the endpoint is publicly accessible.
      - **Source:**
        - Owner: AWS
        - SourceIdentifier: EKS_ENDPOINT_NO_PUBLIC_ACCESS
      - **MaximumExecutionFrequency:**
        - !FindInMap
          - Settings
          - FrequencyMap
          - !Ref MaximumExecutionFrequency

---

**Detect whether an Amazon OpenSearch Service domain is in Amazon VPC**

This control detects whether an Amazon OpenSearch Service domain is in Amazon VPC.

This is a detective control with elective guidance. By default, this control isn't enabled on any OUs.

**In the console:**

- The rule shows **Non-compliant** status if the OpenSearch Service domain endpoint is public.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rule to detect whether an Amazon OpenSearch Service domain is in Amazon VPC

Parameters:
- ConfigRuleName:
```
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Type: 'String'
Description: 'Name for the Config rule'

MaximumExecutionFrequency:
  Type: String
  Default: 24hours
  Description: The frequency at which AWS Config will run evaluations for the rule.
  AllowedValues:
  - 1hour
  - 3hours
  - 6hours
  - 12hours
  - 24hours

Mappings:
  Settings:
    FrequencyMap:
      1hour   : One_Hour
      3hours  : Three_Hours
      6hours  : Six_Hours
      12hours : Twelve_Hours
      24hours : TwentyFour_Hours

Resources:
ElasticsearchInVpcOnly:
  Type: AWS::Config::ConfigRule
  Properties:
    ConfigRuleName: !Sub ${ConfigRuleName}
    Description: Detects whether Amazon OpenSearch Service domains are in Amazon Virtual Private Cloud (Amazon VPC). The rule is NON_COMPLIANT if the OpenSearch Service domain endpoint is public.
    Source:
      Owner: AWS
      SourceIdentifier: ELASTICSEARCH_IN_VPC_ONLY
    MaximumExecutionFrequency:
      !FindInMap
        - Settings
        - FrequencyMap
        - !Ref MaximumExecutionFrequency

**Detect whether any Amazon EMR cluster master nodes have public IP addresses**

This control detects whether any Amazon EMR cluster master nodes have public IP addresses.

This is a detective control with elective guidance. By default, this control isn't enabled on any OUs

**In the console:**

- The rule shows **Non-compliant** status if a master node has a public IP address.
- This control checks clusters that are in RUNNING or WAITING state.

The artifact for this control is the following AWS Config rule.

AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rule to detect whether any Amazon EMR cluster master nodes have public IP addresses

Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
**MaximumExecutionFrequency:**
- **Type:** String
- **Default:** 24hours
- **Description:** The frequency at which AWS Config will run evaluations for the rule.
- **AllowedValues:**
  - 1hour
  - 3hours
  - 6hours
  - 12hours
  - 24hours

**Mappings:**
- **Settings:**
  - **FrequencyMap:**
    - 1hour : One_Hour
    - 3hours : Three_Hours
    - 6hours : Six_Hours
    - 12hours : Twelve_Hours
    - 24hours : TwentyFour_Hours

**Resources:**
- **EmrMasterNoPublicIp:**
  - **Type:** AWS::Config::ConfigRule
  - **Properties:**
    - **ConfigRuleName:** !Sub ${ConfigRuleName}
    - **Description:** Detects whether any Amazon Elastic MapReduce (EMR) cluster master nodes have public IP addresses. The rule is NON_COMPLIANT if a master node has a public IP. This control checks clusters that are in RUNNING or WAITING state.
    - **Source:**
      - Owner: AWS
      - SourceIdentifier: EMR_MASTER_NO_PUBLIC_IP
    - **MaximumExecutionFrequency:**
      - !FindInMap
        - !Settings
        - !FrequencyMap
        - !Ref MaximumExecutionFrequency

---

**Detect whether the AWS Lambda function policy attached to the Lambda resource blocks public access**

This control detects whether the AWS Lambda function policy attached to the Lambda resource blocks public access.

This is a detective control with elective guidance. By default, this control isn't enabled on any OUs.

**In the console:**

- The rule shows **Non-compliant** status if the Lambda function policy allows public access.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rule to detect whether the AWS Lambda function policy attached to the Lambda resource blocks public access
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
Resources:
  LambdaFunctionPublicAccessProhibited:
```
Detect whether public routes exist in the route table for an Internet Gateway (IGW)

This control detects whether public routes exist in the route table associated with an Internet Gateway (IGW).

This is a detective control with elective guidance. By default, this control isn't enabled on any OUs.

In the console:

- The rule shows **Non-compliant** status if a route has a destination CIDR block of 0.0.0.0/0 or ::/0 or if a destination CIDR block does not match the rule parameter.

  **Note**
  This control fails if any of the routes to an IGW has a destination CIDR block of 0.0.0.0/0 or ::/0.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rule to detect whether public routes exist in the route table for an Internet Gateway (IGW)
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
Resources:
  NoUnrestrictedRouteToIgw:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Detects whether public routes exist in the route table associated with an Internet Gateway (IGW). The rule is NON_COMPLIANT if a route has a destination CIDR block of '0.0.0.0/0' or '::/0' or if a destination CIDR block does not match the rule parameter.
      Scope:
        ComplianceResourceTypes:
          - AWS::EC2::RouteTable
      Source:
        Owner: AWS
        SourceIdentifier: NO_UNRESTRICTED_ROUTE_TO_IGW
```

Detect whether Amazon Redshift clusters are blocked from public access

This control detects whether Amazon Redshift clusters are blocked from public access.
This is a detective control with elective guidance. By default, this control isn’t enabled on any OUs.

**In the console:**

- The rule shows **Non-compliant** status if the publiclyAccessible field is set to **True** in the cluster configuration item.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rule to detect whether Amazon Redshift clusters are blocked from public access
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
Resources:
  RedshiftClusterPublicAccessCheck:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Detects whether Amazon Redshift clusters are blocked from public access. The rule is NON_COMPLIANT if the publiclyAccessible field is true in the cluster configuration item.
      Scope:
        ComplianceResourceTypes:
        - AWS::Redshift::Cluster
      Source:
        Owner: AWS
        SourceIdentifier: REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK
```

**Detect whether an Amazon SageMaker notebook instance allows direct internet access**

This control detects whether an Amazon SageMaker notebook instance allows direct internet access.

This is a detective control with elective guidance. By default, this control isn’t enabled on any OUs.

**In the console:**

- The rule shows **Non-compliant** status if Amazon SageMaker notebook instances allow direct internet access.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rule to detect whether an Amazon SageMaker notebook instance allows direct internet access
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
  MaximumExecutionFrequency:
    Type: String
    Default: 24hours
```
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Description: The frequency at which AWS Config will run evaluations for the rule.

AllowedValues:
- 1hour
- 3hours
- 6hours
- 12hours
- 24hours

Mappings:

Settings:
- FrequencyMap:
  - 1hour : One_Hour
  - 3hours : Three_Hours
  - 6hours : Six_Hours
  - 12hours : Twelve_Hours
  - 24hours : TwentyFour_Hours

Resources:
- SagemakerNotebookNoDirectInternetAccess:
  - Type: AWS::Config::ConfigRule
  - Properties:
    - ConfigRuleName: !Sub ${ConfigRuleName}
    - Description: Detects whether direct internet access is allowed for an Amazon SageMaker notebook instance. The rule is NON_COMPLIANT if Amazon SageMaker notebook instances allow direct internet access.
    - Source:
      - Owner: AWS
      - SourceIdentifier: SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS
      - MaximumExecutionFrequency: !FindInMap

Detect whether any Amazon VPC subnets are assigned a public IP address

This control detects whether Amazon Virtual Private Cloud (Amazon VPC) subnets are assigned a public IP address.

This is a detective control with elective guidance. By default, this control isn’t enabled on any OUs.

In the console:

- The rule shows Non-compliant status if the Amazon VPC has subnets that are assigned a public IP address.

The artifact for this control is the following AWS Config rule.

AWS:templateFormatVersion: 2010-09-09
Description: Detect whether any Amazon VPC subnets are assigned a public IP address

Parameters:
- ConfigRuleName:
  - Type: 'String'
  - Description: 'Name for the Config rule'

Resources:
- SubnetAutoAssignPublicIpDisabled:
  - Type: AWS::Config::ConfigRule
  - Properties:
    - ConfigRuleName: !Sub ${ConfigRuleName}
Description: Detects whether Amazon Virtual Private Cloud (Amazon VPC) subnets are assigned a public IP address. The rule is NON_COMPLIANT if Amazon VPC has subnets that are assigned a public IP address.

Scope:
- ComplianceResourceTypes:
  - AWS::EC2::Subnet

Source:
- Owner: AWS
- SourceIdentifier: SUBNET_AUTO_ASSIGN_PUBLIC_IP_DISABLED

Detect whether AWS Systems Manager documents owned by the account are public

This control detects whether AWS Systems Manager documents owned by the account are public.

This is a detective control with elective guidance. By default, this control isn't enabled on any OUs.

In the console:  The rule shows Non-compliant status if any documents with owner 'Self' are public.

The artifact for this control is the following AWS Config rule.

```
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rule to detect whether AWS Systems Manager documents owned by the account are public

Parameters:
- ConfigRuleName:
  Type: 'String'
  Description: 'Name for the Config rule'

- MaximumExecutionFrequency:
  Type: String
  Default: 24hours
  Description: The frequency at which AWS Config will run evaluations for the rule.
  AllowedValues:
    - 1hour
    - 3hours
    - 6hours
    - 12hours
    - 24hours

Mappings:
- Settings:
  FrequencyMap:
    1hour : One_Hour
    3hours : Three_Hours
    6hours : Six_Hours
    12hours : Twelve_Hours
    24hours : TwentyFour_Hours

Resources:
- SsmDocumentNotPublic:
  Type: AWS::Config::ConfigRule
  Properties:
    ConfigRuleName: !Sub ${ConfigRuleName}
    Description: Detects whether AWS Systems Manager (SSM) documents owned by the account are public. This rule is NON_COMPLIANT if any documents with owner 'Self' are public.
    Source:
      Owner: AWS
      SourceIdentifier: SSM_DOCUMENT_NOT_PUBLIC
    MaximumExecutionFrequency:
      !FindInMap
```
Deny access to AWS based on the requested AWS Region

This control is commonly referred to as the Region deny control, or landing zone Region deny control.

This control disallows access to unlisted operations in global and regional services outside of the specified Regions. That includes all Regions where AWS Control Tower is not available, as well as all Regions not selected for governance in the Landing zone settings page. Actions are allowed as usual in Regions with Governed status.

**Note**

Certain global AWS services, such as AWS Identity and Access Management (IAM) and AWS Organizations, are exempt from data residency controls. Those services are specified in the SCP example code that follows.

This is an elective control with preventive guidance. It is the primary control associated with the Region deny action. For more information, see [Configure the Region deny control](p. 114).

The format for this control is based on the following SCP.

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRREGIONDENY",
      "Effect": "Deny",
      "NotAction": [
        "a4b:*",
        "access-analyzer:*",
        "account:*",
        "acm:*",
        "activate:*",
        "artifact:*",
        "aws-marketplace-management:*",
        "aws-marketplace:*",
        "aws-portal:*",
        "billing:*",
        "billingconductor:*",
        "budgets:*",
        "ce:*",
        "chatbot:*",
        "chime:*",
        "cloudfront:*",
        "cloudtrail:LookupEvents",
        "compute-optimizer:*",
        "config:*",
        "consoleapp:*",
        "consolidatedbilling:*",
        "cur:*",
        "datapipeline:GetAccountLimits",
        "devicefarm:*",
        "directconnect:*",
        "discovery-marketplace:*",
        "ec2:DescribeRegions",
        "ec2:DescribeTransitGateways",
        "ec2:DescribeVpnGateways",
        "ecr-public:*",
        "fms:*",
        "freetier:*",
      ]
    }
  ]
}
```
"globalaccelerator:*",
"health:*",
"iam:*",
"importexport:*",
"invoicing:*",
"iq:*",
"kms:*",
"license-manager:ListReceivedLicenses",
"lightsail:Get**",
"mobileanalytics:*",
"networkmanager:*",
"notifications-contacts:*",
"notifications:*",
"organizations:*",
"payments:*",
"pricing:*",
"resource-explorer-2:*",
"route53-recovery-cluster:*",
"route53-recovery-control-config:*",
"route53-recovery-readiness:*",
"route53:*",
"route53domains:*",
"s3:CreateMultiRegionAccessPoint",
"s3:DeleteMultiRegionAccessPoint",
"s3:DescribeMultiRegionAccessPointOperation",
"s3:GetAccountPublicAccessBlock",
"s3:GetBucketLocation",
"s3:GetBucketPolicyStatus",
"s3:GetBucketPublicAccessBlock",
"s3:GetMultiRegionAccessPoint",
"s3:GetMultiRegionAccessPointPolicy",
"s3:GetMultiRegionAccessPointPolicyStatus",
"s3:GetStorageLensConfiguration",
"s3:GetStorageLensDashboard",
"s3:ListAllMyBuckets",
"s3:ListMultiRegionAccessPoints",
"s3:ListStorageLensConfigurations",
"s3:PutAccountPublicAccessBlock",
"s3:PutMultiRegionAccessPointPolicy",
"savingsplans:*",
"shield:*",
"sso:*",
"sts:*",
"support:*",
"supportapp:*",
"supportplans:*",
"sustainability:*",
"tag:GetResources",
"tax:*",
"trustedadvisor:*",
"vendor-insights:ListEntitledSecurityProfiles",
"waf-regional:*",
"waf:*",
"wafv2:*"
],
"Resource": "*",
"Condition": {
    "StringNotEquals": {
    "aws:RequestedRegion": []
},
"ArnNotLike": {
    "aws:PrincipalARN": [
    "arn:aws:iam::*:role/AWSControlTowerExecution"
    ]
}
Based on this example SCP format, AWS Control Tower adds your governed Regions into the
aws:RequestedRegion statement. You cannot exclude your home Region. Actions not listed in the SCP
are not permitted.

**Region deny control applied to the OU**

*This control is commonly referred to as the OU Region deny control, or the configurable Region deny
control.*

This control disallows access to unlisted operations in global and regional AWS services, outside of the
specified Regions for an organizational unit (OU).

If you enforce this control, the configurations for the OU can conflict with the landing zone version of
this control. For more information, see "Policy evaluation of SCP controls" in Region deny control applied
to the OU (p. 1556).

**CT.MULTISERVICE.PV.1: Deny access to AWS based on the requested AWS Region for an organizational
unit**

- **Service:** Multiple AWS services
- **Control objective:** Protect configurations
- **Implementation:** Service control policy (SCP)
- **Control behavior:** Preventive
- **Control owner:** AWS Control Tower
- **Groups:** Digital sovereignty

**Enable this control from the console**

In the AWS Control Tower console, you can view the OUs on which this control is enabled, if any, by
navigating to the **Control details** page for this control.

**To enable this control from the Control details page**

1. Select Enable control in the upper right
2. Select the target OU, then select Next to continue.
3. Select the Regions you wish to activate. You must select at least one Region.
4. You can add NotAction elements, IAM principals, and tags.
5. You’ll be able to see a summary of your selected values before you enable the control.
6. Select Enable control at the lower right.

For more information, see Region deny control applied to the OU (p. 1556).

**CT.MULTISERVICE.PV.1: Deny access to AWS based on the requested AWS Region for an organizational
unit**

The OU Region deny control, **CT.MULTISERVICE.PV.1**, is configurable. You can select specific OUs
to which it applies, rather than applying it to your entire AWS Control Tower landing zone. This
control accepts one or more parameters, such as **AllowedRegions**, **ExemptedPrincipalARNs**, and **ExemptedActions**, which describe operations that are allowed for accounts that are part of this OU.

- **AllowedRegions**: Specifies the Regions selected, in which the OU is allowed to operate. This parameter is mandatory.
- **ExemptedPrincipalARNs**: Specifies the IAM principals that are exempt from this control, so that they are allowed to operate certain AWS services globally.
- **ExemptedActions**: Specifies actions that are exempt from this control, so that the actions are allowed.

Interactions between the separate Region deny controls for the landing zone and the OU can be complicated to predict. They are predictable with the logic by which SCPs are evaluated by AWS.

**Policy evaluation of SCP controls**

The policy evaluation process involves checking all applicable policies, starting from the most permissive and gradually moving towards the most restrictive. Any SCP applied at the Root level will impact all accounts and OUs, unless it is overridden by a more specific policy.

**Evaluation Logic**: When a request is made to perform an action (for example, launching an Amazon EC2 instance), AWS evaluates policies to determine whether the action is allowed or denied. The evaluation logic follows these rules:

- **Explicit Deny Overrides All**: If any policy explicitly denies the requested action, that denial takes precedence over all other policies.
- **Explicit Allow Overrides Implicit Deny**: If a policy explicitly allows the action and no higher-level policy explicitly denies it, the action is allowed.
- **Inherited Allow and No Explicit Deny**: If there is no explicit allow or deny at the requested level, AWS looks at higher-level policies. If there is an inherited allow and no explicit deny, the action is allowed.
- **Explicit Deny at a Higher Level**: If there's an explicit deny in a higher-level policy, but no explicit allow or deny at the requested level, the action is denied.

For more information about the evaluation logic, see [SCP evaluation](http://aws.amazon.com) in the AWS Organizations documentation.

**Note**

With this control, you can allow any AWS Region at the OU level, even if your landing zone does not govern that Region, by design. We recommend that you use caution when allowing Regions that your AWS Control Tower landing zone does not govern.

**CLI Example**

This example shows how to enable this control, with parameters, from the CLI.

```bash
aws controltower enable-control
    --target-identifier arn:aws:organizations::01234567890:ou/o-EXAMPLE/ou-zzxx-zzx0zzz2
    --control-identifier arn:aws:controltower:us-east-1::control/EXAMPLE_NAME
    --parameters '[["key":"AllowedRegions","value":["us-east-1","us-west-2"]],
    ["key":"ExemptedPrincipalARNs","value":["arn:aws:iam::*:role/ReadOnly","arn:aws:sts::*:assumed-role/ReadOnly/*"]]],["key":"ExemptedActions","value":
    ["logs:DescribeLogGroups","logs:StartQuery","logs:GetQueryResults"]]
```

**Validating parameters**

When you enter a parameter into the OU Region deny control, AWS Control Tower validates the parameter's syntax and checks it against JSON datatypes. AWS Control Tower does not make semantic
validations for domain-specific correctness. This is the same approach that is followed by AWS Organizations.

Parameters for this control are entered by means of a JSON schema.

Here is the SCP template of an example JSON schema for the OU-level Region deny control. In the AWS Control Tower console, you can view it on the Artifacts tab of the Control details page.

This short example schema shows that the `AllowedRegions`, `ExemptedActions` and `ExemptedPrincipalArns` parameters accept a list of strings. Also, you can add descriptions to the schema, or restrict allowed values to be a subset of pre-defined values, using enumerated types (enums).

```json
{
   "Version": "2012-10-17",
   "Statement": [

   {
      "Sid": "CTMULTISERVICEPV1",
      "Effect": "Deny",
      "NotAction": [
         {{ExemptedActions}}
         ...
         "s3:CreateMultiRegionAccessPoint",
         "s3:DeleteMultiRegionAccessPoint",
         "s3:DescribeMultiRegionAccessPointOperation",
         "s3:GetAccountPublicAccessBlock",
         "s3:GetBucketLocation"
         ...
      ],
      "Resource": "*",
      "Condition": {
         "StringNotEquals": {
            "aws:RequestedRegion": {{AllowedRegions}}
         },
         "ArnNotLike": {
            "aws:PrincipalARN": [
               "arn:aws:iam::*:role/AWSControlTowerExecution",
               {{ExemptedPrincipalARNs}}
            ]
         }
      }
   }
   ]
}
```

The following example shows a full SCP artifact for the control. It shows the actions and principals that are exempted by default when you apply this control to an OU. Remember that `AllowedRegions` is a mandatory parameter for this control. You can view the most recent version of this SCP in the AWS Control Tower console.

```json
{
   "Version": "2012-10-17",
   "Statement": [

   {
      "Sid": "CTMULTISERVICEPV1",
      "Effect": "Deny",
      "NotAction": [
         {{ExemptedActions}}
         "a4b:*",
         "access-analyzer:*",
         "account:*",
         "acm:*",
         "activate:*",
```
Optional controls

Optional controls in AWS Control Tower are applied at the OU level. You can activate and deactivate these optional controls through the AWS Control Tower console, or by means of the control APIs.

AWS Control Tower offers several types of optional controls:

- **Proactive controls (p. 245)**, which are based on AWS CloudFormation hooks.
- Security Hub controls, which are based on AWS Config rules – these controls are owned by Security Hub and integrated with AWS Control Tower, by means of the Service-Managed Standard: AWS Control Tower.
- Digital sovereignty controls, which are elective controls based on SCPs and AWS Config rules, implemented within AWS Control Tower. This group includes the data residency controls.
- Strongly recommended controls, which are based on SCPs and AWS Config rules, implemented within AWS Control Tower.
- Elective controls, which are based on SCPs and AWS Config rules, implemented within AWS Control Tower.

The strongly recommended and elective controls owned by AWS Control Tower are optional, which means that you can customize the level of enforcement for OUs in your landing zone by choosing which ones to enable. Optional controls are not enabled by default. For more information about optional controls, see the following control reference pages in the next sections.
Note
It is important to know that some detective controls in AWS Control Tower do not operate in certain AWS Regions where AWS Control Tower is available, because those Regions do not support the required underlying functionality. As a result, when you deploy a detective control, the control may not be operating in all Regions that you govern with AWS Control Tower. For details, see Control limitations (p. 40).
You can view the Regions for each control in the AWS Control Tower console.
For more information about the detective controls that cannot be deployed in certain Regions, see the Regional services list documentation to learn more about the Regions where AWS Config is available. If the detective control is implemented as a managed AWS Config rule, see the Security Hub controls reference documentation.

Strongly recommended controls

Strongly recommended controls are owned by AWS Control Tower. They are based on best practices for well-architected multi-account environments. These controls are not enabled by default, and they can be deactivated through the AWS Control Tower console or the control APIs. Following, you'll find a reference for each of the strongly recommended controls available in AWS Control Tower.

Topics
- Disallow Creation of Access Keys for the Root User (p. 1561)
- Disallow Actions as a Root User (p. 1562)
- Detect Whether Encryption is Enabled for Amazon EBS Volumes Attached to Amazon EC2 Instances (p. 1562)
- Detect Whether Unrestricted Incoming TCP Traffic is Allowed (p. 1563)
- Detect Whether Unrestricted Internet Connection Through SSH is Allowed (p. 1564)
- Detect Whether MFA for the Root User is Enabled (p. 1565)
- Detect Whether Public Read Access to Amazon S3 Buckets is Allowed (p. 1566)
- Detect Whether Public Write Access to Amazon S3 Buckets is Allowed (p. 1566)
- Detect Whether Amazon EBS Volumes are Attached to Amazon EC2 Instances (p. 1567)
- Detect Whether Amazon EBS Optimization is Enabled for Amazon EC2 Instances (p. 1567)
- Detect Whether Public Access to Amazon RDS Database Instances is Enabled (p. 1568)
- Detect Whether Public Access to Amazon RDS Database Snapshots is Enabled (p. 1568)
- Detect Whether Storage Encryption is Enabled for Amazon RDS Database Instances (p. 1569)
- Detect whether an account has AWS CloudTrail or CloudTrail Lake enabled (p. 1569)

Disallow Creation of Access Keys for the Root User

Secures your AWS accounts by disallowing creation of access keys for the root user. We recommend that you instead create access keys for the IAM users or IAM Identity Center users, which grant limited permissions to interact with your AWS account. This is a preventive control with strongly recommended guidance. By default, this control is not enabled.

The artifact for this control is the following SCP.

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Sid": "GRRESTRICTROOTUSERACCESSKEYS",
            "Effect": "Deny",
            "Action": "iam:CreateAccessKey",
            "Resource": ["*"]
        }
    ]
}
```
Disallow Actions as a Root User

Secures your AWS accounts by disallowing account access with root user credentials, which are credentials of the account owner that allow unrestricted access to all resources in the account. Instead, we recommend that you create IAM Identity Center users for everyday interaction with your AWS account. This is a preventive control with strongly recommended guidance. By default, this control is not enabled.

The artifact for this control is the following SCP.

```
{
"Version": "2012-10-17",
"Statement": [

{
"Sid": "GRRESTRICTROOTUSER",
"Effect": "Deny",
"Action": ["*"]
"Resource": ["*"]

,"Condition": {
"StringLike": {
"aws:PrincipalArn": ["arn:aws:iam::*:root"]
}
}

}
}
```

Detect Whether Encryption is Enabled for Amazon EBS Volumes Attached to Amazon EC2 Instances

This control detects whether the Amazon EBS volumes attached to an Amazon EC2 instance are encrypted. This control does not change the status of the account. This is a detective control with strongly recommended guidance. By default, this control isn't enabled on any OUs.

The artifact for this control is the following AWS Config rule.

```
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to check for encryption of all storage volumes attached to compute
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
Resources:
  CheckForEncryptedVolumes:
```
### Detect Whether Unrestricted Incoming TCP Traffic is Allowed

This control helps reduce a server’s exposure to risk by detecting whether unrestricted incoming TCP traffic is allowed. It detects whether internet connections are enabled to Amazon EC2 instances through services such as Remote Desktop Protocol (RDP). This control does not change the status of the account. This is a detective control with strongly recommended guidance. By default, this control is not enabled.

**Note**
This control fails if any of the rules in a security group allow ingress traffic from 0.0.0.0/0 or ::/0 for those ports.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to check whether security groups that are in use disallow unrestricted incoming TCP traffic to the specified ports.
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
  blockedPort1:
    Type: String
    Default: '20'
    Description: Blocked TCP port number.
  blockedPort2:
    Type: String
    Default: '21'
    Description: Blocked TCP port number.
  blockedPort3:
    Type: String
    Default: '3389'
    Description: Blocked TCP port number.
  blockedPort4:
    Type: String
    Default: '3306'
    Description: Blocked TCP port number.
  blockedPort5:
    Type: String
    Default: '4333'
    Description: Blocked TCP port number.
Conditions:
  blockedPort1:
    Fn::Not:
    - Fn::Equals:
      - '' - Ref: blockedPort1
  blockedPort2:
    Fn::Not:
    - Fn::Equals:
      - '' - Ref: blockedPort2
  blockedPort3:
    Fn::Not:
```
Optional controls

- Fn::Equals:
  - '
  - Ref: blockedPort3

blockedPort4:
  Fn::Not:
  - Fn::Equals:
  - '
  - Ref: blockedPort4

blockedPort5:
  Fn::Not:
  - Fn::Equals:
  - '
  - Ref: blockedPort5

Resources:
  CheckForRestrictedCommonPortsPolicy:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Checks whether security groups that are in use disallow unrestricted incoming TCP traffic to the specified ports.
      InputParameters:
        blockedPort1:
          Fn::If:
          - blockedPort1
          - Ref: blockedPort1
          - Ref: AWS::NoValue
        blockedPort2:
          Fn::If:
          - blockedPort2
          - Ref: blockedPort2
          - Ref: AWS::NoValue
        blockedPort3:
          Fn::If:
          - blockedPort3
          - Ref: blockedPort3
          - Ref: AWS::NoValue
        blockedPort4:
          Fn::If:
          - blockedPort4
          - Ref: blockedPort4
          - Ref: AWS::NoValue
        blockedPort5:
          Fn::If:
          - blockedPort5
          - Ref: blockedPort5
          - Ref: AWS::NoValue
      Scope:
        ComplianceResourceTypes:
        - AWS::EC2::SecurityGroup
      Source:
        Owner: AWS
        SourceIdentifier: RESTRICTED_INCOMING_TRAFFIC

Detect Whether Unrestricted Internet Connection Through SSH is Allowed

This control detects whether internet connections are allowed through remote services such as the Secure Shell (SSH) protocol. This control does not change the status of the account. This is a detective control with strongly recommended guidance. By default, this control is not enabled.

Note
This control fails if any of the rules in a security group allow ingress traffic from 0.0.0.0/0 or ::/0 for SSH traffic.

The artifact for this control is the following AWS Config rule.
Detect Whether MFA for the Root User is Enabled

This control detects whether multi-factor authentication (MFA) is enabled for the root user of the management account. MFA reduces vulnerability risks from weak authentication by requiring an additional authentication code after the user name and password are successful. This control does not change the status of the account. This is a detective control with strongly recommended guidance. By default, this control is not enabled.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to require MFA for root access to accounts
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
MaximumExecutionFrequency:
  Type: String
  Default: 24hours
  Description: The frequency that you want AWS Config to run evaluations for the rule.
AllowedValues:
  - 1hour
  - 3hours
  - 6hours
  - 12hours
  - 24hours
Mappings:
  Settings:
    FrequencyMap:
      1hour : One_Hour
      3hours : Three_Hours
      6hours : Six_Hours
      12hours : Twelve_Hours
      24hours : TwentyFour_Hours
Resources:
  CheckForRootMfa:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Checks whether the root user of your AWS account requires multi-factor authentication for console sign-in.
      Source:
```
Detect Whether Public Read Access to Amazon S3 Buckets is Allowed

This control detects whether public read access is allowed to Amazon S3 buckets. It helps you maintain secure access to data stored in the buckets. This control does not change the status of the account. This is a detective control with strongly recommended guidance. By default, this control is not enabled.

The artifact for this control is the following AWS Config rule.

```
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to check that your S3 buckets do not allow public access
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
Resources:
  CheckForS3PublicRead:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Checks that your S3 buckets do not allow public read access. If an S3 bucket policy or bucket ACL allows public read access, the bucket is noncompliant.
      Source:
        Owner: AWS
        SourceIdentifier: S3_BUCKET_PUBLIC_READ_PROHIBITED
    Scope:
      ComplianceResourceTypes:
        - AWS::S3::Bucket
```

Detect Whether Public Write Access to Amazon S3 Buckets is Allowed

This control detects whether public write access is allowed to Amazon S3 buckets. It helps you maintain secure access to data stored in the buckets. This control does not change the status of the account. This is a detective control with strongly recommended guidance. By default, this control is not enabled.

The artifact for this control is the following AWS Config rule.

```
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to check that your S3 buckets do not allow public access
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
Resources:
  CheckForS3PublicWrite:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Checks that your S3 buckets do not allow public write access. If an S3 bucket policy or bucket ACL allows public write access, the bucket is noncompliant.
      Source:
        Owner: AWS
        SourceIdentifier: S3_BUCKET_PUBLIC_WRITE_PROHIBITED
```
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Detect Whether Amazon EBS Volumes are Attached to Amazon EC2 Instances

This control detects whether an Amazon EBS volume device persists independently from an Amazon EC2 instance. This control does not change the status of the account. This is a detective control with strongly recommended guidance. By default, this control is not enabled.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to check whether EBS volumes are attached to EC2 instances
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
  deleteOnTermination:
    Type: 'String'
    Default: 'None'
    Description: 'Check for Delete on termination'
Conditions:
  deleteOnTermination:
    Fn::Not:
      - Fn::Equals:
        - 'None'
        - Ref: deleteOnTermination
    - Ref: deleteOnTermination
Resources:
  CheckForEc2VolumesInUse:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Checks whether EBS volumes are attached to EC2 instances
      InputParameters:
        deleteOnTermination:
          Fn::If:
          - deleteOnTermination
          - Ref: deleteOnTermination
          - Ref: AWS::NoValue
      Source:
        Owner: AWS
        SourceIdentifier: EC2_VOLUME_INUSE_CHECK
      Scope:
        ComplianceResourceTypes:
        - AWS::EC2::Volume
```

Detect Whether Amazon EBS Optimization is Enabled for Amazon EC2 Instances

Detects whether Amazon EC2 instances are launched without an Amazon EBS volume that is optimized for performance. Amazon EBS-optimized volumes minimize contention between Amazon EBS I/O and other traffic from your instance. This control does not change the status of the account. This is a detective control with strongly recommended guidance. By default, this control is not enabled.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to check whether EBS optimization is enabled for your EC2 instances that can be EBS-optimized
```
Detect Whether Public Access to Amazon RDS Database Instances is Enabled

Detects whether your Amazon RDS database instances allow public access. You can secure your Amazon RDS database instances by disallowing public access. This control does not change the status of the account. This is a detective control with strongly recommended guidance. By default, this control is not enabled.

The artifact for this control is the following AWS Config rule.

```
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to check whether Amazon RDS instances are not publicly accessible.
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
Resources:
  CheckForRdsPublicAccess:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Checks whether the Amazon Relational Database Service (RDS) instances are not publicly accessible. The rule is non-compliant if the publiclyAccessible field is true in the instance configuration item.
      Source:
        Owner: AWS
        SourceIdentifier: RDS_INSTANCE_PUBLIC_ACCESS_CHECK
      Scope:
        ComplianceResourceTypes:
          - AWS::RDS::DBInstance
```

Detect Whether Public Access to Amazon RDS Database Snapshots is Enabled

Detects whether your Amazon RDS database snapshots have public access enabled. You can protect your information by disabling public access. This control does not change the status of the account. This is a detective control with strongly recommended guidance. By default, this control is not enabled.

The artifact for this control is the following AWS Config rule.

```
AWSTemplateFormatVersion: 2010-09-09
Description: Checks if Amazon Relational Database Service (Amazon RDS) snapshots are public.
Parameters:
  ConfigRuleName:
```

Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
Resources:
  CheckForRdsPublicAccess:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Checks whether EBS optimization is enabled for your EC2 instances that can be EBS-optimized
      Source:
        Owner: AWS
        SourceIdentifier: EBS_OPTIMIZED_INSTANCE
      Scope:
        ComplianceResourceTypes:
          - AWS::EC2::Instance
Detect Whether Storage Encryption is Enabled for Amazon RDS Database Instances

Detects Amazon RDS database instances that are not encrypted at rest. You can secure your Amazon RDS database instances at rest by encrypting the underlying storage for database instances and their automated backups, Read Replicas, and snapshots. This control does not change the status of the account. This is a detective control with strongly recommended guidance. By default, this control is not enabled.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to check whether storage encryption is enabled for your RDS DB instances
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
Resources:
  CheckForRdsStorageEncryption:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Checks whether storage encryption is enabled for your RDS DB instances.
      Source:
        Owner: AWS
        SourceIdentifier: RDS_STORAGE_ENCRYPTED
      Scope:
        ComplianceResourceTypes:
        - AWS::RDS::DBInstance
```

Detect whether an account has AWS CloudTrail or CloudTrail Lake enabled

This control detects whether an account has AWS CloudTrail or CloudTrail Lake enabled. The rule is NON_COMPLIANT if either CloudTrail or CloudTrail Lake is not enabled in an account. This is a detective control with strongly recommended guidance. By default, this control is not enabled on any OUs.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to detect whether an account has AWS CloudTrail or CloudTrail Lake enabled.
Parameters:
```
Optional controls

ConfigRuleName:
   Type: "String"
   Description: 'Name for the Config rule'

Resources:
CheckForCloudtrailEnabled:
   Type: AWS::Config::ConfigRule
   Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: 'Checks whether an account has AWS CloudTrail or CloudTrail Lake enabled. The rule is NON_COMPLIANT if either CloudTrail or CloudTrail Lake is not enabled in an account.'
      Source:
         Owner: AWS
         SourceIdentifier: CLOUD_TRAIL_ENABLED

Elective controls

Elective controls enable you to lock down or track attempts at performing commonly restricted actions in an AWS enterprise environment. These controls are not enabled by default, and can be disabled. Following, you'll find a reference for the elective controls available in AWS Control Tower. The elective controls specifically for data residency are collected into a separate section, Controls that enhance data residency protection (p. 1539).

Topics

- Disallow Changes to Encryption Configuration for Amazon S3 Buckets [Previously: Enable Encryption at Rest for Log Archive] (p. 1570)
- Disallow Changes to Logging Configuration for Amazon S3 Buckets [Previously: Enable Access Logging for Log Archive] (p. 1571)
- Disallow Changes to Bucket Policy for Amazon S3 Buckets [Previously: Disallow Policy Changes to Log Archive] (p. 1571)
- Disallow Changes to Lifecycle Configuration for Amazon S3 Buckets [Previously: Set a Retention Policy for Log Archive] (p. 1572)
- Disallow Changes to Replication Configuration for Amazon S3 Buckets (p. 1572)
- Disallow Delete Actions on Amazon S3 Buckets Without MFA (p. 1573)
- Detect Whether MFA is Enabled for AWS IAM Users (p. 1573)
- Detect Whether MFA is Enabled for AWS IAM Users of the AWS Console (p. 1574)
- Detect Whether Versioning for Amazon S3 Buckets is Enabled (p. 1575)
- Disallow management of resource types, modules, and hooks within the AWS CloudFormation registry (p. 1575)

Disallow Changes to Encryption Configuration for Amazon S3 Buckets [Previously: Enable Encryption at Rest for Log Archive]

This control disallows changes to encryption for all Amazon S3 buckets. This is a preventive control with elective guidance. By default, this control is not enabled.

The artifact for this control is the following service control policy (SCP).

```
{
   "Version": "2012-10-17",
   "Statement": [
      {
         "Sid": "GRAUDITBUCKETENCRYPTIONENABLED",
         "Effect": "Deny",
```
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Disallow Changes to Logging Configuration for Amazon S3 Buckets [Previously: Enable Access Logging for Log Archive]

This control disallows changes to logging configuration for all Amazon S3 buckets. This is a preventive control with elective guidance. By default, this control is not enabled.

The artifact for this control is the following SCP.

```
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRAUDITBUCKETLOGGINGENABLED",
      "Effect": "Deny",
      "Action": ["s3:PutBucketLogging"],
      "Resource": ["*"],
      "Condition": {
        "ArnNotLike": {
          "aws:PrincipalARN": "arn:aws:iam::*:role/AWSControlTowerExecution"
        }
      }
    }
  ]
}
```

Disallow Changes to Bucket Policy for Amazon S3 Buckets [Previously: Disallow Policy Changes to Log Archive]

This control disallows changes to bucket policy for all Amazon S3 buckets. This is a preventive control with elective guidance. By default, this control is not enabled.

The artifact for this control is the following SCP.

```
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRAUDITBUCKETPOLICYCHANGESPROHIBITED",
      "Effect": "Deny",
      "Action": ["s3:PutBucketPolicy"],
      "Resource": ["*"],
      "Condition": {
        "ArnNotLike": {
          "aws:PrincipalARN": "arn:aws:iam::*:role/AWSControlTowerExecution"
        }
      }
    }
  ]
}
```
Disallow Changes to Lifecycle Configuration for Amazon S3 Buckets [Previously: Set a Retention Policy for Log Archive]

This control disallows lifecycle configuration changes for all Amazon S3 buckets. This is a preventive control with elective guidance. By default, this control is not enabled.

The artifact for this control is the following SCP.

```json
{
   "Version": "2012-10-17",
   "Statement": [
      {
         "Sid": "GRAUDITBUCKETRETENTIONPOLICY",
         "Effect": "Deny",
         "Action": [
            "s3:PutLifecycleConfiguration"
         ],
         "Resource": ["*"],
         "Condition": {
            "ArnNotLike": {
               "aws:PrincipalARN":"arn:aws:iam::*:role/AWSControlTowerExecution"
            }
         }
      }
   ]
}
```

Disallow Changes to Replication Configuration for Amazon S3 Buckets

Prevents changes to the way your Amazon S3 buckets have been set up to handle replication within Regions or across Regions. For example, if you set up your buckets with single-region replication, to restrict the location of your Amazon S3 data to a single AWS Region (thereby disabling any automatic, asynchronous copying of objects across buckets to other AWS Regions), then this control prevents that replication setting from being changed. This is a preventive control with elective guidance. By default, this control is not enabled.

The artifact for this control is the following SCP.

```json
{
   "Version": "2012-10-17",
   "Statement": [
      {
         "Sid": "GRRESTRICTS3CROSSREGIONREPLICATION",
         "Effect": "Deny",
         "Action": [
            "s3:PutReplicationConfiguration"
         ],
         "Resource": ["*"],
         "Condition": {
            "ArnNotLike": {
               "aws:PrincipalARN":"arn:aws:iam::*:role/AWSControlTowerExecution"
            }
         }
      }
   ]
}
```
Disallow Delete Actions on Amazon S3 Buckets Without MFA

Protects your Amazon S3 buckets by requiring MFA for delete actions. MFA requires an extra authentication code after the user name and password are successful. This is a preventive control with elective guidance. By default, this control is not enabled.

The artifact for this control is the following SCP.

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Sid": "GRRESTRICTS3DELETEWITHOUTMFA",
      "Effect": "Deny",
      "Action": ["s3:DeleteObject", "s3:DeleteBucket"],
      "Resource": ["*"],
      "Condition": {
        "BoolIfExists": {
          "aws:MultiFactorAuthPresent": ["false"]
        }
      }
    }
  ]
}
```

Detect Whether MFA is Enabled for AWS IAM Users

This control detects whether MFA is enabled for AWS IAM users. You can protect your account by requiring MFA for all AWS users in the account. MFA requires an additional authentication code after the user name and password are successful. This control does not change the status of the account. This is a detective control with elective guidance. By default, this control is not enabled.

The artifact for this control is the following AWS Config rule.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to check whether the IAM users have MFA enabled
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
  MaximumExecutionFrequency:
    Type: String
    Default: 1hour
    Description: 'The frequency that you want AWS Config to run evaluations for the rule.'

AllowedValues:
  - 1hour
  - 3hours
  - 6hours
  - 12hours
  - 24hours
Mappings:
  Settings:
    FrequencyMap:
      1hour : One_Hour
      3hours : Three_Hours
```
Detect Whether MFA is Enabled for AWS IAM Users of the AWS Console

Protects your account by requiring MFA for all AWS IAM users in the console. MFA reduces vulnerability risks from weak authentication by requiring an additional authentication code after the user name and password are successful. This control detects whether MFA is enabled. This control does not change the status of the account. This is a detective control with elective guidance. By default, this control is not enabled.

The artifact for this control is the following AWS Config rule.

```
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to check whether MFA is enabled for all AWS IAM users that use a console password.
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
MaximumExecutionFrequency:
    Type: String
    Default: 1hour
    Description: The frequency that you want AWS Config to run evaluations for the rule.
    AllowedValues:
      - 1hour
      - 3hours
      - 6hours
      - 12hours
      - 24hours
Mappings:
  Settings:
    FrequencyMap:
      1hour   : One_Hour
      3hours  : Three_Hours
      6hours  : Six_Hours
      12hours : Twelve_Hours
      24hours : TwentyFour_Hours
Resources:
  CheckForIAMUserMFA:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Checks whether the AWS Identity and Access Management (IAM) users have multi-factor authentication (MFA) enabled. The rule is COMPLIANT if MFA is enabled.
      Source:
        Owner: AWS
        SourceIdentifier: IAM_USER_MFA_ENABLED
      MaximumExecutionFrequency:
        !FindInMap
        - Settings
        - FrequencyMap
        - !Ref MaximumExecutionFrequency
```
Detect Whether Versioning for Amazon S3 Buckets is Enabled

Detects whether your Amazon S3 buckets are enabled for versioning. Versioning allows you to recover objects from accidental deletion or overwrite. This control does not change the status of the account. This is a detective control with elective guidance. By default, this control is not enabled.

The artifact for this control is the following AWS Config rule.

```json
AWSTemplateFormatVersion: 2010-09-09
Description: Configure AWS Config rules to check whether versioning is enabled for your S3 buckets.
Parameters:
  ConfigRuleName:
    Type: 'String'
    Description: 'Name for the Config rule'
Resources:
  CheckForS3VersioningEnabled:
    Type: AWS::Config::ConfigRule
    Properties:
      ConfigRuleName: !Sub ${ConfigRuleName}
      Description: Checks whether versioning is enabled for your S3 buckets.
      Source:
        Owner: AWS
        SourceIdentifier: S3_BUCKET_VERSIONING_ENABLED
      Scope:
        ComplianceResourceTypes:
          - AWS::S3::Bucket
```

Disallow management of resource types, modules, and hooks within the AWS CloudFormation registry

This elective control disallows management of the following extension types in the AWS CloudFormation registry: resource types, modules, and hooks. For more information about AWS CloudFormation extensions, see [Using the AWS CloudFormation registry](#).

**Note**
You must enable this control when you activate proactive controls in your environment.

- **Control objective**: Protect configurations
- **Implementation**: Service control policy (SCP)
- **Control behavior**: Preventive
- **Control guidance**: Elective
- **Control owner**: AWS Control Tower
- **Control ID**: CT.CLOUDFORMATION.PR.1
- **Severity**: Critical
- **AWS Service**: AWS CloudFormation
- **Resource types**: AWS::CloudFormation::HookDefaultVersion, AWS::CloudFormation::HookTypeConfig, AWS::CloudFormation::HookVersion, AWS::CloudFormation::ModuleDefaultVersion, AWS::CloudFormation::ModuleVersion,
Optional controls

AWS::CloudFormation::ResourceDefaultVersion,
AWS::CloudFormation::ResourceVersion

The following example shows the SCP artifact for this control.

```json
{
   "Version": "2012-10-17",
   "Statement": [
      {
         "Sid": "GRDISALLOWMODIFICATIONCFNREGISTRY",
         "Effect": "Deny",
         "Action": [
            "cloudformation:RegisterType",
            "cloudformation:DeregisterType",
            "cloudformation:SetTypeConfiguration",
            "cloudformation:SetTypeDefaultVersion",
            "cloudformation:PublishType"
         ],
         "Resource": ["*"]
      },
      "Condition": {
         "ArnNotLike": {"aws:PrincipalARN": "arn:aws:iam::*:role/AWSControlTowerExecution"
      }
      }
   ]
}
```
Integrated services

AWS Control Tower is a service that's built on top of other AWS services, to assist you in setting up a well-architected environment. This chapter provides a brief overview of these services, including configuration information about the underlying services and how they work in AWS Control Tower.

For more information about how to measure a well-architected environment, learn about the AWS Well-Architected Tool. Also see the Management and Governance Cloud Environment Guide.

Topics
- Deploy Environments with AWS CloudFormation (p. 1577)
- Monitor Events with CloudTrail (p. 1577)
- Monitor Resources and Services with CloudWatch (p. 1578)
- Govern Resource Configurations with AWS Config (p. 1578)
- AWS Key Management Service (p. 1579)
- Run Serverless Compute Functions with Lambda (p. 1579)
- Manage Accounts Through AWS Organizations (p. 1579)
- Store Objects with Amazon S3 (p. 1580)
- Monitor your environment with Security Hub (p. 1580)
- Provision Accounts Through Service Catalog (p. 1580)
- Manage Users and Access Through AWS IAM Identity Center (p. 1580)
- Track Alerts Through Amazon Simple Notification Service (p. 1584)
- Build Distributed Applications with AWS Step Functions (p. 1585)

Deploy Environments with AWS CloudFormation

AWS CloudFormation enables you to create and provision AWS infrastructure deployments predictably and repeatedly. It helps you leverage AWS products to build highly reliable, highly scalable, cost-effective applications in the cloud without worrying about creating and configuring the underlying AWS infrastructure. AWS CloudFormation enables you to use a template file to create and delete a collection of resources together as a single unit (a stack). For more information, see AWS CloudFormation User Guide.

AWS Control Tower uses AWS CloudFormation stacksets to apply controls on accounts. For more information about how AWS CloudFormation and AWS Control Tower work together, see Creating AWS Control Tower resources with AWS CloudFormation (p. 66).

Monitor Events with CloudTrail

AWS Control Tower configures AWS CloudTrail to enable centralized logging and auditing. With CloudTrail, the management account can review administrative actions and lifecycle events for member accounts.
CloudTrail helps you monitor your AWS environment in the cloud by keeping a history of AWS API calls for your accounts. For example, you can identify the users and accounts that called AWS APIs for services that support CloudTrail, the source IP address from which the calls were made, and the time when the calls occurred. You can integrate CloudTrail into applications using the API, automate trail creation for your organization, check the status of your trails, and control how administrators turn CloudTrail logging on and off. For more information, see AWS CloudTrail User Guide.

Organization-level trails

AWS Control Tower sets up a new CloudTrail trail when you set up a landing zone. It is an organization-level trail, which means that it logs all events for the management account and all member accounts in the organization. This feature relies on trusted access to give the management account permissions to create a trail on every member account.

For more information about AWS Control Tower and CloudTrail organization trails, see Creating a trail for an organization.

Note
In AWS Control Tower releases before landing zone version 3.0, AWS Control Tower created a member account trail in each account. When you update to release 3.0, your CloudTrail trail becomes an organization trail. For best practices when moving between trails, see Best practices for changing trails in the CloudTrail User Guide.

When you enroll an account into AWS Control Tower, your account is governed by the AWS CloudTrail trail for the AWS Control Tower organization. If you have an existing deployment of a CloudTrail trail in that account, you may see duplicate charges unless you delete the existing trail for the account before you enroll it in AWS Control Tower.

Note
When you update to landing zone version 3.0, AWS Control Tower deletes the account-level trails of your enrolled accounts on your behalf. Your existing, account-level log files are preserved in their Amazon S3 bucket.

Monitor Resources and Services with CloudWatch

Amazon CloudWatch provides a reliable, scalable, and flexible monitoring solution that you can start using within minutes. You no longer need to set up, manage, and scale your own monitoring systems and infrastructure. For more information, see Amazon CloudWatch User Guide.

For more information about how Amazon CloudWatch works with AWS Control Tower, see Monitoring.

Govern Resource Configurations with AWS Config

AWS Config provides a detailed view of the resources associated with your AWS account, including how they are configured, how they are related to one another, and how the configurations and their relationships have changed over time. For more information, see AWS Config Developer Guide.

AWS Config resources provisioned by AWS Control Tower are tagged automatically with aws-control-tower and a value of managed-by-control-tower.

For more information about how AWS Config monitors and records resources in AWS Control Tower, and how it bills you for them, see Monitoring resource changes with AWS Config (p. 1613).

AWS Control Tower uses AWS Config Rules to implement detective controls. For more information, see About controls in AWS Control Tower (p. 208).
AWS Key Management Service

AWS Key Management Service allows you to create and control keys that protect your data. AWS Control Tower optionally allows you to encrypt your data with AWS KMS encryption keys. For information about AWS KMS, see the AWS KMS Developer Guide.

For information about how to set up AWS KMS keys with AWS Control Tower, see Step 2. Configure and launch your landing zone (p. 20).

Run Serverless Compute Functions with Lambda

With AWS Lambda, you can run code without provisioning or managing servers. You can run code for many types of application or backend service—with no need for additional administration overhead. When you upload your code, Lambda can run and scale the code with high availability. You can set up your code to trigger from other AWS services automatically, or you can call it directly from any web or mobile app.

For example, certain roles in the AWS Control Tower audit account can be assumed programmatically, so that you can review other accounts using Lambda. Also, you can use AWS Control Tower lifecycle events to trigger Lambda functions.

Manage Accounts Through AWS Organizations

AWS Organizations is an account management service that lets you consolidate multiple AWS accounts into an organization that you create and centrally manage. With Organizations, you can create member accounts and invite existing accounts to join your organization. You can organize those accounts into groups and attach policy-based controls. For more information, see AWS Organizations User Guide.

In AWS Control Tower, Organizations helps centrally manage billing; control access, compliance, and security; and share resources across your member AWS accounts. Accounts are grouped into logical groups, called organizational units (OUs). For more information on Organizations, see AWS Organizations User Guide.

AWS Control Tower uses the following OUs:

- **Root** – The parent container for all accounts and all other OUs in your landing zone.
- **Security** – This OU contains the log archive account, the audit account, and the resources they own.
- **Sandbox** – This OU is created when you set up your landing zone. It and other child OUs in your landing zone contain your member accounts. These are the accounts that your end users access to perform work on AWS resources.

**Note**

You can add additional OUs in your landing zone through the AWS Control Tower console on the Organizational units page.

Considerations

OUs created through AWS Control Tower can have controls applied to them. OUs created outside of AWS Control Tower cannot, by default. You can, however, register such OUs. Once you have registered an
OU, you can apply controls to it and its accounts. For information on registering an OU, see Register an existing organizational unit with AWS Control Tower (p. 202).

Store Objects with Amazon S3

Amazon Simple Storage Service (Amazon S3) is storage for the internet. You can use Amazon S3 to store and retrieve any amount of data at any time, from anywhere on the web. You can accomplish these tasks using the simple and intuitive web interface of the AWS Management Console. For more information, see Amazon Simple Storage Service User Guide.

When you set up your landing zone, an Amazon S3 bucket is created in your log archive account to contain all logs across all accounts in your landing zone.

Monitor your environment with Security Hub

AWS Control Tower is integrated with AWS Security Hub by means of the Security Hub standard called Service-Managed Standard: AWS Control Tower. For more information, see Security Hub standard (p. 1525).

Provision Accounts Through Service Catalog

Service Catalog enables IT administrators to create, manage, and distribute portfolios of approved products to end users, who then have access to the products they need in a personalized portal. Typical products include servers, databases, websites, or applications that are deployed using AWS resources.

You can control the users that have access to specific products, which allows you to enforce compliance with organizational business standards, manage product lifecycles, and help users find and launch products with confidence. For more information, see Service Catalog Administrator Guide.

In AWS Control Tower, your central cloud administrators and your end users can provision accounts in your landing zone using Account Factory, a product in Service Catalog. For more information, see Provision and manage accounts with Account Factory (p. 133).

AWS Control Tower also can make use of the Service Catalog APIs to further automate account provisioning and updating. For details, see the AWS Service Catalog Developer Guide.

Manage Users and Access Through AWS IAM Identity Center

AWS IAM Identity Center is a web-based service for securely controlling access to other AWS services. With IAM, you can centrally manage users, along with their security credentials—such as access keys and permissions—that designate the AWS resources to which specific users and applications are granted access.

AWS Identity and Access Management (IAM) simplifies how you manage access to AWS accounts and business applications. You can control IAM Identity Center access and user permissions across all your AWS accounts in AWS Control Tower.

With IAM Identity Center, you also can administer access to popular business applications and custom applications that support Security Assertion Markup Language (SAML) 2.0. Also, IAM Identity Center
offers a user portal where your users can find all their assigned AWS accounts, business applications, and custom applications in one place. For more information, see AWS IAM Identity Center User Guide.

Working With AWS IAM Identity Center and AWS Control Tower

In AWS Control Tower, IAM Identity Center allows central cloud administrators and end-users to manage access to multiple AWS accounts and business applications. By default, AWS Control Tower uses this service to set up and manage access to the accounts created through Account Factory, unless you have selected the option to self-manage your identity and access control.

For a brief tutorial about how to set up your IAM Identity Center users and permissions in AWS Control Tower, you can view this video (6:23). For better viewing, select the icon at the lower right corner of the video to enlarge it to full screen. Captioning is available.

Video Walkthrough of Setting Up AWS IAM Identity Center in AWS Control Tower.

About setting up AWS Control Tower with IAM Identity Center

When you initially set up AWS Control Tower, only the root user user and any IAM users with the correct permissions can add IAM Identity Center users. However, after end users have been added in the AWSAccountFactory group, they can create new IAM Identity Center users from the Account Factory wizard. For more information, see Provision and manage accounts with Account Factory (p. 133).

If you choose the recommended default, AWS Control Tower sets up your landing zone with a preconfigured directory that helps you manage user identities and single sign-on, so that your users have federated access across accounts. When you set up your landing zone, this default directory is created to contain user groups and permission sets.

Note
You can delegate administration of AWS IAM Identity Center in your organization to an account other than the management account, by using the delegated administrator feature of IAM Identity Center. If you choose to use this feature, be aware that Administrators with access to manage group membership also can manage groups assigned to the management account. For more information, see this blog post, entitled, Getting started with AWS SSO delegated administration

User Groups, Roles, and Permission Sets

User groups manage specialized roles that are defined within your shared accounts. Roles establish sets of permissions that belong together. All members of a group inherit the permission sets, or roles, associated with the group. You can create new groups for the end users of your member accounts, so that you can custom-assign only the roles that are needed for the specific tasks a group performs.

The permission sets available cover a broad range of distinct user permission requirements, such as read-only access, AWS Control Tower administrative access, and Service Catalog access. These permission sets enable your end users to provision their own AWS accounts in your landing zone quickly, and in compliance with your enterprise's guidelines.

For tips on planning your allocations of users, groups, and permissions, refer to Recommendations for setting up groups, roles, and policies (p. 52).

For more information on how to use this service in the context of AWS Control Tower, see the following topics in the AWS IAM Identity Center User Guide.

- To add users, see Add Users.
- To add users to groups, see Add Users to Groups.
- To edit user properties, see Edit User Properties.
- To add a group, see Add Groups.
Warning
AWS Control Tower sets up your IAM Identity Center directory in your home region. If you set up your landing zone in another Region and then navigate to the IAM Identity Center console, you must change the Region to your home region. Do not delete your IAM Identity Center configuration in your home region.

Things to Know About IAM Identity Center Accounts and AWS Control Tower

Here are some good things to know when working with IAM Identity Center user accounts in AWS Control Tower.

- If your AWS IAM Identity Center user account is disabled, you'll get an error message when trying to provision new accounts in Account Factory. You can re-enable your IAM Identity Center user in the IAM Identity Center console.
- If you specify a new IAM Identity Center user email address when you update the provisioned product associated with an account that was vended by Account Factory, AWS Control Tower creates a new IAM Identity Center user account. The previously created user account is not removed. If you prefer to remove the previous IAM Identity Center user email address from AWS IAM Identity Center, see Disabling a User.
- AWS IAM Identity Center has been integrated with Azure Active Directory, and you can connect your existing Azure Active Directory to AWS Control Tower.
- For more information about how the behavior of AWS Control Tower interacts with AWS IAM Identity Center and different identity sources, refer to the Considerations for Changing Your Identity Source in the AWS IAM Identity Center documentation.

IAM Identity Center Groups for AWS Control Tower

AWS Control Tower offers preconfigured groups to organize users that perform specific tasks in your accounts. You can add users and assign them to these groups directly in IAM Identity Center. Doing so matches permission sets to users in groups within your accounts. The following groups are created when you set up your landing zone.

AWSAccountFactory

<table>
<thead>
<tr>
<th>Account</th>
<th>Permission sets</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management account</td>
<td>AWSServiceCatalogEndUserAccess</td>
<td>This group is only used in this account to provision new accounts using Account Factory.</td>
</tr>
</tbody>
</table>

AWSServiceCatalogAdmins

<table>
<thead>
<tr>
<th>Account</th>
<th>Permission sets</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management account</td>
<td>AWSServiceCatalogAdminFullAccess</td>
<td>This group is only used in this account to make administrative changes to Account Factory. Users in this group can't provision new accounts unless they're also in the AWSAccountFactory group.</td>
</tr>
</tbody>
</table>
### AWSControlTowerAdmins

<table>
<thead>
<tr>
<th>Account</th>
<th>Permission sets</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management account</td>
<td>AWSAdministratorAccess</td>
<td>Users of this group in this account are the only ones that have access to the AWS Control Tower console.</td>
</tr>
<tr>
<td>Log archive account</td>
<td>AWSAdministratorAccess</td>
<td>Users have administrator access in this account.</td>
</tr>
<tr>
<td>Audit account</td>
<td>AWSAdministratorAccess</td>
<td>Users have administrator access in this account.</td>
</tr>
<tr>
<td>Member accounts</td>
<td>AWSOrganizationsFullAccess</td>
<td>Users have full access to Organizations in this account.</td>
</tr>
</tbody>
</table>

### AWSSecurityAuditPowerUsers

<table>
<thead>
<tr>
<th>Account</th>
<th>Permission sets</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management account</td>
<td>AWSPowerUserAccess</td>
<td>Users can perform application development tasks and can create and configure resources and services that support AWS aware application development.</td>
</tr>
<tr>
<td>Log archive account</td>
<td>AWSPowerUserAccess</td>
<td>Users can perform application development tasks and can create and configure resources and services that support AWS aware application development.</td>
</tr>
<tr>
<td>Audit account</td>
<td>AWSPowerUserAccess</td>
<td>Users can perform application development tasks and can create and configure resources and services that support AWS aware application development.</td>
</tr>
<tr>
<td>Member accounts</td>
<td>AWSPowerUserAccess</td>
<td>Users can perform application development tasks and can create and configure resources and services that support AWS aware application development.</td>
</tr>
</tbody>
</table>

### AWSSecurityAuditors

<table>
<thead>
<tr>
<th>Account</th>
<th>Permission sets</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management account</td>
<td>AWSReadOnlyAccess</td>
<td>Users have read-only access to all AWS services and resources in this account.</td>
</tr>
<tr>
<td>Log archive account</td>
<td>AWSReadOnlyAccess</td>
<td>Users have read-only access to all AWS services and resources in this account.</td>
</tr>
</tbody>
</table>
AWS Control Tower uses Amazon SNS to send programmatic alerts to the email addresses of your management account and your audit account. These alerts help you prevent drift within your landing zone. For more information, see Detect and resolve drift in AWS Control Tower (p. 181).

We also use Amazon Simple Notification Service to send compliance notifications from AWS Config.

**Tip**

One of the best ways to receive AWS Control Tower control compliance notifications (in your audit account) is to subscribe to AggregateConfigurationNotifications. It is a service that helps you inspect compliance. It gives you real data about AWS Config rules going out of compliance. AWS Config automatically maintains the list of accounts in your OU.

You must subscribe manually, using email or any type of subscription that SNS allows. The statement `arn:aws:sns:homeregion:account:aws-controltower-AggregateSecurityNotifications` leads to your audit account.
Build Distributed Applications with AWS Step Functions

AWS Step Functions makes it easy to coordinate the components of distributed applications as a series of steps in a visual workflow. You can quickly build and run state machines to execute the steps of your application in a reliable and scalable fashion. For more information, see AWS Step Functions Developer Guide.
Security in AWS Control Tower

Cloud security at AWS is the highest priority. As an AWS customer, you benefit from a data center and network architecture that is built to meet the requirements of the most security-sensitive organizations.

Security is a shared responsibility between AWS and you. The shared responsibility model describes this as security of the cloud and security in the cloud:

- **Security of the cloud** – AWS is responsible for protecting the infrastructure that runs AWS services in the AWS Cloud. AWS also provides you with services that you can use securely. The effectiveness of our security is regularly tested and verified by third-party auditors as part of the AWS compliance programs. To learn about the compliance programs that apply to AWS Control Tower, see AWS Services in Scope by Compliance Program.
- **Security in the cloud** – Your responsibility is determined by the AWS services that you use. You are also responsible for other factors including the sensitivity of your data, your organization's requirements, and applicable laws and regulations.

This documentation helps you understand how to apply the shared responsibility model when using AWS Control Tower. The following topics show you how to configure AWS Control Tower to meet your security and compliance objectives. You also learn how to use other AWS services that help you monitor and secure your AWS Control Tower resources.

Data Protection in AWS Control Tower

The AWS shared responsibility model applies to data protection in AWS Control Tower. As described in this model, AWS is responsible for protecting the global infrastructure that runs all of the AWS Cloud. You are responsible for maintaining control over your content that is hosted on this infrastructure. You are also responsible for the security configuration and management tasks for the AWS services that you use. For more information about data privacy, see the Data Privacy FAQ. For information about data protection in Europe, see the AWS Shared Responsibility Model and GDPR blog post on the AWS Security Blog.

For data protection purposes, we recommend that you protect AWS account credentials and set up individual users with AWS IAM Identity Center or AWS Identity and Access Management (IAM). That way, each user is given only the permissions necessary to fulfill their job duties. We also recommend that you secure your data in the following ways:

- Use multi-factor authentication (MFA) with each account.
- Use SSL/TLS to communicate with AWS resources. We require TLS 1.2 and recommend TLS 1.3.
- Set up API and user activity logging with AWS CloudTrail.
- Use AWS encryption solutions, along with all default security controls within AWS services.
- Use advanced managed security services such as Amazon Macie, which assists in discovering and securing sensitive data that is stored in Amazon S3.
- If you require FIPS 140-2 validated cryptographic modules when accessing AWS through a command line interface or an API, use a FIPS endpoint. For more information about the available FIPS endpoints, see Federal Information Processing Standard (FIPS) 140-2.

We strongly recommend that you never put confidential or sensitive information, such as your customers' email addresses, into tags or free-form text fields such as a Name field. This includes when you work with AWS Control Tower or other AWS services using the console, API, AWS CLI, or AWS SDKs.
Any data that you enter into tags or free-form text fields used for names may be used for billing or diagnostic logs. If you provide a URL to an external server, we strongly recommend that you do not include credentials information in the URL to validate your request to that server.

**Note**
User activity logging with AWS CloudTrail is handled automatically in AWS Control Tower when you set up your landing zone.

For more information about data protection, see the [AWS Shared Responsibility Model and GDPR](https://aws.amazon.com/security/gdpr/) blog post on the [AWS Security Blog](https://aws.amazon.com/security/). AWS Control Tower provides the following options that you can use to help secure the content that exists in your landing zone:

**Topics**
- [Encryption at Rest](#)
- [Encryption in Transit](#)
- [Restrict Access to Content](#)

### Encryption at Rest

AWS Control Tower uses Amazon S3 buckets and Amazon DynamoDB databases that are encrypted at rest by using Amazon S3-Managed Keys (SSE-S3) in support of your landing zone. This encryption is configured by default when you set up your landing zone. Optionally, you can configure your landing zone to encrypt resources with KMS encryption keys. You can also establish encryption at rest for the services you use in your landing zone for the services that support it. For more information, see the security chapter of that service's online documentation.

### Encryption in Transit

AWS Control Tower uses Transport Layer Security (TLS) and client-side encryption for encryption in transit in support of your landing zone. In addition, accessing AWS Control Tower requires using the console, which can only be accessed through an HTTPS endpoint. This encryption is configured by default when you set up your landing zone.

### Restrict Access to Content

As a best practice, you should restrict access to the appropriate subset of users. With AWS Control Tower, you can do this by ensuring that your central cloud administrators and end users have the right IAM permissions or, in the case of IAM Identity Center users, that they are in the correct groups.

- For more information about roles and policies for IAM entities, see [IAM User Guide](https://docs.aws.amazon.com/IAM/latest/UserGuide/id_users.html).
- For more information about the IAM Identity Center groups that are created when you set up your landing zone, see [IAM Identity Center Groups for AWS Control Tower](https://docs.aws.amazon.com/identity-center/latest/userguide/idc-groups.html).

### Identity and access management in AWS Control Tower

To perform any operation in your landing zone, such as provisioning accounts in Account Factory or creating new organizational units (OUs) in the AWS Control Tower console, either AWS Identity and Access Management (IAM) or AWS IAM Identity Center require you to authenticate that you’re an approved AWS user. For example, if you’re using the AWS Control Tower console, you authenticate your identity by providing your AWS credentials, as provided by your administrator.
After you authenticate your identity, IAM controls your access to AWS with a defined set of permissions on a specific set of operations and resources. If you are an account administrator, you can use IAM to control the access of other IAM users to the resources that are associated with your account.

**Topics**
- Authentication (p. 1588)
- Access control (p. 1589)
- Overview of managing access permissions to your AWS Control Tower resources (p. 1589)
- Prevent cross-service impersonation (p. 1597)
- Using identity-based policies (IAM policies) for AWS Control Tower (p. 1597)

**Authentication**

You have access to AWS as any of the following types of identities:

- **AWS account root user** – When you first create an AWS account, you begin with an identity that has complete access to all AWS services and resources in the account. This identity is called the AWS account root user. You have access to this identity when you sign in with the email address and password that you used to create the account. We strongly recommend that you do not use the root user for your everyday tasks, even the administrative ones. Instead, adhere to the best practice of using the root user only to create your first IAM Identity Center user (recommended) or IAM user (not a best practice in most use cases). Then securely lock away the root user credentials and use them to perform only a few account and service management tasks. For more information, see When to sign in as a root user (p. 53).

- **IAM user** – An IAM user is an identity within your AWS account that has specific, customized permissions. You can use the IAM user credentials to sign in to secure AWS webpages such as the AWS Management Console, AWS Discussion Forums, or the AWS Support Center. AWS best practices recommend that you create an IAM Identity Center user instead of an IAM user, because there is more security risk when you create an IAM user that has long-term credentials.

If you must create an IAM user for a certain purpose, in addition to sign-in credentials, you can generate access keys for each IAM user. You can use these keys when you call AWS services programmatically, either through one of the several SDKs or by using the AWS Command Line Interface (CLI). The SDK and CLI tools use the access keys to cryptographically sign your request. If you don’t use AWS tools, you must sign the request yourself. AWS Control Tower supports Signature Version 4, a protocol for authenticating inbound API requests. For more information about authenticating requests, see Signature Version 4 Signing Process in the AWS General Reference.

- **IAM role** – An IAM role is an IAM identity that you can create in your account that has specific permissions. An IAM role is similar to an IAM user in that it is an AWS identity, and it has permissions policies that determine what the identity can and cannot do in AWS. However, instead of being uniquely associated with one person, a role is intended to be assumable by anyone who needs it. Also, a role does not have standard long-term credentials such as a password or access keys associated with it. Instead, when you assume a role, it provides you with temporary security credentials for your role session. IAM roles with temporary credentials are useful in the following situations:
  - **Federated user access** – Instead of creating an IAM user, you can use existing identities from AWS Directory Service, your enterprise user directory, or a web identity provider. These are known as federated users. AWS assigns a role to a federated user when access is requested through an identity provider. For more information about federated users, see Federated Users and Roles in the IAM User Guide.
  - **AWS service access** – A service role is an IAM role that a service assumes to perform actions in your account on your behalf. When you set up some AWS service environments, you must define a role for the service to assume. This service role must include all the permissions that are required for the service to access the AWS resources that it needs. Service roles vary from service to service, but many allow you to choose your permissions as long as you meet the documented requirements.
for that service. Service roles provide access only within your account and cannot be used to grant access to services in other accounts. You can create, modify, and delete a service role from within IAM. For example, you can create a role that allows Amazon Redshift to access an Amazon S3 bucket on your behalf and then load data from that bucket into an Amazon Redshift cluster. For more information, see Creating a Role to Delegate Permissions to an AWS Service in the IAM User Guide.

- **Applications running on Amazon EC2** – You can use an IAM role to manage temporary credentials for applications that are running on an Amazon EC2 instance and making AWS CLI or AWS API requests. This is preferable to storing access keys within the Amazon EC2 instance. To assign an AWS role to an Amazon EC2 instance and make it available to all of its applications, you create an instance profile that is attached to the instance. An instance profile contains the role and enables programs that are running on the Amazon EC2 instance to get temporary credentials. For more information, see Using an IAM Role to Grant Permissions to Applications Running on Amazon EC2 Instances in the IAM User Guide.

- **IAM Identity Center user** Authentication to the IAM Identity Center user portal is controlled by the directory that you have connected to IAM Identity Center. However, authorization to the AWS accounts that are available to end users from within the user portal is determined by two factors:
  - Who has been assigned access to those AWS accounts in the AWS IAM Identity Center console. For more information, see Single Sign-On Access in the AWS IAM Identity Center User Guide.
  - What level of permissions have been granted to the end-users in the AWS IAM Identity Center console to allow them the appropriate access to those AWS accounts. For more information, see Permission Sets in the AWS IAM Identity Center User Guide.

### Access control

To create, update, delete, or list AWS Control Tower resources, or other AWS resources in your landing zone you need permissions to perform the operation, and you need permissions to access the corresponding resources. In addition, to perform the operation programmatically, you need valid access keys.

The following sections describe how to manage permissions for AWS Control Tower:

**Topics**

- Overview of managing access permissions to your AWS Control Tower resources (p. 1589)
- Using identity-based policies (IAM policies) for AWS Control Tower (p. 1597)

### Overview of managing access permissions to your AWS Control Tower resources

Every AWS resource is owned by an AWS account, and permissions to create or gain access to a resource are governed by permissions policies. An account administrator can attach permissions policies to IAM identities (that is, users, groups, and roles). Some services (such as AWS Lambda) also support attaching permissions policies to resources.

**Note**

An **account administrator** (or administrator) is a user with administrator privileges. For more information, see IAM Best Practices in the IAM User Guide.

When you are responsible for granting permissions to a user or role, you must know and track the **users and roles** that require permissions, the **resources** for which each user and role requires permissions, and the **specific actions** that must be allowed for operating those resources.

**Topics**
AWS Control Tower resources and operations

In AWS Control Tower, the primary resource is a landing zone. AWS Control Tower also supports an additional resource type, controls, sometimes referred to as guardrails. However, for AWS Control Tower, you can manage controls only in the context of an existing landing zone. Controls can be referred to as a subresource.

Resources and subresources in AWS have unique Amazon Resource Names (ARNs) associated with them, as shown in the following example.

About resource ownership

The AWS account owns the resources that are created in the account, regardless of who created the resources. Specifically, the resource owner is the AWS account of the principal entity (that is, the AWS account root user, an IAM Identity Center user, an IAM user, or an IAM role) that authenticates the resource creation request. The following examples illustrate how this works:

- If you use the AWS account root user credentials of your AWS account to set up a landing zone, your AWS account is the owner of the resource.
- If you create an IAM user in your AWS account and grant permissions to set up a landing zone to that user, the user can set up a landing zone as long as their account meets the prerequisites. However, your AWS account, to which the user belongs, owns the landing zone resource.
- If you create an IAM role in your AWS account with permissions to set up a landing zone, anyone who can assume the role can set up a landing zone. Your AWS account, to which the role belongs, owns the landing zone resource.

Manage access to resources

A permissions policy describes who has access to what. The following section explains the available options for creating permissions policies.

**Note**
This section discusses using IAM in the context of AWS Control Tower. It doesn't provide detailed information about the IAM service. For complete IAM documentation, see What Is IAM? in the IAM User Guide. For information about IAM policy syntax and descriptions, see AWS IAM Policy Reference in the IAM User Guide.

Policies attached to an IAM identity are referred to as identity-based policies (IAM policies). Policies attached to a resource are referred to as resource-based policies.

**Note**
AWS Control Tower supports only identity-based policies (IAM policies).

Topics

- About identity-based policies (IAM policies) (p. 1591)
- Create roles and assign permissions (p. 1591)
- Resource-based policies (p. 1596)
About identity-based policies (IAM policies)

You can attach policies to IAM identities. For example, you can do the following:

- **Attach a permissions policy to a user or a group in your account** – To grant a user permissions to create an AWS Control Tower resource, such as setting up a landing zone, you can attach a permissions policy to a user or group that the user belongs to.

- **Attach a permissions policy to a role (grant cross-account permissions)** – You can attach an identity-based permissions policy to an IAM role to grant cross-account permissions. For example, an administrator for one AWS account (Account A) can create a role that grants cross-account permissions to another AWS account (Account B), or the administrator can create a role that grants permissions to another AWS service.

  1. The Account A administrator creates an IAM role and attaches a permissions policy to the role that grants permissions to manage resources in Account A.
  2. The Account A administrator attaches a trust policy to the role. The policy identifies Account B as the principal who can assume the role.
  3. As principal, the Account B administrator can give any user in Account B permission to assume the role. By assuming the role, users in Account B can create or gain access to resources in Account A.
  4. To grant an AWS service the ability (permissions) to assume the role, the principal that you specify in the trust policy can be an AWS service.

Create roles and assign permissions

Roles and permissions give you access to resources, in AWS Control Tower and in other AWS services, including programmatic access to resources.

To provide access, add permissions to your users, groups, or roles:

- Users and groups in AWS IAM Identity Center:
  
  Create a permission set. Follow the instructions in Create a permission set in the AWS IAM Identity Center User Guide.

- Users managed in IAM through an identity provider:

  Create a role for identity federation. Follow the instructions in Creating a role for a third-party identity provider (federation) in the IAM User Guide.

- IAM users:

  - Create a role that your user can assume. Follow the instructions in Creating a role for an IAM user in the IAM User Guide.
  
  - (Not recommended) Attach a policy directly to a user or add a user to a user group. Follow the instructions in Adding permissions to a user (console) in the IAM User Guide.

For more information about using IAM to delegate permissions, see Access Management in the IAM User Guide.

**Note**

When setting up an AWS Control Tower landing zone, you'll need a user or role with the AdministratorAccess managed policy. (arn:aws:iam::aws:policy/AdministratorAccess)

To create a role for an AWS service (IAM console)

1. Sign in to the AWS Management Console and open the IAM console at https://console.aws.amazon.com/iam/.
2. In the navigation pane of the IAM console, choose Roles, and then choose Create role.
3. Choose the AWS service role type.
4. Choose the use case for your service. Use cases are defined by the service to include the trust policy that the service requires.
5. Choose Next.
6. If possible, select the policy to use for the permissions policy. Otherwise, choose Create policy to open a new browser tab and create a new policy from scratch. For more information, see Creating IAM policies in the IAM User Guide.
7. After you create the policy, close that tab and return to your original tab. Select the check box next to the permissions policies that you want the service to have. Depending on the use case that you selected, the service might let you do any of the following:
   - Nothing, because the service defines the permissions for the role.
   - Choose from a limited set of permissions.
   - Choose from any permissions.
   - Select no policies at this time. However, you can create the policies later, and then attach them to the role.
8. (Optional) Set a permissions boundary. This is an advanced feature that is available for service roles, but not for service-linked roles.
   Expand the Permissions boundary section and choose Use a permissions boundary to control the maximum role permissions. IAM includes a list of the AWS managed and customer managed policies in your account. Select the policy to use for the permissions boundary or choose Create policy to open a new browser tab and create a new policy from scratch. For more information, see Creating IAM policies in the IAM User Guide. After you create the policy, close that tab and return to your original tab to select the policy to use for the permissions boundary.
9. Choose Next.
10. For Role name, the degree of role name customization is defined by the service. If the service defines the role's name, you can't edit this option. In other cases, the service might define a prefix for the role and you can enter an optional suffix. For some services, you can specify the entire name of your role.
   If possible, enter a role name or role name suffix to help you identify the purpose of this role. Role names must be unique within your AWS account, so don't create roles named both PRODROLE and prodrole. When a role name is used in a policy or as part of an ARN, the role name is case sensitive. When a role name appears to customers in the console, such as during the sign-in process, the role name is case insensitive. Because various entities might reference the role, you can't edit the name of the role after it is created.
11. (Optional) For Description, enter a description for the new role.
12. Choose Edit in the Step 1: Select trusted entities or Step 2: Select permissions sections to edit the use cases and permissions for the role.
13. (Optional) Add metadata to the role by attaching tags as key-value pairs. For more information about using tags in IAM, see Tagging IAM resources in the IAM User Guide.
14. Review the role, and then choose Create role.

To use the JSON policy editor to create a policy
1. Sign in to the AWS Management Console and open the IAM console at https://console.aws.amazon.com/iam/.
2. In the navigation pane on the left, choose Policies.
   If this is your first time choosing Policies, the Welcome to Managed Policies page appears. Choose Get Started.
3. At the top of the page, choose **Create policy**.
4. In the **Policy editor** section, choose the **JSON** option.
5. Enter or paste a JSON policy document. For details about the IAM policy language, see [IAM JSON policy reference](#).
6. Resolve any security warnings, errors, or general warnings generated during **policy validation**, and then choose **Next**.

   **Note**
   You can switch between the **Visual** and **JSON** editor options anytime. However, if you make changes or choose **Next** in the **Visual** editor, IAM might restructure your policy to optimize it for the visual editor. For more information, see [Policy restructuring](#) in the [IAM User Guide](#).
7. (Optional) When you create or edit a policy in the AWS Management Console, you can generate a JSON or YAML policy template that you can use in AWS CloudFormation templates.

   To do this, in the **Policy editor** choose **Actions**, and then choose **Generate CloudFormation template**. To learn more about AWS CloudFormation, see [AWS Identity and Access Management resource type reference](#) in the [AWS CloudFormation User Guide](#).
8. When you are finished adding permissions to the policy, choose **Next**.
9. On the **Review and create** page, enter a **Policy name** and a **Description** (optional) for the policy that you are creating. Review **Permissions defined in this policy** to see the permissions that are granted by your policy.
10. (Optional) Add metadata to the policy by attaching tags as key-value pairs. For more information about using tags in IAM, see [Tagging IAM resources](#) in the [IAM User Guide](#).
11. Choose **Create policy** to save your new policy.

**To use the visual editor to create a policy**

1. Sign in to the AWS Management Console and open the IAM console at [https://console.aws.amazon.com/iam/](https://console.aws.amazon.com/iam/).
2. In the navigation pane on the left, choose **Policies**.

   If this is your first time choosing **Policies**, the **Welcome to Managed Policies** page appears. Choose **Get Started**.
3. Choose **Create policy**.
4. In the **Policy editor** section, find the **Select a service** section, and then choose an AWS service. You can use the search box at the top to limit the results in the list of services. You can choose only one service within a visual editor permission block. To grant access to more than one service, add multiple permission blocks by choosing **Add more permissions**.
5. In **Actions allowed**, choose the actions to add to the policy. You can choose actions in the following ways:

   - Select the check box for all actions.
   - Choose **Add actions** to enter the name of a specific action. You can use a wildcard character (*) to specify multiple actions.
   - Select one of the **Access level** groups to choose all actions for the access level (for example, **Read**, **Write**, or **List**).
   - Expand each of the **Access level** groups to choose individual actions.

   By default, the policy that you are creating allows the actions that you choose. To deny the chosen actions instead, choose **Switch to deny permissions**. Because [IAM denies by default](#), we recommend as a security best practice that you allow permissions to only those actions and resources that a user needs. Create a JSON statement to deny permissions only if you want to override a permission separately allowed by another statement or policy. We recommend that you limit the number
of deny permissions to a minimum because they can increase the difficulty of troubleshooting permissions.

6. For **Resources**, if the service and actions that you selected in the previous steps do not support choosing specific resources, all resources are allowed and you cannot edit this section.

If you chose one or more actions that support resource-level permissions, then the visual editor lists those resources. You can then expand **Resources** to specify resources for your policy.

You can specify resources in the following ways:

- Choose **Add ARNs** to specify resources by their Amazon Resource Names (ARN). You can use the visual ARN editor or list ARNs manually. For more information about ARN syntax, see Amazon Resource Names (ARNs) in the IAM User Guide. For information about using ARNs in the Resource element of a policy, see IAM JSON policy elements: Resource in the IAM User Guide.

- Choose **Any in this account** next to a resource to grant permissions to any resources of that type.

- Choose **All** to choose all resources for the service.

7. (Optional) Choose **Request conditions - optional** to add conditions to the policy that you are creating. Conditions limit a JSON policy statement's effect. For example, you can specify that a user is allowed to perform the actions on the resources only when that user's request happens within a certain time range. You can also use commonly used conditions to limit whether a user must be authenticated by using a multi-factor authentication (MFA) device. Or you can require that the request originate from within a certain range of IP addresses. For lists of all of the context keys that you can use in a policy condition, see Actions, resources, and condition keys for AWS services in the Service Authorization Reference.

You can choose conditions in the following ways:

- Use check boxes to select commonly used conditions.

- Choose **Add another condition** to specify other conditions. Choose the condition's **Condition Key**, **Qualifier**, and **Operator**, and then enter a **Value**. To add more than one value, choose **Add**. You can consider the values as being connected by a logical OR operator. When you are finished, choose **Add condition**.

To add more than one condition, choose **Add another condition** again. Repeat as needed. Each condition applies only to this one visual editor permission block. All the conditions must be true for the permission block to be considered a match. In other words, consider the conditions to be connected by a logical AND operator.

For more information about the **Condition** element, see IAM JSON policy elements: Condition in the IAM User Guide.

8. To add more permission blocks, choose **Add more permissions**. For each block, repeat steps 2 through 5.

   **Note**
   
   You can switch between the **Visual** and **JSON** editor options anytime. However, if you make changes or choose **Next** in the **Visual** editor, IAM might restructure your policy to optimize it for the visual editor. For more information, see Policy restructuring in the IAM User Guide.

9. (Optional) When you create or edit a policy in the AWS Management Console, you can generate a JSON or YAML policy template that you can use in AWS CloudFormation templates.

   To do this, in the **Policy editor** choose **Actions**, and then choose **Generate CloudFormation template**. To learn more about AWS CloudFormation, see AWS Identity and Access Management resource type reference in the AWS CloudFormation User Guide.

10. When you are finished adding permissions to the policy, choose **Next**.
11. On the Review and create page, enter a Policy name and a Description (optional) for the policy that you are creating. Review the Permissions defined in this policy to make sure that you have granted the intended permissions.

12. (Optional) Add metadata to the policy by attaching tags as key-value pairs. For more information about using tags in IAM, see Tagging IAM resources in the IAM User Guide.

13. Choose Create policy to save your new policy.

To grant programmatic access

Users need programmatic access if they want to interact with AWS outside of the AWS Management Console. The way to grant programmatic access depends on the type of user that's accessing AWS.

To grant users programmatic access, choose one of the following options.

<table>
<thead>
<tr>
<th>Which user needs programmatic access?</th>
<th>To</th>
<th>By</th>
</tr>
</thead>
<tbody>
<tr>
<td>Workforce identity (Users managed in IAM Identity Center)</td>
<td>Use temporary credentials to sign programmatic requests to the AWS CLI, AWS SDKs, or AWS APIs.</td>
<td>Following the instructions for the interface that you want to use.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• For the AWS CLI, see Configuring the AWS CLI to use AWS IAM Identity Center in the AWS Command Line Interface User Guide.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• For AWS SDKs, tools, and AWS APIs, see IAM Identity Center authentication in the AWS SDKs and Tools Reference Guide.</td>
</tr>
<tr>
<td>IAM</td>
<td>Use temporary credentials to sign programmatic requests to the AWS CLI, AWS SDKs, or AWS APIs.</td>
<td>Following the instructions in Using temporary credentials with AWS resources in the IAM User Guide.</td>
</tr>
<tr>
<td>IAM (Not recommended)</td>
<td>Use long-term credentials to sign programmatic requests to the AWS CLI, AWS SDKs, or AWS APIs.</td>
<td>Following the instructions for the interface that you want to use.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• For the AWS CLI, see Authenticating using IAM user credentials in the AWS Command Line Interface User Guide.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• For AWS SDKs and tools, see Authenticate using long-term credentials in the AWS SDKs and Tools Reference Guide.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• For AWS APIs, see Managing access keys for IAM users in the IAM User Guide.</td>
</tr>
</tbody>
</table>
Protect against attackers

For more information about how to help protect against attackers when you grant permissions to other AWS service principals, see Optional conditions for your role trust relationships (p. 100). By adding certain conditions to your policies, you can help prevent a specific type of attack, known as a confused deputy attack, which occurs if an entity coerces a more-privileged entity to perform an action, such as with cross-service impersonation. For general information about policy conditions, also see Specifying conditions in a policy (p. 1596).

For more information about using identity-based policies with AWS Control Tower, see Using identity-based policies (IAM policies) for AWS Control Tower (p. 1597). For more information about users, groups, roles, and permissions, see Identities (Users, Groups, and Roles) in the IAM User Guide.

Resource-based policies

Other services, such as Amazon S3, also support resource-based permissions policies. For example, you can attach a policy to an S3 bucket to manage access permissions to that bucket. AWS Control Tower does not support resource-based policies.

Specifying policy elements: Actions, Effects, and Principals

Currently, AWS Control Tower doesn't have an API for setting up a landing zone, only for managing controls. You can set up and manage your landing zone through the AWS Control Tower console. To set up your landing zone, you must be an IAM user with administrative permissions as defined in a IAM policy.

The following elements are the most basic ones you can identify in a policy:

- **Resource** – In a policy, you use an Amazon Resource Name (ARN) to identify the resource to which the policy applies. For more information, see AWS Control Tower resources and operations (p. 1590).

- **Action** – You use action keywords to identify resource operations that you want to allow or deny. For information about types of actions available to be performed, see Actions defined by AWS Control Tower.

- **Effect** – You specify the effect when the user requests the specific action—this can be either allow or deny. If you don't explicitly grant access to (allow) a resource, access is implicitly denied. You can also explicitly deny access to a resource, which you might do to make sure that a user cannot access it, even if a different policy grants access.

- **Principal** – In identity-based policies (IAM policies), that user to which the policy is attached is the implicit principal. For resource-based policies, you specify the user, account, service, or other entity that you want to receive permissions (applies to resource-based policies only). AWS Control Tower doesn't support resource-based policies.

To learn more about IAM policy syntax and descriptions, see AWS IAM Policy Reference in the IAM User Guide.

Specifying conditions in a policy

When you grant permissions, you can use the IAM policy language to specify the conditions when a policy should take effect. For example, you might want a policy to be applied only after a specific date. For more information about specifying conditions in a policy language, see Condition in the IAM User Guide.

To express conditions, you can use predefined condition keys. There are no condition keys specific to AWS Control Tower. However, there are AWS-wide condition keys that you can use as appropriate. For a complete list of AWS-wide keys, see Available Keys for Conditions in the IAM User Guide.
Prevent cross-service impersonation

In AWS, cross-service impersonation can result in the confused deputy problem. When one service calls another service, cross-service impersonation occurs if one service manipulates another service to use its permissions to act on a customer's resources in a way that's not otherwise permitted. To prevent this attack, AWS provides tools to help you protect your data, so that only those services with legitimate permission can gain access to resources in your account.

We recommend using the `aws:SourceArn` and `aws:SourceAccount` conditions in your policies, to limit the permissions that AWS Control Tower gives to another service for access to your resources.

- Use `aws:SourceArn` if you want only one resource to be associated with cross-service access.
- Use `aws:SourceAccount` if you want to allow any resource in that account to be associated with cross-service use.
- If the `aws:SourceArn` value does not contain the account ID, such as the ARN for an Amazon S3 bucket, you must use both conditions to limit permissions.
- If you use both conditions, and if the `aws:SourceArn` value contains the account ID, the `aws:SourceAccount` value and the account in the `aws:SourceArn` value must show the same account ID when used in the same policy statement.

For more information and examples, see Optional conditions for your role trust relationships (p. 100).

Using identity-based policies (IAM policies) for AWS Control Tower

This topic provides examples of identity-based policies that demonstrate how an account administrator can attach permissions policies to IAM identities (that is, users, groups, and roles) and thereby grant permissions to perform operations on AWS Control Tower resources.

**Important**

We recommend that you first review the introductory topics that explain the basic concepts and options available for you to manage access to your AWS Control Tower resources. For more information, see Overview of managing access permissions to your AWS Control Tower resources (p. 1589).

Permissions Required to Use the AWS Control Tower Console

AWS Control Tower creates three roles automatically when you set up a landing zone. All three roles are required to allow console access. AWS Control Tower splits permissions into three roles as a best practice to restrict access to the minimal sets of actions and resources.

**Three required roles**

- `AWSControlTowerAdmin` role (p. 1597)
- `AWSControlTowerStackSetRole` (p. 1601)
- `AWSControlTowerCloudTrailRole` (p. 1602)

We recommend that you restrict access to your role trust policies for these roles. For more information, see Optional conditions for your role trust relationships (p. 100).

**AWSControlTowerAdmin role**

This service role provides AWS Control Tower with access to infrastructure critical to maintaining the landing zone. The `AWSControlTowerAdmin` service role requires an attached managed policy and a role
trust policy for the IAM role. A role trust policy is a resource-based policy, specifying which principals can assume the role.

Managed Policy for this role: AWSControlTowerServiceRolePolicy

The trust policy and inline policy for the AWSControlTowerAdmin role are shown in the section for the associated AWSControlTowerServiceRolePolicy.

AWSControlTowerServiceRolePolicy

The AWSControlTowerServiceRolePolicy AWS-managed policy defines permissions to create and manage AWS Control Tower resources such as AWS CloudFormation stacksets and stack instances, AWS CloudTrail log files, a configuration aggregator for AWS Control Tower, as well as AWS Organizations accounts and organizational units (OUs) that are governed by AWS Control Tower.

Updates to this managed policy are summarized in the table, Managed policies for AWS Control Tower (p. 1605).

For more information, see AWSControlTowerServiceRolePolicy in the AWS Managed Policy Reference Guide.

Managed Policy Name: AWSControlTowerServiceRolePolicy

The JSON artifact for AWSControlTowerServiceRolePolicy is the following:

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Effect": "Allow",
            "Action": [
                "cloudformation:CreateStack",
                "cloudformation:CreateStackInstances",
                "cloudformation:CreateStackSet",
                "cloudformation:DeleteStack",
                "cloudformation:DeleteStackInstances",
                "cloudformation:DeleteStackSet",
                "cloudformation:DescribeStackInstance",
                "cloudformation:DescribeStacks",
                "cloudformation:DescribeStackSet",
                "cloudformation:DescribeStackSetOperation",
                "cloudformation:ListStackInstances",
                "cloudformation:UpdateStack",
                "cloudformation:UpdateStackInstances",
                "cloudformation:UpdateStackSet"
            ],
            "Resource": ["arn:aws:cloudformation::*::*:type/resource/AWS-IAM-Role"
        ],
        {
            "Effect": "Allow",
            "Action": [
                "account:EnableRegion",
                "account:ListRegions",
                "account:GetRegionOptStatus"
            ],
            "Resource": "*"
        },
        {
            "Effect": "Allow",
            "Action": [
                "cloudformation:CreateStack",
                "cloudformation:CreateStackInstances",
                "cloudformation:CreateStackSet",
                "cloudformation:DeleteStack",
                "cloudformation:DeleteStackInstances",
                "cloudformation:DeleteStackSet",
                "cloudformation:DescribeStackInstance",
                "cloudformation:DescribeStacks",
                "cloudformation:DescribeStackSet",
                "cloudformation:DescribeStackSetOperation",
                "cloudformation:ListStackInstances",
                "cloudformation:UpdateStack",
                "cloudformation:UpdateStackInstances",
                "cloudformation:UpdateStackSet"
                "account:EnableRegion",
                "account:ListRegions",
                "account:GetRegionOptStatus"
            ],
            "Resource": ["arn:aws:cloudformation::*::*:type/resource/AWS-IAM-Role"
        ],
    ]
}
```
Using identity-based policies (IAM policies)

```json

"cloudformation:CreateStackSet",
"cloudformation:DeleteStack",
"cloudformation:DeleteStackInstances",
"cloudformation:DeleteStackSet",
"cloudformation:DescribeStackInstance",
"cloudformation:DescribeStacks",
"cloudformation:DescribeStackSet",
"cloudformation:DescribeStackSetOperation",
"cloudformation:GetTemplate",
"cloudformation:ListStackInstances",
"cloudformation:UpdateStack",
"cloudformation:UpdateStackInstances",
"cloudformation:UpdateStackSet"
],
"Resource": [
"arn:aws:cloudformation::*:*:stack/AWSControlTower*/*",
"arn:aws:cloudformation::*:*:stack/StackSet-AWSControlTower*/*",
"arn:aws:cloudformation::*:*:stackset/AWSControlTower*:*",
"arn:aws:cloudformation::*:*:stackset-target/AWSControlTower*/*"],

"Effect": "Allow",
"Action": [
"cloudtrail:CreateTrail",
"cloudtrail:DeleteTrail",
"cloudtrail:GetTrailStatus",
"cloudtrail:StartLogging",
"cloudtrail:StopLogging",
"cloudtrail:UpdateTrail",
"cloudtrail:PutEventSelectors",
"logs:CreateLogStream",
"logs:PutLogEvents",
"logs:PutLogEvents",
"logs:PutLogEvents"
],
"Resource": [
"arn:aws:logs::*:*:log-group:aws-controltower/CloudTrailLogs:*
],

"Effect": "Allow",
"Action": [
"s3:GetObject"
],
"Resource": [
"arn:aws:s3:::aws-controltower/*"
]

"Effect": "Allow",
"Action": [
"sts:AssumeRole"
],
"Resource": [
"arn:aws:iam::*:*:role/AWSControlTowerExecution",
"arn:aws:iam::*:*:role/AWSControlTowerBlueprintAccess"
]

"Effect": "Allow",
"Action": [
"cloudtrail:DescribeTrails",
"ec2:DescribeAvailabilityZones",
"iam:ListRoles",
"logs:CreateLogGroup",
"logs:CreateLogStream",
"logs:PutLogEvents",
"logs:PutLogEvents",
"logs:PutLogEvents"
],
"Resource": [
"arn:aws:logs::*:*:log-group:aws-controltower/CloudTrailLogs:*
]

```
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"logs:DescribeLogGroups",
"organizations:CreateAccount",
"organizations:DescribeAccount",
"organizations:DescribeCreateAccountStatus",
"organizations:DescribeOrganization",
"organizations:DescribeOrganizationalUnit",
"organizations:DescribePolicy",
"organizations:ListAccounts",
"organizations:ListAccountsForParent",
"organizations:ListAWSServiceAccessForOrganization",
"organizations:ListChildren",
"organizations:ListOrganizationalUnitsForParent",
"organizations:ListParents",
"organizations:ListPoliciesForTarget",
"organizations:ListTargetsForPolicy",
"organizations:ListRoots",
"organizations:MoveAccount",
"servicecatalog:AssociatePrincipalWithPortfolio"
],
"Resource": "*",
{
"Effect": "Allow",
"Action": [
"iam:GetRole",
"iam:GetUser",
"iam:GetRolePolicy",
"iam:GetAttachedRolePolicies",
"iam:GetRolePolicy"
],
"Resource": "*",
{
"Effect": "Allow",
"Action": [
"iam:PassRole"
],
"Resource": [
"arn:aws:iam::*:role/service-role/AWSControlTowerStackSetRole",
"arn:aws:iam::*:role/service-role/AWSControlTowerCloudTrailRole",
"arn:aws:iam::*:role/service-role/AWSControlTowerConfigAggregatorRoleForOrganizations"
]
},
"Effect": "Allow",
"Action": [
"config:DeleteConfigurationAggregator",
"config:PutConfigurationAggregator",
"config:TagResource"
],
"Resource": "*",
"Condition": {
"StringEquals": {
"aws:ResourceTag/aws-control-tower": "managed-by-control-tower"
}
}
},
"Effect": "Allow",
"Action": [
"organizations:EnableAWSServiceAccess",
"organizations:DisableAWSServiceAccess"
],
"Resource": "*",
"Condition": {
"StringLike": {
"organizations:EnableAWSServiceAccess": "organizations:EnableAWSServiceAccess",
"organizations:DisableAWSServiceAccess": "organizations:DisableAWSServiceAccess"
}
Using identity-based policies (IAM policies)

Role trust policy:

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Effect": "Allow",
            "Principal": {
                "Service": ["controltower.amazonaws.com"
            },
            "Action": "sts:AssumeRole"
        }
    ]
}
```

The inline policy is AWSControlTowerAdminPolicy:

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Action": "ec2:DescribeAvailabilityZones",
            "Resource": "*",
            "Effect": "Allow"
        }
    ]
}
```

**AWSControlTowerStackSetRole**

AWS CloudFormation assumes this service role to deploy stack sets in accounts created by AWS Control Tower.

**Inline Policy:**

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
```
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**Trust Policy:**

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Effect": "Allow",
            "Principal": {
                "Service": "cloudformation.amazonaws.com"
            },
            "Action": "sts:AssumeRole"
        }
    ]
}
```

**AWSControlTowerCloudTrailRole**

AWS Control Tower enables CloudTrail as a best practice and provides this service role to CloudTrail. CloudTrail assumes this service role to create and publish CloudTrail logs.

**Inline Policy:**

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Action": "logs:CreateLogStream",
            "Effect": "Allow"
        },
        {
            "Action": "logs:PutLogEvents",
            "Effect": "Allow"
        }
    ]
}
```

**Trust Policy:**

```json
{
    "Version": "2012-10-17",
    "Statement": [
        {
            "Effect": "Allow",
            "Principal": {
                "Service": "cloudtrail.amazonaws.com"
            },
            "Action": "sts:AssumeRole"
        }
    ]
}
```
AWSControlTowerBlueprintAccess role requirements

AWS Control Tower requires you to create the AWSControlTowerBlueprintAccess role in the designated blueprint hub account, within the same organization.

Role name

The role name must be AWSControlTowerBlueprintAccess.

Role trust policy

The role must be set up to trust the following principals:

- The principal that uses AWS Control Tower in the management account.
- The AWSControlTowerAdmin role in the management account.

The following example shows a least-privilege trust policy:

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Effect": "Allow",
      "Principal": {
        "AWS": [
          "arn:aws:iam::ManagementAccountId:role/AWSControlTowerAdmin",
          "arn:aws:iam::ManagementAccountId:role/YourControlTowerUserRole"
        ],
        "Action": "sts:AssumeRole",
        "Condition": {}
      }
    }
  ]
}
```

Role permissions

You are required to attach the managed policy AWSServiceCatalogAdminFullAccess to the role.

AWSServiceRoleForAWSControlTower

This role provides AWS Control Tower with access to the Log Archive account, Audit account, and member accounts, for operations critical to maintaining the landing zone, such as notifying you of drifted resources.

The AWSServiceRoleForAWSControlTower role requires an attached managed policy and a role trust policy for the IAM role.

**Managed policy for this role:** AWSControlTowerAccountServiceRolePolicy

Role trust policy:

```json
{
  "Version": "2012-10-17",
  "Statement": [
    {
      "Effect": "Allow",
      "Principal": {
        "Service": "controltower.amazonaws.com"
      }
    }
  ]
}
```
AWSControlTowerAccountServiceRolePolicy

This AWS-managed policy allows AWS Control Tower to call AWS services that provide automated account configuration and centralized governance on your behalf.

The policy contains the minimum permissions for AWS Control Tower to implement AWS Security Hub findings forwarding for resources managed by Security Hub controls that are part of the Security Hub Service-managed Standard: AWS Control Tower, and it prevents changes that restrict the ability to manage customer accounts. It is part of background AWS Security Hub drift detection process that is not directly initiated by a customer.

The policy gives permissions to create Amazon EventBridge rules, specifically for Security Hub controls, in each member account, and these rules must specify an exact EventPattern. Also, a rule can operate only on rules managed by our service principal.

Service principal: controlltower.amazonaws.com

The JSON artifact for AWSControlTowerAccountServiceRolePolicy is the following:

```json
{
  "Version": "2012-10-17",
  "Statement": [  
    {
      "Sid": "AllowPutRuleOnSpecificSourcesAndDetailTypes",
      "Effect": "Allow",
      "Action": "events:PutRule",
      "Resource": "arn:aws:events:*:*:rule/*ControlTower*",
      "Condition": {  
        "ForAnyValue:StringEquals": {
          "events:source": "aws.securityhub"
        },
        "Null": {
          "events:detail-type": "false"
        },
        "StringEquals": {
          "events:ManagedBy": "controltower.amazonaws.com",
          "events:detail-type": "Security Hub Findings - Imported"
        }
      }
    },
    {
      "Sid": "AllowOtherOperationsOnRulesManagedByControlTower",
      "Effect": "Allow",
      "Action": [  
        "events:DeleteRule",
        "events:EnableRule",
        "events:DisableRule",
        "events:PutTargets",
        "events:RemoveTargets"
      ],
      "Resource": "arn:aws:events::*:*:rule/*ControlTower*",
      "Condition": {  
        "StringEquals": {
          "events:ManagedBy": "controltower.amazonaws.com"
        }
      }
    }
  ]
}
```
Updates to this managed policy are summarized in the table, Managed policies for AWS Control Tower (p. 1605).

## Managed policies for AWS Control Tower

AWS addresses many common use cases by providing standalone IAM policies that are created and administered by AWS. Managed policies grant necessary permissions for common use cases so you can avoid having to investigate what permissions are needed. For more information, see AWS Managed Policies in the IAM User Guide.

<table>
<thead>
<tr>
<th>Change</th>
<th>Description</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWSControlTowerAccountServiceRolePolicy - A new policy</td>
<td>AWS Control Tower added a new service-linked role that allows AWS Control Tower to create and manage event rules, and based on those rules, to manage drift detection for controls that are related to Security Hub. This change is needed so that customers can view drifted resources in the console, when those resources are related</td>
<td>May 22, 2023</td>
</tr>
<tr>
<td>Change</td>
<td>Description</td>
<td>Date</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>------</td>
</tr>
<tr>
<td>AWSControlTowerServiceRolePolicy</td>
<td>AWS Control Tower added new permissions that allow AWS Control Tower to make calls to the EnableRegion, ListRegions, and GetRegionOptStatus APIs implemented by the AWS Account Management service, to make the opt-in AWS Regions available for customer accounts in the landing zone (Management account, Log archive account, Audit account, OU member accounts). This change is needed so that customers can have the option to expand Region governance by AWS Control Tower into the opt-in Regions.</td>
<td>April 6, 2023</td>
</tr>
<tr>
<td>AWSControlTowerServiceRolePolicy</td>
<td>AWS Control Tower added new permissions that allow AWS Control Tower to assume the AWSControlTowerBlueprintAccess role in the blueprint (hub) account, which is a dedicated account in an organization, containing pre-defined blueprints stored in one or more Service Catalog Products. AWS Control Tower assumes the AWSControlTowerBlueprintAccess role to perform three tasks: create a Service Catalog Portfolio, add the requested blueprint Product, and share the Portfolio to a requested member account at account provisioning time. This change is needed so that customers can provision customized accounts through AWS Control Tower Account Factory.</td>
<td>October 28, 2022</td>
</tr>
</tbody>
</table>
### Compliance Validation for AWS Control Tower

AWS Control Tower is a well-architected service that can help your organization meet your compliance needs with controls and best practices. Additionally, third-party auditors assess the security and compliance of a number of the services you can use in your landing zone as a part of multiple AWS compliance programs. These include SOC, PCI, FedRAMP, HIPAA, and others.

For a list of AWS services in scope of specific compliance programs, see [AWS Services in Scope by Compliance Program](#). For general information, see [AWS Compliance Programs](#).

You can download third-party audit reports using AWS Artifact. For more information, see [Downloading Reports in AWS Artifact](#) in the [AWS Artifact User Guide](#).

<table>
<thead>
<tr>
<th>Change</th>
<th>Description</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWSControlTowerServiceRolePolicy</td>
<td>AWS Control Tower added new permissions that allow customers to set up organization-level AWS CloudTrail trails, starting in landing zone version 3.0. The organization-based CloudTrail feature requires customers to have trusted access enabled for the CloudTrail service, and the IAM user or role must have permission to create an organization-level trail in the management account.</td>
<td>June 20, 2022</td>
</tr>
<tr>
<td>AWSControlTowerServiceRolePolicy</td>
<td>AWS Control Tower added new permissions that allow customers to use KMS key encryption. The KMS feature allows customers to provide their own KMS key to encrypt their CloudTrail logs. Customers also can change the KMS key during landing zone update or repair. When updating the KMS key, AWS CloudFormation needs permissions to call the AWS CloudTrail PutEventSelector API. The change to the policy is to allow the AWSControlTowerAdmin role to call the AWS CloudTrail PutEventSelector API.</td>
<td>July 28, 2021</td>
</tr>
<tr>
<td>AWS Control Tower started tracking changes</td>
<td>AWS Control Tower started tracking changes for its AWS managed policies.</td>
<td>May 27, 2021</td>
</tr>
</tbody>
</table>
Your compliance responsibility when using AWS Control Tower is determined by the sensitivity of your data, your company’s compliance objectives, and applicable laws and regulations. AWS provides the following resources to help with compliance:

- **Security and Compliance Quick Start Guides** – These deployment guides discuss architectural considerations and provide steps for deploying security- and compliance-focused baseline environments on AWS.
- **Architecting for HIPAA Security and Compliance on Amazon Web Services** – This whitepaper describes how companies can use AWS to create HIPAA-compliant applications.
- **AWS Compliance Resources** – This collection of workbooks and guides might apply to your industry and location.
- **AWS Config** – This AWS service assesses how well your resource configurations comply with internal practices, industry guidelines, and regulations.
- **AWS Security Hub** – This AWS service provides a comprehensive view of your security state within AWS that helps you check your compliance with security industry standards and best practices.

### Resilience in AWS Control Tower

The AWS global infrastructure is built around AWS Regions and Availability Zones.

AWS Regions provide multiple physically separated and isolated Availability Zones, which are connected by means of low-latency, high-throughput, and highly redundant networking. Availability Zones allow you to design and operate applications and databases that automatically fail over between Availability Zones without interruption. Availability Zones are more highly available, fault tolerant, and scalable than traditional single or multiple data center infrastructures.

For a list of AWS Regions where AWS Control Tower is available, see [How AWS Regions Work With AWS Control Tower](p. 109).

Your *home region* is defined as the AWS Region in which your landing zone was set up.

For more information about AWS Regions and Availability Zones, see [AWS Global Infrastructure](p. 109).

### Infrastructure Security in AWS Control Tower

AWS Control Tower is protected by the AWS global network security procedures that are described in the Amazon Web Services: Overview of Security Processes whitepaper.

You use AWS published API calls for access to AWS services and resources within your landing zone through the network. We require Transport Layer Security (TLS) 1.2 and recommend Transport Layer Security (TLS) 1.3 or later. Clients must also support cipher suites with perfect forward secrecy (PFS) such as Ephemeral Diffie-Hellman (DHE) or Elliptic Curve Ephemeral Diffie-Hellman (ECDHE). Most modern systems such as Java 7 and later support these modes.

Additionally, requests must be signed by using an access key ID and a secret access key that is associated with an IAM principal. Or you can use the [AWS Security Token Service](p. 1634) (AWS STS) to generate temporary security credentials to sign requests.

You can set up security groups to provide additional network infrastructure security for your AWS Control Tower landing zone workloads. For more information, see [Walkthrough: Set Up Security Groups in AWS Control Tower With AWS Firewall Manager](p. 1634).
Logging and monitoring in AWS Control Tower

Monitoring allows you to plan for and respond to potential incidents. Therefore, monitoring is an important part of the well-architected nature of AWS Control Tower. The results of monitoring activities are stored in log files; therefore, logging and monitoring are closely related concepts.

When you set up your landing zone, one of the shared accounts created is the log archive account, dedicated to collecting all logs centrally, including logs for all of your other accounts. These log files allow administrators and auditors to review actions and events that have occurred.

As a best practice, you should collect monitoring data from all of the parts of your AWS setup into your logs, so that you can more easily debug a multi-point failure if one occurs. AWS provides several tools for monitoring your resources and activity in your landing zone.

For example, the status of your controls is monitored constantly. You can see their status at a glance in the AWS Control Tower console. The health and status of the accounts you provisioned in Account Factory also is monitored constantly.

Logging

AWS Control Tower accomplishes logging of actions and events automatically, through its integration with AWS CloudTrail and AWS Config, and it records them in CloudWatch. All actions are logged, including actions from the AWS Control Tower management account and from your organization's member accounts. Management account actions and events are viewable on the Activities page in the console. You can view member account actions and events in the log archive files.

The Activities Page

The Activities page provides an overview of AWS Control Tower management account actions. To navigate to the AWS Control Tower Activities page, select Activities from the left navigation.

The Activities page shows all AWS Control Tower actions initiated from the management account. It includes actions that are logged automatically when you navigate through the AWS Control Tower console. Here are the fields that the Activities page shows you:

- Date and time: The timestamp for the activity.
- User: The person or account that initiated the activity.
- Action: The activity that occurred.
- Resources: The resources affected by the activity.
- Status: Success, failure, or other state of the activity.
- Description: More details about the activity.

The activities shown in the Activities page are the same ones reported in the AWS CloudTrail events log for AWS Control Tower, but they're shown in a table format. To learn more about a specific activity, select the activity from the table and then choose View details.

The following sections describe monitoring and logging in AWS Control Tower with more detail:

Topics

- Monitoring (p. 1610)
Monitoring

Monitoring is an important part of maintaining the reliability, availability, and performance of AWS Control Tower and your other AWS solutions. AWS provides the following monitoring tools to watch AWS Control Tower, report when something is wrong, and take automatic actions when appropriate:

- **Amazon CloudWatch** monitors your AWS resources and the applications you run on AWS in real time. You can collect and track metrics, create customized dashboards, and set alarms that notify you or take actions when a specified metric reaches a threshold that you specify. For example, you can have CloudWatch track CPU usage or other metrics of your Amazon EC2 instances and automatically launch new instances when needed. For more information, see the [Amazon CloudWatch User Guide](https://docs.aws.amazon.com/AmazonCloudWatch/latest/userguide/).

- **Amazon CloudWatch Events** delivers a near real-time stream of system events that describe changes in AWS resources. CloudWatch Events enables automated event-driven computing, as you can write rules that watch for certain events and trigger automated actions in other AWS services when these events happen. For more information, see the [Amazon CloudWatch Events User Guide](https://docs.aws.amazon.com/AmazonCloudWatch/latest/events/).

- **Amazon CloudWatch Logs** enables you to monitor, store, and access your log files from Amazon EC2 instances, CloudTrail, and other sources. CloudWatch Logs can monitor information in the log files and notify you when certain thresholds are met. You can also archive your log data in highly durable storage. For more information, see the [Amazon CloudWatch Logs User Guide](https://docs.aws.amazon.com/AmazonCloudWatch/latest/logs/).

- **AWS CloudTrail** captures API calls and related events made by or on behalf of your AWS account and delivers the log files to an Amazon S3 bucket that you specify. You can identify which users and accounts called AWS, the source IP address from which the calls were made, and when the calls occurred.

**Tip:** You can view and query CloudTrail activity on an account through CloudWatch Logs and CloudWatch Logs Insights. This activity includes AWS Control Tower lifecycle events. CloudWatch Logs’ capabilities allow you to perform more granular and precise queries than you would normally be able to make using CloudTrail.

For more information, see [Logging AWS Control Tower Actions with AWS CloudTrail (p. 1610)](https://docs.aws.amazon.com/AmazonCloudWatch/latest/userguide/LoginnigAWSControlTowerActionswithAWSCloudTrail.html).

Logging AWS Control Tower Actions with AWS CloudTrail

AWS Control Tower is integrated with AWS CloudTrail, a service that provides a record of actions taken by a user, role, or an AWS service in AWS Control Tower. CloudTrail captures actions for AWS Control Tower as events. If you create a trail, you can enable continuous delivery of CloudTrail events to an Amazon S3 bucket, including events for AWS Control Tower.

If you don’t configure a trail, you can still view the most recent events in the CloudTrail console in **Event history**. Using the information collected by CloudTrail, you can determine the request that was made to AWS Control Tower, the IP address from which the request was made, who made the request, when it was made, and additional details.

To learn more about CloudTrail, including how to configure and enable it, see the [AWS CloudTrail User Guide](https://docs.aws.amazon.com/awscloudtrail/latest/userguide/).
AWS Control Tower Information in CloudTrail

CloudTrail is enabled on your AWS account when you create the account. When supported event activity occurs in AWS Control Tower, that activity is recorded in a CloudTrail event along with other AWS service events in Event history. You can view, search, and download recent events in your AWS account. For more information, see Viewing Events with CloudTrail Event History.

**Note**
In AWS Control Tower releases before landing zone version 3.0, AWS Control Tower created a member account trail. When you update to release 3.0, your CloudTrail trail is updated to become an organization trail. For best practices when moving between trails, see Creating an organizational trail in the CloudTrail User Guide.

**Recommended: Create a trail**

For an ongoing record of events in your AWS account, including events for AWS Control Tower, create a trail. A trail enables CloudTrail to deliver log files to an Amazon S3 bucket. By default, when you create a trail in the console, the trail applies to all AWS Regions. The trail logs events from all Regions in the AWS partition and delivers the log files to the Amazon S3 bucket that you specify. Additionally, you can configure other AWS services to further analyze and act upon the event data collected in CloudTrail logs. For more information, see the following:

- Overview for Creating a Trail
- Prepare for creating a trail
- Managing CloudTrail costs
- CloudTrail Supported Services and Integrations
- Configuring Amazon SNS Notifications for CloudTrail
- Receiving CloudTrail Log Files from Multiple Regions and Receiving CloudTrail Log Files from Multiple Accounts

AWS Control Tower logs the following actions as events in CloudTrail log files:

**Public APIs**

- DisableControl
- EnableControl
- GetControlOperation
- ListEnabledControls

**Other APIs**

- SetupLandingZone
- UpdateAccountFactoryConfig
- ManageOrganizationalUnit
- CreateManagedAccount
- EnableGuardrail
- GetLandingZoneStatus
- GetHomeRegion
- ListManagedAccounts
- DescribeManagedAccount
- DescribeAccountFactoryConfig
Every event or log entry contains information about who generated the request. The identity information helps you determine the following:

- Whether the request was made with root or AWS Identity and Access Management (IAM) user credentials.
- Whether the request was made with temporary security credentials for a role or federated user.
- Whether the request was made by another AWS service.
- Whether the request was rejected as access denied or processed successfully.

For more information, see the CloudTrail `userIdentity` Element.

**Example: AWS Control Tower Log File Entries**

A trail is a configuration that enables delivery of events as log files to an Amazon S3 bucket that you specify. CloudTrail log files contain one or more log entries. An event represents a single request from any source and includes information about the requested action, the date and time of the action, request parameters, and so on. CloudTrail events don't appear in any specific order in the log files.

The following example shows a CloudTrail log entry that shows the structure of a typical log file entry for a SetupLandingZone AWS Control Tower event, including a record of the identity of the user who initiated the action.

```json
{
    "eventVersion": "1.05",
    "userIdentity": {
        "type": "AssumedRole",
        "principalId": "AIDACKCEVSQ6C2EXAMPLE:backend-test-assume-role-session",
        "arn": "arn:aws:sts::76543EXAMPLE:assumed-role/AWSControlTowerTestAdmin/backend-test-assume-role-session",
        "accountId": "76543EXAMPLE",
        "accessKeyId": "AKIAIOSFODNN7EXAMPLE",
        "sessionContext": {
            "attributes": {
                "mfaAuthenticated": "false",
```
Monitoring resource changes with AWS Config

AWS Control Tower enables AWS Config on all enrolled accounts, so that it can monitor compliance through detective controls, record resource changes, and deliver resource change logs to the log archive account.

If your landing zone version is earlier than 3.0: For your enrolled accounts, AWS Config logs all changes to resources, for all Regions in which the account operates. Each change is modeled as a configuration item (CI), which contains information such as the resource identifier, the Region, the date that each change was recorded, and whether the change relates to a known resource or a newly discovered one.

If your landing zone version is 3.0 or later: AWS Control Tower limits recording for global resources, such as IAM users, groups, roles, and customer managed polices, to your home Region only. Copies of global resource changes are not stored in every Region. This limitation of resource recording conforms with AWS Config best practices. A full list of global resources is available in AWS Config documentation.

- To learn more about AWS Config, see How AWS Config works.
- For a list of resources that AWS Config can support, see Supported resource types.
- To learn about how to customize resource tracking in the AWS Control Tower environment, see the blog post entitled Customize AWS Config resource tracking in AWS Control Tower.

AWS Control Tower sets up an AWS Config delivery channel in all enrolled accounts. Through this delivery channel, it logs all changes recorded by AWS Config in the log archive account, where they are stored to a folder in an Amazon Simple Storage Service bucket.
Managing AWS Config costs in AWS Control Tower

This section describes how AWS Config records and bills you for changes to resources in your AWS Control Tower accounts. This information may help you understand how to manage the costs associated with AWS Config, when you're utilizing AWS Control Tower. AWS Control Tower adds no additional cost.

**Note**

If your landing zone version is 3.0 or later: AWS Control Tower limits AWS Config recording for global resources, such as IAM users, groups, roles, and customer-managed polices, to your home Region only. Therefore, some of the information in this section may not apply to your landing zone.

AWS Config is designed to record each change to each resource, in each Region where an account operates, as a configuration item (CI). AWS Config bills you for each configuration item that it generates.

**How AWS Config operates**

AWS Config records resources in each Region, separately. Some global resources, such as IAM roles, are recorded once per Region. For example, if you create a new IAM role in an enrolled account that is operating in five Regions, AWS Config generates five CIs, one for each Region. Other global resources, such as Route 53 hosted zones, are recorded only once across all Regions. For example, if you create a new Route 53 hosted zone in an enrolled account, AWS Config generates one CI, regardless of how many Regions are selected for that account. For a list that helps you distinguish these types of resources, see The same resource is recorded multiple times (p. 1615).

**Note**

When AWS Control Tower works with AWS Config, a Region may be governed by AWS Control Tower, or ungoverned, and AWS Config still records the changes if the account operates in that Region.

**AWS Config detects two types of relationships in resources**

AWS Config makes a distinction between direct and indirect relationships among resources. If a resource is returned in another resource's Describe API call, those resources are recorded as a direct relationship. When you change a resource in a direct relationship with another resource, AWS Config does not make a CI for both resources.

For example, if you create an Amazon EC2 instance, and the API requires you to create a network interface, AWS Config considers the Amazon EC2 instance to have a direct relationship with the network interface. As a result, AWS Config generates only one CI.

AWS Config records separate changes for resource relationships that are indirect relationships. For example, AWS Config generates two CIs if you create a security group and add an associated Amazon EC2 instance that's part of the security group.

For more information about direct and indirect relationships, see What is a direct and an indirect relationship with respect to a resource?

You can find a list of resource relationships in the AWS Config documentation.

**View the AWS Config recorder data on enrolled accounts**

AWS Config is integrated with CloudWatch so that you can view AWS Config CIs in a dashboard. For more information, see the blog post entitled AWS Config supports Amazon CloudWatch metrics.

Programmatically, to view AWS Config data, you can work with the AWS CLI, or you can utilize other AWS tools.
Query the AWS Config recorder data on a specific resource

You can use the AWS CLI to retrieve a list of the most recent changes for a resource.

**Resource history command:**

```
aws configservice get-resource-config-history --resource-type RESOURCE-TYPE --resource-id RESOURCE-ID --region REGION
```

To learn more, see the API documentation for `get-config-history`.

Visualize AWS Config data with Amazon QuickSight

You can visualize and query resources recorded by AWS Config across your entire organization. For more information, see Visualizing AWS Config data using Amazon Athena and Amazon QuickSight.

Troubleshooting AWS Config in AWS Control Tower

This section gives information about some problems you may encounter when using AWS Config with AWS Control Tower.

**High AWS Config costs**

If your workflow includes processes that create, update, or delete resources frequently, or if it handles resources in large numbers, that workflow may generate large numbers of CIs. If you run these processes in a non-production account, consider unenrolling the account. You may need to de-activate the AWS Config recorder for that account manually.

**Note**

After you unenroll the account, AWS Control Tower cannot enforce detective controls or log account events, such as AWS Config activities, for resources in that account.

For more information, see Unmanage an enrolled account. To learn how to deactivate the AWS Config recorder, see Managing the configuration recorder.

**The same resource is recorded multiple times**

Check whether the resource is a global resource. For AWS Control Tower landing zones prior to version 3.0, AWS Config may record certain global resources once for each Region in which AWS Config is operating. For example, if AWS Config is enabled on eight Regions, each role is recorded eight times.

The following resources are recorded once for each Region in which AWS Config is operating:

- AWS::IAM::Group
- AWS::IAM::Policy
- AWS::IAM::Role
- AWS::IAM::User

Other global resources are recorded only once. Here are some examples of resources that are recorded once:

- AWS::Route53::HostedZone
- AWS::Route53::HealthCheck
- AWS::ECR::PublicRepository
AWS Config did not record a resource

Certain resources have dependency relationships with other resources. These relationships may be direct or indirect. You can find a list of deprecated indirect relationships in the AWS Config FAQ.

Lifecycle Events in AWS Control Tower

Some events logged by AWS Control Tower are lifecycle events. A lifecycle event's purpose is to mark the completion of certain AWS Control Tower actions that change the state of resources. Lifecycle events apply to resources that AWS Control Tower creates or manages, such as organizational units (OUs), accounts, and controls.

Characteristics of AWS Control Tower lifecycle events

- For each lifecycle event, the event log shows whether the originating Control Tower action completed successfully, or failed.
- AWS CloudTrail automatically records each lifecycle event as a non-API AWS service event. For more information, see the AWS CloudTrail User Guide.
- Each lifecycle event also is delivered to the Amazon EventBridge and Amazon CloudWatch Events services.

Lifecycle events in AWS Control Tower offer two primary benefits:

- Because a lifecycle event registers the completion of an AWS Control Tower action, you can create an Amazon EventBridge rule or Amazon CloudWatch Events rule that can trigger the next steps in your automation workflow, based on the state of the lifecycle event.
- The logs provide additional detail to assist administrators and auditors in reviewing certain types of activity in your organizations.

How lifecycle events work

AWS Control Tower relies upon multiple services to implement its actions. Therefore, each lifecycle event is recorded only after a series of actions is complete. For example, when you enable a control on an OU, AWS Control Tower launches a series of sub-steps that implement the request. The final result of the entire series of sub-steps is recorded in the log as the state of the lifecycle event.

- If every underlying sub-step has completed successfully, the lifecycle event state is recorded as Succeeded.
- If any of the underlying sub-steps did not complete successfully, the lifecycle event state is recorded as Failed.

Each lifecycle event includes a logged timestamp that shows when the AWS Control Tower action was initiated, and another timestamp showing when the lifecycle event is completed, marking success or failure.

Viewing lifecycle events in Control Tower

You can view lifecycle events from the Activities page in your AWS Control Tower dashboard.
• To navigate to the **Activities** page, choose **Activities** from the left navigation pane.
• To get more details about a specific event, select the event and then choose the **View details** button at the upper right.

For more information about how to integrate AWS Control Tower lifecycle events into your workflows, see this blog post, *Using lifecycle events to track AWS Control Tower actions and trigger automated workflows*.

**Expected behavior of CreateManagedAccount and UpdateManagedAccount lifecycle events**

When you create an account or enroll an account in AWS Control Tower, those two actions call the same internal API. If there's an error during the process, it usually occurs after the account has been created but is not fully provisioned. When you retry to create the account after the error, or when you try to update the provisioned product, AWS Control Tower sees that the account already exists.

Because the account exists, AWS Control Tower records the `UpdateManagedAccount` lifecycle event instead of the `CreateManagedAccount` lifecycle event at the end of the retry request. You may have expected to see another `CreateManagedAccount` event because of the error. However, the `UpdateManagedAccount` lifecycle event is the expected and desired behavior.

If you plan to create or enroll accounts into AWS Control Tower using automated methods, program the Lambda function to look for `UpdateManagedAccount` lifecycle events as well as `CreateManagedAccount` lifecycle events.

**Lifecycle event names**

Each lifecycle event is named so that it corresponds to the originating AWS Control Tower action, which also is recorded by AWS CloudTrail. Thus, for example, a lifecycle event originated by the AWS Control Tower `CreateManagedAccount` CloudTrail event is named `CreateManagedAccount`.

Each name in the list that follows is a link to an example of the logged detail in JSON format. The additional detail shown in these examples is taken from the Amazon CloudWatch event logs.

Although JSON does not support comments, some comments have been added in the examples for explanatory purposes. Comments are preceded by "//" and they appear in the right side of the examples.

In these examples, some account names and organization names are obscured. An `accountId` is always a 12-number sequence, which has been replaced with "xxxxxxxxxxxx" in the examples. An `organizationalUnitID` is a unique string of letters and numbers. Its form is preserved in the examples.

- **CreateManagedAccount** *(p. 1618)*: The log records whether AWS Control Tower successfully completed every action to create and provision a new account using account factory.
- **UpdateManagedAccount** *(p. 1619)*: The log records whether AWS Control Tower successfully completed every action to update a provisioned product that's associated with an account you had previously created by using account factory.
- **EnableGuardrail** *(p. 1619)*: The log records whether AWS Control Tower successfully completed every action to enable a control on an OU that was created by AWS Control Tower.
- **DisableGuardrail** *(p. 1620)*: The log records whether AWS Control Tower successfully completed every action to disable a control on an OU that was created by AWS Control Tower.
- **SetupLandingZone** *(p. 1621)*: The log records whether AWS Control Tower successfully completed every action to set up a landing zone.
- **UpdateLandingZone** *(p. 1622)*: The log records whether AWS Control Tower successfully completed every action to update your existing landing zone.
- **RegisterOrganizationalUnit** *(p. 1624)*: The log records whether AWS Control Tower successfully completed every action to enable its governance features on an OU.
• **DeregisterOrganizationalUnit (p. 1624):** The log records whether AWS Control Tower successfully completed every action to disable its governance features on an OU.

• **PrecheckOrganizationalUnit (p. 1625):** The log records whether AWS Control Tower detected any resource that would prevent the **Extend governance** operation from completing successfully.

The following sections provide a list of AWS Control Tower lifecycle events, with examples of the details logged for each type of lifecycle event.

## CreateManagedAccount

This lifecycle event records whether AWS Control Tower successfully created and provisioned a new account using account factory. This event corresponds to the AWS Control Tower `CreateManagedAccount` CloudTrail event. The lifecycle event log includes the `accountName` and `accountId` of the newly-created account, and the `organizationalUnitName` and `organizationalUnitId` of the OU in which the account has been placed.

```json
{
    "version": "0",
    "id": "999cccaaa-eaaa-0000-1111-123456789012",
    "detail-type": "AWS Service Event via CloudTrail",
    "source": "aws.controltower",
    "account": "XXXXXXXXXXXX",                                   // Management account ID.
    "time": "2018-08-30T21:42:18Z",                              // Format: yyyy-MM-
    "region": "us-east-1",                                       // AWS Control Tower home
    "resources": [ ],                                            // region.
    "detail": {                                                 // Timestamp when call was
        "eventVersion": "1.05",
        "userIdentity": {                                       // made. Format: yyy-
            "accountId": "XXXXXXXXXXXX",
            "invokedBy": "AWS Internal"                         // m-dd'T'hh:mm:ssZ.
        },                                                      // eventSource": "controltower.amazonaws.com",
        "eventTime": "2018-08-30T21:42:18Z",                     // "eventName": "CreateManagedAccount",
        "eventSource": "controltower.amazonaws.com",            // "awsRegion": "us-east-1",
        "eventName": "CreateManagedAccount",                   // "sourceIPAddress": "AWS Internal",
        "awsRegion": "us-east-1",                               // "userAgent": "AWS Internal",
        "sourceIPAddress": "AWS Internal",                     // "eventID": "0000000-0000-0000-1111-123456789012",
        "readOnly": false,                                      // "requestedTimestamp":"2019-11-15T11:45:18+0000",
        "eventType": "AwsServiceEvent",                         // "completedTimestamp":"2019-11-16T12:09:32+0000"
        "serviceEventDetails": {                                // "createManagedAccountStatus": {
            "organizationalUnit":{                              // "organizationalUnitName":"Custom",
                "organizationalUnitName":"Custom",
                "organizationalUnitId":"ou-XXXX-l3zc8b3h"
            },                                                  // "account":{
                "accountName":"LifeCycle1",
                "accountId":"XXXXXXXXXXXX"                        // "state":"SUCCEEDED",
            },                                                     // "message":"AWS Control Tower successfully created a managed account."
            "state":"SUCCEEDED",
            "message":"AWS Control Tower successfully created a managed account.",
            "requestedTimestamp":"2019-11-15T11:45:18+0000",
            "completedTimestamp":"2019-11-16T12:09:32+0000"
        }
    }
}
```
UpdateManagedAccount

This lifecycle event records whether AWS Control Tower successfully updated the provisioned product associated with an account that was created previously by using account factory. This event corresponds to the AWS Control Tower UpdateManagedAccount CloudTrail event. The lifecycle event log includes the accountName and accountId of the associated account, and the organizationalUnitName and organizationalUnitId of the OU in which the updated account is placed.

```
{
  "version": "0",
  "id": "999caca-eeaa-0000-1111-123456789012",
  "detail-type": "AWS Service Event via CloudTrail",
  "source": "aws.controltower",
  "account": "XXXXXXXXXXXXXXX",
  "organization": "AWS Control Tower organization management account.",
  "region": "us-east-1",  // AWS Control Tower home region.
  "resources": [],
  "detail": {
    "eventVersion": "1.05",
    "userIdentity": {
      "accountId": "XXXXXXXXX",
      "invokedBy": "AWS Internal"
    },
    "eventSource": "controltower.amazonaws.com",
    "eventName": "UpdateManagedAccount",
    "awsRegion": "us-east-1",
    "sourceIPAddress": "AWS Internal",
    "userAgent": "AWS Internal",
    "eventID": "0000000-0000-0000-1111-123456789012",
    "readOnly": false,
    "eventType": "AwsServiceEvent",
    "serviceEventDetails": {
      "updateManagedAccountStatus": {
        "organizationalUnit": {
          "organizationalUnitName": "Custom",
          "organizationalUnitId": "ou-XXXX-l3zc8b3h"
        },
        "account": {
          "accountName": "LifeCycle1",
          "accountId": "624281831893"
        },
        "state": "SUCCEEDED",
        "message": "AWS Control Tower successfully updated a managed account.",
        "requestedTimestamp": "2019-11-15T11:45:18+0000",
        "completedTimestamp": "2019-11-16T12:09:52+0000"
      }
    }
  }
}
```

EnableGuardrail

This lifecycle event records whether AWS Control Tower successfully enabled a control on an OU that is being managed by AWS Control Tower. This event corresponds to the AWS Control Tower EnableGuardrail CloudTrail event. The lifecycle event log includes the
guardrailId and guardrailBehavior of the control, and the organizationalUnitName and organizationalUnitId of the OU on which the control is enabled.

```json
{
    "version": "0",
    "id": "999cccaaa-eeaa-0000-1111-123456789012",
    "detail-type": "AWS Service Event via CloudTrail",
    "source": "aws.controltower",
    "account": "XXXXXXXXXXXX",
    "time": "2018-08-30T21:42:18Z",
    "region": "us-east-1",
    "resources": [],
    "detail": {
        "eventVersion": "1.05",
        "userIdentity": {
            "accountId": "XXXXXXXXXXXX",
            "invokedBy": "AWS Internal"
        },
        "eventTime": "2018-08-30T21:42:18Z",
        "eventSource": "controltower.amazonaws.com",
        "eventName": "EnableGuardrail",
        "awsRegion": "us-east-1",
        "sourceIPAddress": "AWS Internal",
        "userAgent": "AWS Internal",
        "eventID": "0000000-0000-0000-1111-123456789012",
        "readOnly": false,
        "eventType": "AwsServiceEvent",
        "serviceEventDetails": {
            "enableGuardrailStatus": {
                "organizationalUnits": [
                    {
                        "organizationalUnitName": "Custom",
                        "organizationalUnitId": "ou-vwxy-18vy4yro"
                    }
                ],
                "guardrails": [
                    {
                        "guardrailId": "AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK",
                        "guardrailBehavior": "DETECTIVE"
                    }
                ],
                "state": "SUCCEEDED",
                "message": "AWS Control Tower successfully enabled a guardrail on an organizational unit.",
                "requestTimestamp": "2019-11-12T09:01:07+0000",
                "completedTimestamp": "2019-11-12T09:01:54+0000"
            }
        }
    }
}
```

**DisableGuardrail**

This lifecycle event records whether AWS Control Tower successfully disabled a control on an OU that is being managed by AWS Control Tower. This event corresponds to the AWS Control Tower DisableGuardrail CloudTrail event. The lifecycle event log includes the guardrailId and guardrailBehavior of the control, and the organizationalUnitName and organizationalUnitId of the OU on which the control is disabled.

```json
{

}
```
**SetupLandingZone**

This lifecycle event records whether AWS Control Tower successfully set up a landing zone. This event corresponds to the AWS Control Tower `SetupLandingZone` CloudTrail event. The lifecycle event log includes the `rootOrganizationId`, which is ID of the organization that AWS Control Tower creates from the management account. The log entry also includes the `organizationalUnitName` and `organizationalUnitId` for each of the OUs, and the `accountName` and `accountId` for each account, that are created when AWS Control Tower sets up the landing zone.

```json
{
  "version": "0",
  "id": "999ccaa-eaaa-0000-1111-123456789012",
  "detail-type": "AWS Service Event via CloudTrail",
  "source": "aws.controltower",
  "account": "XXXXXXXXXXXX",
  "time": "2018-08-30T21:42:18Z",
  "region": "us-east-1",
  "resources": [ ],
  "detail": {
    "eventId": "0000000-0000-0000-1111-123456789012",
    "readOnly": false,
    "eventType": "AwsServiceEvent",
    "serviceEventDetails": {
      "disableGuardrailStatus": {
        "organizationalUnits": [
          {
            "organizationalUnitName": "Custom",
            "organizationalUnitId": "ou-vwxy-18vy4yro"
          }
        ],
        "guardrails": [
          {
            "guardrailId": "AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK",
            "guardrailBehavior": "DETECTIVE"
          }
        ],
        "state": "SUCCEEDED",
        "message": "AWS Control Tower successfully disabled a guardrail on an organizational unit.",
        "requestTimestamp": "2019-11-12T09:01:07+0000",
        "completedTimestamp": "2019-11-12T09:01:54+0000"
      }
    }
  }
}
```
UpdateLandingZone

This lifecycle event records whether AWS Control Tower successfully updated your existing landing zone. This event corresponds to the AWS Control Tower UpdateLandingZone CloudTrail event. The lifecycle event log includes the rootOrganizationalId, which is ID of the (updated) organization.
The log entry also includes the organizationalUnitName and organizationalUnitId for each of of the OUs, and the accountName and accountId for each account, that was created previously, when AWS Control Tower originally set up the landing zone.

```
{
  "version": "0",
  "id": "999cccaea-eaa00-0000-1111-123456789012", // Request ID.
  "detail-type": "AWS Service Event via CloudTrail",
  "source": "aws.controltower",
  "account": "XXXXXXXXXXXX", // Management account ID.
  "region": "us-east-1", // Management account region.
  "resources": [],
  "detail": {
    "eventVersion": "1.05",
    "userIdentity": {
      "accountId": "XXXXXXXXXXXX", // Management account ID.
      "invokedBy": "AWS Internal"
    },
    "eventSource": "controltower.amazonaws.com",
    "eventName": "UpdateLandingZone",
    "awsRegion": "us-east-1", // AWS Control Tower home region.
    "sourceIPAddress": "AWS Internal",
    "userAgent": "AWS Internal",
    "eventID": "CloudTrail_event_ID", // This value is generated by CloudTrail.
    "readOnly": false,
    "eventType": "AwsServiceEvent",
    "serviceEventDetails": {
      "updateLandingZoneStatus": {
        "state": "SUCCEEDED", // Status of entire operation.
        "message": "AWS Control Tower successfully updated a landing zone."
      },
      "rootOrganizationalId": "r-1234",
      "organizationalUnits": [{ // Use a list.
        "organizationalUnitName": "Security", // Security OU name.
        "organizationalUnitId": "ou-adpf-302pk332" // Security OU ID.
      },
      { // Custom OU name.
        "organizationalUnitName": "Custom",
        "organizationalUnitId": "ou-adpf-302pk332" // Custom OU ID.
      }],
      "accounts": [{ // All created accounts are here. Use a list of "account" objects.
        "accountName": "Audit",
        "accountId": "XXXXXXXXXXXX"
      },
      { // Log archive
        "accountName": "Log archive",
        "accountId": "XXXXXXXXXXXX"
      }],
      "requestedTimestamp": "2018-08-30T21:42:18Z"
    }
  }
```
RegisterOrganizationalUnit

This lifecycle event records whether AWS Control Tower successfully enabled its governance features on an OU. This event corresponds to the AWS Control Tower RegisterOrganizationalUnit CloudTrail event. The lifecycle event log includes the organizationalUnitName and organizationalUnitId of the OU that AWS Control Tower has brought under its governance.

```
{
    "version": "0",
    "id": "999ccaa-eaaa-0000-1111-123456789012",
    "detail-type": "AWS Service Event via CloudTrail",
    "source": "aws.controltower",
    "account": "123456789012",
    "time": "2018-08-30T21:42:18Z",
    "region": "us-east-1",
    "resources": [],
    "detail": {
        "eventVersion": "1.05",
        "userIdentity": {
            "accountId": "XXXXXXXXXXXX",
            "invokedBy": "AWS Internal"
        },
        "eventTime": "2018-08-30T21:42:18Z",
        "eventSource": "controltower.amazonaws.com",
        "eventName": "RegisterOrganizationalUnit",
        "awsRegion": "us-east-1",
        "sourceIPAddress": "AWS Internal",
        "userAgent": "AWS Internal",
        "eventID": "0000000-0000-0000-1111-123456789012",
        "readOnly": false,
        "eventType": "AwsServiceEvent",
        "serviceEventDetails": {
            "registerOrganizationalUnitStatus": {
                "state": "SUCCEEDED",
                "message": "AWS Control Tower successfully registered an organizational unit.",
                "organizationalUnit": {
                    "organizationalUnitName": "Test",
                    "organizationalUnitId": "ou-adpf-302pk332"
                }
            }
        }
    }
}
```

DeregisterOrganizationalUnit

This lifecycle event records whether AWS Control Tower successfully disabled its governance features on an OU. This event corresponds to the AWS Control Tower DeregisterOrganizationalUnit event.
CloudTrail event. The lifecycle event log includes the organizationalUnitName and organizationalUnitId of the OU on which AWS Control Tower has disabled its governance features.

```json
{
    "version": "0",
    "id": "999cccaa-eaaa-0000-1111-123456789012",
    "detail-type": "AWS Service Event via CloudTrail",
    "source": "aws.controltower",
    "account": "XXXXXXXXXXXX",
    "time": "2018-08-30T21:42:18Z",
    "region": "us-east-1",
    "resources": [],
    "detail": {
        "eventVersion": "1.05",
        "userIdentity": {
            "accountId": "XXXXXXXXXXXX",
            "invokedBy": "AWS Internal"
        },
        "eventTime": "2018-08-30T21:42:18Z",
        "eventSource": "controltower.amazonaws.com",
        "eventName": "DeregisterOrganizationalUnit",
        "awsRegion": "us-east-1",
        "sourceIPAddress": "AWS Internal",
        "userAgent": "AWS Internal",
        "eventID": "0000000-0000-0000-1111-123456789012",
        "readOnly": false,
        "eventType": "AwsServiceEvent",
        "serviceEventDetails": {
            "deregisterOrganizationalUnitStatus": {
                "state": "SUCCEEDED",
                "message": "AWS Control Tower successfully deregistered an organizational unit, and enabled mandatory guardrails on the new organizational unit."
            },
            "requestedTimestamp": "2018-08-30T21:42:18Z",
            "completedTimestamp": "2018-08-30T21:42:18Z"
        }
    }
}
```

**PrecheckOrganizationalUnit**

This lifecycle event records whether AWS Control Tower successfully performed prechecks on an OU. This event corresponds to the AWS Control Tower PrecheckOrganizationalUnit CloudTrail event. The lifecycle event log contains a field for the Id, Name, and failedPrechecks values, for each resource on which AWS Control Tower has performed prechecks during the OU registration process.

The event log also contains information about the nested accounts on which the prechecks were performed, including the accountName, accountId, and failedPrechecks fields.

If the failedPrechecks value is empty, it means that all prechecks for that resource passed successfully.

- This event is emitted only if there is a precheck failure.
- This event is not emitted if you are registering an empty OU.
Example of event:

```
{
    "eventVersion": "1.08",
    "userIdentity": {
        "accountId": "XXXXXXXXXXXX",
        "invokedBy": "AWS Internal"
    },
    "eventTime": "2021-09-20T22:45:43Z",
    "eventSource": "controltower.amazonaws.com",
    "eventName": "PrecheckOrganizationalUnit",
    "awsRegion": "us-west-2",
    "sourceIPAddress": "AWS Internal",
    "userAgent": "AWS Internal",
    "eventId": "b41a9d67-0da4-4dc5-a87a-25fa19dc5305",
    "readOnly": false,
    "eventType": "AwsServiceEvent",
    "managementEvent": true,
    "recipientAccountId": "XXXXXXXXXXXX",
    "serviceEventDetails": {
        "precheckOrganizationalUnitStatus": {
            "organizationalUnit": {
                "organizationalUnitName": "Ou-123",
                "organizationalUnitId": "ou-abcd-123456",
                "failedPrechecks": [
                    "SCP_CONFLICT"
                ]
            },
            "accounts": [
                {
                    "accountName": "Child Account 1",
                    "accountId": "XXXXXXXXXXXX",
                    "failedPrechecks": [
                        "FAILED_TO_ASSUME_ROLE"
                    ]
                },
                {
                    "accountName": "Child Account 2",
                    "accountId": "XXXXXXXXXXXX",
                    "failedPrechecks": [
                        "FAILED_TO_ASSUME_ROLE"
                    ]
                },
                {
                    "accountName": "Management Account",
                    "accountId": "XXXXXXXXXXXX",
                    "failedPrechecks": [
                        "MISSING_PERMISSIONS_AF_PRODUCT"
                    ]
                },
                {
                    "accountName": "Child Account 3",
                    "accountId": "XXXXXXXXXXXX",
                    "failedPrechecks": []
                }
            ]
        },
        "state": "FAILED",
        "message": "AWS Control Tower failed to register an organizational unit due to pre-check failures. Go to the OU details page to download a list of failed pre-checks for the OU and accounts within.",
        "requestedTimestamp": "2021-09-20T22:44:02+0000",
        "completedTimestamp": "2021-09-20T22:45:43+0000"
    }
}
```
Using AWS User Notifications with AWS Control Tower

You can use AWS User Notifications to set up delivery channels to be notified about AWS Control Tower events. You receive a notification when an event matches a rule that you specify. You can receive notifications for events through multiple channels, including email, AWS Chatbot chat notifications, or AWS Console Mobile App push notifications. You can also see notifications in the Console Notifications Center.

AWS User Notifications supports aggregation, which can reduce the number of notifications you receive during specific events. Notifications also are visible in the Console Notifications Center.

The advantages of subscribing to notifications through AWS User Notifications instead of EventBridge include:

- A friendlier user interface (UI).
- Integration with the AWS console, in the bell/notifications area on the global navigation bar.
- Native support for email notifications, there's no need to set up Amazon SNS.
- Most notably, support for mobile push notifications, exclusive to AWS User Notifications.

For example, one type of notification you may wish to receive is in case of Security Hub critical and high severity findings. A code snippet in JSON to set up that notification subscription may look something like this:

```json
{
  "detail": {
    "findings": {
      "Compliance": {
        "Status": ["FAILED", "WARNING", "NOT_AVAILABLE"]
      },
      "RecordState": ["ACTIVE"],
      "Severity": {
        "Label": ["CRITICAL", "HIGH"]
      },
      "Workflow": {
        "Status": ["NEW", "NOTIFIED"]
      }
    }
  }
}
```

**Event filtering**

- You can filter events by service and name using the filters available on the AWS User Notifications console.
- You can filter events by specific properties if you create your own EventBridge filter from JSON code.

**Example AWS Control Tower event**

Here is a generalized example event for AWS Control Tower.
• It an EventBridge event.
• You can subscribe to EventBridge events (such as this one) using AWS User Notifications.

```json
{
    "version": "0",
    "id": "<id>", // alphanumeric string
    "detail-type": "AWS Service Event via CloudTrail",
    "source": "aws.controltower",
    "account": "<account ID>", // Management account ID.
    "time": "<date>", // Format: yyyy-MM-dd'T'hh:mm:ssZ
    "region": "<region>", // AWS Control Tower home region.
    "resources": [],
    "detail": {
        "eventVersion": "1.05",
        "userIdentity": {
            "accountId": "121212121212",
            "invokedBy": "AWS Internal"
        },
        "eventSource": "controltower.amazonaws.com",
        "eventName": "<event name>", // one of the 9 event names in https://docs.aws.amazon.com/controltower/latest/userguide/lifecycle-events.html
        "awsRegion": "<region>",
        "sourceIPAddress": "AWS Internal",
        "userAgent": "AWS Internal",
        "eventID": "<id>",
        "readOnly": false,
        "eventType": "AwsServiceEvent",
        "serviceEventDetails": {
            // the contents of this object vary depending on the event subtype and event state
        }
    }
}
```
Walkthroughs

This chapter contains walkthrough procedures that can help you in your use of AWS Control Tower.

Topics

- Walkthrough: Move from ALZ to AWS Control Tower (p. 1629)
- Walkthrough: Automate Account Provisioning in AWS Control Tower by Service Catalog APIs (p. 1629)
- Walkthrough: Configure AWS Control Tower Without a VPC (p. 1632)
- Manage AWS Control Tower Resources (p. 1637)
- Walkthrough: Set Up Security Groups in AWS Control Tower With AWS Firewall Manager (p. 1634)
- Walkthrough: Decommission an AWS Control Tower Landing Zone (p. 1634)

Walkthrough: Move from ALZ to AWS Control Tower

Many AWS customers have adopted the AWS Landing Zone solution (ALZ) to set up a secure, compliant, multi-account AWS environment. To reduce the burden of managing a landing zone, AWS created the managed service called AWS Control Tower.

No additional features are scheduled for ALZ; it is in long-term support only. Therefore, we recommend that you move to the AWS Control Tower service from ALZ. The blog that is linked in this chapter walks you through different considerations for that move, and it explains how you can plan a successful migration from ALZ to AWS Control Tower.

Blog: Migrate AWS Landing Zone solution to AWS Control Tower

AWS Prescriptive Guidance offers more extensive documentation, including steps for transitioning from ALZ to AWS Control Tower. Essentially, you will enable AWS Control Tower governance in your existing organization that is running ALZ, based upon a number of prerequisites. For information, see Transitioning from AWS Landing Zone to AWS Control Tower.

Walkthrough: Automate Account Provisioning in AWS Control Tower by Service Catalog APIs

AWS Control Tower is integrated with several other AWS services, such as AWS Service Catalog. You can use the APIs to create and provision your member accounts in AWS Control Tower.

The video shows you how to provision accounts in an automated, batch fashion, by calling the AWS Service Catalog APIs. For provisioning, you'll call the ProvisionProduct API from the AWS command line interface (CLI), and you'll specify a JSON file that contains the parameters for each account you'd like to set up. The video illustrates installing and using the AWS Cloud9 development environment to perform this work. The CLI commands would be the same if you use AWS Cloudshell instead of AWS Cloud9.

Note

You also can adapt this approach for automating account updates, by calling the UpdateProvisionedProduct API of AWS Service Catalog for each account. You can write a script to update the accounts, one by one.
As a completely different automation method, if you are familiar with Terraform, you can provision accounts with AWS Control Tower Account Factory for Terraform (AFT) (p. 151).

**Sample automation administration role**

Here is a sample template you can use to help configure your automation administration role in the management account. You would configure this role in your management account so it can perform the automation with Administrator access in the target accounts.

```yaml
AWSTemplateFormatVersion: 2010-09-09
Description: Configure the SampleAutoAdminRole
Resources:
  AdministrationRole:
    Type: AWS::IAM::Role
    Properties:
      RoleName: SampleAutoAdminRole
      AssumeRolePolicyDocument:
        Version: 2012-10-17
        Statement:
          - Effect: Allow
            Principal:
              Service: cloudformation.amazonaws.com
            Action:
              - sts:AssumeRole
            Path: /
        Policies:
          - PolicyName: AssumeSampleAutoAdminRole
            PolicyDocument:
              Version: 2012-10-17
              Statement:
                - Effect: Allow
                  Action:
                    - sts:AssumeRole
                  Resource:
                    - "arn:aws:iam::*:role/SampleAutomationExecutionRole"
```

**Sample automation execution role**

Here is a sample template you can use to help you set up your automation execution role. You would configure this role in the target accounts.

```yaml
AWSTemplateFormatVersion: "2010-09-09"
Description: "Create automation execution role for creating Sample Additional Role."
Parameters:
  AdminAccountId:
    Type: "String"
    Description: "Account ID for the administrator account (typically management, security or shared services)."
  AdminRoleName:
    Type: "String"
    Description: "Role name for automation administrator access."
    Default: "SampleAutomationAdministrationRole"
  ExecutionRoleName:
    Type: "String"
    Description: "Role name for automation execution."
    Default: "SampleAutomationExecutionRole"
  SessionDurationInSecs:
    Type: "Number"
    Description: "Maximum session duration in seconds."
    Default: 14400
```
Resources:
# This needs to run after AdminRoleName exists.
ExecutionRole:
  Type: "AWS::IAM::Role"
Properties:
  RoleName: !Ref ExecutionRoleName
  MaxSessionDuration: !Ref SessionDurationInSecs
  AssumeRolePolicyDocument:
    Version: "2012-10-17"
    Statement:
      - Effect: "Allow"
        Principal:
          AWS:
            - !Sub "arn:aws:iam::${AdminAccountId}:role/${AdminRoleName}"
        Action:
          - "sts:AssumeRole"
        Path: "/"
        ManagedPolicyArns:
          - "arn:aws:iam::aws:policy/AdministratorAccess"

After configuring these roles, you call the AWS Service Catalog APIs to perform the automated tasks. The CLI commands are given in the video.

Sample provisioning input for Service Catalog API

Here is a sample of the input you can give to the Service Catalog ProvisionProduct API if you're using the API to provision AWS Control Tower accounts:

```
{
  pathId: "lpv2-7n2o3nudljh6e",
  productId: "prod-y422ydgjge2rs",
  provisionedProductName: "Example product 1",
  provisioningArtifactId: "pa-2mmz36cfpj2p4",
  provisioningParameters: [
    {
      key: "AccountEmail",
      value: "abc@amazon.com"
    },
    {
      key: "AccountName",
      value: "ABC"
    },
    {
      key: "ManagedOrganizationalUnit",
      value: "Custom (ou-xfe5-a8hb8ml8)"
    },
    {
      key: "SSOUserEmail",
      value: "abc@amazon.com"
    },
    {
      key: "SSOUserFirstName",
      value: "John"
    },
    {
      key: "SSOUserLastName",
      value: "Smith"
    }
  ],
  provisionToken: "c3c795a1-9824-4fb2-a4c2-4b1841be4068"
}
```
For more information, see the API reference for Service Catalog.

Note
Notice that the format of the input string for the value of ManagedOrganizationalUnit has changed from OU_NAME to OU_NAME (OU_ID). The video that follows does not mention this change.

Video Walkthrough
This video (6:58) describes how to automate account deployments in AWS Control Tower. For better viewing, select the icon at the lower right corner of the video to enlarge it to full screen. Captioning is available.

Video Walkthrough of Automated Account Provisioning in AWS Control Tower.

Walkthrough: Configure AWS Control Tower Without a VPC

This topic walks through how to configure your AWS Control Tower accounts without a VPC.

If your workload does not require a VPC, you can do the following:

• You can delete the AWS Control Tower virtual private cloud (VPC). This VPC was created when you set up your landing zone.
• You can change your Account Factory settings so that new AWS Control Tower accounts are created without an associated VPC.

Important
If you provision Account Factory accounts with VPC internet access settings enabled, that Account Factory setting overrides the control Disallow internet access for an Amazon VPC instance managed by a customer (p. 1540). To avoid enabling internet access for newly provisioned accounts, you must change the setting in Account Factory.

Delete the AWS Control Tower VPC

Outside of AWS Control Tower, every AWS customer has a default VPC, which you can view on the Amazon Virtual Private Cloud (Amazon VPC) console at https://console.aws.amazon.com/vpc/. You’ll recognize the default VPC, because its name always includes the word (default) at the end of the name.

When you set up a AWS Control Tower landing zone, AWS Control Tower deletes your AWS default VPC and creates a new AWS Control Tower default VPC. The new VPC is associated with your AWS Control Tower management account. This topic refers to that new VPC as the Control Tower VPC.

When you view your AWS Control Tower VPC in the Amazon VPC console, you will not see the word (default) at the end of the name. If you have more than one VPC, you must use the assigned CIDR range to identify the correct AWS Control Tower VPC.

You can delete the AWS Control Tower VPC, but if you later need a VPC in AWS Control Tower, you must create it yourself.

To delete the AWS Control Tower VPC

1. Open the Amazon VPC console at https://console.aws.amazon.com/vpc/.
2. Search for VPC or select VPC from the Service Catalog options. You then see the VPC Dashboard.
3. From the menu on the left, choose Your VPCs. You then see a list of all your VPCs.
4. Identify the AWS Control Tower VPC by its CIDR range.
5. To delete the VPC, choose Actions and then choose Delete VPC.

An AWS (default) VPC already exists in every Region for the AWS Control Tower management account. To follow security best practices, if you choose to delete the AWS Control Tower VPC, it's best also to delete the AWS default VPC associated with the management account from all AWS Regions. Therefore, to secure the management account, remove the default VPC from each Region, as well as removing the VPC created by Control Tower in your AWS Control Tower home region.

Create an Account in AWS Control Tower Without a VPC

If your end-user workloads do not require VPCs, you can use this method to set up end-user accounts that don't have VPCs created for them automatically.

From the AWS Control Tower dashboard, you can view and edit your network configurations settings. After you change the settings so that AWS Control Tower accounts are created without an associated VPC, all new accounts are created without a VPC until you change the settings again.

To configure Account Factory for creating accounts without VPCs

2. Choose Account Factory from the menu on the left.
3. You then see the Account Factory page with the Network Configuration section.
4. Note the current settings if you intend to restore them later.
5. Choose the Edit button in the Network Configuration section.
6. In the Edit account factory network configuration page, go to the VPC Configuration options for new accounts section.

   You can follow Option 1 or Option 2, or both, to ensure that AWS Control Tower does not create a VPC when provisioning an account.

   a. Option 1 – Removing subnets
      
      • Turn off the Internet-accessible subnet toggle switch.
      • Set the Maximum number of private subnets value to 0.
   b. Option 2 – Removing AWS Regions
      
      • Clear every checkbox in the Regions for VPC creation column.
7. Choose Save.

Possible Errors

Be aware of these possible errors that could occur when you delete your AWS Control Tower VPC or reconfigure Account Factory to create accounts without VPCs.

- Your existing management account may have dependencies or resources in the AWS Control Tower VPC, which can cause a deletion failure error.
- If you leave the default CIDR in place when setting up to launch new accounts without a VPC, your request fails with an error that the CIDR is not valid.
Walkthrough: Set Up Security Groups in AWS Control Tower With AWS Firewall Manager

The video shows you how to use the AWS Firewall Manager service to provide improvements to your network security for AWS Control Tower. You can designate a security administrator account that's enabled to set up security groups. You will see how you can configure security policies and enforce security rules for your AWS Control Tower organizations, and how you can remediate non-compliant resources by applying policies automatically. You can view the security groups that are in effect for each account and resource (such as an Amazon EC2 instance) in your organization.

You can create your own firewall policies, or you can subscribe to rules from trusted vendors.

Set Up Security Groups With AWS Firewall Manager

This video (8:02) describes how to set up better network infrastructure security for your resources and workloads in AWS Control Tower. For better viewing, select the icon at the lower right corner of the video to enlarge it to full screen. Captioning is available.

Video Walkthrough of Firewall Setup in AWS Control Tower.

For more information, see the documentation on how to set up AWS WAF.

Walkthrough: Decommission an AWS Control Tower Landing Zone

AWS Control Tower allows you to set up and govern secure multi-account AWS environments, known as landing zones. The process of cleaning up all of the resources allocated by AWS Control Tower is referred to as decommissioning a landing zone.

If you no longer want to use AWS Control Tower, the automated decommissioning tool cleans up the resources allocated by AWS Control Tower. To begin the automated decommissioning process, navigate to the Landing Zone Settings page, select the decommission tab, and choose Decommission landing zone.

For a list of actions performed during decommissioning, see Overview of the decommissioning process (p. 1635).

Warning
Manually deleting all of your AWS Control Tower resources is not the same as decommissioning. It will not allow you to set up a new landing zone.

Your data and your existing AWS Organizations are not changed by the decommissioning process, in the following ways.

• AWS Control Tower does not remove your data, it only removes parts of the landing zone that it created.
• After the decommissioning process is complete, a few resource artifacts remain, such as Amazon S3 buckets and Amazon CloudWatch Logs log groups. These resources must be deleted manually before you set up another landing zone, and to avoid possible costs associated with maintaining certain resources.
• You can't use automated decommissioning to remove a landing zone that's partially set up. If your landing zone setup process fails, you must resolve the failure state and set it up all the way to make automated decommissioning possible, or you must manually delete the resources individually.
Decommissioning a landing zone is a process with significant consequences, and it cannot be undone. The decommissioning actions taken by AWS Control Tower and the artifacts that remain after decommissioning are described in the following sections.

Important
We strongly recommend that you perform this decommissioning process only if you intend to stop using your landing zone. It is not possible to re-create your existing landing zone after you've decommissioned it.

Overview of the decommissioning process

When you request decommissioning of your landing zone, AWS Control Tower does the following actions.

- Disables each detective control enabled in the landing zone. AWS Control Tower deletes the AWS CloudFormation resources supporting the control.
- Disables each preventive control by removing service control policies (SCPs) from AWS Organizations. If a policy is empty (which it should be after removing all SCPs managed by AWS Control Tower), AWS Control Tower detaches and deletes the policy entirely.
- Deletes all blueprints deployed as AWS CloudFormation StackSets.
- Deletes all blueprints deployed as CloudFormation Stacks across all Regions.
- For each provisioned account, AWS Control Tower does the following actions during the decommissioning process.
  - Deletes records of each account factory account.
  - Revokes the AWS Control Tower permissions to the account by removing the IAM role that AWS Control Tower created (unless additional policies have been added to it) and recreates the standard OrganizationsFullAccessRole IAM role.
  - Removes records of the account from AWS Service Catalog.
  - Removes the account factory product and portfolio from AWS Service Catalog.
  - Deletes the blueprints for the shared (Audit and Log Archive) accounts.
  - Revokes the AWS Control Tower permissions from the shared accounts by removing the IAM role that AWS Control Tower created (unless additional policies have been added to it) and recreates the OrganizationsFullAccessRole IAM role.
  - Deletes records related to the shared accounts.
  - Deletes records related to customer-created OUs.
  - Deletes internal records that identify the home Region.

Note
After decommissioning, you may wish to remove the Account Factory VPC blueprint (BP_ACCOUNT_FACTORY_VPC) to clean up the routes and NAT gateways, if your VPC was not empty.

Resources not removed during decommissioning

Decommissioning a landing zone does not fully reverse the AWS Control Tower setup process. Certain resources remain, which may be removed manually.

AWS Organizations

For customers without existing AWS Organizations organizations, AWS Control Tower sets up an organization with two organizational units (OUs), named Security and Sandbox. When you decommission your landing zone, the hierarchy of the organization is preserved, as follows:
• Organizational Units (OUs) you created from the AWS Control Tower console are not removed.
• The Security and Sandbox OUs are not removed.
• The organization is not deleted from AWS Organizations.
• No accounts in AWS Organizations (shared, provisioned, or management) are moved or removed.

**AWS IAM Identity Center (SSO)**

For customers without an existing IAM Identity Center directory, AWS Control Tower sets up IAM Identity Center and configures an initial directory. When you decommission your landing zone, AWS Control Tower makes no changes to IAM Identity Center. If needed, you can delete the IAM Identity Center information stored in your management account manually. In particular, these areas are unchanged by decommissioning:

• Users created with Account Factory are not removed.
• Groups created by AWS Control Tower setup are not removed.
• Permission sets created by AWS Control Tower are not removed.
• Associations between AWS accounts and IAM Identity Center permission sets are not removed.
• IAM Identity Center directories are not changed.

**Amazon S3 Buckets**

During setup, AWS Control Tower creates buckets in the logging account for logging and for logging access. When you decommission your landing zone, the following resources are not removed:

• Logging and logging access S3 buckets in the logging account are not removed.
• Contents of the logging and logging access buckets are not removed.

**Shared Accounts**

Two shared accounts (Audit and Log Archive) are created in the Security OU during AWS Control Tower setup. When you decommission your landing zone:

• Shared accounts that were created during AWS Control Tower setup are not closed.
• The OrganizationAccountAccessRole IAM role is recreated to align with standard AWS Organizations configuration.
• The AWSControlTowerExecution role is removed.

**Provisioned Accounts**

AWS Control Tower customers can use account factory to create new AWS accounts. When you decommission your landing zone:

• Provisioned accounts you created with Account Factory are not closed.
• Provisioned products in AWS Service Catalog are not removed. If you clean those up by terminating them, their accounts are moved into the Root OU.
• The VPC that AWS Control Tower created is not removed, and the associated AWS CloudFormation stack set (BP_ACCOUNT_FACTORY_VPC) is not removed.
• The OrganizationAccountAccessRole IAM role is recreated to align with standard AWS Organizations configuration.
• The AWSControlTowerExecution role is removed.
CloudWatch Logs Log Group

A CloudWatch Logs log group, aws-controltower/CloudTrailLogs, is created as part of the blueprint named AWSControlTowerBP-BASELINE-CLOUDTRAIL-MANAGEMENT. This log group is not removed. Instead, the blueprint is deleted and the resources are retained.

- This log group must be deleted manually before you set up another landing zone.

**Note**

Customers on landing zone 3.0 and later do not need to delete their individual enrolled account's CloudTrail logs and CloudTrail logs roles, because these are created in the management account only, for the organization-level trail. Beginning with landing zone version 3.2, AWS Control Tower creates an EventBridge rule, called AWSControlTowerManagedRule. This rule is created in each member account, for all governed Regions. The rule is not deleted automatically during decommissioning, so you must delete it manually from the shared and member accounts for all governed Regions before you can set up a landing zone in a new Region.

Procedures for how to delete AWS Control Tower resources are given in Manage AWS Control Tower Resources (p. 1637).

Manage AWS Control Tower Resources

This document provides instructions for how to remove AWS Control Tower resources individually, as part of regular maintenance and administrative tasks. The procedures given in this chapter are intended only for removing individual resources, or a few resources, when needed. It is not the same as decommissioning your landing zone.

Two types of tasks may require you to remove resources:

- To delete resources as you manage your landing zone in ordinary situations.
- To clean up resources that remain after automated decommissioning.

**Warning**

Manually removing resources will not allow you to set up a new landing zone. It is not the same as decommissioning. If you intend to decommission your AWS Control Tower landing zone, follow the instructions on Walkthrough: Decommission an AWS Control Tower Landing Zone (p. 1634) before you take any actions described in this chapter. The instructions in this chapter can help you clean up resources that remain after automated decommissioning is complete. Even if you delete all of your landing zone resources manually, it is not the same as decommissioning the landing zone, and you may incur unexpected charges.

If you need to remove an account from AWS Control Tower, see the following sections to close an account:

- [Unmanage an account](#)
- [Close an account created in Account Factory](#)

Do I need decommissioning instead of deleting?

If you no longer intend to use AWS Control Tower for your enterprise, or if you require a major redeployment of your organizational resources, you may want to decommission the resources created when you initially set up your landing zone.

- After the decommissioning process is complete, a few resource artifacts remain, such as Amazon S3 buckets and Amazon CloudWatch Logs log groups.
• You must clean up the remaining resources in your accounts manually before you set up another landing zone, and to avoid the possibility of unexpected charges. For more information, see Resources not removed during decommissioning (p. 1635).

Warning
We strongly recommend that you perform a decommissioning process only if you intend to stop using your landing zone. This process cannot be undone.

About removing AWS Control Tower resources

The individual procedures in this chapter guide you through manual methods of removing AWS Control Tower resources. These procedures can be followed when you need to delete a specific resource from your landing zone.

Before performing these procedures, unless it's otherwise indicated, you must be signed in to the AWS Management Console in the home Region for your landing zone, and you must be signed in as an IAM user or user in IAM Identity Center with administrative permissions for the management account that contains your landing zone.

Warning
These are destructive actions that can introduce governance drift into your AWS Control Tower setup. They cannot be undone.

Topics
• Delete SCPs (p. 1638)
• Delete StackSets and Stacks (p. 1638)
• Delete Amazon S3 Buckets in the Log Archive Account (p. 1639)
• Remove an Account Factory Portfolio and Product (p. 1640)
• Remove AWS Control Tower Roles and Policies (p. 1641)
• AWS Control Tower resource help (p. 1642)

Delete SCPs

AWS Control Tower uses service control policies (SCPs) for its controls. This procedure walks through how to delete the SCPs specifically related to AWS Control Tower.

To delete AWS Organizations SCPs
1. Open the Organizations console at https://console.aws.amazon.com/organizations/.
2. Open the Policies tab, and find the Service Control Policies (SCPs) that have the prefix aws-guardrails- and do the following for each SCP:
   a. Detach the SCP from the associated OU.
   b. Delete the SCP.

Delete StackSets and Stacks

AWS Control Tower uses StackSets and stacks to deploy AWS Config Rules related to controls in your landing zone. The following procedures walk through how to delete these specific resources.

To delete AWS CloudFormation StackSets
2. From the left navigation menu, choose **StackSets**.
3. For each StackSet with the prefix **AWSControlTower**, do the following. If you have many accounts in a StackSet, this can take some time.
   a. Choose the specific StackSet from the table in the dashboard. This opens the properties page for that StackSet.
   b. At the bottom of the page, in the **Stacks** table, make a record of the AWS account IDs for all the accounts in the table. Copy the list of all accounts.
   c. From **Actions**, choose **Delete stacks from StackSet**.
   d. On **Set deployment options**, from **Deployment locations**, choose **Deploy stacks in accounts**.
   e. In the text field, enter the AWS account IDs you made a record of in step 3.b, separated by commas. For example: `123456789012, 098765431098`, and so on.
   f. From **Specify regions**, choose **Add all**, leave the rest of the parameters on the page set to their defaults, and choose **Next**.
   g. On the **Review** page, review your choices, and then choose **Delete stacks**.
   h. On the **StackSet properties** page, you can begin this procedure again for your other StackSets.
4. The process is complete when the records in the **Stacks** table of the different **StackSets properties** pages are empty.
5. When the records in the **Stacks** table are empty, choose **Delete StackSet**.

**To delete AWS CloudFormation stacks**

2. From the **Stacks** dashboard, search for all of the stacks with the prefix **AWSControlTower**.
3. For each stack in the table, do the following:
   a. Choose the check box next to the name of the stack.
   b. From the **Actions** menu, choose **Delete Stack**.
   c. In the dialog box that opens, review the information to make sure it's accurate, and choose **Yes, Delete**.

**Delete Amazon S3 Buckets in the Log Archive Account**

The following procedures guide you through how to sign in to the log archive account as an IAM Identity Center user in the **AWSControlTowerExecution** group and then delete the Amazon S3 buckets in your log archive account.

**To sign in to your log archive account with the right permissions**

2. From the **Accounts** tab, find the **Log archive** account.
3. From the right pane that opens, make a record of the log archive account number.
4. From the navigation bar, choose your account name to open your account menu.
5. Choose **Switch Role**.
6. On the page that opens, provide the account number for the log archive account in **Account**.
7. For **Role**, enter **AWSControlTowerExecution**.
8. The **Display Name** populates with text.
9. Choose your favorite **Color**.
10. Choose **Switch Role**.
To delete Amazon S3 buckets

1. Open the Amazon S3 console at https://console.aws.amazon.com/s3/.
2. Search for bucket names that contain aws-controltower.
3. For each bucket in the table, do the following:
   a. Choose the check box for the bucket in the table.
   b. Choose Delete.
   c. In the dialog box that opens, review the information to make sure it’s accurate, enter the name of the bucket to confirm, and then choose Confirm.

Remove an Account Factory Portfolio and Product

The following procedure guides you through how to sign in as an IAM Identity Center user in the AWSServiceCatalogAdmins group and then clean up your Account Factory portfolio and products.

To sign in to your management account with the right permissions

1. Go to your user portal URL at directory-id.awsapps.com/start
2. From AWS Account, find the Management account.
3. From AWSServiceCatalogAdminFullAccess, choose Management console to sign in to the AWS Management Console as this role.

To clean up Account Factory

1. Open the Service Catalog console at https://console.aws.amazon.com/servicecatalog/.
2. From the left navigation menu, choose Portfolios list.
3. In the Local Portfolios table, search for a portfolio named AWS Control Tower Account Factory Portfolio.
4. Choose the name of that portfolio to go to its details page.
5. Expand the Constraints section of the page, and choose the radio button for the constraint with the product name AWS Control Tower Account Factory.
6. Choose REMOVE CONSTRAINTS.
7. In the dialog box that opens, review the information to make sure it’s accurate, and then choose CONTINUE.
8. From the Products section of the page, choose the radio button for the product named AWS Control Tower Account Factory.
9. Choose REMOVE PRODUCT.
10. In the dialog box that opens, review the information to make sure it’s accurate, and then choose CONTINUE.
11. Expand the Users, Groups, and Roles section of the page, and choose the check boxes for all the records in this table.
12. Choose REMOVE USERS, GROUP OR ROLE.
13. In the dialog box that opens, review the information to make sure it’s accurate, and then choose CONTINUE.
14. From the left navigation menu, choose Portfolios list.
15. In the Local Portfolios table, search for a portfolio named AWS Control Tower Account Factory Portfolio.
16. Choose the radio button for that portfolio, and then choose DELETE PORTFOLIO.
17. In the dialog box that opens, review the information to make sure it’s accurate, and then choose CONTINUE.
18. From the left navigation menu, choose Product list.
20. Choose the product to open the Admin product details page.
21. From Actions, choose Delete product.
22. In the dialog box that opens, review the information to make sure it’s accurate, and then choose CONTINUE.

Remove AWS Control Tower Roles and Policies

These procedures walk you through how to clean up the roles and policies that AWS Control Tower created when your landing zone was set up, or later.

To delete the IAM Identity Center AWSServiceCatalogEndUserAccess role

1. Open the AWS IAM Identity Center console at https://console.aws.amazon.com/singlesignon/.
2. Change your AWS Region to your home Region, which is the Region where you initially set up AWS Control Tower.
3. From the left navigation menu, choose AWS accounts.
4. Choose your management account link.
5. Choose the dropdown for Permission sets, select AWSServiceCatalogEndUserAccess, and then choose Remove.
6. Choose AWS accounts from the left panel.
7. Open the Permission sets tab.
8. Select AWSServiceCatalogEndUserAccess and delete it.

To delete IAM roles

1. Open the IAM console at https://console.aws.amazon.com/iam/.
2. From the left navigation menu, choose Roles.
3. From the table, search for roles with the name AWSControlTower.
4. For each role in the table, do the following:
   a. Choose the check box for the role.
   b. Choose Delete role.
   c. In the dialog box that opens, review the information to make sure it’s accurate, and then choose Yes, delete.

To delete IAM policies

1. Open the IAM console at https://console.aws.amazon.com/iam/.
2. From the left navigation menu, choose Policies.
3. From the table, search for policies with the name AWSControlTower.
4. For each policy in the table, do the following:
   a. Choose the check box for the policy.
   b. Choose Policy actions, and Delete from the dropdown menu.
   c. In the dialog box that opens, review the information to make sure it’s accurate, and then choose Delete.
AWS Control Tower resource help

If you encounter any issues that you can't resolve when you remove AWS Control Tower resources, contact AWS Support.

How to decommission a landing zone

To decommission your AWS Control Tower landing zone, follow the procedure given here.

Note
We recommend that you unmanage your enrolled accounts prior to decommissioning.

1. Navigate to the Landing Zone Settings page in the AWS Control Tower console.
2. Choose Decommission your landing zone within the Decommission your landing zone section.
3. A dialog appears, explaining the action you are about to perform, with a required confirmation process. To confirm your intent to decommission, you must select every box and type the confirmation as requested.

   Important
   The decommissioning process cannot be undone.

4. If you confirm your intent to decommission your landing zone, you are redirected to the AWS Control Tower home page while decommissioning is in progress. The process may require up to two hours.

5. When decommissioning has succeeded, you must delete remaining resources manually before setting up a new landing zone from the AWS Control Tower console. These remaining resources include some specific Amazon S3 buckets, organizations, and CloudWatch Logs log groups.

   Note
   These actions may have significant consequences for your billing and compliance activities. For example, failure to delete these resources can result in unexpected charges.

   For more information about how to delete resources manually, see About removing AWS Control Tower resources (p. 1638).

6. If you intend to set up a new landing zone in a new AWS Region, follow this additional step. Enter the following command through the CLI:

   aws organizations disable-aws-service-access --service-principal controltower.amazonaws.com

Manual cleanup tasks required after decommissioning

- You must specify different email addresses for the Log archive and Audit accounts if you create a new landing zone after decommissioning one, or follow the procedure for bringing your own existing Log archive or Audit accounts.
- The CloudWatch Logs log group, aws-controltower/CloudTrailLogs, must be deleted manually before you set up another landing zone.
- The two Amazon S3 buckets with reserved names for logs must be removed, or renamed, manually.
- You must delete, or rename, the existing Security and Sandbox organizational units manually.

   Note
   Before you can delete the AWS Control Tower Security OU organization, you must first delete the logging and audit accounts, but not the management account. To delete these accounts, you must When to sign in as a root user (p. 53) to the audit account and to the logging account and delete them individually.
• You may wish to delete the AWS IAM Identity Center (IAM Identity Center) configuration for AWS Control Tower manually, but you can proceed with the existing IAM Identity Center configuration.
• You may wish to remove the VPC created by AWS Control Tower, and remove the associated AWS CloudFormation stack set.
• Before you can set up a new landing zone in a new AWS Region, you must follow these additional steps.
  • Enter the following command through the CLI:
    ```bash
    aws organizations disable-aws-service-access --service-principal controltower.amazonaws.com
    ```
  • Delete the remaining managed rule, called AWSControlTowerManagedRule, from the shared and member accounts for all governed Regions.

Setup after decommissioning a landing zone

After you decommission your landing zone, you cannot successfully execute setup again until manual cleanup is complete. Also, without manual cleanup of these remaining resources, you may incur unexpected billing charges. You must attend to these issues:

• The AWS Control Tower management account is part of the AWS Control Tower Root OU. Be sure that these IAM roles and IAM policies are removed from the management account:
  • Roles:
    - AWSControlTowerAdmin
    - AWSControlTowerCloudTrailRole
    - AWSControlTowerStackSetRole
  • Policies:
    - AWSControlTowerAdminPolicy
    - AWSControlTowerCloudTrailRolePolicy
    - AWSControlTowerStackSetRolePolicy
• You may wish to delete or update the existing IAM Identity Center configuration for AWS Control Tower before you set up a landing zone again, but it is not required that you delete it.
• You may wish to remove the VPC created by AWS Control Tower.
• Setup fails if the email addresses specified for the logging or audit accounts are associated with an existing AWS account. You may close the AWS accounts, or use different email addresses to set up a landing zone again. Alternatively, you may re-use these existing shared accounts, with the feature that allows you to bring your own logging and audit accounts. For more information, see Considerations for bringing existing security or logging accounts (p. 118).
• Setup fails if Amazon S3 buckets with the following reserved names already exist in the logging account:
  • `aws-controltower-logs-{accountId}-{region}` (used for the logging bucket).
  • `aws-controltower-s3-access-logs-{accountId}-{region}` (used for the logging access bucket).
  You must either rename or remove these buckets, or use a different account for the logging account.
• Setup fails if the management account has the existing log group, `aws-controltower/CloudTrailLogs`, in CloudWatch Logs. You must either rename or remove the log group.
Before you set up in a new AWS Region

If you intend to set up a new landing zone in a new AWS Region, follow these additional steps.

- Enter the following command through the CLI:

```bash
aws organizations disable-aws-service-access --service-principal controltower.amazonaws.com
```

- Delete the remaining managed rule, called AWSControlTowerManagedRule, from shared and member accounts for all governed Regions.

**Note**
You cannot set up a new landing zone in an organization with top-level OUs named either **Security** or **Sandbox**. You must rename or remove these OUs to set up a landing zone again.
Troubleshooting

If you encounter issues while using AWS Control Tower, you can use the following information to resolve them according to our best practices. If the issues you encounter are outside the scope of the following information, or if they persist after you've tried to resolve them, contact AWS Support.

Landing Zone Launch Failed

Common causes of landing zone launch failure:

- Lack of response to a confirmation email message.
- AWS CloudFormation StackSet failure.

**Confirmation email messages**: If your management account is less than an hour old, you may encounter issues when the additional accounts are created.

**Action to take**

If you encounter this issue, check your email. You might have been sent confirmation email that is awaiting response. Alternatively, we recommend that you wait an hour, and then try again. If the issue persists, contact AWS Support.

**Failed StackSets**: Another possible cause of landing zone launch failure is AWS CloudFormation StackSet failure. AWS Security Token Service (STS) regions must be enabled in the management account for all AWS Regions that AWS Control Tower is governing, so that the provisioning can be successful; otherwise, stack sets will fail to launch.

**Action to take**

Be sure to enable all of your required AWS Security Token Service (STS) endpoint regions before you launch AWS Control Tower.

To view a list of AWS Regions that AWS Control Tower supports, see [How AWS Regions Work With AWS Control Tower (p. 109)](#).

Landing zone not up to date error

If you have not updated your landing zone recently, you may receive an error when you try to regain access to AWS Control Tower. You may see an error message similar to this one:

**Unable to access Control Tower**

**Your account has been inactive for too long. Due to inactivity, you must update your landing zone for access to AWS Control Tower.**

However, your landing zone update may fail.

**Steps to take**

Sign in to the management account of your organization, and sign in as root user. Your IAM user or user in IAM Identity Center must have AWS Control Tower administrator permissions and be part of the AWSControlTowerAdmins group. Then try the update again.
New Account Provisioning Failed

If you encounter this issue, check for these common causes.

When you filled out the account provisioning form, you may have:

- specified `tagOptions`,
- enabled SNS notifications,
- enabled provisioned product notifications.

Try again to provision your account, without specifying any of those options. For more information, see `Provision accounts with AWS Service Catalog Account Factory` (p. 134).

Other common causes for failure:

- If you created a provisioned product plan (to view resource changes), your account provisioning may remain in an `In progress` state indefinitely.
- Creation of a new account in Account Factory will fail while other AWS Control Tower configuration changes are in progress. For example, while a process is running to add a control to an OU, Account Factory will display an error message if you try to provision an account.

To check the status of a previous action in AWS Control Tower

- Navigate to `AWS CloudFormation > StackSets`
- Check each stack set related to AWS Control Tower (prefix: "AWSControlTower")
- Look for AWS CloudFormation StackSets operations that are still running.

If your account provisioning takes longer than one hour, it's best to terminate the provisioning process and try again.

Failed to Enroll an Existing Account

If you try once to enroll an existing AWS account and that enrollment fails, when you try a second time, the error message may tell you that the stack set exists. To continue, you must remove the provisioned product in Account Factory.

If the reason for the first enrollment failure was that you forgot to create the `AWSControlTowerExecution` role in the account in advance, the error message you'll receive correctly tells you to create the role. However, when you try to create the role, you are likely to receive another error message stating that AWS Control Tower could not create the role. This error occurs because the process has been partially completed.

In this case, you must take two recovery steps before you can proceed with enrolling your existing account. First, you must terminate the Account Factory provisioned product through the AWS Service Catalog console. Next, you must use the AWS Organizations console to manually move the account out of the OU and back to the root. After that is done, create the `AWSControlTowerExecution` role in the account, and then fill in the `Enroll account` form again.

Another possible cause of enrollment failure is that the account has existing AWS Config resources. In that case, see `Enroll accounts that have existing AWS Config resources` for instructions on how you can modify your existing resources.
Unable to Update an Account Factory Account

When an account is in an inconsistent state, it cannot be updated successfully from Account Factory or AWS Service Catalog.

Case 1: You may encounter an error message similar to this one:

AWS Control Tower could not baseline VPC in the managed account because of existing resource dependencies.

Common cause: AWS Control Tower always removes the AWS default VPC during initial provisioning. To have an AWS default VPC in an account, you must add it after account creation. AWS Control Tower has its own default VPC that replaces the AWS default VPC, unless you set up Account Factory the way the walkthrough shows you—so that AWS Control Tower doesn't provision a VPC at all. Then the account has no VPC. You'd have to re-add the AWS default VPC if you want to use that one.

However, AWS Control Tower doesn't support the AWS default VPC. Deploying one causes the account to enter a Tainted state. When it is in that state, you cannot update the account through AWS Service Catalog.

Action to take: You must delete the default VPC that you added, and then you will be able to update the account.

Note
The Tainted state causes a follow-on issue: An account that is not updated may prevent enabling controls on the OU of which it is a part.

Case 2: You may see an error message similar to this one:

AWS Control Tower detects that your enrolled account has been moved to a new organizational unit.

Common cause: You attempted to move an account from one registered OU to another, but old AWS Config rules remain. The account is in an inconsistent state.

Action to take:

If the account move was intended:

• Terminate the account in Service Catalog.
• Enroll it again.
• Context/impact: Deployed AWS Config rules don't match the configuration dictated by the destination OU.
• AWS Config rules may remain from the previous OU, causing unintended spending.
• Attempts to re-enroll or update the account will fail due to resource naming conflicts.

If the account move was unintended:

• Return the account to its original OU.
• Update the account from Service Catalog.
• In the launch parameters, enter the OU that the account was originally in.
• Context/impact: If the account is not returned to its original OU, its state will be inconsistent with the controls dictated by the new OU it's in.
• Updating an account is not a valid remediation, because it does not delete the AWS Config rules associated with its previous OU.
Unable to Update Landing Zone

When an account is in a **Closed** or **Suspended** state, you may encounter an issue when you try to update your landing zone. You must delete the provisioned product on every closed account before you perform an update to the landing zone.

On the AWS Service Catalog provisioned product page, you may see an error message similar to this one:

AWSControlTowerExecution role can't be assumed on the account.

**Common cause:** You have suspended an account without deleting the provisioned product.

**Action to take:** If you see this error, you have two options:

1. Contact AWS Support and reopen the account, delete the provisioned product, then close the account again.
2. Remove the resources from the StackSets that have been orphaned because of the account closure.
   (This option is available only if the StackSets have instances in **Current** state that you are not removing.)

   **To remove the resources from the StackSets, do this for each closed account:**

   - Go into each of the AWS Control Tower StackSets and remove the StackInstances from every region, for the account that has been closed.
   - **IMPORTANT:** Choose the **Retain Stack** option so the StackSet removes only the stack instances. StackSet can't assume a role from the closed account, so it will fail if it tries to assume the AWSControlTowerExecution role, which leads to the error message you received.

Failure Error that Mentions AWS Config

If AWS Config is enabled in any AWS Region supported by AWS Control Tower, you may receive an error message because a pre-check has failed. The message might not seem to explain the problem adequately, due to some underlying behavior of AWS Config.

**You may receive an error message, similar to one of these:**

- AWS Control Tower cannot create an AWS Config delivery channel because one already exists. To continue, delete the existing delivery channel and try again.
- AWS Control Tower cannot create an AWS Config configuration recorder because one already exists. To continue, delete the existing delivery channel and try again.

**Common cause:** When the AWS Config service is enabled on an AWS account, it creates a configuration recorder and delivery channel with a default naming. If you disable the AWS Config service through the console, it does not delete the configuration recorder or the delivery channel. You must delete them through the CLI, or modify them for AWS Control Tower use. If the AWS Config service is enabled in any one of the Regions supported by AWS Control Tower, it can result in this failure.

If the account has existing AWS Config resources, see [Enroll accounts that have existing AWS Config resources](#) for instructions on how you can modify your existing resources.
**Action to take:** Delete the configuration recorder and delivery channel in all supported regions. Disabling AWS Config is not enough, the configuration recorder and delivery channel must be deleted by means of the CLI. After you've deleted the configuration recorder and delivery channel from the CLI, you can try again to launch AWS Control Tower and enroll the account.

If you are in the process of deploying a provisioned product, you must delete the provisioned product before you retry. Otherwise, you may see an error message similar to this one:

- An error occurred (**InvalidParametersException**) when calling the **ProvisionProduct** operation: A stack named **Stackname** already exists.

In the message, **Stackname** specifies the name of the stack.

Here are some example AWS Config CLI commands you can use to determine the status of your configuration recorder and delivery channel.

**View commands:**
- `aws configservice describe-delivery-channels`
- `aws configservice describe-delivery-channel-status`
- `aws configservice describe-configuration-recorders`
- The normal response is something like "name": "default"

**Delete commands:**
- `aws configservice stop-configuration-recorder --configuration-recorder-name NAME-FROM-DESCRIBE-OUTPUT`
- `aws configservice delete-delivery-channel --delivery-channel-name NAME-FROM-DESCRIBE-OUTPUT`
- `aws configservice delete-configuration-recorder --configuration-recorder-name NAME-FROM-DESCRIBE-OUTPUT`

For more information, see the AWS Config documentation
- Managing the Configuration Recorder (AWS CLI)
- Managing the Delivery Channel

**No Launch Paths Found Error**

When you're trying to create a new account, you may see an error message similar to this one:

No launch paths found for resource: prod-dpqfyywxxxx

This error message is generated by AWS Service Catalog, which is the integrated service that helps provision accounts in AWS Control Tower.

**Common Causes:**

- You may be logged in as root. AWS Control Tower does not support creating accounts when you're logged in as root user.
- Your IAM Identity Center user has not been added to the appropriate permission group. You may need to add your IAM Identity Center user to one of these permission groups: **AWSAccountFactory** (for end-user access) or **AWSServiceCatalogAdmins** (for admin access).
• If you are authenticated as an IAM user, you must add it to the AWS Service Catalog portfolio so that it has the correct permissions.
• This issue also occurs if you have the correct permissions, but AWS Control Tower drift is detected and a repair is necessary.

Received an Insufficient Permissions Error

It's possible that your account may not have the necessary permissions to perform certain work in certain AWS Organizations. If you encounter the following type of error, check all the permissions areas, such as IAM or IAM Identity Center permissions, to make sure your permission is not being denied from those places:

You have insufficient permissions to perform AWS Organizations API actions.

If you believe your work requires the action you're attempting, and you can't locate any relevant restriction, contact your system administrator or AWS Support.

Detective controls are not taking effect on accounts

If you've recently expanded your AWS Control Tower deployment into a new AWS Region, newly-applied detective controls do not take effect on new accounts you create in any Region until the individual accounts within OUs governed by AWS Control Tower are updated. Existing detective controls on existing accounts are still in effect.

If you try to enable a detective control before updating your accounts, you may see an error message similar to this one:

AWS Control Tower can't enable the selected control on this OU. AWS Control Tower cannot apply the control on the OU ou-xxx-xxxxxxxx, because child accounts have dependencies that are missing. Update all child accounts under the OU, then try again.

Action to take: Update accounts.

To update your accounts from the AWS Control Tower console, see When to update AWS Control Tower OUs and accounts (p. 206).

To update multiple individual accounts programmatically, you can use the APIs from AWS Service Catalog and the AWS CLI to automate the updates. For more information about how to approach the update process, see this Video Walkthrough (p. 1632). You can substitute the UpdateProvisionedProduct API for the ProvisionProduct API shown in the video.

If you have further difficulties with enabling detective controls on your accounts, contact AWS Support.

Rate exceeded error returned by the AWS Organizations API

Possible cause
Your workload was running while AWS Control Tower was running a daily scan to check whether your SCPs have drifted.

**Steps to follow**

If you encounter an API throttling or rate exceeded error, try these steps:

- Run your workloads at a different time. (Refer to the AWS Control Tower SCP invariance scan schedule by Region to find out when AWS Control Tower runs its audit scans.)
- If you are calling the APIs directly through HTTP: Use the AWS SDK, which automatically retries failed actions
- Request a limit increase through Service Quotas and AWS Support

An example of troubleshooting instructions for API throttling in Elastic Beanstalk can be found here: https://aws.amazon.com/premiumsupport/knowledge-center/elastic-beanstalk-api-throttling-errors/

---

**Failure to move an Account Factory account directly from one AWS Control Tower landing zone to another AWS Control Tower landing zone**

**Warning**

This practice does not meet the prerequisite for eligible account enrollment, because eligible accounts must be part of the same overall AWS Organization, and each organization may have only one landing zone. If you have tried to do this action and you find yourself receiving multiple error messages, here is some information that might be helpful.

To move an account that you've provisioned through Account Factory into another landing zone that's managed by AWS Control Tower, under another management account, you must remove all of the IAM roles and the stacks associated with that account from the original OU. Remove these resources from every Region in which the account is deployed.

**Note**

The best way to remove the resources is to deprovision the account in its original OU before you try to move it.

If you don't remove the resources, enrollment into the new OU will fail, somewhat spectacularly. You may encounter one or more error messages, and you will keep receiving similar error messages until the remaining roles and stacks are removed from every Region in which the account was deployed.

Each time you receive an error message, you must remove the account from the new OU, delete the old resource that is the subject of the error message, and then attempt to move the account back into the new OU. This process of removing-and-deleting must be repeated for every remaining resource, for every Region in which the account was deployed, possibly 10 or 20 times. These repeated errors occur because the account was provisioned into an OU with an SCP that prevents IAM role deletion. You can make the recovery process shorter by deleting all the account's resources before you retry.

The examples below represent the types of failure messages you may receive if undeleted roles and stacks remain. You would most likely see one of these messages at a time, for each time you attempt to enroll the account, as long as old resources remain.

The values of the resource ID strings have been modified for the examples. Their values will not be the same in an error message you may receive. You may see a message similar to the following examples:
• AWS Control Tower cannot create the IAM role `aws-controltower-AdministratorExecutionRole` because the role already exists. To continue, delete the existing IAM role and try again.

• AWS Control Tower cannot create the IAM role `aws-controltower-ConfigRecorderRole` because the role already exists. To continue, delete the existing IAM role and try again.

• AWS Control Tower cannot create the IAM role `aws-controltower-ForwardSnsNotificationRole` because the role already exists. To continue, delete the existing IAM role and try again.

Or you may see an error message about a stack set failure, similar to this one:

```
"Error":"
"StackSetFailState",
"Cause":"
"StackSetOperation on AWSControlTowerBP-BASELINE-CLOUDWATCH
with id 8aXXXXf5-e0XX-4XXa-bc4XX-dXXXXXee31
has reached SUCCEEDED state but has 1 NON-CURRENT stack instances;
here is the summary :{ StackSet Id: AWSControlTowerBP-BASELINE-CLOUDWATCH:40XXXbf2-Xead-46a1-XXXa-eXXXXecb2ee2,
Stack instance Id: arn:aws:cloudformation:eu-west-1:1X23456789XX:
stack/StackSet-AWSControlTowerBP-BASELINE-CLOUDWATCH-4feXXXXXX-ecXX-XXc6-bXXX-4ae678/4feXXXXXX-ecX-4ae123458,
Status: OUTDATED,
Status Reason: ResourceLogicalId:ForwardSnsNotification,
ResourceType:AWS::Lambda::Function,
ResourceStatusReason:aws-controltower-NotificationForwarder already exists in stack
arn:aws:cloudformation:eu-west-1:1X23456789XX:
stack/StackSet-AWSControlTowerBP-BASELINE-CLOUDWATCH-4feXXXXXX-ecXX-XXc6-bXXX-4ae678/4feXXXXXX-ecX-4ae123458.
```

After all of the remaining resources are removed from the first OU, you'll be able to invite, provision, or enroll the account into the new OU successfully.

**AWS Support**

If you want to move your existing member accounts into a different support plan, you can sign in to each account with root account credentials, [compare plans](#), and set the support level that you prefer.

We recommend that you update the MFA and account security contacts when you make changes to your support plan.
Related information

This topic lists common use cases and best practices for AWS Control Tower capabilities and additional enhancements. This topic also includes links to relevant blog posts, technical documentation, and related resources that can help you as you work with AWS Control Tower.

Tutorials and labs

- **AWS Control Tower lab** – These labs provide a high-level overview of common tasks related to AWS Control Tower.
- On the AWS Control Tower dashboard, choose **Get personalized guidance** if you have a use case in mind but you’re not sure where to start.
- Try visiting a [curated list of YouTube videos](#) that explain more about how to use AWS Control Tower functionality.

Networking

Set up repeatable and manageable patterns for networks in AWS. Learn more about design, automation, and appliances that are commonly used by customers.

- **AWS Quick Start VPC Architecture** – This Quick Start guide provides a networking foundation based on AWS best practices for your AWS Cloud infrastructure. It builds an AWS Virtual Private Network environment with public and private subnets where you can launch AWS services and other resources.
- **Self-service VPCs in AWS Control Tower using AWS Service Catalog** – This blog post describes a way to set up Account Factory so you can provision accounts with customized VPCs.
- **Implementing Serverless Transit Network Orchestrator (STNO) in AWS Control Tower** – This blog post demonstrates how to automate network connectivity access across accounts. This blog is intended for AWS Control Tower administrators, or those responsible for managing networks within their AWS environment.

Security, identity, and logging

Extend your security posture, integrate with external or existing identity providers, and centralize logging systems.

**Security**

- **Automating AWS Security Hub Alerts with AWS Control Tower lifecycle events** – This blog post describes how to automate Security Hub enablement and configuration in an AWS Control Tower multi-account environment on existing and new accounts.
- **Enabling AWS Identity and Access Management** – This blog post describes how to enhance your organizational security visibility by enabling and centralizing IAM Access Analyzer findings.
- **AWS Systems Manager Parameter Store** provides secure, hierarchical storage for configuration data management and secrets management. You can use it to share configuration information in a secure location, for use by AWS Systems Manager and by AWS CloudFormation. For example, you can store a list of Regions in which you want to deploy conformance packs.
Identity

- **Link Azure AD user identity into AWS accounts and applications for single sign-on** – This blog post describes how to use Azure AD with IAM Identity Center and AWS Control Tower.
- **Manage access to AWS centrally for Okta users with AWS IAM Identity Center** – This blog post describes how to use Okta with IAM Identity Center and AWS Control Tower.

Logging

- **AWS Centralized Logging Solution** – This solutions post describes the Centralized Logging solution which enables organizations to collect, analyze, and display logs on AWS across multiple accounts and AWS Regions.

Deploying resources and managing workloads

Deploy and manage resources and workloads.

- **Getting Started Library integration** – This blog post describes Getting Started portfolios you can use.
- **Continuous deployment of Cloud Custodian to AWS Control Tower**

Working with existing organizations and accounts

Work with existing AWS organizations and accounts.

- **Enroll an account** – This user guide topic describes how to enroll an existing AWS account in AWS Control Tower.
- **Bring an account under AWS Control Tower** – This blog post describes how to deploy AWS Control Tower into your existing AWS organizations.
- **Extend AWS Control Tower governance using AWS Config conformance packs** – This blog post describes how to deploy AWS Config conformance packs to assist with bringing existing accounts and organizations into governance by AWS Control Tower.
- **How to Detect and Mitigate Guardrail Violation with AWS Control Tower** – This blog post describes how to add controls and how to subscribe to SNS notifications so that you can be notified by email of control compliance violations.

Automation and integration

Automate account creation and integrate lifecycle events with AWS Control Tower.

- **Lifecycle events** – This blog post describes how to use lifecycle events with AWS Control Tower.
- **Automate account creation** – This blog post describes how to set up automated account creation in AWS Control Tower.
- **Amazon VPC flow log automation** – This blog post describes how to automate and centralize Amazon VPC Flow Logs in a multi-account environment.
- **Automate VPC tagging with AWS Control Tower lifecycle events** – This blog post describes how to automate resource tagging for VPCs, by means of lifecycle events in AWS Control Tower.
- **Automated account management** – This blog post describes how to automate account management tasks after your AWS Control Tower environment is set up.
Migrating workloads

Use other AWS services with AWS Control Tower to assist in workload migration.

- **CloudEndure migration** – This blog post describes how to combine CloudEndure and other AWS services with AWS Control Tower to assist in workload migration.

Related AWS services

AWS Control Tower acts as an orchestration layer for AWS Organizations. Therefore, by means of the AWS Organizations console and APIs, you have access to over 20 other AWS services that work with AWS Control Tower. These additional services are not accessible directly through the AWS Control Tower console.

- For a full list of services available to AWS Control Tower by means of AWS Organizations, see [AWS services that you can use with AWS Organizations](#).
- To enable multi-account capabilities for these related AWS services, you must enable trusted access. For more information, see [Using AWS Organizations with other AWS services](#).

  **Note**
  Remember that AWS IAM Identity Center, AWS Config, and AWS CloudTrail are set up for you in AWS Control Tower and fully integrated. You do not need to modify your trusted access or delegated administration settings for these services.

- Some AWS services available through AWS Organizations can use delegated administration, including AWS Systems Manager and AWS Firewall Manager. For more information, see [Configuring a Delegated Administrator](#), and [Enabling a delegated administrator account for Firewall Manager](#). Also see this video, [Set up security groups with AWS Firewall Manager](#).

AWS Marketplace solutions

Discover solutions from AWS Marketplace.

- **AWS Control Tower Marketplace** – AWS Marketplace offers a broad range of solutions for AWS Control Tower to help you integrate third-party software. These solutions help solve key infrastructure and operational use cases including identity management, security for a multi-account environment, centralized networking, operational intelligence, and security information and event management (SIEM).
AWS Control Tower release notes

Following are details about AWS Control Tower releases that require an update for an AWS Control Tower landing zone, as well as releases that are incorporated into the service automatically.

Features and releases are listed in reverse chronological order (most recent first) based on the date on which they were officially announced to the public. Because there can be a lag between when the feature or release is documented and when it is officially announced, the date listed for a feature or release here may differ slightly from the date in the Document history (p. 1697).

Features released in 2023 (p. 1656)
Features released in 2022 (p. 1674)
Features released in 2021 (p. 1682)
Features released in 2020 (p. 1690)
Features released in 2019 (p. 1694)

January 2023 - Present

Since January 2023, AWS Control Tower has released the following updates:

- AWS Control Tower announces controls to assist digital sovereignty (p. 1657)
- AWS Control Tower supports landing zone APIs (p. 1660)
- AWS Control Tower supports tagging for enabled controls (p. 1661)
- AWS Control Tower available in Asia Pacific (Melbourne) Region (p. 1661)
- Transition to new AWS Service Catalog External product type (p. 1661)
- New control API available (p. 1662)
- AWS Control Tower adds additional controls (p. 1662)
- New drift type reported: trusted access disabled (p. 1664)
- Four additional AWS Regions (p. 1664)
- AWS Control Tower available in Tel Aviv Region (p. 1664)
- AWS Control Tower launches 28 new proactive controls (p. 1665)
- AWS Control Tower deprecates two controls (p. 1666)
- AWS Control Tower landing zone version 3.2 (p. 1666)
- AWS Control Tower handles accounts based on ID (p. 1668)
- Additional Security Hub detective controls available in the AWS Control Tower controls library (p. 1668)
- AWS Control Tower publishes control metadata tables (p. 1668)
- Terraform support for Account Factory Customization (p. 1669)
- AWS IAM Identity Center self-management available for landing zone (p. 1669)
- AWS Control Tower addresses mixed governance for OUs (p. 1670)
AWS Control Tower User Guide
AWS Control Tower announces
controls to assist digital sovereignty

• Additional proactive controls available (p. 1670)
• Updated Amazon EC2 proactive controls (p. 1671)
• Seven additional AWS Regions available (p. 1672)
• Account Factory for Terraform (AFT) account customization request tracing (p. 1672)
• AWS Control Tower landing zone version 3.1 (p. 1673)
• Proactive controls generally available (p. 1674)

AWS Control Tower announces controls to assist
digital sovereignty

November 27, 2023

(No update required for AWS Control Tower landing zone.)

AWS Control Tower announces 65 new AWS-managed controls, to help you meet your digital sovereignty
requirements. With this release, you can discover these controls under a new digital sovereignty group in
the AWS Control Tower console. You can use these controls to help prevent actions and detect resource
changes regarding data residency, granular access restriction, encryption, and resiliency capabilities. These
controls are designed to make it simpler for you to address requirements at scale. For more information
about digital sovereignty controls, see Controls that enhance digital sovereignty protection (p. 1528).

For example, you can choose to enable controls that help enforce your encryption and resiliency
strategies, such as Require an AWS AppSync API cache to have encryption in transit enabled or
Require an AWS Network Firewall to be deployed across multiple Availability Zones. You can also
customize the AWS Control Tower Region deny control to apply regional restrictions that best fit your
unique business needs.

This release brings well-enhanced AWS Control Tower Region deny capabilities. You can apply a new,
parameterized Region deny control at the OU level, for increased granularity of governance, while
maintaining additional Region governance at the landing zone level. This customizable Region deny
control helps you to apply regional restrictions that best fit your unique business needs. For more
information about the new, configurable Region deny control, see Region deny control applied to the
OU (p. 1556).

As a new tool to the new Region deny enhancement, this release includes a new API,
UpdateEnabledControl, which allows you to reset your enabled controls to the default settings.
This API is especially helpful in use cases where you need to resolve drift quickly, or to guarantee
programmatically that a control is not in a state of drift. For more information about the new API, see
the AWS Control Tower API Reference

New proactive controls

• CT.APIGATEWAY.PR.6: Require an Amazon API Gateway REST domain to use a security policy that
  specifies a minimum TLS protocol version of TLSv1.2
• CT.APPSYNC.PR.2: Require an AWS AppSync GraphQL API to be configured with private visibility
• CT.APPSYNC.PR.3: Require that an AWS AppSync GraphQL API is not authenticated with API keys
• CT.APPSYNC.PR.4: Require an AWS AppSync GraphQL API cache to have encryption in transit enabled.
• CT.APPSYNC.PR.5: Require an AWS AppSync GraphQL API cache to have encryption at rest enabled.
• CT.AUTOSCALING.PR.9: Require an Amazon EBS volume configured through an Amazon EC2 Auto
  Scaling launch configuration to encrypt data at rest
• CT.AUTOSCALING.PR.10: Require an Amazon EC2 Auto Scaling group to use only AWS Nitro instance
types when overriding a launch template
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- **CT.AUTOSCALING.PR.11**: Require only AWS Nitro instance types that support network traffic encryption between instances to be added to an Amazon EC2 Auto Scaling group, when overriding a launch template
- **CT.DAX.PR.3**: Require a DynamoDB Accelerator cluster to encrypt data in transit with Transport Layer Security (TLS)
- **CT.DMS.PR.2**: Require an AWS Database Migration Service (DMS) Endpoint to encrypt connections for source and target endpoints
- **CT(EC2.PR.15**: Require an Amazon EC2 instance to use an AWS Nitro instance type when creating from the AWS : : EC2 : : LaunchTemplate resource type
- **CT(EC2.PR.16**: Require an Amazon EC2 instance to use an AWS Nitro instance type when created using the AWS : : EC2 : : Instance resource type
- **CT(EC2.PR.17**: Require an Amazon EC2 dedicated host to use an AWS Nitro instance type
- **CT(EC2.PR.18**: Require an Amazon EC2 fleet to override only those launch templates with AWS Nitro instance types
- **CT(EC2.PR.19**: Require an Amazon EC2 instance to use a nitro instance type that supports encryption in transit between instances when created using the AWS : : EC2 : : Instance resource type
- **CT(EC2.PR.20**: Require an Amazon EC2 fleet to override only those launch templates with AWS Nitro instance types that support encryption in transit between instances
- **CT.ELASTICACHE.PR.8**: Require an Amazon ElastiCache replication group of later Redis versions to have RBAC authentication activated
- **CT.MQ.PR.1**: Require an Amazon MQ ActiveMQ broker to use active/standby deployment mode for high availability
- **CT.MQ.PR.2**: Require an Amazon MQ Rabbit MQ broker to use Multi-AZ cluster mode for high availability
- **CT.MSK.PR.1**: Require an Amazon Managed Streaming for Apache Kafka (MSK) cluster to enforce encryption in transit between cluster broker nodes
- **CT.MSK.PR.2**: Require an Amazon Managed Streaming for Apache Kafka (MSK) cluster to be configured with PublicAccess disabled
- **CT.NETWORK-FIREWALL.PR.5**: Require an AWS Network Firewall firewall to be deployed across multiple Availability Zones
- **CT.RDS.PR.26**: Require an Amazon RDS DB Proxy to require Transport Layer Security (TLS) connections
- **CT.RDS.PR.27**: Require an Amazon RDS DB cluster parameter group to require Transport Layer Security (TLS) connections for supported engine types
- **CT.RDS.PR.28**: Require an Amazon RDS DB parameter group to require Transport Layer Security (TLS) connections for supported engine types
- **CT.RDS.PR.29**: Require an Amazon RDS cluster not be configured to be publicly accessible by means of the 'PubliclyAccessible' property
- **CT.RDS.PR.30**: Require that an Amazon RDS database instance has encryption at rest configured to use a KMS key that you specify for supported engine types
- **CT.S3.PR.12**: Require an Amazon S3 access point to have a Block Public Access (BPA) configuration with all options set to true

**New preventive controls**

- **CT.APPSYNC.PV.1**: Require that an AWS AppSync GraphQL API is configured with private visibility
- **CT(EC2.PV.1**: Require an Amazon EBS snapshot to be created from an encrypted EC2 volume
- **CT(EC2.PV.2**: Require that an attached Amazon EBS volume is configured to encrypt data at rest
- **CT(EC2.PV.3**: Require that an Amazon EBS snapshot cannot be publicly restorable
- **CT(EC2.PV.4**: Require that Amazon EBS direct APIs are not called
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- **CT.EC2.PV.5** Disallow the use of Amazon EC2 VM import and export
- **CT.EC2.PV.6** Disallow the use of deprecated Amazon EC2 RequestSpotFleet and RequestSpotInstances API actions
- **CT.KMS.PV.1** Require an AWS KMS key policy to have a statement that limits creation of AWS KMS grants to AWS services
- **CT.KMS.PV.2** Require that an AWS KMS asymmetric key with RSA key material used for encryption does not have a key length of 2048 bits
- **CT.KMS.PV.3** Require that an AWS KMS key is configured with the bypass policy lockout safety check enabled
- **CT.KMS.PV.4** Require that an AWS KMS customer-managed key (CMK) is configured with key material originating from AWS CloudHSM
- **CT.KMS.PV.5** Require that an AWS KMS customer-managed key (CMK) is configured with imported key material
- **CT.KMS.PV.6** Require that an AWS KMS customer-managed key (CMK) is configured with key material originating from an external key store (XKS)
- **CT.LAMBDA.PV.1** Require an AWS Lambda function URL to use AWS IAM-based authentication
- **CT.LAMBDA.PV.2** Require an AWS Lambda function URL to be configured for access only by principals within your AWS account
- **CT.MULTISERVICE.PV.1**: Deny access to AWS based on the requested AWS Region for an organizational unit

The new detective controls that enhance your digital sovereignty governance posture are part of the AWS Security Hub Service-Managed Standard AWS Control Tower.

**New detective controls**

- **SH.ACM.2**: RSA certificates managed by ACM should use a key length of at least 2,048 bits
- **SH.AppSync.5**: AWS AppSync GraphQL APIs should not be authenticated with API keys
- **SH.CloudTrail.6**: Ensure the S3 bucket used to store CloudTrail logs is not publicly accessible
- **SH.DMS.9**: DMS endpoints should use SSL
- **SH.DocumentDB.3**: Amazon DocumentDB manual cluster snapshots should not be public
- **SH.DynamoDB.3**: DynamoDB Accelerator (DAX) clusters should be encrypted at rest
- **SH.EC2.23**: EC2 Transit Gateways should not automatically accept VPC attachment requests
- **SH.EKS.1**: EKS cluster endpoints should not be publicly accessible
- **SH.ElastiCache.3**: ElastiCache replication groups should have automatic failover enabled
- **SH.ElastiCache.4**: ElastiCache replication groups should have encryption-at-rest enabled
- **SH.ElastiCache.5**: ElastiCache replication groups should have encryption-in-transit enabled
- **SH.ElastiCache.6**: ElastiCache replication groups of earlier Redis versions should have Redis AUTH enabled
- **SH.EventBridge.3**: EventBridge custom event buses should have a resource-based policy attached
- **SH.KMS.4**: AWS KMS key rotation should be enabled
- **SH.Lambda.3**: Lambda functions should be in a VPC
- **SH.MQ.5**: ActiveMQ brokers should use active/standby deployment mode
- **SH.MQ.6**: RabbitMQ brokers should use cluster deployment mode
- **SH.MSK.1**: MSK clusters should be encrypted in transit among broker nodes
- **SH.RDS.12**: IAM authentication should be configured for RDS clusters
- **SH.RDS.15**: RDS DB clusters should be configured for multiple Availability Zones
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• SH.S3.17: S3 buckets should be encrypted at rest with AWS KMS keys

For more information about controls added to the AWS Security Hub Service-Managed Standard AWS Control Tower see Controls that apply to Service-Managed Standard: AWS Control Tower in the AWS Security Hub documentation.

For a list of AWS Regions that do not support certain controls that are part of the AWS Security Hub Service-Managed Standard AWS Control Tower, see Unsupported Regions (p. 1527).

New configurable control for Region deny at the OU level

CT.MULTISERVICE.PV.1: This control accepts parameters to specify exempted Regions, IAM principals, and Actions that are allowed, at the OU level, rather than for the entire AWS Control Tower landing zone. It is a preventive control, implemented by Service control policy (SCP).

For more information, see Region deny control applied to the OU (p. 1556).

The UpdateEnabledControl API

This AWS Control Tower release adds the following API support for controls:

• The updated EnableControl API can configure controls that are configurable.
• The updated GetEnabledControl API shows the configured parameters on an enabled control.
• The new UpdateEnabledControl API can change parameters on an enabled control.

For more information, see the AWS Control Tower API Reference.

AWS Control Tower supports landing zone APIs

November 26, 2023

(No update required for AWS Control Tower landing zone.)

AWS Control Tower now supports landing zone configuration and launch using APIs. You can create, update, get, list, reset, and delete landing zones using APIs.

The following APIs enable you to set up and manage your landing zone programatically using AWS CloudFormation or the AWS CLI.

AWS Control Tower supports the following APIs for landing zones:

• CreateLandingZone–This API call creates a landing zone using a landing zone version and manifest file.
• GetLandingZoneOperation–This API call returns the status of a specified landing zone operation.
• GetLandingZone–This API call returns details about the specified landing zone, including the version, manifest file, and deployment status.
• UpdateLandingZone–This API call updates the landing zone version or manifest file.
• ListLandingZone–This API call returns one landing zone identifier (ARN) for a landing zone setup in the management account.
• ResetLandingZone–This API call resets the landing zone to the parameters specified at creation, which can repair drift.
• DeleteLandingZone–This API call decommissions the landing zone.

To get started with landing zone APIs, see the Getting started with AWS Control Tower using APIs (p. 26).
AWS Control Tower supports tagging for enabled controls

November 10, 2023

AWS Control Tower now supports resource tagging for enabled controls, from the AWS Control Tower console or by means of APIs. You can add, remove, or list tags for enabled controls.

With the release of the following APIs, you can configure tags for the controls you enable in AWS Control Tower. Tags help you manage, identify, organize, search for, and filter resources. You can create tags to categorize resources by purpose, owner, environment, or other criteria.

AWS Control Tower supports the following APIs for control tagging:

- TagResource—This API call adds tags to controls enabled in AWS Control Tower.
- UntagResource—This API call removes tags from controls enabled in AWS Control Tower.
- ListTagsForResource—This API call returns tags for controls enabled in AWS Control Tower.

AWS Control Tower control APIs are available in AWS Regions where AWS Control Tower is available. For a full list of AWS Regions in which AWS Control Tower is available, see the AWS Region Table. For a full list of AWS Control Tower APIs, see the API Reference.

AWS Control Tower available in Asia Pacific (Melbourne) Region

November 3, 2023

AWS Control Tower is available in Asia Pacific (Melbourne) Region.

If you are already using AWS Control Tower and you want to extend its governance features to this Region in your accounts, go to the Settings page in your AWS Control Tower dashboard, select the Region, and then update your landing zone. After a landing zone update, you must update all accounts that are governed by AWS Control Tower, to bring your accounts and OUs under governance in the new Region. For more information, see About Updates.

For a full list of Regions in which AWS Control Tower is available, see the AWS Region Table.

Transition to new AWS Service Catalog External product type

October 31, 2023

HashiCorp updated their Terraform licensing. As a result, AWS Service Catalog updated support for Terraform Open Source products and provisioned products to a new product type, called External.

AWS Control Tower does not support Account Factory customizations that rely on the AWS Service Catalog External product type. To avoid disruption to existing workloads and AWS resources in your accounts, follow the AWS Control Tower transition steps in this suggested order, by December 14, 2023:
1. Upgrade your existing Terraform Reference Engine for AWS Service Catalog to include support for both External and Terraform Open Source product types. For instructions about updating your Terraform Reference Engine, review the [AWS Service Catalog GitHub Repository](https://aws.github.io/service-catalog/).

2. Go to AWS Service Catalog and duplicate any existing Terraform Open Source blueprints to use the new External product type. **Do not terminate** the existing Terraform Open Source blueprints.

3. Continue to use your existing Terraform Open Source blueprints to create or update accounts in AWS Control Tower.

### New control API available

**October 14, 2023**

(No update required for AWS Control Tower landing zone.)

AWS Control Tower now supports an additional API that you can use to deploy and manage your AWS Control Tower controls, at scale. For more information about the AWS Control Tower control APIs, see the [API Reference](https://docs.aws.amazon.com/controltower/latest/APIReference/)

AWS Control Tower added a new control API:

- `GetEnabledControl`—The API call provides details about an enabled control.

We also updated this API:

- `ListEnabledControls`—This API call lists the controls enabled by AWS Control Tower on the specified organizational unit and the accounts it contains. It now returns additional information in an `EnabledControlSummary` object.

With these APIs, you can perform several common operations programmatically. For example:

- Get a list of all the controls you’ve enabled from the AWS Control Tower controls library.
- For any enabled control, you can get information about the Regions in which the control is supported, the control's identifier (ARN), the drift status of the control, and the control's status summary.

AWS Control Tower control APIs are available in AWS Regions where AWS Control Tower is available. For a full list of AWS Regions in which AWS Control Tower is available, see the [AWS Region Table](https://aws.amazon.com/about-aws/global-infrastructure/). For a full list of AWS Control Tower APIs, see the [API Reference](https://docs.aws.amazon.com/controltower/latest/APIReference/).

### AWS Control Tower adds additional controls

**October 5, 2023**

(No update required for AWS Control Tower landing zone.)

AWS Control Tower announces new proactive and detective controls.

Proactive controls in AWS Control Tower are implemented by means of AWS CloudFormation Hooks, which identify and block non-compliant resources before AWS CloudFormation provisions them. Proactive controls complement existing preventive and detective control capabilities in AWS Control Tower.

**New proactive controls**

- **[CT.ATHENA.PR.1]** Require an Amazon Athena workgroup to encrypt Athena query results at rest
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- **[CT.ATHENA.PR.2]** Require an Amazon Athena workgroup to encrypt Athena query results at rest with an AWS Key Management Service (KMS) key
- **[CT.CLOUDTRAIL.PR.4]** Require an AWS CloudTrail event data store to enable encryption at rest with an AWS KMS key
- **[CT.DAX.PR.2]** Require an Amazon DAX cluster to deploy nodes to at least three Availability Zones
- **[CT.EC2.PR.14]** Require an Amazon EBS volume configured through an Amazon EC2 launch template to encrypt data at rest
- **[CT.EKS.PR.2]** Require an Amazon EKS cluster to be configured with secret encryption using AWS Key Management Service (KMS) keys
- **[CT.ELASTICLOADBALANCING.PR.14]** Require a Network Load Balancer to have cross-zone load balancing activated
- **[CT.ELASTICLOADBALANCING.PR.15]** Require that an Elastic Load Balancing v2 target group does not explicitly disable cross-zone load balancing
- **[CT.EMR.PR.1]** Require that an Amazon EMR (EMR) security configuration is configured to encrypt data at rest in Amazon S3
- **[CT.EMR.PR.2]** Require that an Amazon EMR (EMR) security configuration is configured to encrypt data at rest in Amazon S3 with an AWS KMS key
- **[CT.EMR.PR.3]** Require that an Amazon EMR (EMR) security configuration is configured with EBS volume local disk encryption using an AWS KMS key
- **[CT.EMR.PR.4]** Require that an Amazon EMR (EMR) security configuration is configured to encrypt data in transit
- **[CT.GLUE.PR.1]** Require an AWS Glue job to have an associated security configuration
- **[CT.GLUE.PR.2]** Require an AWS Glue security configuration to encrypt data in Amazon S3 targets using AWS KMS keys
- **[CT.KMS.PR.2]** Require that an AWS KMS asymmetric key with RSA key material used for encryption has a key length greater than 2048 bits
- **[CT.KMS.PR.3]** Require an AWS KMS key policy to have a statement that limits creation of AWS KMS grants to AWS services
- **[CT.LAMBDA.PR.4]** Require an AWS Lambda layer permission to grant access to an AWS organization or specific AWS account
- **[CT.LAMBDA.PR.5]** Require an AWS Lambda function URL to use AWS IAM-based authentication
- **[CT.LAMBDA.PR.6]** Require an AWS Lambda function URL CORS policy to restrict access to specific origins
- **[CT.NEPTUNE.PR.4]** Require an Amazon Neptune DB cluster to enable Amazon CloudWatch log export for audit logs
- **[CT.NEPTUNE.PR.5]** Require an Amazon Neptune DB cluster to set a backup retention period greater than or equal to seven days
- **[CT.REDSHIFT.PR.9]** Require that an Amazon Redshift cluster parameter group is configured to use Secure Sockets Layer (SSL) for encryption of data in transit

These new proactive controls are available in commercial AWS Regions where AWS Control Tower is available. For more details about these controls, see Proactive controls (p. 245). For more details about where the controls are available, see Control limitations (p. 40).

New detective controls

New controls were added to the Security Hub Service-Managed Standard: AWS Control Tower. These controls help you enhance your governance posture. They act as part of the Security Hub Service-Managed Standard: AWS Control Tower, after you enable them on any specific OU.

- **[SH.Athena.1]** Athena workgroups should be encrypted at rest
- **[SH.Neptune.1]** Neptune DB clusters should be encrypted at rest
New drift type reported: trusted access disabled

September 21, 2023

(No update required for AWS Control Tower landing zone.)

After you set up your AWS Control Tower landing zone, you can disable trusted access to AWS Control Tower in AWS Organizations. However, doing so causes drift.

With the trusted access disabled drift type, AWS Control Tower notifies you when this type of drift occurs, so you can repair your AWS Control Tower landing zone. For more information, see Types of governance drift.

Four additional AWS Regions

September 13, 2023

(No update required for AWS Control Tower landing zone.)

AWS Control Tower is now available in Asia Pacific (Hyderabad), Europe (Spain and Zurich), and Middle East (UAE).

If you are already using AWS Control Tower and you want to extend its governance features to this Region in your accounts, go to the Settings page in your AWS Control Tower dashboard, select the Region, and then update your landing zone. After a landing zone update, you must update all accounts that are governed by AWS Control Tower, to bring your accounts and OUs under governance in the new Region. For more information, see About Updates.

For a full list of Regions in which AWS Control Tower is available, see the AWS Region Table.

AWS Control Tower available in Tel Aviv Region

August 28, 2023

(No update required for AWS Control Tower landing zone.)

AWS Control Tower announces availability in the Israel (Tel Aviv) Region.

If you are already using AWS Control Tower and you want to extend its governance features to this Region in your accounts, go to the Settings page in your AWS Control Tower dashboard, select the
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Region, and then update your landing zone. After a landing zone update, you must update all accounts that are governed by AWS Control Tower, to bring your accounts and OUs under governance in the new Region. For more information, see About Updates.

For a full list of Regions in which AWS Control Tower is available, see the AWS Region Table.

AWS Control Tower launches 28 new proactive controls

July 24, 2023

(No update required for AWS Control Tower landing zone.)

AWS Control Tower is adding 28 new proactive controls, to assist you in managing your AWS environment.

Proactive controls enhance the governance capabilities of AWS Control Tower across your multi-account AWS environments, by blocking non-compliant resources before they are provisioned. These controls help manage AWS services such as Amazon CloudWatch, Amazon Neptune, Amazon ElastiCache, AWS Step Functions, and Amazon DocumentDB. The new controls help you meet control objectives such as establishing logging and monitoring, encrypting data at rest, or improving resiliency.

Here is a full list of the new controls:

• [CT.APPSYNC.PR.1] Require an AWS AppSync GraphQL API to have logging enabled
• [CT.CLOUDWATCH.PR.1] Require an Amazon CloudWatch alarm to have an action configured for the alarm state
• [CT.CLOUDWATCH.PR.2] Require an Amazon CloudWatch log group to be retained for at least one year
• [CT.CLOUDWATCH.PR.3] Require an Amazon CloudWatch log group to be encrypted at rest with an AWS KMS key
• [CT.CLOUDWATCH.PR.4] Require an Amazon CloudWatch alarm action to be activated
• [CT.DOCUMENTDB.PR.1] Require an Amazon DocumentDB cluster to be encrypted at rest
• [CT.DOCUMENTDB.PR.2] Require an Amazon DocumentDB cluster to have automatic backups enabled
• [CT.DYNAMODB.PR.2] Require an Amazon DynamoDB table to be encrypted at rest using AWS KMS keys
• [CT.EC2.PR.13] Require an Amazon EC2 instance to have detailed monitoring enabled
• [CT.EKS.PR.1] Require an Amazon EKS cluster to be configured with public access disabled to the cluster Kubernetes API server endpoint
• [CT.ELASTICACHE.PR.1] Require an Amazon ElastiCache for Redis cluster to have automatic backups activated
• [CT.ELASTICACHE.PR.2] Require an Amazon ElastiCache for Redis cluster to have automatic minor version upgrades activated
• [CT.ELASTICACHE.PR.3] Require an Amazon ElastiCache for Redis replication group to have automatic failover activated
• [CT.ELASTICACHE.PR.4] Require an Amazon ElastiCache replication group to have encryption at rest activated
• [CT.ELASTICACHE.PR.5] Require an Amazon ElastiCache for Redis replication group to have encryption in transit activated
• [CT.ELASTICACHE.PR.6] Require an Amazon ElastiCache cache cluster to use a custom subnet group
• [CT.ELASTICACHE.PR.7] Require an Amazon ElastiCache replication group of earlier Redis versions to have Redis AUTH authentication
AWS Control Tower deprecates two controls

July 18, 2023

(No update required for AWS Control Tower landing zone.)

AWS Control Tower conducts regular reviews of its security controls to ensure that they are up to date and are still considered best practices. The following two controls have been deprecated, effective July 18, 2023, and they will be removed from the controls library, effective August 18, 2023. You can no longer enable these controls on any organizational units. You can choose to deactivate these controls before the removal date.

- [SH.S3.4] S3 buckets should have server-side encryption enabled
- [CT.S3.PR.7] Require an Amazon S3 bucket to have server-side encryption configured

Reason for deprecation

As of January 2023, Amazon S3 configured default encryption on all new and existing unencrypted buckets to apply server-side encryption with S3 managed keys (SSE-S3) as the base level of encryption for new objects uploaded to these buckets. No changes have been made to the default encryption configuration for an existing bucket that already had SSE-S3 or server-side encryption with AWS Key Management Service (AWS KMS) keys (SSE-KMS) configured.

AWS Control Tower landing zone version 3.2

June 16, 2023
AWS Control Tower landing zone version 3.2 brings the controls that are part of the AWS Security Hub Service-Managed Standard: AWS Control Tower to general availability. It introduces the ability to view the drift status of controls that are part of this standard in the AWS Control Tower console.

This update includes a new service-linked role (SLR), called the `AWSServiceRoleForAWSControlTower`. This role assists AWS Control Tower by creating an EventBridge Managed Rule, called the `AWSControlTowerManagedRule` in each member account. This managed rule collects AWS Security Hub Finding events, from which AWS Control Tower can determine control drift.

This rule is the first managed rule to be created by AWS Control Tower. The rule is not deployed by a stack; it is deployed directly from the EventBridge APIs. You can view the rule in the EventBridge console, or by means of the EventBridge APIs. If the `managed-by` field is populated, it will show the AWS Control Tower service principal.

Previously, AWS Control Tower assumed the `AWSControlTowerExecution` role to perform operations in member accounts. This new role and rule are better aligned with the best practices principle of allowing least privilege when performing operations in a multi-account AWS environment. The new role provides scoped-down permissions that specifically allow: creating the managed rule in member accounts, maintaining the managed rule, publishing security notifications through SNS, and verifying drift. For more information, see `AWSServiceRoleForAWSControlTower` (p. 1603).

The landing zone 3.2 update also includes a new StackSet resource in the management account, BP_BASELINE_SERVICE_LINKED_ROLE, which initially deploys the service-linked role.

When reporting Security Hub control drift (in landing zone 3.2 and later), AWS Control Tower receives a daily status update from Security Hub. Although controls are active in every governed Region, AWS Control Tower sends the AWS Security Hub Finding events to the AWS Control Tower home Region only. For more information, see Security Hub control drift reporting (p. 1526).

**Update to the Region Deny control**

This landing zone version also includes an update to the Region Deny control.

**Global services and APIs added**

- AWS Billing and Cost Management (billing:*)
- AWS CloudTrail (cloudtrail:LookupEvents) to allow visibility of global events in member accounts.
- AWS Consolidated Billing (consolidatedbilling:*)
- AWS Management Console Mobile Application (consoleapp:*)
- AWS Free Tier (freetier:*)
- AWS Invoicing (invoicing:*)
- AWS IQ (iq:*)
- AWS User Notifications (notifications:*)
- AWS User Notifications Contacts (notifications-contacts:*)
- Amazon Payments (payments:*)
- AWS Tax Settings (tax:*)

**Global services and APIs removed**

- Removed s3:GetAccountPublic because it is not a valid action.
- Removed s3:PutAccountPublic because it is not a valid action.
AWS Control Tower handles accounts based on ID

June 14, 2023

(No update required for AWS Control Tower landing zone.)

AWS Control Tower now creates and manages accounts that you create in Account Factory by tracking the AWS account ID, rather than the account's email address.

When provisioning an account, the account requester always must have the CreateAccount and the DescribeCreateAccountStatus permissions. This permission set is part of the Admin role, and it is given automatically when a requester assumes the Admin role. If you delegate permission to provision accounts, you may need to add these permissions directly for the account requestors.

Additional Security Hub detective controls available in the AWS Control Tower controls library

June 12, 2023

(No update required for AWS Control Tower landing zone.)

AWS Control Tower has added ten new AWS Security Hub detective controls to the AWS Control Tower controls library. These new controls target services such as API Gateway, AWS CodeBuild, Amazon Elastic Compute Cloud (EC2), Amazon Elastic Load Balancer, Amazon Redshift, Amazon SageMaker, and AWS WAF. These new controls help you enhance your governance posture by meeting control objectives, such as Establish logging and monitoring, Limit network access, and Encrypt data at rest.

These controls act as part of the Security Hub Service-Managed Standard: AWS Control Tower, after you enable them on any specific OU.

- [SH.Account.1] Security contact information should be provided for an AWS account
- [SH.APIGateway.8] API Gateway routes should specify an authorization type
- [SH.APIGateway.9] Access logging should be configured for API Gateway V2 Stages
- [SH.CodeBuild.3] CodeBuild S3 logs should be encrypted
- [SH.EC2.25] EC2 launch templates should not assign public IPs to network interfaces
- [SH.ELB.1] Application Load Balancer should be configured to redirect all HTTP requests to HTTPS
- [SH.Redshift.10] Redshift clusters should be encrypted at rest
- [SH.SageMaker.2] SageMaker notebook instances should be launched in a custom VPC
- [SH.SageMaker.3] Users should not have root access to SageMaker notebook instances
- [SH.WAF.10] A WAFV2 web ACL should have at least one rule or rule group

The new AWS Security Hub detective controls are available in all AWS Regions where AWS Control Tower is available. For more details about these controls, see Controls that apply to Service-Managed Standard: AWS Control Tower.

AWS Control Tower publishes control metadata tables

June 7, 2023

(No update required for AWS Control Tower landing zone.)
AWS Control Tower now provides full tables of control metadata as part of the published documentation. When working with the control APIs, you can look up each control’s API controlIdentifier, which is a unique ARN associated with each AWS Region. The tables include the frameworks and control objectives that each control covers. Previously, this information was available in the console only.

The tables also include the metadata for Security Hub controls that are part of the AWS Security Hub Service-Managed Standard:AWS Control Tower. For full details, see Tables of control metadata (p. 1706).

For an abbreviated list of control identifiers, and some usage examples, see Resource identifiers for APIs and controls (p. 212).

**Terraform support for Account Factory Customization**

June 6, 2023

(No update required for AWS Control Tower landing zone.)

AWS Control Tower offers single-Region support for Terraform through Account Factory Customization (AFC). Starting with this release, you can use AWS Control Tower and Service Catalog together, to define AFC account blueprints, in Terraform open source. You can customize your new and existing AWS accounts, before you provision resources in AWS Control Tower. By default, this feature enables you to deploy and update accounts, with Terraform, in your AWS Control Tower home Region.

An account blueprint describes the specific resources and configurations that are required when an AWS account is provisioned. You can use the blueprint as a template to create multiple AWS accounts at scale.

To get started, use the Terraform Reference Engine on GitHub. The Reference Engine configures the code and infrastructure required for the Terraform open source engine to work with Service Catalog. This one-time setup process takes a few minutes. After that, you can define your custom account requirements in Terraform, and then deploy your accounts with the well-defined AWS Control Tower account factory workflow. Customers who prefer to work with Terraform can utilize AWS Control Tower account customization at scale with AFC, and gain immediate access to each account after it is provisioned.

To learn how to create these customizations, see Creating Products and Getting started with Terraform open source in the Service Catalog documentation. This feature is available in all AWS Regions where AWS Control Tower is available.

**AWS IAM Identity Center self-management available for landing zone**

June 6, 2023

(No update required for AWS Control Tower landing zone.)

AWS Control Tower now supports an optional choice of identity provider for an AWS Control Tower landing zone, which you can configure during setup or update. By default, the landing zone is opted-in to using AWS IAM Identity Center, in alignment with best-practices guidance defined in Organizing Your AWS Environment Using Multiple Accounts. You now have three alternatives:

- You can accept the default and allow AWS Control Tower to set up and manage AWS IAM Identity Center for you.
- You can choose to self-manage AWS IAM Identity Center, to reflect your specific business requirements.
- You can optionally bring and self-manage a third-party identity provider, by connecting it through IAM Identity Center, if needed. You should use identity provider optionality if your regulatory environment
requires you to use a specific provider, or if you operate in AWS Regions where AWS IAM Identity Center is not available.

For more information, see [IAM Identity Center guidance (p. 55)](p.55).

Selection of identity providers at the account level is not supported. This feature applies only for the landing zone as a whole. AWS Control Tower identity provider optionality is available in all AWS Regions where AWS Control Tower is available.

**AWS Control Tower addresses mixed governance for OUs**

June 1, 2023

(No update required for AWS Control Tower landing zone.)

With this release, AWS Control Tower prevents controls from deploying to an organizational unit (OU), if that OU is in a state of *mixed governance*. Mixed governance occurs in an OU if accounts are not updated after AWS Control Tower extends governance to a new AWS Region, or removes governance. This release helps you keep the member accounts of that OU in uniform compliance. For more information, see [Avoid mixed governance when configuring Regions (p. 111)](p.111).

**Additional proactive controls available**

May 19, 2023

(No update required for AWS Control Tower landing zone.)

AWS Control Tower is adding 28 new proactive controls to assist you in governing your multi-account environment and meeting specific control objectives, such as data encryption at rest, or limiting network access. Proactive controls are implemented with AWS CloudFormation hooks that check your resources before they are provisioned. The new controls can help govern AWS services such as Amazon OpenSearch Service, Amazon EC2 Auto Scaling, Amazon SageMaker, Amazon API Gateway, and Amazon Relational Database Service (RDS).

Proactive controls are supported in all commercial AWS Regions where AWS Control Tower is available.

**Amazon OpenSearch Service**

- [CT.OPENSEARCH.PR.1] Require an Elasticsearch domain to encrypt data at rest
- [CT.OPENSEARCH.PR.2] Require an Elasticsearch domain to be created in a user-specified Amazon VPC
- [CT.OPENSEARCH.PR.3] Require an Elasticsearch domain to encrypt data sent between nodes
- [CT.OPENSEARCH.PR.4] Require an Elasticsearch domain to send error logs to Amazon CloudWatch Logs
- [CT.OPENSEARCH.PR.5] Require an Elasticsearch domain to send audit logs to Amazon CloudWatch Logs
- [CT.OPENSEARCH.PR.6] Require an Elasticsearch domain to have zone awareness and at least three data nodes
- [CT.OPENSEARCH.PR.7] Require an Elasticsearch domain to have at least three dedicated master nodes
- [CT.OPENSEARCH.PR.8] Require an Elasticsearch Service domain to use TLSv1.2
- [CT.OPENSEARCH.PR.9] Require an Amazon OpenSearch Service domain to encrypt data at rest
- [CT.OPENSEARCH.PR.10] Require an Amazon OpenSearch Service domain to be created in a user-specified Amazon VPC
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- [CT.OPENSEARCH.PR.11] Require an Amazon OpenSearch Service domain to encrypt data sent between nodes
- [CT.OPENSEARCH.PR.12] Require an Amazon OpenSearch Service domain to send error logs to Amazon CloudWatch Logs
- [CT.OPENSEARCH.PR.13] Require an Amazon OpenSearch Service domain to send audit logs to Amazon CloudWatch Logs
- [CT.OPENSEARCH.PR.14] Require an Amazon OpenSearch Service domain to have zone awareness and at least three data nodes
- [CT.OPENSEARCH.PR.15] Require an Amazon OpenSearch Service domain to use fine-grained access control
- [CT.OPENSEARCH.PR.16] Require an Amazon OpenSearch Service domain to use TLSv1.2

Amazon EC2 Auto Scaling

- [CT.AUTOSCALING.PR.1] Require an Amazon EC2 Auto Scaling group to have multiple Availability Zones
- [CT.AUTOSCALING.PR.2] Require an Amazon EC2 Auto Scaling group launch configuration to configure Amazon EC2 instances for IMDSv2
- [CT.AUTOSCALING.PR.3] Require an Amazon EC2 Auto Scaling launch configuration to have a single-hop metadata response limit
- [CT.AUTOSCALING.PR.4] Require an Amazon EC2 Auto Scaling group associated with an Amazon Elastic Load Balancing (ELB) to have ELB health checks activated
- [CT.AUTOSCALING.PR.5] Require that an Amazon EC2 Auto Scaling group launch configuration does not have Amazon EC2 instances with public IP addresses
- [CT.AUTOSCALING.PR.6] Require any Amazon EC2 Auto Scaling groups to use multiple instance types
- [CT.AUTOSCALING.PR.8] Require an Amazon EC2 Auto Scaling group to have EC2 launch templates configured

Amazon SageMaker

- [CT.SAGEMAKER.PR.1] Require an Amazon SageMaker notebook instance to prevent direct internet access
- [CT.SAGEMAKER.PR.2] Require Amazon SageMaker notebook instances to be deployed within a custom Amazon VPC
- [CT.SAGEMAKER.PR.3] Require Amazon SageMaker notebook instances to have root access disallowed

Amazon API Gateway

- [CT.APIGATEWAY.PR.5] Require Amazon API Gateway V2 Websocket and HTTP routes to specify an authorization type

Amazon Relational Database Service (RDS)

- [CT.RDS.PR.25] Require an Amazon RDS database cluster to have logging configured

For more information, see Proactive controls (p. 245).

Updated Amazon EC2 proactive controls

May 2, 2023
AWS Control Tower has updated two proactive controls: CT.EC2.PR.3 and CT.EC2.PR.4.

For the updated CT.EC2.PR.3 control, any AWS CloudFormation deployment that references a prefix list for a security group resource is blocked from deployment, unless it is for port 80 or 443.

For the updated CT.EC2.PR.4 control, any AWS CloudFormation deployment that references a prefix list for a security group resource is blocked if the port is 3389, 20, 23, 110, 143, 3306, 8080, 1433, 9200, 9300, 25, 445, 135, 21, 1434, 4333, 5432, 5500, 5601, 22, 3000, 5000, 8088, 8888.

Seven additional AWS Regions available

April 19, 2023

AWS Control Tower is now available in seven additional AWS Regions: Northern California (San Francisco), Asia Pacific (Hong Kong, Jakarta, and Osaka), Europe (Milan), Middle East (Bahrain), and Africa (Cape Town). These additional Regions for AWS Control Tower, called opt-in Regions, are not active by default, except the US West (N. California) Region, which is active by default.

Some controls in AWS Control Tower do not operate in some of these additional AWS Regions where AWS Control Tower is available, because those Regions do not support the required underlying functionality. For details, see Control limitations (p. 40).

Among these new Regions, CfCt is not available in Asia Pacific (Jakarta and Osaka). Availability in other AWS Regions is unchanged.

For more information about how AWS Control Tower manages the limitations of Regions and controls, see Considerations for activating AWS opt-in Regions (p. 112).

The VPCe endpoints required by AFT are not available in the Middle East (Bahrain) Region. Customers deploying AFT in this Region are required to deploy with parameter aft_vpc_endpoints=false. For more information, see the README file.

AWS Control Tower VPCs have two Availability Zones in the US West (N. California) Region, us-west-1, due to a limitation in Amazon EC2. In the US West (N. California), six subnets are divided across two Availability Zones. For more information, see Overview of AWS Control Tower and VPCs (p. 96).

AWS Control Tower added new permissions to AWSControlTowerServiceRolePolicy that allow AWS Control Tower to make calls to the EnableRegion, ListRegions, and GetRegionOptStatus APIs implemented by the AWS Account Management service, to make these additional AWS Regions available for your shared accounts in the landing zone (Management account, Log archive account, Audit account) and your OU member accounts. For more information, see Managed policies for AWS Control Tower (p. 1605).

Account Factory for Terraform (AFT) account customization request tracing

February 16, 2023

AFT supports account customization request tracing. Every time you submit an account customization request, AFT generates a unique tracing token that passes through an AFT customization AWS Step Functions state machine, which logs the token as part of its execution. You can use Amazon CloudWatch Logs insights queries to search timestamp ranges and retrieve the request token. As a result, you can see payloads that accompany the token, so you can trace your account customization request throughout
the entire AFT workflow. For more information about AFT, see Overview of AWS Control Tower Account Factory for Terraform. For information about CloudWatch Logs and Step Functions, see the following:

- What is Amazon CloudWatch Logs? in the Amazon CloudWatch Logs User Guide
- What is AWS Step Functions? in the AWS Step Functions Developer Guide

AWS Control Tower landing zone version 3.1

February 9, 2023

(Update required for AWS Control Tower landing zone to version 3.1. For information, see Update Your Landing Zone (p. 59))

AWS Control Tower landing zone version 3.1 includes the following updates:

- With this release, AWS Control Tower deactivates unnecessary access logging for your access logging bucket, which is the Amazon S3 bucket where access logs are stored in the Log Archive account, while continuing to enable server access logging for S3 buckets. This release also includes updates to the Region Deny control that allow additional actions for global services, such as AWS Support Plans and AWS Artifact.

- Deactivation of server access logging for the AWS Control Tower access logging bucket causes Security Hub to create a finding for the Log Archive account's access logging bucket, due to an AWS Security Hub rule, [S3.9] S3 bucket server access logging should be enabled. In alignment with Security Hub, we recommend that you suppress this particular finding, as stated in the Security Hub description of this rule. For additional information, see Information about suppressed findings.

- Access logging for the (regular) logging bucket in the Log Archive account is unchanged in version 3.1. In alignment with best practices, access events for that bucket are recorded as log entries in the access logging bucket. For more information about access logging, see Logging requests using server access logging in the Amazon S3 documentation.

- We made an update of the Region Deny control. This update allows actions by more global services. For details of this SCP, see Deny access to AWS based on the requested AWS Region (p. 1554) and Controls that enhance data residency protection (p. 1539).

Global services added:

- AWS Account Management (account:*)
- AWS Activate (activate:*)
- AWS Artifact (artifact:*)
- AWS Billing Conductor (billingconductor:*)
- AWS Compute Optimizer (compute-optimizer:*)
- AWS Data Pipeline (datapipeline:GetAccountLimits)
- AWS Device Farm (devicefarm:*)
- AWS Marketplace (discovery-marketplace:*)
- Amazon ECR (ecr-public:*)
- AWS License Manager (license-manager:ListReceivedLicenses)
- AWS Lightsail (lightsail:Get*)
- AWS Resource Explorer (resource-explorer-2:*)
- Amazon S3 (s3:CreateMultiRegionAccessPoint, s3:GetBucketPolicyStatus, s3:PutMultiRegionAccessPointPolicy)
- AWS Savings Plans (savingsplans:*)
- IAM Identity Center (sso:*)
- AWS Support App (supportapp:*)
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• AWS Support Plans (supportplans:*)
• AWS Sustainability (sustainability:*)
• AWS Resource Groups Tagging API (tag:GetResources)
• AWS Marketplace Vendor Insights (vendor-insights/ListEntitledSecurityProfiles)

Proactive controls generally available

January 24, 2023

(No update required for AWS Control Tower landing zone.)

Optional proactive controls, previously announced in preview status, are now generally available. These controls are referred to as proactive because they check your resources – before the resources are deployed – to determine whether the new resources comply with the controls that are activated in your environment. For more information, see Comprehensive controls assist in AWS resource provisioning and management (p. 1675).

January - December 2022

In 2022, AWS Control Tower released the following updates:

• Concurrent account operations (p. 1674)
• Account Factory Customization (AFC) (p. 1675)
• Comprehensive controls assist in AWS resource provisioning and management (p. 1675)
• Compliance status viewable for all AWS Config rules (p. 1675)
• API for controls and a new AWS CloudFormation resource (p. 1676)
• CfCT supports stack set deletion (p. 1676)
• Customized log retention (p. 1677)
• Role drift repair available (p. 1677)
• AWS Control Tower landing zone version 3.0 (p. 1677)
• The Organization page combines views of OUs and accounts (p. 1679)
• Easier enroll and update for individual member accounts (p. 1680)
• AFT supports automated customization for shared AWS Control Tower accounts (p. 1680)
• Concurrent operations for all optional controls (p. 1681)
• Existing security and logging accounts (p. 1681)
• AWS Control Tower landing zone version 2.9 (p. 1682)
• AWS Control Tower landing zone version 2.8 (p. 1682)

Concurrent account operations

December 16, 2022

(No update required for AWS Control Tower landing zone.)

AWS Control Tower now supports concurrent actions in account factory. You can create, update, or enroll up to five (5) accounts at a time. Submit up to five actions in succession and view the completion status of each request, while your accounts finish building in the background. For example, you no longer must wait for each process to complete before you update another account, or before you re-register an entire organizational unit (OU).
Account Factory Customization (AFC)

November 28, 2022

(No update required for AWS Control Tower landing zone.)

Account factory customization allows you to customize new and existing accounts from within the AWS Control Tower console. These new customization capabilities give you the flexibility to define account blueprints, which are AWS CloudFormation templates contained in a specialized Service Catalog product. Blueprints provision fully customized resources and configurations. You also may choose use pre-defined blueprints, built and managed by AWS partners, that help you customize accounts for specific use cases.

Previously, AWS Control Tower account factory did not support account customization in the console. With this update of account factory, you can pre-define account requirements and implement them as part of a well-defined workflow. You can apply blueprints to create new accounts, to enroll other AWS accounts into AWS Control Tower, and to update existing AWS Control Tower accounts.

When you provision, enroll, or update an account in account factory, you will select the blueprint to deploy. Those resources specified in the blueprint are provisioned in your account. When your account has finished building, all of the custom configurations are available for use immediately.

To get started with customizing accounts, you can define the resources for your intended use case in a Service Catalog product. You also can select partner-managed solutions from the AWS Getting Started Library. For more information, see Customize accounts with Account Factory Customization (AFC) (p. 141).

Comprehensive controls assist in AWS resource provisioning and management

November 28, 2022

(No update required for AWS Control Tower landing zone.)

AWS Control Tower now supports comprehensive controls management, including new, optional proactive controls, implemented through AWS CloudFormation hooks. These controls are referred to as proactive because they check your resources – before the resources are deployed – to determine whether the new resources will comply with the controls that are activated in your environment.

Over 130 new proactive controls assist you with meeting specific policy objectives for your AWS Control Tower environment; with meeting requirements of industry-standard compliance frameworks; and with governing AWS Control Tower interactions across more than twenty other AWS services.

The AWS Control Tower controls library classifies these controls according to the associated AWS services and resources. For more details, see Proactive controls (p. 245).

With this release, AWS Control Tower also is integrated with AWS Security Hub, by means of the new Security Hub Service-Managed Standard: AWS Control Tower, which supports the AWS Foundational Security Best Practices (FSBP) standard. You can view over 160 Security Hub controls alongside AWS Control Tower controls in the console, and you can obtain an Security Hub security score for your AWS Control Tower environment. For more information, see Security Hub standard (p. 1525).

Compliance status viewable for all AWS Config rules

November 18, 2022

(No update required for AWS Control Tower landing zone.)
AWS Control Tower now displays the compliance status of all AWS Config rules deployed into organizational units registered with AWS Control Tower. You can view the compliance status of all AWS Config rules that affect your accounts in AWS Control Tower, enrolled or unenrolled, without navigating outside of the AWS Control Tower console. Customers can choose to set up Config rules, called detective controls, in AWS Control Tower, or to set them up directly through the AWS Config service. The rules deployed by AWS Config are shown, along with the rules deployed by AWS Control Tower.

Previously, AWS Config rules deployed through the AWS Config service were not visible in the AWS Control Tower console. Customers had to navigate to the AWS Config service to identify non-compliant AWS Config rules. Now you can identify any non-compliant AWS Config rule within the AWS Control Tower console. To view the compliance status of all your Config rules, navigate to the Account details page in the AWS Control Tower console. You will see a list showing the compliance status of controls managed by AWS Control Tower and Config rules deployed outside of AWS Control Tower.

### API for controls and a new AWS CloudFormation resource

**September 1, 2022**

(No update required for AWS Control Tower landing zone.)

AWS Control Tower now supports programmatic management of controls, also known as guardrails, through a set of API calls. A new AWS CloudFormation resource supports the API functionality for controls. For more details, see Automate tasks in AWS Control Tower (p. 62) and Creating AWS Control Tower resources with AWS CloudFormation (p. 66).

These APIs allow you to enable, disable, and view the application status of controls in the AWS Control Tower library. The APIs include support for AWS CloudFormation, so you can manage AWS resources as infrastructure-as-code (IaC). AWS Control Tower provides optional preventive and detective controls that express your policy intentions regarding an entire organizational unit (OU), and every AWS account within the OU. These rules remain in effect as you create new accounts or make changes to existing accounts.

#### APIs included in this release

- **EnableControl**— This API call activates a control. It starts an asynchronous operation that creates AWS resources on the specified organizational unit and the accounts it contains.
- **DisableControl**— This API call turns off a control. It starts an asynchronous operation that deletes AWS resources on the specified organizational unit and the accounts it contains.
- **GetControlOperation**— Returns the status of a particular EnableControl or DisableControl operation.
- **ListEnabledControls**— Lists the controls enabled by AWS Control Tower on the specified organizational unit and the accounts it contains.

To view a list of control names for optional controls, see Resource identifiers for APIs and controls (p. 212), in the AWS Control Tower User Guide.

### CfCT supports stack set deletion

**August 26, 2022**

(No update required for AWS Control Tower landing zone.)

Customizations for AWS Control Tower (CfCT) now supports stack set deletion, by setting a parameter in the manifest.yaml file. For more information, see Delete a stack set (p. 79).
Important
When you initially set the value of enable_stack_set_deletion to true, the next time you invoke CFCT, ALL resources that begin with the prefix CustomControlTower-, which have the associated key tag Key:AWS_Solutions, Value: CustomControlTowerStackSet, and which are not declared in the manifest file, are staged for deletion.

Customized log retention

August 15, 2022

(Update required for AWS Control Tower landing zone. For information, see Update Your Landing Zone (p. 59))

AWS Control Tower now provides the ability to customize the retention policy for Amazon S3 buckets that store your AWS Control Tower CloudTrail logs. You can customize your Amazon S3 log retention policy, in increments of days or years, up to a maximum of 15 years.

If you choose not customize your log retention, the default settings are 1 year for standard account logging, and 10 years for access logging.

This feature is available for existing customers through AWS Control Tower when you update or repair your landing zone, and for new customers through the AWS Control Tower setup process.

Role drift repair available

August 11, 2022

(No update required for AWS Control Tower landing zone.)

AWS Control Tower now supports repair for role drift. You can restore a required role without a full repair of your landing zone. If this type of drift repair is needed, the console error page provides steps for restoring the role, so that your landing zone is once again available.

AWS Control Tower landing zone version 3.0

July 29, 2022

(Update required for AWS Control Tower landing zone to version 3.0. For information, see Update Your Landing Zone (p. 59))

AWS Control Tower landing zone version 3.0 includes the following updates:

• The option to choose organization-level AWS CloudTrail trails, or to opt out of CloudTrail trails managed by AWS Control Tower.
• Two new detective controls to determine whether AWS CloudTrail is logging activity in your accounts.
• The option to aggregate AWS Config information about global resources in your home Region only.
• An update to the Region deny control.
• An update to the managed policy, AWSControlTowerServiceRolePolicy.
• We no longer create the IAM role aws-controltower-CloudWatchLogsRole and the CloudWatch log group aws-controltower/CloudTrailLogs in each enrolled account. Previously, we created these in each account for its account trail. With organization trails, we only create one in the management account.

The following sections provide more details about each new capability.

Organization-level CloudTrail trails in AWS Control Tower
With landing zone version 3.0, AWS Control Tower now supports organization-level AWS CloudTrail trails.

When you update your AWS Control Tower landing zone to version 3.0, you have the option to select organization-level AWS CloudTrail trails as your logging preference, or to opt out of CloudTrail trails that are managed by AWS Control Tower. When you update to version 3.0, AWS Control Tower deletes the existing account-level trails for enrolled accounts after a 24-hour waiting period. AWS Control Tower does not delete account-level trails for unenrolled accounts. Going forward from landing zone 3.0, AWS Control Tower no longer will support account-level trails that AWS manages. Instead, AWS Control Tower creates an organization-level trail, which is active or inactive, according to your selection.

**Note**
After you update to version 3.0 or later, you do not have the option to continue with account-level CloudTrail trails managed by AWS Control Tower.

No logging data is lost from your aggregated account logs, because the logs remain in the existing Amazon S3 bucket where they are stored. Only the trails are deleted, not the existing logs. If you select the option to add organization-level trails, AWS Control Tower opens a new path to a new folder within your Amazon S3 bucket and continues sending logging information to that location. If you choose to opt out of trails managed by AWS Control Tower, your existing logs remain in the bucket, unchanged.

**Path naming conventions for log storage**

- Account trail logs are stored with a path of this form: `/org id/AWSLogs/…`
- Organization trail logs are stored with a path of this form: `/org id/AWSLogs/org id/…`

The path that AWS Control Tower creates for your organization-level CloudTrail trails is different than the default path for a manually-created organization-level trail, which would have the following form:

- `/AWSLogs/org id/…`

For more information about CloudTrail path naming, see [Finding your CloudTrail log files](#).

**Tip**
If you plan to create and manage your own account-level trails, we recommend that you create the new trails before you complete the update to AWS Control Tower landing zone version 3.0, to start logging right away.

At any time, you may choose to create new account-level or organization-level CloudTrail trails and manage them on your own. The option to choose organization-level CloudTrail trails managed by AWS Control Tower is available during any landing zone update to version 3.0 or later. You can opt into and opt out of organization-level trails, whenever you update your landing zone.

If your logs are managed by a third-party service, be sure to give the new path name to your service.

**Note**
For landing zones at version 3.0 or later, account-level AWS CloudTrail trails are not supported by AWS Control Tower. You can create and maintain your own account-level trails at any time, or you can opt into organization-level trails managed by AWS Control Tower.

**Record AWS Config resources in the home Region only**

In landing zone version 3.0, AWS Control Tower has updated the baseline configuration for AWS Config so that it records global resources in the home Region only. After you update to version 3.0, resource recording for global resources is enabled only in your home Region.

This configuration is considered a best practice. It is recommended by AWS Security Hub and AWS Config, and it creates cost savings by reducing the number of configuration items created when global resources are created, modified, or deleted. Previously, each time a global resources was created,
updated, or deleted, whether by a customer or by an AWS service, a configuration item was created for each item in each governed Region.

Two new detective controls for AWS CloudTrail logging

As part of the change to organization-level AWS CloudTrail trails, AWS Control Tower is introducing two new detective controls that check whether CloudTrail is enabled. The first control has Mandatory guidance, and it is enabled on the Security OU during setup or landing zone updates of 3.0 and later. The second control has Strongly recommended guidance, and it is optionally applied to any OUs other than the Security OU, which already has the mandatory control protection enforced.

Mandatory control: Detect whether shared accounts under the Security organizational unit have AWS CloudTrail or CloudTrail Lake enabled (p. 244)

Strongly recommended control: Detect whether an account has AWS CloudTrail or CloudTrail Lake enabled (p. 1569)

For more information about the new controls, see the The AWS Control Tower controls library (p. 230).

An update to the Region deny control

We updated the NotAction list in the Region deny control to include actions by some additional services, listed below:

```
"chatbot:*",
"s3:GetAccountPublic",
"s3:DeleteMultiRegionAccessPoint",
"s3:DescribeMultiRegionAccessPointOperation",
"s3:GetMultiRegionAccessPoint",
"s3:GetMultiRegionAccessPointPolicy",
"s3:GetMultiRegionAccessPointPolicyStatus",
"s3:ListMultiRegionAccessPoints",
"s3:GetStorageLensConfiguration",
"s3:GetStorageLensDashboard",
"s3:ListStorageLensConfigurations"
"s3:GetAccountPublicAccessBlock",
"s3:PutAccountPublic",
"s3:PutAccountPublicAccessBlock",
```

Video Walkthrough

This video (3:07) describes how to update your existing AWS Control Tower landing zone to version 3. For better viewing, select the icon at the lower right corner of the video to enlarge it to full screen. Captioning is available.

Video Walkthrough of Update an Existing AWS Control Tower Landing Zone to Landing Zone 3.

The Organization page combines views of OUs and accounts

July 18, 2022

(No update required for AWS Control Tower landing zone)

The new Organization page in AWS Control Tower shows a hierarchical view of all organizational units (OUs) and accounts. It combines the information from the OUs and Accounts pages, which existed previously.
On the new page, you can see relationships between parent OUs and their nested OUs and accounts. You can take action on groupings of resources. You can configure the page view. For example, you can expand or collapse the hierarchical view, filter the view to see accounts or OUs only, choose to view only your enrolled accounts and registered OUs, or you can view groups of related resources. It is easier to ensure that your entire organization is updated properly.

**Easier enroll and update for individual member accounts**

**May 31, 2022**

(No update required for AWS Control Tower landing zone)

AWS Control Tower now gives you an improved capability to update and enroll member accounts individually. Each account shows when it is available for an update, so you can more easily ensure that your member accounts include the latest configuration. You can update your landing zone, remediate account drift, or enroll an account into a registered OU, in a few streamlined steps.

When you update an account, there's no need to include an account's entire organizational unit (OU) in each update action. As a result, the time required to update an individual account is greatly reduced.

You can enroll accounts into AWS Control Tower OUs with more help from the AWS Control Tower console. Existing accounts that you enroll in AWS Control Tower must still meet the account prerequisites, and you must add the AWSControlTowerExecution role. Then, you can choose any registered OU and enroll the account into it by selecting the Enroll button.

We've separated the Enroll account functionality from the Create account workflow in account factory, to create more distinction between these similar processes, and help avoid setup errors when you’re entering account information.

**AFT supports automated customization for shared AWS Control Tower accounts**

**May 27, 2022**

(No update required for AWS Control Tower landing zone)

Account Factory for Terraform (AFT) now can programmatically customize and update any of your accounts that are managed by AWS Control Tower, including the management account, audit account, and log archive account, along with your enrolled accounts. You can centralize your account customization and update management, while protecting the security of your account configurations, because you scope the role that carries out the work.

The existing AWSAFTExecution role now deploys customizations in all accounts. You can set up IAM permissions with boundaries that limit the access of the AWSAFTExecution role according to your business and security requirements. You also can programmatically delegate the approved customization permissions in that role, for trusted users. As a best practice, we recommend that you restrict permissions to those that are necessary to deploy the required customizations.

AFT now creates the new AWSAFTService role to deploy AFT resources in all managed accounts, including the shared accounts and management account. Resources formerly were deployed by the AWSAFTExecution role.

The AWS Control Tower shared and management accounts are not provisioned through account factory, so they do not have corresponding provisioned products in AWS Service Catalog. Therefore, you are not able to update the shared and management accounts in Service Catalog.
**Concurrent operations for all optional controls**

May 18, 2022

(No update required for AWS Control Tower landing zone)

AWS Control Tower now supports concurrent operations for preventive controls, as well as for detective controls.

With this new feature, any optional control now can be applied or removed concurrently, thereby improving the ease of use and performance for all optional controls. You can enable multiple optional controls without waiting for individual control operations to complete. The only restricted times are when AWS Control Tower is in the process of landing zone setup, or while extending governance to a new organization.

**Supported functionality for preventive controls:**

- Apply and remove different preventive controls on the same OU.
- Apply and remove different preventive controls on different OUs, concurrently.
- Apply and remove the same preventive control on multiple OUs, concurrently.
- You can apply and remove any preventive and detective controls, concurrently.

You can experience these control concurrency improvements in all released versions of AWS Control Tower.

When you apply preventive controls to nested OUs, the preventive controls affect all accounts and OUs nested under the target OU, even if those accounts and OUs are not registered with AWS Control Tower. Preventive controls are implemented using Service Control Policies (SCPs), which are part of AWS Organizations. Detective controls are implemented using AWS Config rules. Guardrails remain in effect as you create new accounts or make changes to your existing accounts, and AWS Control Tower provides a summary report of how each account conforms to your enabled policies. For a full list of available controls, see the [The AWS Control Tower controls library](#) (p. 230).

**Existing security and logging accounts**

May 16, 2022

(Available during initial setup.)

AWS Control Tower now provides the option for you to specify an existing AWS account as an AWS Control Tower security or logging account, during the initial landing zone setup process. This option eliminates the need for AWS Control Tower to create new, shared accounts. The security account, which is called the **Audit** account by default, is a restricted account that gives your security and compliance teams access to all accounts in your landing zone. The logging account, which is called the **Log Archive** account by default, works as a repository. It stores logs of API activities and resource configurations from all accounts in your landing zone.

By bringing your existing security and logging accounts, it is easier to extend AWS Control Tower governance into your existing organizations, or to move to AWS Control Tower from an alternate landing zone. The option for you to use existing accounts is displayed during the initial landing zone setup. It includes checks during the setup process, which ensure successful deployment. AWS Control Tower implements the necessary roles and controls on your existing accounts. It does not remove or merge any existing resources or data that exists in these accounts.

Limitation: If you plan to bring existing AWS accounts into AWS Control Tower as audit and log archive accounts, and if those accounts have existing AWS Config resources, you must delete the existing AWS Config resources before you can enroll the accounts into AWS Control Tower.
AWS Control Tower landing zone version 2.9

April 22, 2022

(Update required for AWS Control Tower landing zone to version 2.9. For information, see Update Your Landing Zone (p. 59))

AWS Control Tower landing zone version 2.9 updates the notification forwarder Lambda to use the Python version 3.9 runtime. This update addresses the deprecation of Python version 3.6, which is planned for July of 2022. For the latest information, see the Python deprecation page.

AWS Control Tower landing zone version 2.8

February 10, 2022

(Update required for AWS Control Tower landing zone to version 2.8. For information, see Update Your Landing Zone (p. 59))

AWS Control Tower landing zone version 2.8 adds functionality that aligns with recent updates to the AWS Foundational Security Best Practices.

In this release:

• Access logging is configured for the access log bucket in the Log Archive account, to keep track of access to the existing S3 access log bucket.
• Support for lifecycle policy is added. The access log for the existing S3 access log bucket is set to a default retention time of 10 years.
• Additionally, this release updates AWS Control Tower to use the AWS Service Linked Role (SLR) provided by AWS Config, in all managed accounts (not including the management account), so that you can set up and manage Config rules to match AWS Config best practices. Customers who do not upgrade will continue to use their existing role.
• This release streamlines the AWS Control Tower KMS configuration process for encrypting Config data, and it improves the related status messaging in CloudTrail.
• The release includes an update to the Region deny control, to allow for the route53-application-recovery feature in us-west-2.
• Update: On February 15, 2022, we removed the dead letter queue for AWS Lambda functions.

Additional details:

• If you decommission your landing zone, AWS Control Tower does not remove the AWS Config service-linked role.
• If you deprovision an Account Factory account, AWS Control Tower does not remove the AWS Config service-linked role.

To update your landing zone to 2.8, navigate to the Landing zone settings page, select the 2.8 version, and then choose Update. After you update your landing zone, you must update all accounts that are governed by AWS Control Tower, as given in Configuration update management in AWS Control Tower (p. 58).

January - December 2021

In 2021, AWS Control Tower released the following updates:
Region deny capabilities

November 30, 2021

AWS Control Tower now provides Region deny capabilities, which assist you in limiting access to AWS services and operations for enrolled accounts in your AWS Control Tower environment. The Region deny feature complements existing Region selection and Region deselection features in AWS Control Tower. Together, these features help you to address compliance and regulatory concerns, while balancing the costs associated with expanding into additional Regions.

For example, AWS customers in Germany can deny access to AWS services in Regions outside of the Frankfurt Region. You can select restricted Regions during the AWS Control Tower set up process, or in the Landing zone settings page. The Region deny feature is available when you update your AWS Control Tower landing zone version. Select AWS services are exempt from Region deny capabilities. To learn more, see Configure the Region deny control (p. 114).

Data residency features

November 30, 2021

AWS Control Tower now offers purpose-built controls to help ensure that any customer data you upload to AWS services is located only in the AWS Regions that you specify. You can select the AWS Region or Regions in which your customer data is stored and processed. For a full list of AWS Regions where AWS Control Tower is available, see the AWS Region Table.

For granular control, you can apply additional controls, such as Disallow Amazon Virtual Private Network (VPN) connections, or Disallow internet access for an Amazon VPC instance. You can view the compliance status of the controls in the AWS Control Tower console. For a full list of available controls, see The AWS Control Tower controls library (p. 230).
AWS Control Tower introduces Terraform account provisioning and customization

November 29, 2021

(Optional update for AWS Control Tower landing zone)

You can now employ Terraform to provision and update customized accounts through AWS Control Tower, with AWS Control Tower Account Factory for Terraform (AFT).

AFT provides a single Terraform infrastructure as code (IaC) pipeline, which provisions accounts managed by AWS Control Tower. Customizations during provisioning help to meet your business and security policies, before you give the accounts to end-users.

The AFT automated account creation pipeline monitors until account provisioning is complete, and then it continues, triggering additional Terraform modules that enhance the account with any necessary customizations. As an additional part of the customization process, you can configure the pipeline to install your own custom Terraform modules, and you can choose to add any of the AFT Feature Options, which are provided by AWS for common customizations.

Get started with AWS Control Tower Account Factory for Terraform by following the steps provided in the AWS Control Tower User Guide, Deploy AWS Control Tower Account Factory for Terraform (AFT) (p. 154), and by downloading AFT for your Terraform instance. AFT supports Terraform Cloud, Terraform Enterprise, and Terraform Open Source distributions.

New lifecycle event available

November 18, 2021

(No update required for AWS Control Tower landing zone)

The PrecheckOrganizationalUnit event logs whether any resources block the Extend governance task from success, including resources in nested OUs. For more information, see PrecheckOrganizationalUnit (p. 1625).

AWS Control Tower enables nested OUs

November 16, 2021

(No update required for AWS Control Tower landing zone)

AWS Control Tower now enables you to include nested OUs as part of your landing zone.

AWS Control Tower provides support for nested organizational units (OUs), allowing you to organize accounts into multiple hierarchy levels, and to enforce preventive controls hierarchically. You can register OUs containing nested OUs, create and register OUs under parent OUs, and enable controls on any registered OU, regardless of depth. To support this functionality, the console shows the number of governed accounts and OUs.

With nested OUs, you can align your AWS Control Tower OUs to the AWS multi-account strategy, and you can reduce the time required to enable controls on multiple OUs, by enforcing controls at the parent OU level.

Key considerations

1. You can register existing, multi-level OUs with AWS Control Tower one OU at a time, starting with the top-level OU and then proceeding down the tree. For more information, see Expand from flat OU structure to nested OU structure (p. 198).
2. Accounts directly under a registered OU are enrolled automatically. Accounts further down the tree can be enrolled by registering their immediate parent OU.

3. Preventive controls (SCPs) are inherited down the hierarchy automatically; SCPs applied to the parent are inherited by all nested OUs.

4. Detective controls (AWS Config rules) are NOT inherited automatically.

5. Compliance with detective controls is reported by each OU.

6. SCP drift on an OU affects all accounts and OUs under it.

7. You cannot create new nested OUs under the Security OU (Core OU).

**Detective control concurrency**

**November 5, 2021**

(Optional update for AWS Control Tower landing zone)

AWS Control Tower detective controls now support concurrent operations for detective controls, improving the ease of use and performance. You can enable multiple detective controls without waiting for individual control operations to complete.

**Supported functionality:**

- Enable different detective controls on the same OU (for example, [Detect Whether MFA for the Root User is Enabled](#) and [Detect Whether Public Write Access to Amazon S3 Buckets is Allowed](#)).
- Enable different detective controls on different OUs, concurrently.
- Guardrail error messaging has been improved to give additional guidance for supported control concurrency operations.

**Not supported in this release:**

- Enabling the same detective control on multiple OUs concurrently is not supported.
- Preventive control concurrency is not supported.

You can experience the detective control concurrency improvements in all versions of AWS Control Tower. It is recommended that customers not currently on version 2.7 perform a landing zone update to take advantage of other features, such as Region selection and deselection, which are available in the latest version.

**Two new Regions available**

**July 29, 2021**

(Update required for AWS Control Tower landing zone)

AWS Control Tower is now available in two additional AWS Regions: South America (Sao Paulo), and Europe (Paris). This update expands AWS Control Tower availability to 15 AWS Regions.

If you are new to AWS Control Tower, you can launch it right away in any of the supported Regions. During the launch, you can select the Regions in which you want AWS Control Tower to build and govern your multi-account environment.

If you already have an AWS Control Tower environment and you want to extend or remove AWS Control Tower governance features in one or more supported Regions, go to the [Landing Zone Settings](#) page in
your AWS Control Tower dashboard, then select the Regions. After updating your landing zone, you must then update all accounts that are governed by AWS Control Tower.

Region deselection

July 29, 2021

(Optional update for AWS Control Tower landing zone)

AWS Control Tower Region deselection enhances your ability to manage the geographical footprint of your AWS Control Tower resources. You can deselect Regions you would no longer like AWS Control Tower to govern. This feature provides you with the capability to address compliance and regulatory concerns while balancing the costs associated with expanding into additional Regions.

Region deselection is available when you update your AWS Control Tower landing zone version.

When you use Account Factory to create a new account or enroll a pre-existing member account, or when you select Extend Governance to enroll accounts in a pre-existing organizational unit, AWS Control Tower deploys its governance capabilities—which include centralized logging, monitoring, and controls—in your chosen Regions in the accounts. Choosing to deselect a Region and remove AWS Control Tower governance from that Region removes that governance functionality, but it does not inhibit your users’ ability to deploy AWS resources or workloads into those Regions.

AWS Control Tower works with AWS Key Management Systems

July 28, 2021

(Optional update for AWS Control Tower landing zone)

AWS Control Tower provides you the option to use an AWS Key Management Service (AWS KMS) key. A key is provided and managed by you, to secure the services that AWS Control Tower deploys, including AWS CloudTrail, AWS Config, and the associated Amazon S3 data. AWS KMS encryption is an enhanced level of encryption over the SSE-S3 encryption that AWS Control Tower uses by default.

The integration of AWS KMS support into AWS Control Tower aligns with the AWS Foundational Security Best Practices, which recommend an added layer of security for your sensitive log files. You should use AWS KMS–managed keys (SSE-KMS) for encryption at rest. AWS KMS encryption support is available when you set up a new landing zone or when you update your existing AWS Control Tower landing zone.

To configure this functionality, you can select KMS Key Configuration during your initial landing zone setup. You can choose an existing KMS key, or you can select a button that directs you to the AWS KMS console to create a new one. You also have the flexibility to change from default encryption to SSE-KMS, or to a different SSE-KMS key.

For an existing AWS Control Tower landing zone, you can perform an update to start using AWS KMS keys.

Controls renamed, functionality unchanged

July 26, 2021

(No update required for AWS Control Tower landing zone)

AWS Control Tower is revising certain control names and descriptions to better reflect the policy intentions of the control. The revised names and descriptions help you understand more intuitively
the ways in which controls embody the policies of your accounts. For example, we changed part of the names of detective controls from “Disallow” to “Detect” because the detective control itself does not stop a specific action, it only detects policy violations and provides alerts through the dashboard.

Control functionality, guidance, and implementation remain unchanged. Only the control names and descriptions have been revised.

AWS Control Tower scans SCPs daily to check for drift

May 11, 2021

(No update required for AWS Control Tower landing zone)

AWS Control Tower now performs daily automated scans of your managed SCPs to verify that the corresponding controls are applied correctly and that they have not drifted. If a scan discovers drift, you will receive a notification. AWS Control Tower sends only one notification per drift issue, so if your landing zone already is in a state of drift, you will not receive additional notifications unless a new drift item is found.

Customized names for OUs and accounts

April 16, 2021

(No update required for AWS Control Tower landing zone)

AWS Control Tower now allows you to customize your landing zone naming. You can retain the names that AWS Control Tower recommends for the organizational units (OUs) and core accounts, or you can modify these names during the initial landing zone set up process.

The default names that AWS Control Tower provides for the OUs and core accounts match the AWS multi-account best practices guidance. However, if your company has specific naming policies, or if you already have an existing OU or account with the same recommended name, the new OU and account naming functionality gives you the flexibility to address those constraints.

Separately from that workflow change during setup, the OU formerly known as the Core OU is now called the Security OU, and the OU formerly known as the Custom OU is now called the Sandbox OU. We made this change to improve our alignment with overall AWS best practices guidance for naming.

New customers will see these new OU names. Existing customers will continue to see the original names of these OUs. You may encounter some inconsistencies in OU naming while we are updating our documentation to the new names.

To get started with AWS Control Tower from the AWS Management Console, go to the AWS Control Tower console, and select Set up landing zone in the top right. For additional information, you can read about planning your AWS Control Tower landing zone.

AWS Control Tower landing zone version 2.7

April 8, 2021

(Update required for AWS Control Tower landing zone to version 2.7. For information, see Update Your Landing Zone (p. 59))

With AWS Control Tower version 2.7, AWS Control Tower introduces four new mandatory preventative Log Archive controls that implement policy solely on AWS Control Tower resources. We have adjusted the guidance on four existing Log Archive controls from mandatory to elective, because they set policy for resources outside of AWS Control Tower. This control change and expansion provides the ability to
separate Log Archive governance for resources within AWS Control Tower from governance of resources outside of AWS Control Tower.

The four changed controls can be used in conjunction with the new mandatory controls to provide governance to a broader set of AWS Log Archives. Existing AWS Control Tower environments will keep these four changed controls enabled automatically, for environment consistency; however, these elective controls now can be disabled. New AWS Control Tower environments must enable all elective controls. **Existing environments must disable the formerly mandatory controls before adding encryption to Amazon S3 buckets that are not deployed by AWS Control Tower.**

**New mandatory controls:**

- Disallow Changes to Encryption Configuration for AWS Control Tower Created S3 Buckets in Log Archive
- Disallow Changes to Logging Configuration for AWS Control Tower Created S3 Buckets in Log Archive
- Disallow Changes to Bucket Policy for AWS Control Tower Created S3 Buckets in Log Archive
- Disallow Changes to Lifecycle Configuration for AWS Control Tower Created S3 Buckets in Log Archive

**Guidance changed from Mandatory to Elective:**

- Disallow Changes to Encryption Configuration for all Amazon S3 Buckets [Previously: Enable Encryption at Rest for Log Archive]
- Disallow Changes to Logging Configuration for all Amazon S3 Buckets [Previously: Enable Access Logging for Log Archive]
- Disallow Changes to Bucket Policy for all Amazon S3 Buckets [Previously: Disallow Policy Changes to Log Archive]
- Disallow Changes to Lifecycle Configuration for all Amazon S3 Buckets [Previously: Set a Retention Policy for Log Archive]

AWS Control Tower version 2.7 includes changes to the AWS Control Tower landing zone blueprint that can cause incompatibility with previous versions after you upgrade to 2.7.

- In particular, AWS Control Tower version 2.7 enables BlockPublicAccess automatically on S3 buckets deployed by AWS Control Tower. You can turn this default off if your workload requires access across accounts. For more information about what happens with BlockPublicaccess enabled, see [Blocking public access to your Amazon S3 storage](#).
- AWS Control Tower version 2.7 includes a requirement for HTTPS. All requests sent to S3 buckets deployed by AWS Control Tower must use secure socket layer (SSL). Only HTTPS requests are allowed to pass. If you use HTTP (without SSL) as an endpoint to send the requests, this change gives you an access denied error, which can potentially break your workflow. **This change cannot be reverted after the 2.7 update to your landing zone.**

  *We recommend that you change your requests to use TLS instead of HTTP.*

### Three new AWS Regions available

**April 8, 2021**

(Update required for AWS Control Tower landing zone)

AWS Control Tower is available in three additional AWS Regions: Asia Pacific (Tokyo) Region, Asia Pacific (Seoul) Region, and Asia Pacific (Mumbai) Region. A landing zone update to version 2.7 is required for expanding governance into these Regions.
Your landing zone is not expanded automatically into these Regions when you perform the update to version 2.7, you must view and select them in the Regions table for inclusion.

**Govern selected Regions only**

February 19, 2021

(No update required for AWS Control Tower landing zone)

AWS Control Tower Region selection provides better ability to manage the geographical footprint of your AWS Control Tower resources. To expand the number of Regions in which you host AWS resources or workloads – for compliance, regulatory, cost, or other reasons – you can now select the additional Regions to govern.

Region selection is available when you set up a new landing zone or update your AWS Control Tower landing zone version. When you use Account Factory to create a new account or enroll a pre-existing member account, or when you use Extend Governance to enroll accounts in a pre-existing organizational unit, AWS Control Tower deploys its governance capabilities of centralized logging, monitoring, and controls in your chosen Regions in the accounts. For more information about selecting Regions, see Configure your AWS Control Tower Regions (p. 110).

**AWS Control Tower now extends governance to existing OUs in your AWS organizations**

January 28, 2021

(No update required for AWS Control Tower landing zone)

Extend governance to existing organizational units (OUs) (those not in AWS Control Tower) from within the AWS Control Tower console. With this feature, you can bring top-level OUs and included accounts under AWS Control Tower governance. For information about extending governance to an entire OU, see Register an existing organizational unit with AWS Control Tower (p. 202).

When you register an OU, AWS Control Tower performs a series of checks to ensure successful extension of governance and enrollment of accounts within the OU. For more information about common issues associated with the initial registration of an OU, see Common causes of failure during registration or re-registration (p. 204).

You can also visit the AWS Control Tower product webpage or visit YouTube to watch this video about getting started with AWS Control Tower for AWS Organizations.

**AWS Control Tower provides bulk account updates**

January 28, 2021

(No update required for AWS Control Tower landing zone)

With the bulk update feature, you can now update all accounts in a registered AWS Organizations organizational unit (OU) containing up to 300 accounts, with a single click, from the AWS Control Tower dashboard. This is particularly useful in cases where you update your AWS Control Tower landing zone and must also update your enrolled accounts to align them to the current landing zone version.

This feature also helps you keep your accounts up to date when you update your AWS Control Tower landing zone to expand to new regions, or when you want to re-register an OU to ensure that all accounts in that OU have the latest controls applied. Bulk account update eliminates the need to update one account at a time or use an external script to perform the update on multiple accounts.
For information about updating a landing zone, see **Update Your Landing Zone (p. 59)**.

For information about registering or re-registering an OU, see **Register an existing organizational unit with AWS Control Tower (p. 202)**.

## January - December 2020

In 2020, AWS Control Tower released the following updates:

- **AWS Control Tower console now links to external AWS Config rules (p. 1690)**
- **AWS Control Tower now available in additional Regions (p. 1690)**
- **Guardrail update (p. 1691)**
- **AWS Control Tower console shows more detail about OUs and accounts (p. 1691)**
- **Use AWS Control Tower to set up new multi-account AWS environments in AWS Organizations (p. 1691)**
- **Customizations for AWS Control Tower solution (p. 1692)**
- **General availability of AWS Control Tower version 2.3 (p. 1692)**
- **Single-step account provisioning in AWS Control Tower (p. 1693)**
- **AWS Control Tower decommissioning tool (p. 1693)**
- **AWS Control Tower lifecycle event notifications (p. 1693)**

### AWS Control Tower console now links to external AWS Config rules

**December 29, 2020**

(Update required for AWS Control Tower landing zone to version 2.6. For information, see **Update Your Landing Zone (p. 59)**)

AWS Control Tower now includes an organization-level aggregator, which assists in detecting external AWS Config rules. This provides you with visibility in the AWS Control Tower console to see the existence of externally created AWS Config rules in addition to those AWS Config rules created by AWS Control Tower. The aggregator allows AWS Control Tower to detect external rules and provide a link to the AWS Config console without the need for AWS Control Tower to gain access to unmanaged accounts.

With this feature, you now have a consolidated view of detective controls applied to your accounts so you can track compliance and determine if you need additional controls for your account. For information, see **How AWS Control Tower aggregates AWS Config rules in unmanaged OUs and accounts (p. 103)**.

### AWS Control Tower now available in additional Regions

**November 18, 2020**

(Update required for AWS Control Tower landing zone to version 2.5. For information, see **Update Your Landing Zone (p. 59)**)

AWS Control Tower is now available in 5 additional AWS Regions:

- Asia Pacific (Singapore) Region
- Europe (Frankfurt) Region
- Europe (London) Region
- Europe (Stockholm) Region
- Canada (Central) Region

The addition of these 5 AWS Regions is the only change introduced for version 2.5 of AWS Control Tower.

AWS Control Tower is also available in US East (N. Virginia) Region, US East (Ohio) Region, US West (Oregon) Region, Europe (Ireland) Region, and Asia Pacific (Sydney) Region. With this launch AWS Control Tower is now available in 10 AWS Regions.

This landing zone update includes all Regions listed and cannot be undone. After updating your landing zone to version 2.5, you must manually update all enrolled accounts for AWS Control Tower to govern in the 10 supported AWS Regions. For information, see Configure your AWS Control Tower Regions (p. 110).

Guardrail update

October 8, 2020

(No update required for AWS Control Tower landing zone)

An updated version has been released for the mandatory control AWS-GR_IAM_ROLE_CHANGE_PROHIBITED.

This change to the control is required because accounts that are being enrolled automatically into AWS Control Tower must have the AWSControlTowerExecution role enabled. The previous version of the control prevents this role from being created.

For more information, see Control update (p. 241) in the AWS Control Tower User Guide Control reference.

AWS Control Tower console shows more detail about OUs and accounts

July 22, 2020

(No update required for AWS Control Tower landing zone)

You can view your organizations and accounts that are not enrolled in AWS Control Tower, alongside organizations and accounts that are enrolled.

Within the AWS Control Tower console, you can view more detail about your AWS accounts and organizational units (OUs). The Accounts page now lists all accounts in your organization, regardless of OU or enrollment status in AWS Control Tower. You can now search, sort, and filter across all tables.

Use AWS Control Tower to set up new multi-account AWS environments in AWS Organizations

April 22, 2020

(No update required for AWS Control Tower landing zone)

AWS Organizations customers can now use AWS Control Tower to manage newly created organizational units (OUs) and accounts by taking advantage of these new capabilities:
• Existing AWS Organizations customers can now set up a new landing zone for new organizational units (OUs) in their existing management account. You can create new OUs in AWS Control Tower and create new accounts in those OUs with AWS Control Tower governance.

• AWS Organizations customers can enroll existing accounts using the account enrollment process or through scripting.

AWS Control Tower provides an orchestration service that uses other AWS services. It's designed for organizations with multiple accounts and teams who are looking for the easiest way to set up their new or existing multi-account AWS environment and govern at scale. With an organization governed by AWS Control Tower, cloud administrators know that accounts in the organization are compliant with established policies. Builders benefit because they can provision new AWS accounts quickly, without undue concerns about compliance.

For information about setting up a landing zone, see Plan your AWS Control Tower landing zone (p. 45). You can also visit the AWS Control Tower product webpage or visit YouTube to watch this video about getting started with AWS Control Tower for AWS Organizations.

In addition to this change, the Quick account provisioning capability in AWS Control Tower was renamed to Enroll account. It now permits enrollment of existing AWS accounts as well as creation of new accounts. For more information, see Enroll an existing account (p. 122).

Customizations for AWS Control Tower solution

March 17, 2020

(No update required for AWS Control Tower landing zone)

AWS Control Tower now includes a new reference implementation that makes it easy for you to apply custom templates and policies to your AWS Control Tower landing zone.

With customizations for AWS Control Tower, you can use AWS CloudFormation templates to deploy new resources to existing and new accounts within your organization. You can also apply custom service control policies (SCPs) to those accounts in addition to the SCPs already provided by AWS Control Tower. Customizations for AWS Control Tower pipeline integrate with AWS Control Tower lifecycle events and notifications (Lifecycle Events in AWS Control Tower (p. 1616)) to ensure that resource deployments stay in sync with your landing zone.

The deployment documentation for this AWS Control Tower solution architecture is available through the AWS Solutions web page.

General availability of AWS Control Tower version 2.3

March 5, 2020

(Update required for AWS Control Tower landing zone. For information, see Update Your Landing Zone (p. 59).)

AWS Control Tower is now available in the Asia Pacific (Sydney) AWS Region, in addition to the US East (Ohio), US East (N. Virginia), US West (Oregon), and Europe (Ireland) Regions. The addition of the Asia Pacific (Sydney) Region is the only change introduced for version 2.3 of AWS Control Tower.

If you have not used AWS Control Tower previously, you can launch it today in any of the supported Regions. If you are already using AWS Control Tower and want to extend its governance features to the Asia Pacific (Sydney) Region in your accounts, go to the Settings page in your AWS Control Tower dashboard. From there, update your landing zone to the latest release. Then, update your accounts individually.
Note
Updating your landing zone does not automatically update your accounts. If you have more than a few accounts, the required updates can be time-consuming. For that reason, we recommend that you avoid expanding your AWS Control Tower landing zone into Regions in which you do not require your workloads to run.

For information about the expected behavior of detective controls as a result of a deployment to a new Region, see Configure your AWS Control Tower Regions (p. 110).

Single-step account provisioning in AWS Control Tower

March 2, 2020

(No update required for AWS Control Tower landing zone)

AWS Control Tower now supports single-step account provisioning through the AWS Control Tower console. This feature allows you to provision new accounts from within the AWS Control Tower console. To use the simplified form, navigate to Account Factory in the AWS Control Tower console and then choose Quick account provisioning. AWS Control Tower assigns the same email address to the provisioned account and to the single sign-on (IAM Identity Center) user that is created for the account. If you require these two email addresses to be different, you must provision your account through Service Catalog.

Update accounts that you create through quick account provisioning by using Service Catalog and the AWS Control Tower account factory, just like updates to any other account.

Note
In April 2020, the Quick account provisioning capability was renamed to Enroll account. In June 2022, the ability to create and update accounts in the AWS Control Tower console was separated from the ability to enroll AWS accounts. For more information, see Enroll an existing account (p. 122).

AWS Control Tower decommissioning tool

February 28, 2020

(No update required for AWS Control Tower landing zone)

AWS Control Tower now supports an automated decommissioning tool to assist you in cleaning up resources allocated by AWS Control Tower. If you no longer intend to use AWS Control Tower for your enterprise, or if you require a major redeployment of your organizational resources, you may want to clean up the resources created when you initially set up your landing zone.

To decommission your landing zone by using a process that is mostly automated, contact AWS Support to get assistance with the additional steps that are required. For more information about decommissioning, see Walkthrough: Decommission an AWS Control Tower Landing Zone (p. 1634).

AWS Control Tower lifecycle event notifications

January 22, 2020

(No update required for AWS Control Tower landing zone)

AWS Control Tower announces the availability of lifecycle event notifications. A lifecycle event (p. 1616) marks the completion of an AWS Control Tower action that can change the state of resources such as
organizational units (OUs), accounts, and controls that are created and managed by AWS Control Tower. Lifecycle events are recorded as AWS CloudTrail events and delivered to Amazon EventBridge as events.

AWS Control Tower records lifecycle events at the completion of the following actions that can be performed using the service: creating or updating a landing zone; creating or deleting an OU; enabling or disabling a control on an OU; and using account factory to create a new account or to move an account to another OU.

AWS Control Tower uses multiple AWS services to build and govern a best practices multi-account AWS environment. It can take several minutes for an AWS Control Tower action to complete. You can track lifecycle events in the CloudTrail logs to verify if the originating AWS Control Tower action completed successfully. You can create an EventBridge rule to notify you when CloudTrail records a lifecycle event or to automatically trigger the next step in your automation workflow.

January - December 2019

From January 1 through December 31, 2019, AWS Control Tower released the following updates:

- General availability of AWS Control Tower version 2.2 (p. 1694)
- New elective controls in AWS Control Tower (p. 1694)
- New detective controls in AWS Control Tower (p. 1695)
- AWS Control Tower accepts email addresses for shared accounts with different domains than the management account (p. 1695)
- General availability of AWS Control Tower version 2.1 (p. 1695)

General availability of AWS Control Tower version 2.2

November 13, 2019

(Update required for AWS Control Tower landing zone. For information, see Update Your Landing Zone (p. 59).)

AWS Control Tower version 2.2 provides three new preventive controls that prevent drift in accounts:

- Disallow Changes to Amazon CloudWatch Logs Log Groups set up by AWS Control Tower (p. 234)
- Disallow Deletion of AWS Config Aggregation Authorizations Created by AWS Control Tower (p. 234)
- Disallow Deletion of Log Archive (p. 235)

A control is a high-level rule that provides ongoing governance for your overall AWS environment. When you create your AWS Control Tower landing zone, the landing zone and all the organizational units (OUs), accounts, and resources are compliant with the governance rules enforced by your chosen controls. As you and your organization members use the landing zone, changes (accidental or intentional) in this compliance status may occur. Drift detection helps you identify resources that need changes or configuration updates to resolve the drift. For more information, see Detect and resolve drift in AWS Control Tower (p. 181).

New elective controls in AWS Control Tower

September 05, 2019

(No update required for AWS Control Tower landing zone)

AWS Control Tower now includes the following four new elective controls:
New detective controls in AWS Control Tower

August 25, 2019

(No update required for AWS Control Tower landing zone)

AWS Control Tower now includes the following eight new detective controls:

- Detect Whether Versioning for Amazon S3 Buckets is Enabled (p. 1575)
- Detect Whether MFA is Enabled for AWS IAM Users of the AWS Console (p. 1574)
- Detect Whether MFA is Enabled for AWS IAM Users (p. 1573)
- Detect Whether Amazon EBS Optimization is Enabled for Amazon EC2 Instances (p. 1567)
- Detect Whether Amazon EBS Volumes are Attached to Amazon EC2 Instances (p. 1567)
- Detect Whether Public Access to Amazon RDS Database Instances is Enabled (p. 1568)
- Detect Whether Public Access to Amazon RDS Database Snapshots is Enabled (p. 1568)
- Detect Whether Storage Encryption is Enabled for Amazon RDS Database Instances (p. 1569)

A control is a high-level rule that provides ongoing governance for your overall AWS environment. Guardrails enable you to express your policy intentions. For more information, see About controls in AWS Control Tower (p. 208).

AWS Control Tower accepts email addresses for shared accounts with different domains than the management account

August 01, 2019

(No update required for AWS Control Tower landing zone)

In AWS Control Tower, you can now submit email addresses for shared accounts (log archive and audit member) and child accounts (vended using account factory) whose domains are different from the management account’s email address. This feature is available only when you create a new landing zone and when you provision new child accounts.

General availability of AWS Control Tower version 2.1

June 24, 2019

(Update required for AWS Control Tower landing zone. For information, see Update Your Landing Zone (p. 59).)
AWS Control Tower is now generally available and supported for production use. AWS Control Tower is intended for organizations with multiple accounts and teams who are looking for the easiest way to set up their new multi-account AWS environment and govern at scale. With AWS Control Tower, you can help make sure that accounts in your organization are compliant with established policies. End users on distributed teams can provision new AWS accounts quickly.

Using AWS Control Tower, you can set up a landing zone (p. 16) that employs best practices such as configuring a multi-account structure using AWS Organizations, managing user identities and federated access with AWS IAM Identity Center, enabling account provisioning through Service Catalog, and creating a centralized log archive using AWS CloudTrail and AWS Config.

For ongoing governance, you can enable pre-configured controls, which are clearly defined rules for security, operations, and compliance. Guardrails help prevent deployment of resources that don’t conform to policies and continuously monitor deployed resources for nonconformance. The AWS Control Tower dashboard provides centralized visibility into an AWS environment including accounts provisioned, controls enabled, and the compliance status of accounts.

You can set up a new multi-account environment with a single click in the AWS Control Tower console. There are no additional charges or upfront commitments to use AWS Control Tower. You pay only for those AWS services that you enabled to set up a landing zone and implement selected controls.
### Document history

- **Latest documentation update:** November 27, 2023

The following table describes important changes to the AWS Control Tower User Guide. For notifications about documentation updates, you can subscribe to the RSS feed.

<table>
<thead>
<tr>
<th>Change</th>
<th>Description</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS Control Tower announces controls to assist digital sovereignty</td>
<td>AWS Control Tower released a group of controls to help customers with digital sovereignty requirements.</td>
<td>November 27, 2023</td>
</tr>
<tr>
<td>(p. 1697)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AWS Control Tower supports landing zone APIs (p. 1697)</td>
<td>AWS Control Tower supports configuring and launching landing zones using new APIs.</td>
<td>November 26, 2023</td>
</tr>
<tr>
<td>AWS Control Tower supports tagging enabled controls (p. 1697)</td>
<td>AWS Control Tower supports tagging enabled controls, in console and with new APIs.</td>
<td>November 10, 2023</td>
</tr>
<tr>
<td>AWS Control Tower available in Asia Pacific (Melbourne) AWS Region</td>
<td>Available in Asia Pacific (Melbourne) Region.</td>
<td>November 3, 2023</td>
</tr>
<tr>
<td>(p. 1697)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>New control API available (p. 1697)</td>
<td>AWS Control Tower released a new control API.</td>
<td>October 14, 2023</td>
</tr>
<tr>
<td>AWS Control Tower launches new controls (p. 1697)</td>
<td>AWS Control Tower released new proactive and detective controls.</td>
<td>October 5, 2023</td>
</tr>
<tr>
<td>AWS Control Tower reports drift from disabling trusted access (p. 1697)</td>
<td>AWS Control Tower notifies customers when drift occurs, if customers turn off trusted access to AWS Control Tower in AWS Organizations.</td>
<td>September 21, 2023</td>
</tr>
<tr>
<td>AWS Control Tower available in four additional AWS Regions (p. 1697)</td>
<td>Available in Asia Pacific (Hyderabad), Europe (Spain and Zurich), and Middle East (UAE).</td>
<td>September 13, 2023</td>
</tr>
<tr>
<td>AWS Control Tower available in Tel Aviv Region (p. 1697)</td>
<td>AWS Control Tower is available in the Tel Aviv Region, il-central-1.</td>
<td>August 28, 2023</td>
</tr>
<tr>
<td>AWS Control Tower launches 28 new proactive controls (p. 1697)</td>
<td>AWS Control Tower released 28 new proactive controls.</td>
<td>July 24, 2023</td>
</tr>
<tr>
<td>AWS Control Tower deprecates 2 controls (p. 1697)</td>
<td>AWS Control Tower will remove two controls from the controls library, effective August 18, 2023.</td>
<td>July 18, 2023</td>
</tr>
<tr>
<td>AWS Control Tower landing zone 3.2 available (p. 1697)</td>
<td>AWS Control Tower landing zone version 3.2 is available.</td>
<td>June 16, 2023</td>
</tr>
<tr>
<td><strong>AWS Control Tower handles accounts based on ID (p. 1697)</strong></td>
<td>AWS Control Tower tracks the AWS account ID, rather than the account's email address.</td>
<td>June 14, 2023</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td><strong>AWS Control Tower publishes control metadata tables (p. 1697)</strong></td>
<td>AWS Control Tower now provides tables of control metadata as part of the published documentation.</td>
<td>June 7, 2023</td>
</tr>
<tr>
<td><strong>Terraform support for Account Factory Customization (p. 1697)</strong></td>
<td>Single-region support for Terraform open source blueprints in AFC.</td>
<td>June 6, 2023</td>
</tr>
<tr>
<td><strong>AWS IAM self-management available for landing zone (p. 1697)</strong></td>
<td>AWS Control Tower now supports customers in choosing their identity provider for a landing zone.</td>
<td>June 6, 2023</td>
</tr>
<tr>
<td><strong>New role added (p. 1697)</strong></td>
<td>AWS Control Tower added a new service-linked role, <strong>AWSServiceRoleForAWSControlTower</strong>, and associated policy, <strong>AWSControlTowerAccountServiceRolePolicy</strong>.</td>
<td>June 1, 2023</td>
</tr>
<tr>
<td><strong>Mixed governance update (p. 1697)</strong></td>
<td>Update to advise customers regarding mixed governance.</td>
<td>June 1, 2023</td>
</tr>
<tr>
<td><strong>Additional proactive controls available (p. 1697)</strong></td>
<td>New proactive controls assist you in governing your multi-account environment and meeting specific control objectives.</td>
<td>May 19, 2023</td>
</tr>
<tr>
<td><strong>Seven additional Regions available (p. 1697)</strong></td>
<td>AWS Control Tower is now available in seven additional AWS Regions: Northern California (San Francisco), Asia Pacific (Hong Kong, Jakarta, and Osaka), Europe (Milan), Middle East (Bahrain), and Africa (Cape Town).</td>
<td>April 19, 2023</td>
</tr>
<tr>
<td><strong>Change to a managed policy (p. 1697)</strong></td>
<td>We changed the <strong>AWSControlTowerServiceRolePolicy</strong> so that AWS Control Tower can call the EnableRegion, ListRegions, GetRegionOptStatus APIs that are implemented by the AWS Account Management service.</td>
<td>April 6, 2023</td>
</tr>
<tr>
<td>Change</td>
<td>Description</td>
<td>Date</td>
</tr>
<tr>
<td>------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Account customization request tracing generally available (p. 1697)</td>
<td>AWS Control Tower now supports the ability to trace account customization requests using the Account Factory for Terraform (AFT) workflow.</td>
<td>February 16, 2023</td>
</tr>
<tr>
<td>IAM best practices update (p. 1697)</td>
<td>Updated guide to align with the IAM best practices recommendations. For more information, see Security best practices in IAM.</td>
<td>February 15, 2023</td>
</tr>
<tr>
<td>AWS Control Tower landing zone 3.1 available (p. 1697)</td>
<td>AWS Control Tower landing zone 3.1 is available.</td>
<td>February 9, 2023</td>
</tr>
<tr>
<td>Proactive controls generally available (p. 1697)</td>
<td>Proactive controls are launched from preview status to general availability.</td>
<td>January 24, 2023</td>
</tr>
<tr>
<td>Concurrent account operations (p. 1697)</td>
<td>AWS Control Tower now supports up to five (5) concurrent actions in account factory. You can create, update, or enroll up to five accounts at a time.</td>
<td>December 16, 2022</td>
</tr>
<tr>
<td>Proactive controls assist in resource provisioning (p. 1697)</td>
<td>AWS Control Tower now supports proactive controls, implemented through AWS CloudFormation hooks.</td>
<td>November 28, 2022</td>
</tr>
<tr>
<td>Account factory customization available (p. 1697)</td>
<td>AWS Control Tower now supports account provisioning with customizable account templates, called blueprints, directly from the AWS Control Tower console.</td>
<td>November 28, 2022</td>
</tr>
<tr>
<td>Compliance status viewable for all AWS Config rules (p. 1697)</td>
<td>AWS Control Tower now displays the compliance status of all AWS Config rules deployed into organizational units registered with AWS Control Tower.</td>
<td>November 18, 2022</td>
</tr>
<tr>
<td>Change to a managed policy (p. 1697)</td>
<td>We changed the AWSControlTowerServiceRolePolicy so that AWS Control Tower can assume the AWSControlTowerBlueprintAccess role, which is needed for Account Factory customizations.</td>
<td>October 28, 2022</td>
</tr>
<tr>
<td>APIs for controls, AWS CloudFormation resource (p. 1697)</td>
<td>AWS Control Tower now supports activation and deactivation of controls through a set of API calls, and a new AWS CloudFormation resource.</td>
<td>September 1, 2022</td>
</tr>
<tr>
<td>Feature</td>
<td>Description</td>
<td>Date</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>------------</td>
</tr>
<tr>
<td>CfCT supports stack set deletion</td>
<td>CfCT supports stack set deletion, by setting a parameter in the manifest file.</td>
<td>August 26, 2022</td>
</tr>
<tr>
<td>Customized log retention</td>
<td>You can customize the retention policy for Amazon S3 buckets that store your AWS Control Tower CloudTrail logs, in increments of days or years, up to a maximum of 15 years.</td>
<td>August 15, 2022</td>
</tr>
<tr>
<td>Role drift repair available</td>
<td>AWS Control Tower supports repair for role drift, without a full repair of the landing zone.</td>
<td>August 11, 2022</td>
</tr>
<tr>
<td>Version 3.0 available</td>
<td>AWS Control Tower landing zone version 3.0 changes from account-based AWS CloudTrail trails to organization-based trails, and it updates the managed policy to enable organization-level trails. It enables you to aggregate AWS Config information in your home Region only. Version 3.0 also includes an update to the Region deny control, and two new detective controls.</td>
<td>July 29, 2022</td>
</tr>
<tr>
<td>The Organization page combines views of OUs and accounts</td>
<td>The new Organization page in AWS Control Tower shows a hierarchical view of all Organizational units (OUs) and accounts.</td>
<td>July 18, 2022</td>
</tr>
<tr>
<td>Change to a managed policy</td>
<td>We changed the AWSControlTowerServiceRolePolicy so that customers can have organization-level AWS CloudTrail trails to aggregate AWS CloudTrail logs.</td>
<td>June 20, 2022</td>
</tr>
<tr>
<td>Easier enroll and update for member accounts</td>
<td>AWS Control Tower now gives you the capability to to enroll and update member accounts individually, from within your landing zone. Each account shows when it is available for an update. We separated the Enroll account button from the Create account workflow in Account Factory.</td>
<td>May 31, 2022</td>
</tr>
<tr>
<td>Feature</td>
<td>Description</td>
<td>Date</td>
</tr>
<tr>
<td>------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>AFT supports customization for shared accounts (p. 1697)</td>
<td>AWS Control Tower Account Factory for Terraform now supports customization for the AWS Control Tower management account, log archive, and audit accounts.</td>
<td>May 27, 2022</td>
</tr>
<tr>
<td>Concurrent operations for all optional controls (p. 1697)</td>
<td>AWS Control Tower now allows you to apply and remove optional preventive guardrails concurrently, as well as detective controls.</td>
<td>May 18, 2022</td>
</tr>
<tr>
<td>Existing security and logging accounts (p. 1697)</td>
<td>AWS Control Tower now supports the ability to bring existing security and logging accounts, rather than creating new ones during landing zone setup.</td>
<td>May 16, 2022</td>
</tr>
<tr>
<td>Version 2.9 available (p. 1697)</td>
<td>AWS Control Tower landing zone version 2.9 updates the notification forwarder Lambda to use the Python version 3.9 runtime.</td>
<td>April 22, 2022</td>
</tr>
<tr>
<td>Updated support for AWS best practices, version 2.8 available (p. 1697)</td>
<td>AWS Control Tower landing zone version 2.8 provides additional support to ensure that your workloads and AWS accounts are in alignment with AWS best practices.</td>
<td>February 10, 2022</td>
</tr>
<tr>
<td>Region deny control (p. 1697)</td>
<td>AWS Control Tower now includes a control that helps you restrict access to AWS Regions, to address compliance and regulatory concerns.</td>
<td>November 30, 2021</td>
</tr>
<tr>
<td>Data residency controls (p. 1697)</td>
<td>AWS Control Tower now supports controls that help you manage data residency with granular control.</td>
<td>November 30, 2021</td>
</tr>
<tr>
<td>AWS Control Tower Account factory for Terraform (p. 1697)</td>
<td>AWS Control Tower now supports Terraform for automated account provisioning and updating.</td>
<td>November 29, 2021</td>
</tr>
<tr>
<td>New lifecycle event available (p. 1697)</td>
<td>The PrecheckOrganizationalUnit event logs whether any resources block the Extend governance task from success, including resources in nested OUs.</td>
<td>November 18, 2021</td>
</tr>
<tr>
<td>Nested OUs available (p. 1697)</td>
<td>AWS Control Tower now enables your landing zone to contain nested OU structures.</td>
<td>November 16, 2021</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Detective control concurrency (p. 1697)</td>
<td>AWS Control Tower detective controls now support concurrent enable and disable operations.</td>
<td>November 5, 2021</td>
</tr>
<tr>
<td>Two new regions available (p. 1697)</td>
<td>AWS Control Tower is now available in two new AWS Regions, Europe (Paris) Region and South America (São Paulo) Region.</td>
<td>July 29, 2021</td>
</tr>
<tr>
<td>Region deselection (p. 1697)</td>
<td>You can deselect AWS Regions that you no longer wish to govern through AWS Control Tower.</td>
<td>July 29, 2021</td>
</tr>
<tr>
<td>KMS keys available (p. 1697)</td>
<td>You can optionally create or choose KMS keys that you manage, to encrypt your data and resources.</td>
<td>July 28, 2021</td>
</tr>
<tr>
<td>Change to a managed policy (p. 1697)</td>
<td>We changed the AWSControlTowerServiceRolePolicy so that customers can use their own KMS encryption keys for AWS CloudTrail logs.</td>
<td>July 28, 2021</td>
</tr>
<tr>
<td>Control names changed, functionality unchanged (p. 1697)</td>
<td>Certain control names and descriptions were updated to better reflect the policy intentions of the control, with no change in functionality.</td>
<td>July 26, 2021</td>
</tr>
<tr>
<td>Automated scans of managed SCPs (p. 1697)</td>
<td>AWS Control Tower performs daily automated scans of managed SCPs to check for drift.</td>
<td>May 11, 2021</td>
</tr>
<tr>
<td>Customized names for OUs and accounts (p. 1697)</td>
<td>AWS Control Tower allows you to provide customized names during the landing zone setup process, for essential OUs and accounts, without creating drift.</td>
<td>April 16, 2021</td>
</tr>
<tr>
<td>Decommissioning a landing zone is self-service (p. 1697)</td>
<td>AWS Control Tower now allows you to decommission a landing zone without contacting AWS Support. Decommissioning is a semi-automated process that cannot be undone. It is not the same as deleting all AWS Control Tower resources manually.</td>
<td>April 9, 2021</td>
</tr>
<tr>
<td>Topic</td>
<td>Description</td>
<td>Date</td>
</tr>
<tr>
<td>---------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>------------</td>
</tr>
<tr>
<td>Three additional Regions (p. 1697)</td>
<td>AWS Control Tower is now available in three additional AWS Regions: Asia Pacific (Tokyo) Region, Asia Pacific (Seoul) Region, and Asia Pacific (Mumbai) Region.</td>
<td>April 8, 2021</td>
</tr>
<tr>
<td>New Log Archive controls, landing zone version 2.7 available (p. 1697)</td>
<td>Four new Log Archive controls provide Log Archive governance over AWS Control Tower resources, separately from governance of resources outside of AWS Control Tower. Guidance on four existing controls has changed from mandatory to elective. Version 2.7 of the AWS Control Tower landing zone includes a requirement for HTTPS, which cannot be undone after you update.</td>
<td>April 8, 2021</td>
</tr>
<tr>
<td>Region selection (p. 1697)</td>
<td>AWS Control Tower Region selection provides better ability to manage the geographical footprint of your AWS Control Tower resources. To expand the number of Regions in which you host AWS resources or workloads – for compliance, regulatory, cost, or other reasons – you can now select the additional Regions to govern.</td>
<td>February 19, 2021</td>
</tr>
<tr>
<td>Register an OU and govern all of its accounts with AWS Control Tower at one time (p. 1697)</td>
<td>AWS Control Tower adds the capability to register an OU, which is a way to bring multiple accounts into governance at the same time.</td>
<td>January 28, 2021</td>
</tr>
<tr>
<td>Multiple account updates in registered OUs (p. 1697)</td>
<td>You can now update all accounts in any registered AWS Organizations organizational unit (OU) containing up to 300 accounts, with a single click, from the AWS Control Tower dashboard. The multiple account update feature, also referred to as bulk update, eliminates the need to update one account at a time, or to use an external script to perform the update on multiple accounts together.</td>
<td>January 28, 2021</td>
</tr>
<tr>
<td>New role for aggregating unmanaged OUs and accounts (p. 1697)</td>
<td>A new role assists in detecting external AWS Config rules, so AWS Control Tower does not need to gain access to unmanaged accounts.</td>
<td>December 29, 2020</td>
</tr>
<tr>
<td>Topic</td>
<td>Description</td>
<td>Date</td>
</tr>
<tr>
<td>----------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>AWS Control Tower is available in more AWS Regions. (p. 1697)</td>
<td>AWS Control Tower is now available to be deployed in the Asia Pacific (Singapore) Region, Europe (Frankfurt) Region, Europe (London) Region, Europe (Stockholm) Region, and Canada (Central) Region. With this launch AWS Control Tower is now available in 10 AWS Regions. This landing zone update includes all Regions listed, and it cannot be undone. After updating your landing zone to version 2.5, you must manually update all enrolled accounts for AWS Control Tower to govern in the 10 supported AWS Regions.</td>
<td>November 18, 2020</td>
</tr>
<tr>
<td>Control update (p. 1697)</td>
<td>An updated version has been released for the mandatory control AWS-GR_IAM_ROLE_CHANGE_PROHIBITED. The updated control allows easier automated enrollment of accounts.</td>
<td>October 8, 2020</td>
</tr>
<tr>
<td>Related information page is now available for AWS Control Tower (p. 1697)</td>
<td>The related information page makes it easier to find common tasks that may be helpful after setting up your AWS Control Tower landing zone.</td>
<td>September 18, 2020</td>
</tr>
<tr>
<td>AWS Control Tower console shows more detail about OUs and accounts. (p. 1697)</td>
<td>Within the AWS Control Tower console, you can view more detail about your AWS accounts and organizational units (OUs). The ‘Accounts’ page now lists all accounts in your organization, regardless of OU or enrollment status in AWS Control Tower. You can now search, sort, and filter across all tables.</td>
<td>July 22, 2020</td>
</tr>
<tr>
<td>AWS Control Tower allows existing organizations to set up a landing zone (p. 1697)</td>
<td>You can now launch a landing zone for AWS Control Tower in an existing organization, to bring the organization into governance. The Quick account provisioning capability in AWS Control Tower was renamed to Enroll account and it now permits enrollment of existing AWS accounts as well as creation of new accounts.</td>
<td>April 16, 2020</td>
</tr>
<tr>
<td>Feature</td>
<td>Description</td>
<td>Date</td>
</tr>
<tr>
<td>------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>AWS Control Tower is now available in Asia Pacific (p. 1697)</td>
<td>AWS Control Tower is now available to be deployed in the Asia Pacific (Sydney) AWS Region. This release requires manual updates to vended accounts, update only if you plan to run workloads in Asia Pacific (Sydney).</td>
<td>March 3, 2020</td>
</tr>
<tr>
<td>Decommissioning an AWS Control Tower landing zone is possible (p. 1697)</td>
<td>AWS Support can help you permanently decommission a landing zone through a mostly automated process that preserves your organizations, although some manual cleanup is required.</td>
<td>February 27, 2020</td>
</tr>
<tr>
<td>Quick account provisioning is available in AWS Control Tower (p. 1697)</td>
<td>Quick account provisioning makes it easier to launch new member accounts when your landing zone is up to date, with the <strong>Enroll account</strong> feature.</td>
<td>February 20, 2020</td>
</tr>
<tr>
<td>Lifecycle events are tracked in AWS Control Tower (p. 1697)</td>
<td>Lifecycle events provide additional details for certain AWS Control Tower events, to make some workflow automation easier.</td>
<td>December 12, 2019</td>
</tr>
<tr>
<td>Settings and Activities pages are available for AWS Control Tower (p. 1697)</td>
<td>The Settings and Activities pages make it easier to update your landing zone and to view logged events.</td>
<td>November 30, 2019</td>
</tr>
<tr>
<td>Additional preventive controls are available for AWS Control Tower (p. 1697)</td>
<td>Preventive controls in AWS Control Tower keep your organization and resources aligned with your environment.</td>
<td>September 6, 2019</td>
</tr>
<tr>
<td>Additional detective controls are available for AWS Control Tower (p. 1697)</td>
<td>Detective controls in AWS Control Tower give information about the state of your organization and resources.</td>
<td>August 27, 2019</td>
</tr>
<tr>
<td>AWS Control Tower is now generally available (p. 1697)</td>
<td>AWS Control Tower is a service that offers the easiest way to set up and govern your multi-account AWS environment at scale.</td>
<td>June 24, 2019</td>
</tr>
</tbody>
</table>
Tables of control metadata

This section contains tables that show the metadata for controls. Remember that each control has a unique API identifier for each Region in which AWS Control Tower is available. When you are working with the control APIs, provide the identifier for the Region in which you are making the API call.

The identifiers for mandatory controls are not shown in this table, because those controls cannot be turned on or turned off.

Last updated December 1, 2023.

AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
<td>• CIS AWS Benchmark 1.4 2.1.1 • NIST 800-53 Rev 5 AU-9 • NIST 800-53 Rev 5 CA-9(1) • NIST 800-53 Rev 5 CM-3(6) • NIST 800-53 Rev 5 SC-13 • NIST 800-53 Rev 5 SC-28 • NIST 800-53 Rev 5 SC-28(1) • NIST 800-53 Rev 5 SC-7(10) • NIST 800-53 Rev 5 SI-7(6) • PCI DSS version 3.2.1 10.5 • PCI DSS version 3.2.1 10.5.2 • PCI DSS version 3.2.1 2.2 • PCI DSS version 3.2.1 3.4 • PCI DSS version 3.2.1 8.2.1</td>
<td>Encrypt data at rest</td>
<td>• US East (N. Virginia)arn:aws:controltower:us-east-1::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED • US East (Ohio)arn:aws:controltower:us-east-2::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED • US West (Oregon)arn:aws:controltower:us-west-2::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED • Canada (Central)arn:aws:controltower:ca-central-1::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED • Asia Pacific (Sydney)arn:aws:controltower:ap-southeast-2::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED • Asia Pacific (Singapore)arn:aws:controltower:ap-southeast-1::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED • Europe (Frankfurt)arn:aws:controltower:eu-central-1::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
<td>• CIS AWS Benchmark</td>
<td>• Establish logging and monitoring</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Middle East (UAE) arn:aws:controltower:me-central-1::control/ AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/ AWS-GR_AUDIT_BUCKET_ENCRYPTION_ENABLED</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

1709
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.1</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/AWS-GR_AUDIT_BUCKET_LOGGING.Enabled</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.3</td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-east-1::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (N. California)</td>
</tr>
</tbody>
</table>

1710
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>arn:aws:controltower:us-west-1::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-east-1::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-northeast-3::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td>arn:aws:controltower:af-south-1::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
<td>Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
<td>Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
<td>Israel (Tel Aviv)</td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-2::control/AWS-GR_AUDIT_BUCKET_LOGGING_ENABLED</td>
<td>Europe (Spain)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
</tbody>
</table>
| AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED | NIST 800-53 Rev 5 CM-2(2) | Protect data integrity | US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/  
AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED  
US East (Ohio)  
arn:aws:controltower:us-east-2::control/  
AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED  
US West (Oregon)  
arn:aws:controltower:us-west-2::control/  
AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED  
Canada (Central)  
arn:aws:controltower:ca-central-1::control/  
AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED  
Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/ |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------</td>
<td>---------------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ary:aws:controltower:sa-east-1::control/AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) ary:aws:controltower:us-west-1::control/AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) ary:aws:controltower:ap-east-1::control/AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) ary:aws:controltower:ap-southeast-3::control/AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) ary:aws:controltower:ap-northeast-3::control/AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan) ary:aws:controltower:eu-south-1::control/AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town) ary:aws:controltower:af-south-1::control/AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) ary:aws:controltower:me-south-1::control/AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv) ary:aws:controltower:il-central-1::control/AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich) ary:aws:controltower:eu-central-2::control/AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED</td>
</tr>
</tbody>
</table>
## AWS-GR_AUDIT_BUCKET_RETENTION_POLICY

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
• US East (Ohio) arn:aws:controltower:us-east-2::control/ AWS-GR_AUDIT_BUCKET_RETENTION_POLICY  
• US West (Oregon) arn:aws:controltower:us-west-2::control/ AWS-GR_AUDIT_BUCKET_RETENTION_POLICY  
• Canada (Central) arn:aws:controltower:ca-central-1::control/  

• Europe (Spain) arn:aws:controltower:eu-south-2::control/ AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED  
• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/ AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED  
• Middle East (UAE) arn:aws:controltower:me-central-1::control/ AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED  
• Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/ AWS-GR_AUDIT_BUCKET_POLICY_CHANGES_PROHIBITED  

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS-GR_AUDIT_BUCKET_RETENTION_POLICY</td>
<td>• Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
</tr>
<tr>
<td></td>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/</td>
<td>arn:aws:controltower:eu-central-1::control/</td>
</tr>
<tr>
<td></td>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/</td>
<td>arn:aws:controltower:eu-west-1::control/</td>
</tr>
<tr>
<td></td>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/</td>
<td>arn:aws:controltower:eu-west-2::control/</td>
</tr>
<tr>
<td></td>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/</td>
<td>arn:aws:controltower:eu-north-1::control/</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/</td>
<td>arn:aws:controltower:ap-south-1::control/</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
</tr>
</tbody>
</table>
| | • Europe (Paris) | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-3::control/</td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_RETENTION_POLICY</td>
</tr>
<tr>
<td>South America</td>
<td></td>
<td></td>
<td>São Paulo arn:aws:controltower:sa-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_RETENTION_POLICY</td>
</tr>
<tr>
<td>US West (N.</td>
<td></td>
<td></td>
<td>California) arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_RETENTION_POLICY</td>
</tr>
<tr>
<td>Asia Pacific (</td>
<td></td>
<td></td>
<td>Hong Kong) arn:aws:controltower:ap-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_RETENTION_POLICY</td>
</tr>
<tr>
<td>Asia Pacific (</td>
<td></td>
<td></td>
<td>Jakarta) arn:aws:controltower:ap-southeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_RETENTION_POLICY</td>
</tr>
<tr>
<td>Asia Pacific (</td>
<td></td>
<td></td>
<td>Osaka) arn:aws:controltower:ap-northeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_RETENTION_POLICY</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_RETENTION_POLICY</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_RETENTION_POLICY</td>
</tr>
<tr>
<td>Middle East (</td>
<td></td>
<td></td>
<td>Bahrain) arn:aws:controltower:me-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_AUDIT_BUCKET_RETENTION_POLICY</td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/</td>
</tr>
</tbody>
</table>
### Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED |  |  |  
|  | NIST 800-53 Rev 5 | Limit network access | • US East (N. Virginia)  
|  | AC-3 |  | arn:aws:controltower:us-east-1::control/  
|  | AC-3(7) |  | AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED  
|  | AC-4 |  |  
|  | NIST 800-53 Rev 5 |  | • US East (Ohio)  
|  | AC-4(21) |  | arn:aws:controltower:us-east-2::control/  
|  |  |  | AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED  
|  |  |  |  
|  | NIST 800-53 Rev 5 |  | • US West (Oregon)  
|  | AC-3 |  | arn:aws:controltower:us-west-2::control/  
|  | AC-3(7) |  | AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED  
|  | AC-4 |  |  
|  | ACS |  |  
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AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>west-2::control/\ AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- Canada (Central)
  arn:aws:controltower:ca-central-1::control/
  AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED

- Asia Pacific (Sydney)
  arn:aws:controltower:ap-southeast-2::control/
  AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED

- Asia Pacific (Singapore)
  arn:aws:controltower:ap-southeast-1::control/
  AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED

- Europe (Frankfurt)
  arn:aws:controltower:eu-central-1::control/
  AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED

- Europe (Ireland)
  arn:aws:controltower:eu-west-1::control/
  AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED

- Europe (London)
  arn:aws:controltower:eu-west-2::control/
  AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED

- Europe (Stockholm)
  arn:aws:controltower:eu-north-1::control/
  AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED

- Asia Pacific (Mumbai)
  arn:aws:controltower:ap-south-1::control/
  AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED

- Asia Pacific (Seoul)
  arn:aws:controltower:ap-northeast-2::control/
  AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
<td>AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED</td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/</td>
<td>AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED</td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td>AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED</td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/</td>
<td>AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td>AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED</td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td>AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED</td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/</td>
<td>AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED</td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/</td>
<td>AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED</td>
<td></td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/</td>
<td>AWS-GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED</td>
<td></td>
</tr>
</tbody>
</table>
| Europe (Spain) | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AWS-</strong>&lt;br&gt;GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
<td></td>
<td></td>
<td>south-2::control/&lt;br&gt;AWS-&lt;br&gt;GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED&lt;br&gt;&lt;br&gt;Asia Pacific (Hyderabad)&lt;br&gt;arn:aws:controltower:ap-south-2::control/&lt;br&gt;AWS-&lt;br&gt;GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED&lt;br&gt;&lt;br&gt;Middle East (UAE)&lt;br&gt;arn:aws:controltower:me-central-1::control/&lt;br&gt;AWS-&lt;br&gt;GR_AUTOSCALING_LAUNCH_CONFIG_PUBLIC_IP_DISABLED</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SA-8(22)</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>• Europe (Germany) arn:aws:controltower:eu-central-1::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-1::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.3</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective, by Region</td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------------------</td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/AWS-GR_DETECT_CLOUDTRAIL_ENABLED_ON_MEMBER_ACCOUNTS</td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>---------------------------------------------------------</td>
<td>-----------</td>
<td>------------------------------</td>
<td>--------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>None</td>
<td>None</td>
<td>Limit network access</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-4::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
</tr>
<tr>
<td>AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>southeast-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective, by Region</td>
<td></td>
</tr>
<tr>
<td>-----------------------------------</td>
<td>-----------</td>
<td>------------------------------</td>
<td></td>
</tr>
<tr>
<td><strong>South America (São Paulo)</strong></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
<td></td>
</tr>
<tr>
<td><strong>US West (N. California)</strong></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
<td></td>
</tr>
<tr>
<td><strong>Asia Pacific (Hong Kong)</strong></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
<td></td>
</tr>
<tr>
<td><strong>Asia Pacific (Jakarta)</strong></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
<td></td>
</tr>
<tr>
<td><strong>Asia Pacific (Osaka)</strong></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
<td></td>
</tr>
<tr>
<td><strong>Europe (Milan)</strong></td>
<td></td>
<td>arn:aws:controltower:eusouth-1::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
<td></td>
</tr>
<tr>
<td><strong>Africa (Cape Town)</strong></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
<td></td>
</tr>
<tr>
<td><strong>Middle East (Bahrain)</strong></td>
<td></td>
<td>arn:aws:controltower:mesouth-1::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
<td></td>
</tr>
<tr>
<td><strong>Israel (Tel Aviv)</strong></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
<td></td>
</tr>
<tr>
<td><strong>Europe (Zurich)</strong></td>
<td></td>
<td>arn:aws:controltower:eussouth-1::control/AWS-GR_DISALLOW_CROSS_REGION_NETWORKING</td>
<td></td>
</tr>
</tbody>
</table>
### AWS-GR_DISALLOW_VPC_INTERNET_ACCESS

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
<td>• NIST 800-53 Rev 5</td>
<td>• Limit network access</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td></td>
<td>AC-4(21)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td></td>
<td>AC-6</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td></td>
<td>SC-7(11)</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td></td>
<td>SC-7(16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SC-7(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SC-7(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
</tbody>
</table>
| | | | Europe (Paris) arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-3::control/</td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPC_INTERNET_ACCESS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| AWS-GR_DISALLOW_VPN_CONNECTIONS | None | Limit network access | • US East (N. Virginia)  
  |        |                  |  | arn:aws:controltower:us-east-1::control/  
|                     |          |                  |  | AWS-GR_DISALLOW_VPN_CONNECTIONS  
|                     |          |                  | • US East (Ohio)  
|                     |          |                  |  | arn:aws:controltower:us-east-2::control/  
|                     |          |                  |  | AWS-GR_DISALLOW_VPN_CONNECTIONS  
|                     |          |                  | • US West (Oregon)  
|                     |          |                  |  | arn:aws:controltower:us-west-2::control/  
|                     |          |                  | • Europe (Zurich)  
|                     |          |                  |  | arn:aws:controltower:eu-central-2::control/  
|                     |          |                  |  | AWS-GR_DISALLOW_VPC_INTERNET_ACCESS  
|                     |          |                  | • Europe (Spain)  
|                     |          |                  |  | arn:aws:controltower:eu-south-2::control/  
|                     |          |                  |  | AWS-GR_DISALLOW_VPC_INTERNET_ACCESS  
|                     |          |                  | • Asia Pacific  
|                     |          |                  |  | (Hyderabad)  
|                     |          |                  |  | arn:aws:controltower:ap-south-2::control/  
|                     |          |                  |  | AWS-GR_DISALLOW_VPC_INTERNET_ACCESS  
|                     |          |                  | • Middle East (UAE)  
|                     |          |                  |  | arn:aws:controltower:me-central-1::control/  
|                     |          |                  |  | AWS-GR_DISALLOW_VPC_INTERNET_ACCESS  
|                     |          |                  | • Asia Pacific  
|                     |          |                  |  | (Melbourne)  
|                     |          |                  |  | arn:aws:controltower:ap-southeast-4::control/  
|                     |          |                  |  | AWS-GR_DISALLOW_VPC_INTERNET_ACCESS  
<p>|</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
</tbody>
</table>
|                     |           |                   | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>northeast-1::control/ AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ AWS-GR_DISALLOW_VPN_CONNECTIONS</td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
</tr>
<tr>
<td>AWS-GR_DMS_REPLICATION_NOT_PUBLIC</td>
<td>• NIST 800-53 Rev 5 NOT PUBLIC</td>
<td>• Limit network access</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (Oregon)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-2::control/AWS-GR_DMS_REPLICATION_NOT_PUBLIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ca-central-1::control/AWS-GR_DMS_REPLICATION_NOT_PUBLIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-2::control/AWS-GR_DMS_REPLICATION_NOT_PUBLIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-1::control/AWS-GR_DMS_REPLICATION_NOT_PUBLIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-central-1::control/AWS-GR_DMS_REPLICATION_NOT_PUBLIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-west-1::control/AWS-GR_DMS_REPLICATION_NOT_PUBLIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-west-2::control/AWS-GR_DMS_REPLICATION_NOT_PUBLIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-north-1::control/AWS-GR_DMS_REPLICATION_NOT_PUBLIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-south-1::control/AWS-GR_DMS_REPLICATION_NOT_PUBLIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-----------------</td>
<td>------------------------------</td>
</tr>
<tr>
<td>AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
<td></td>
<td>• Improve availability</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CP-9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SC-5(2)</td>
<td></td>
</tr>
</tbody>
</table>

AWS-GR_EBS_OPTIMIZED_INSTANCE

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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AWS-GR_EBS_OPTIMIZED_INSTANCE
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>US East (Ohio)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>US West (Oregon)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>Canada (Central)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>Asia Pacific (Sydney)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/AWS-GR_EBS_OPTIMIZED_INSTANCE</td>
</tr>
</tbody>
</table>
## AWS-GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| AWS-GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK | • NIST 800-53 Rev 5 AC-3  
• NIST 800-53 Rev 5 AC-3(7)  
• NIST 800-53 Rev 5 AC-4  
• NIST 800-53 Rev 5 AC-4(21)  
• NIST 800-53 Rev 5 AC-6  
• NIST 800-53 Rev 5 SC-7  
• NIST 800-53 Rev 5 SC-7(11)  
• NIST 800-53 Rev 5 SC-7(16)  
• NIST 800-53 Rev 5 SC-7(20)  
• NIST 800-53 Rev 5 SC-7(21)  
• NIST 800-53 Rev 5 SC-7(3)  
• NIST 800-53 Rev 5 SC-7(4)  
• NIST 800-53 Rev 5 SC-7(9)  
| • Limit network access  
• Enforce least privilege | • US East (N. Virginia)  
ar-n:aws:controltower:us-east-1::control/  
AWS-GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK  
| • US East (Ohio)  
ar-n:aws:controltower:us-east-2::control/  
AWS-GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK  
| • US West (Oregon)  
ar-n:aws:controltower:us-west-2::control/  
AWS-GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK  
| • Canada (Central)  
ar-n:aws:controltower:ca-central-1::control/  
AWS-GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK  
| • Asia Pacific (Sydney)  
ar-n:aws:controltower:ap-southeast-2::control/  
AWS-GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK  
| • Asia Pacific (Singapore)  
ar-n:aws:controltower:ap-southeast-1::control/  
AWS-GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK  
| • Europe (Frankfurt)  
ar-n:aws:controltower:eu-central-1::control/  
AWS-GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK  
| • Europe (Ireland)  
ar-n:aws:controltower:eu-west-1::control/  
AWS-GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK  
| • Europe (London)  
ar-n:aws:controltower:eu-west-2::control/  
AWS-GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK  

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Stockholm)</td>
<td>Framework</td>
<td>Region: Europe (Stockholm) &lt;br&gt;arn:aws:controltower:eu-north-1::control/ &lt;br&gt; AWS-&lt;br&gt;GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>Framework</td>
<td>Region: Asia Pacific (Mumbai) &lt;br&gt;arn:aws:controltower:ap-south-1::control/ &lt;br&gt; AWS-&lt;br&gt;GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>Framework</td>
<td>Region: Asia Pacific (Seoul) &lt;br&gt;arn:aws:controltower:ap-northeast-2::control/ &lt;br&gt; AWS-&lt;br&gt;GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>Framework</td>
<td>Region: Asia Pacific (Tokyo) &lt;br&gt;arn:aws:controltower:ap-northeast-1::control/ &lt;br&gt; AWS-&lt;br&gt;GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>Framework</td>
<td>Region: Europe (Paris) &lt;br&gt;arn:aws:controltower:eu-west-3::control/ &lt;br&gt; AWS-&lt;br&gt;GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>Framework</td>
<td>Region: South America (São Paulo) &lt;br&gt;arn:aws:controltower:sa-east-1::control/ &lt;br&gt; AWS-&lt;br&gt;GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>Framework</td>
<td>Region: US West (N. California) &lt;br&gt;arn:aws:controltower:us-west-1::control/ &lt;br&gt; AWS-&lt;br&gt;GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>Framework</td>
<td>Region: Asia Pacific (Hong Kong) &lt;br&gt;arn:aws:controltower:ap-east-1::control/ &lt;br&gt; AWS-&lt;br&gt;GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>Framework</td>
<td>Region: Europe (Milan) &lt;br&gt;arn:aws:controltower:eu-south-1::control/ &lt;br&gt; AWS-&lt;br&gt;GR_EBS_SNAPSHOT_PUBLIC_RESTORABLE_CHECK</td>
</tr>
</tbody>
</table>
| Africa (Cape Town)                     | Framework          | Region: Africa (Cape Town) <br>arn:aws:controltower:af-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
<td>NIST 800-53 Rev 5 AC-21P</td>
<td>Limit network access</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>east-2::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/AWS-GR_EC2_INSTANCE_NO_PUBLIC_IP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| AWS-GR_EC2_VOLUME_INUSE_CHECK | • NIST 800-53 Rev 5 CHEC(1)  
• NIST 800-53 Rev 5 CM-2  
• NIST 800-53 Rev 5 CM-2(2)  
• PCI DSS version 3.2.1 2.4 | • Optimize costs | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/  
AWS-GR_EC2_VOLUME_INUSE_CHECK  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/  
AWS-GR_EC2_VOLUME_INUSE_CHECK  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/  
AWS-GR_EC2_VOLUME_INUSE_CHECK |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS-GR_EC2_VOLUME_INUSE_CHECK</td>
<td>• Canada (Central)</td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/</td>
</tr>
<tr>
<td>AWS-GR_EC2_VOLUME_INUSE_CHECK</td>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
</tr>
<tr>
<td>AWS-GR_EC2_VOLUME_INUSE_CHECK</td>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
</tr>
<tr>
<td>AWS-GR_EC2_VOLUME_INUSE_CHECK</td>
<td>• Europe (Frankfurt)</td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/</td>
</tr>
<tr>
<td>AWS-GR_EC2_VOLUME_INUSE_CHECK</td>
<td>• Europe (Ireland)</td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/</td>
</tr>
<tr>
<td>AWS-GR_EC2_VOLUME_INUSE_CHECK</td>
<td>• Europe (London)</td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/</td>
</tr>
<tr>
<td>AWS-GR_EC2_VOLUME_INUSE_CHECK</td>
<td>• Europe (Stockholm)</td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/</td>
</tr>
<tr>
<td>AWS-GR_EC2_VOLUME_INUSE_CHECK</td>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/</td>
</tr>
<tr>
<td>AWS-GR_EC2_VOLUME_INUSE_CHECK</td>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
</tr>
</tbody>
</table>
| AWS-GR_EC2_VOLUME_INUSE_CHECK | • Asia Pacific (Tokyo) |  | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>northe...</td>
<td></td>
<td></td>
<td>northeast-1::control/ \ AWS-G...</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ \ AWS-G...</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/ \ AWS-G...</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ \ AWS-G...</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ \ AWS-G...</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/ \ AWS-G...</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ \ AWS-G...</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/ \ AWS-G...</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/ \ AWS-G...</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS</td>
<td>NIST 800-53 Rev 5 Privacy</td>
<td>• NIST 800-53 Rev 5 AC-3, • NIST 800-53 Rev 5 AC-3(7), • NIST 800-53 Rev 5 AC-4</td>
<td></td>
</tr>
<tr>
<td>AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS</td>
<td>NIST 800-53 Rev 5 Compliance</td>
<td>• Limit network access</td>
<td></td>
</tr>
</tbody>
</table>

**Control identifier**

- **AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS**

**Framework**

- NIST 800-53 Rev 5 Security
- NIST 800-53 Rev 5 Privacy
- NIST 800-53 Rev 5 Compliance

**Control objective**

- NIST 800-53 Rev 5 AC-3
- NIST 800-53 Rev 5 AC-3(7)
- NIST 800-53 Rev 5 AC-4
- • Limit network access

**Control API identifiers, by Region**

- US East (N. Virginia) arn:aws:controltower:us-east-1::control/AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS
- US East (Ohio) arn:aws:controltower:us-east-2::control/AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td></td>
<td>AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/ AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ AWS-GR_EKS_ENDPOINT_NO_PUBLIC_ACCESS</td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 1.3.1 | | | Asia Pacific (Seoul) arn:aws:controltower:ap-
### AWS-GR_ELASTICSEARCH_IN_VPC_ONLY

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| `AWS-GR_ELASTICSEARCH_IN_VPC_ONLY` | - NIST 800-53 Rev 5 AC-3  
- NIST 800-53 Rev 5 AC-3(7)  
- NIST 800-53 Rev 5 AC-4  
- NIST 800-53 Rev 5 AC-4(21)  
- NIST 800-53 Rev 5 AC-6 | - Limit network access | - US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/  
AWS-GR_ELASTICSEARCH_IN_VPC_ONLY |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td>west-2:control/</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td>AWS-</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td>GR_ELASTICSEARCH_IN_VPC_ONLY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td>AWS-</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>GR_ELASTICSEARCH_IN_VPC_ONLY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>AWS-</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>GR_ELASTICSEARCH_IN_VPC_ONLY</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td>AWS-</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>GR_ELASTICSEARCH_IN_VPC_ONLY</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eucentral-1::control/ AWS-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ AWS-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ AWS-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ AWS-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ AWS-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ AWS-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
<td>*</td>
<td>AWS-GR_ELASTICSEARCH_IN_VPC_ONLY</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/</td>
<td>*</td>
<td>AWS-GR_ELASTICSEARCH_IN_VPC_ONLY</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td>*</td>
<td>AWS-GR_ELASTICSEARCH_IN_VPC_ONLY</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/</td>
<td>*</td>
<td>AWS-GR_ELASTICSEARCH_IN_VPC_ONLY</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td>*</td>
<td>AWS-GR_ELASTICSEARCH_IN_VPC_ONLY</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td>*</td>
<td>AWS-GR_ELASTICSEARCH_IN_VPC_ONLY</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/</td>
<td>*</td>
<td>AWS-GR_ELASTICSEARCH_IN_VPC_ONLY</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/</td>
<td>*</td>
<td>AWS-GR_ELASTICSEARCH_IN_VPC_ONLY</td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/</td>
<td>*</td>
<td>AWS-GR_ELASTICSEARCH_IN_VPC_ONLY</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
<td>• NIST 800-53 Rev 5 AC-21</td>
<td>• Limit network access</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
</tbody>
</table>
|                    | • NIST 800-53 Rev 5 SC-7(3) | | • Europe (Stockholm) arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>north-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:saeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:apeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:mesouth-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_EMR_MASTER_NO_PUBLIC_IP</td>
</tr>
</tbody>
</table>
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# AWS-GR_ENCRYPTED_VOLUMES

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| AWS-GR_ENCRYPTED_VOLUMES | • NIST 800-53 Rev 5 CA-9(1)  
• NIST 800-53 Rev 5 CM-3(6)  
• NIST 800-53 Rev 5 SC-13  
• NIST 800-53 Rev 5 SC-28  
• NIST 800-53 Rev 5 SC-28(1)  
• NIST 800-53 Rev 5 SC-7(10)  
• NIST 800-53 Rev 5 SI-7(6)  
• PCI DSS version 3.2.1  
  2.2  
• PCI DSS version 3.2.1  
  3.4  
• PCI DSS version 3.2.1  
  8.2.1 | • Encrypt data at rest | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/  
AWS-GR_ENCRYPTED_VOLUMES  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/  
AWS-GR_ENCRYPTED_VOLUMES  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/  
AWS-GR_ENCRYPTED_VOLUMES  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/  
AWS-GR_ENCRYPTED_VOLUMES  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/  
AWS-GR_ENCRYPTED_VOLUMES  
• Asia Pacific  
(Singapore)  
arn:aws:controltower:ap-southeast-1::control/  
AWS-GR_ENCRYPTED_VOLUMES  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/  
AWS-GR_ENCRYPTED_VOLUMES  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/  
AWS-GR_ENCRYPTED_VOLUMES  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/  
AWS-GR_ENCRYPTED_VOLUMES  
• Europe (Stockholm)  
arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>north-1::control/</td>
<td></td>
<td></td>
<td>AWS-GR_ENCRYPTED_VOLUMES</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:ctltower:ap-south-1::ctr</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:ctltower:ap-northeast-2::</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ctr</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:ctltower:ap-northeast-1::</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ctr</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:ctltower:eu-west-3::ct</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>r</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:ctltower:saeast-1::ct</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>r</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:ctltower:us-west-1::ct</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>r</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:ctltower:apeast-1::ct</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>r</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:ctltower:mesouth-1::ct</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>r</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:ctltower:eu-central-2::</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ct</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>AWS-GR_IAM_USER_MFA_ENABLED</td>
<td>NIST 800-53 Rev 5 IA-2(6)</td>
<td>Enforce least privilege</td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/</td>
</tr>
<tr>
<td>AWS-GR_IAM_USER_MFA_ENABLED</td>
<td>NIST 800-53 Rev 5 IA-2(8)</td>
<td>Enforce least privilege</td>
<td></td>
</tr>
<tr>
<td>AWS-GR_IAM_USER_MFA_ENABLED</td>
<td>PCI DSS version 3.2.1 8.3.1</td>
<td>Enforce least privilege</td>
<td></td>
</tr>
<tr>
<td>AWS-GR_IAM_USER_MFA_ENABLED</td>
<td>PCI DSS version 3.2.1 8.3.2</td>
<td>Enforce least privilege</td>
<td></td>
</tr>
<tr>
<td>AWS-GR_IAM_USER_MFA_ENABLED</td>
<td>PCI DSS version 3.2.1 8.6</td>
<td>Enforce least privilege</td>
<td></td>
</tr>
</tbody>
</table>

- **Europe (Spain)**
  arn:aws:controltower:eu-south-2::control/ AWS-GR_IAM_USER_MFA_ENABLED

- **Asia Pacific (Hyderabad)**
  arn:aws:controltower:ap-south-2::control/ AWS-GR_IAM_USER_MFA_ENABLED

- **Middle East (UAE)**
  arn:aws:controltower:me-central-1::control/ AWS-GR_IAM_USER_MFA_ENABLED

- **Asia Pacific (Melbourne)**
  arn:aws:controltower:ap-southeast-4::control/ AWS-GR_IAM_USER_MFA_ENABLED
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_IAM_USER_MFA_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/AWS-GR_IAM_USER_MFA_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/AWS-GR_IAM_USER_MFA_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/AWS-GR_IAM_USER_MFA_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/AWS-GR_IAM_USER_MFA_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/AWS-GR_IAM_USER_MFA_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/AWS-GR_IAM_USER_MFA_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/AWS-GR_IAM_USER_MFA_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/AWS-GR_IAM_USER_MFA_ENABLED</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/AWS-GR_IAM_USER_MFA_ENABLED</td>
</tr>
</tbody>
</table>
|                    |           | Europe (Paris) | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:sa-east-1::control/AWS-GR_IAM_USER_MFA_ENABLED</code></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:us-west-1::control/AWS-GR_IAM_USER_MFA_ENABLED</code></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-east-1::control/AWS-GR_IAM_USER_MFA_ENABLED</code></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-southeast-3::control/AWS-GR_IAM_USER_MFA_ENABLED</code></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-3::control/AWS-GR_IAM_USER_MFA_ENABLED</code></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-south-1::control/AWS-GR_IAM_USER_MFA_ENABLED</code></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:af-south-1::control/AWS-GR_IAM_USER_MFA_ENABLED</code></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:me-south-1::control/AWS-GR_IAM_USER_MFA_ENABLED</code></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED | • NIST 800-53 Rev 5 AC-3  
• NIST 800-53 Rev 5 AC-3(7)  
• NIST 800-53 Rev 5 AC-4  
• NIST 800-53 Rev 5 AC-4(21)  
• NIST 800-53 Rev 5 AC-6  
• NIST 800-53 Rev 5 SC-7  
• NIST 800-53 Rev 5 SC-7(11)  
• NIST 800-53 Rev 5 SC-7(16)  
• NIST 800-53 Rev 5 SC-7(20)  
• NIST 800-53 Rev 5 SC-7(21)  
• NIST 800-53 Rev 5 SC-7(3)  
• NIST 800-53 Rev 5 SC-7(4)  
• NIST 800-53 Rev 5 SC-7(9)  
• PCI DSS version 3.2.1  
  1.2.1  
• PCI DSS version 3.2.1  
  1.3  
• PCI DSS version 3.2.1  
  1.3.1  
• PCI DSS version 3.2.1  
  1.3.2  
• PCI DSS version 3.2.1  
  1.3.4  
• PCI DSS version 3.2.1  
  2.2.2 | • Limit network access | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/  
AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/  
AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/  
AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/  
AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/  
AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/  
AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/  
AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/  
AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/  
AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controls:eu-north-1::control/</td>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controls:eu-north-1::control/aws-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controls:ap-south-1::control/</td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controls:ap-south-1::control/aws-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controls:ap-northeast-2::control/</td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controls:ap-northeast-2::control/aws-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controls:ap-northeast-1::control/</td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controls:ap-northeast-1::control/aws-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controls:eu-west-3::control/</td>
<td>• Europe (Paris)</td>
<td>arn:aws:controls:eu-west-3::control/aws-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controls:saea-east-1::control/</td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controls:saea-east-1::control/aws-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controls:ap-east-1::control/</td>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controls:ap-east-1::control/aws-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controls:ap-southeast-3::control/</td>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controls:ap-southeast-3::control/aws-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
</tr>
</tbody>
</table>
| Europe (Milan) | arn:aws:controls:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>south-1::control/</td>
<td></td>
<td></td>
<td>• <strong>Africa (Cape Town)</strong>&lt;br&gt;arn:aws:controltower:af-south-1::control/AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Middle East (Bahrain)</strong>&lt;br&gt;arn:aws:controltower:me-south-1::control/AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Israel (Tel Aviv)</strong>&lt;br&gt;arn:aws:controltower:il-central-1::control/AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Europe (Zurich)</strong>&lt;br&gt;arn:aws:controltower:eu-central-2::control/AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Asia Pacific (Hyderabad)</strong>&lt;br&gt;arn:aws:controltower:ap-south-2::control/AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Middle East (UAE)</strong>&lt;br&gt;arn:aws:controltower:me-central-1::control/AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Asia Pacific (Melbourne)</strong>&lt;br&gt;arn:aws:controltower:ap-southeast-4::control/AWS-GR_LAMBDA_FUNCTION_PUBLIC_ACCESS_PROHIBITED</td>
</tr>
</tbody>
</table>
## AWS-GR_MFA_ENABLED_FOR_IAM_CONSOLE_ACCESS

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS-GR_MFA_ENABLED_FOR_IAM_CONSOLE_ACCESS</td>
<td>• CIS AWS Benchmark</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>1.4 1.10</td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/AWS-GR_MFA_ENABLED_FOR_IAM_CONSOLE_ACCESS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/AWS-GR_MFA_ENABLED_FOR_IAM_CONSOLE_ACCESS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/AWS-GR_MFA_ENABLED_FOR_IAM_CONSOLE_ACCESS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/AWS-GR_MFA_ENABLED_FOR_IAM_CONSOLE_ACCESS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/AWS-GR_MFA_ENABLED_FOR_IAM_CONSOLE_ACCESS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/AWS-GR_MFA_ENABLED_FOR_IAM_CONSOLE_ACCESS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/AWS-GR_MFA_ENABLED_FOR_IAM_CONSOLE_ACCESS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/AWS-GR_MFA_ENABLED_FOR_IAM_CONSOLE_ACCESS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/AWS-GR_MFA_ENABLED_FOR_IAM_CONSOLE_ACCESS</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Asia Pacific (Osaka) | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td>• Limit network access</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td>AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
</tr>
<tr>
<td></td>
<td></td>
<td>South America (São Paulo)</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective by Region</td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:saeast-1::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-east-1::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-1::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:af-south-1::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-4::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-central-2::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:me-central-1::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td>• Middle East (UAE) arn:aws:controltower:me-central-1::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-4::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td>• Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/AWS-GR_NO_UNRESTRICTED_ROUTE_TO_IGW</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK | • NIST 800-53 Rev 5 AC-3 | Limit network access | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/
AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/
AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/
AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/
AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/
AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/
AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/
AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/
AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-east-1::control/AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>southeast-3::control/</td>
<td>AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_RDSINSTANCE_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_RDS_INSTANCE_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| AWS-GR_RDS_SNAPSHOTS_PUBLIC_PROHIBITED | • NIST 800-53 Rev 5 AC-3<br>• NIST 800-53 Rev 5 AC-3(7)<br>• NIST 800-53 Rev 5 AC-4<br>• NIST 800-53 Rev 5 AC-4(21)<br>• NIST 800-53 Rev 5 AC-6<br>• NIST 800-53 Rev 5 SC-7<br>• NIST 800-53 Rev 5 SC-7(11)<br>• NIST 800-53 Rev 5 SC-7(16)<br>• NIST 800-53 Rev 5 SC-7(20)<br>• NIST 800-53 Rev 5 SC-7(21)<br>• NIST 800-53 Rev 5 SC-7(3)<br>• NIST 800-53 Rev 5 SC-7(4)<br>• NIST 800-53 Rev 5 SC-7(9)<br>• PCI DSS version 3.2.1 1.2.1<br>• PCI DSS version 3.2.1 1.3<br>• PCI DSS version 3.2.1 1.3.1<br>• PCI DSS version 3.2.1 1.3.2<br>• PCI DSS version 3.2.1 1.3.4<br>• PCI DSS version 3.2.1 1.3.6<br>• PCI DSS version 3.2.1 2.2.2 | • Limit network access | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/<br>• US East (Ohio) arn:aws:controltower:us-east-2::control/<br>• US West (Oregon) arn:aws:controltower:us-west-2::control/<br>• Canada (Central) arn:aws:controltower:ca-central-1::control/<br>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/<br>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/<br>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/<br>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/<br>• Europe (London) arn:aws:controltower:eu-west-2::control/<br>• Europe (Stockholm) arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>north-1::control/</td>
<td></td>
<td></td>
<td>AWS-GR_RDS_SNAPSHOTS_PUBLIC_PROHIBITED</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controlltow:ap-south-1::control/.AWS-GR_RDS_SNAPSHOTS_PUBLIC_PROHIBITED</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controlltow:ap-northeast-2::control/.AWS-GR_RDS_SNAPSHOTS_PUBLIC_PROHIBITED</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controlltow:ap-northeast-1::control/.AWS-GR_RDS_SNAPSHOTS_PUBLIC_PROHIBITED</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controlltow:eu-west-3::control/.AWS-GR_RDS_SNAPSHOTS_PUBLIC_PROHIBITED</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controlltow:sa-east-1::control/.AWS-GR_RDS_SNAPSHOTS_PUBLIC_PROHIBITED</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controlltow:us-west-1::control/.AWS-GR_RDS_SNAPSHOTS_PUBLIC_PROHIBITED</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controlltow:ap-east-1::control/.AWS-GR_RDS_SNAPSHOTS_PUBLIC_PROHIBITED</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controlltow:me-south-1::control/.AWS-GR_RDS_SNAPSHOTS_PUBLIC_PROHIBITED</td>
</tr>
</tbody>
</table>
| • Asia Pacific (Hyderabad) |       |                   | arn:aws:controlltow:ap-
## AWS-GR_RDS_STORAGE_ENCRYPTED

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| AWS-GR_RDS_STORAGE_ENCRYPTED | • CIS AWS Benchmark 2.3.1  
• NIST 800-53 Rev 5 CA-9(1)  
• NIST 800-53 Rev 5 CM-3(6)  
• NIST 800-53 Rev 5 SC-13  
• NIST 800-53 Rev 5 SC-28  
• NIST 800-53 Rev 5 SC-28(1)  
• NIST 800-53 Rev 5 SC-7(10)  
• NIST 800-53 Rev 5 SI-7(6)  
• PCI DSS version 3.2.1 3.4  
• PCI DSS version 3.2.1 8.2.1 | • Encrypt data at rest | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/  
AWS-GR_RDS_STORAGE_ENCRYPTED  
• US East (Ohio) arn:aws:controltower:us-east-2::control/  
AWS-GR_RDS_STORAGE_ENCRYPTED  
• US West (Oregon) arn:aws:controltower:us-west-2::control/  
AWS-GR_RDS_STORAGE_ENCRYPTED  
• Canada (Central) arn:aws:controltower:ca-central-1::control/  
AWS-GR_RDS_STORAGE_ENCRYPTED  
• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/  
AWS-GR_RDS_STORAGE_ENCRYPTED  
• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/  
AWS-GR_RDS_STORAGE_ENCRYPTED  
• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/  
AWS-GR_RDS_SNAPSHOTS_PUBLIC_PROHIBITED |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Europe (Ireland)</strong> arn:aws:controltower:eu-west-1::control/ AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Europe (London)</strong> arn:aws:controltower:eu-west-2::control/ AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Europe (Stockholm)</strong> arn:aws:controltower:eu-north-1::control/ AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Asia Pacific (Mumbai)</strong> arn:aws:controltower:ap-south-1::control/ AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Asia Pacific (Seoul)</strong> arn:aws:controltower:ap-northeast-2::control/ AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Asia Pacific (Tokyo)</strong> arn:aws:controltower:ap-northeast-1::control/ AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Europe (Paris)</strong> arn:aws:controltower:eu-west-3::control/ AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>South America (São Paulo)</strong> arn:aws:controltower:sa-east-1::control/ AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>US West (N. California)</strong> arn:aws:controltower:us-west-1::control/ AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/AWS-GR_RDS_STORAGE_ENCRYPTED</td>
</tr>
</tbody>
</table>
| Asia Pacific (Melbourne) | | | arn:aws:controltower:ap-
## AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK | • NIST 800-53 Rev 5 | • Limit network access | • US East (N. Virginia)  
arin:aws:controltower:us-east-1::control/  
AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK  
• US East (Ohio)  
arin:aws:controltower:us-east-2::control/  
AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK  
• US West (Oregon)  
arin:aws:controltower:us-west-2::control/  
AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK  
• Canada (Central)  
arin:aws:controltower:ca-central-1::control/  
AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK  
• Asia Pacific (Sydney)  
arin:aws:controltower:ap-southeast-2::control/  
AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK  
• Asia Pacific (Singapore)  
arin:aws:controltower:ap-southeast-1::control/  
AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK  
• Europe (Frankfurt)  
arin:aws:controltower:eu-central-1::control/  
AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK  
• Europe (Ireland)  
arin:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>west-1::control/.AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/.AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/.AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/.AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/.AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/.AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/.AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-east-1::control/.AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (N. California) arn:aws:controltower:us-west-1::control/.AWS-GR_REDSHIFT_CLUSTER_PUBLIC_ACCESS_CHECK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>---------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>AWS-GR_REGION_DENY</td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td>Protect configurations</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td>AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ AWS-GR_REGION_DENY</td>
</tr>
</tbody>
</table>
| | | | Asia Pacific (Mumbai) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>south-1::control/</td>
<td></td>
<td></td>
<td>AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-1::control/ AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/AWS-GR_REGION_DENY</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>AWS-GR_RESTRICTED_COMMON_PORTS</td>
<td>• CIS AWS Benchmark</td>
<td>• Limit network access</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-7</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>north-1::control/</td>
<td></td>
<td></td>
<td>AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/</td>
<td></td>
<td>AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
<td></td>
<td>AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
<td></td>
<td>AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/</td>
<td></td>
<td>AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td></td>
<td>AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/</td>
<td></td>
<td>AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td></td>
<td>AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/</td>
<td></td>
<td>AWS-GR_RESTRICTED_COMMON_PORTS</td>
</tr>
</tbody>
</table>
| Asia Pacific (Hyderabad) | arn:aws:controltower:ap-
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AWS-GR_RESTRICTED_SSH

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| AWS-GR_RESTRICTED_SSH | • CIS AWS Benchmark 1.4.5.2  
 • NIST 800-53 Rev 5  
 AC-4  
 • NIST 800-53 Rev 5  
 AC-4(21)  
 • NIST 800-53 Rev 5  
 CM-7  
 • NIST 800-53 Rev 5  
 SC-7  
 • NIST 800-53 Rev 5  
 SC-7(11)  
 • NIST 800-53 Rev 5  
 SC-7(16)  
 • NIST 800-53 Rev 5  
 SC-7(21)  
 • NIST 800-53 Rev 5  
 SC-7(4)  
 • NIST 800-53 Rev 5  
 SC-7(5)  
 • PCI DSS version 3.2.1  
 1.2.1  
 • PCI DSS version 3.2.1  
 1.3  
 • PCI DSS version 3.2.1  
 1.3.1  
 • PCI DSS version 3.2.1  
 1.3.2  
 • PCI DSS version 3.2.1  
 1.3.4  
 • PCI DSS version 3.2.1  
 1.3.6 | • Limit network access | south-2::control/  
 AWS-GR_RESTRICTED_COMMON_PORTS  
 • Asia Pacific (Melbourne)  
 arn:aws:controltower:ap-southeast-4::control/  
 AWS-GR_RESTRICTED_COMMON_PORTS  
 • US East (N. Virginia)  
 arn:aws:controltower:us-east-1::control/  
 AWS-GR_RESTRICTED_SSH  
 • US East (Ohio)  
 arn:aws:controltower:us-east-2::control/  
 AWS-GR_RESTRICTED_SSH  
 • US West (Oregon)  
 arn:aws:controltower:us-west-2::control/  
 AWS-GR_RESTRICTED_SSH  
 • Canada (Central)  
 arn:aws:controltower:ca-central-1::control/  
 AWS-GR_RESTRICTED_SSH  
 • Asia Pacific (Sydney)  
 arn:aws:controltower:ap-southeast-2::control/  
 AWS-GR_RESTRICTED_SSH  
 • Asia Pacific (Singapore)  
 arn:aws:controltower:ap-southeast-1::control/  
 AWS-GR_RESTRICTED_SSH  
 • Europe (Frankfurt)  
 arn:aws:controltower:eu-central-1::control/  
 AWS-GR_RESTRICTED_SSH |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>AWS-GR_RESTRICTED_SSH</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/AWS-GR_RESTRICTED_SSH</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/AWS-GR_RESTRICTED_SSH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/AWS-GR_RESTRICTED_SSH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/AWS-GR_RESTRICTED_SSH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/AWS-GR_RESTRICTED_SSH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/AWS-GR_RESTRICTED_SSH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/AWS-GR_RESTRICTED_SSH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/AWS-GR_RESTRICTED_SSH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/AWS-GR_RESTRICTED_SSH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/AWS-GR_RESTRICTED_SSH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------------------</td>
<td>---------------------------------</td>
<td>------------------------------------------------------</td>
</tr>
<tr>
<td>AWS-GR_RESTRICT_ROOT_USER</td>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>AWS-GR_RESTRICT_ROOT_USER</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6(10)</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6(2)</td>
<td></td>
<td>AWS-GR_RESTRICT_ROOT_USER</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 7.1.2</td>
<td></td>
<td>AWS-GR_RESTRICT_ROOT_USER</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 8.1.1</td>
<td></td>
<td>AWS-GR_RESTRICT_ROOT_USER</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
<td></td>
</tr>
</tbody>
</table>

AWS-GR_RESTRICT_ROOT_USER

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS-GR_RESTRICT_ROOT_USER</td>
<td>• Asia Pacific (Hong Kong)</td>
<td>• Enforce least privilege</td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td>arn:aws:controltower:ca-central-1::control/</td>
<td></td>
</tr>
<tr>
<td>AWS-GR_RESTRICT_ROOT_USER</td>
<td>• Middle East (Bahrain)</td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:me-south-1::control/</td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>------------------------</td>
<td>-------------------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/AWS-GR_RESTRICT_ROOT_USER</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/AWS-GR_RESTRICT_ROOT_USER</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/AWS-GR_RESTRICT_ROOT_USER</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/AWS-GR_RESTRICT_ROOT_USER</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/AWS-GR_RESTRICT_ROOT_USER</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/AWS-GR_RESTRICT_ROOT_USER</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/AWS-GR_RESTRICT_ROOT_USER</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/AWS-GR_RESTRICT_ROOT_USER</td>
</tr>
<tr>
<td>• South America</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/AWS-GR_RESTRICT_ROOT_USER</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>AWS-GR_RESTRRICT_ROOT_USER</td>
<td>Asia Pacific (Hong Kong)</td>
<td>Arn: aws:controltower:ap-east-1::control/</td>
<td>Arn: aws:controltower:ap-east-1::control/</td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Jakarta)</td>
<td>Arn: aws:controltower:ap-southeast-3::control/</td>
<td>Arn: aws:controltower:ap-southeast-3::control/</td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Osaka)</td>
<td>Arn: aws:controltower:ap-northeast-3::control/</td>
<td>Arn: aws:controltower:ap-northeast-3::control/</td>
</tr>
<tr>
<td></td>
<td>Europe (Milan)</td>
<td>Arn: aws:controltower:eu-south-1::control/</td>
<td>Arn: aws:controltower:eu-south-1::control/</td>
</tr>
<tr>
<td></td>
<td>Middle East (Bahrain)</td>
<td>Arn: aws:controltower:me-south-1::control/</td>
<td>Arn: aws:controltower:me-south-1::control/</td>
</tr>
<tr>
<td></td>
<td>Israel (Tel Aviv)</td>
<td>Arn: aws:controltower:il-central-1::control/</td>
<td>Arn: aws:controltower:il-central-1::control/</td>
</tr>
<tr>
<td></td>
<td>Europe (Spain)</td>
<td>Arn: aws:controltower:eu-south-2::control/</td>
<td>Arn: aws:controltower:eu-south-2::control/</td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
<td>Arn: aws:controltower:ap-south-8::control/</td>
<td>Arn: aws:controltower:ap-south-8::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>AWS-GR_RESTRICT_ROOT_USER_ACCESS_KEYS</td>
<td>CIS AWS Benchmark ACCESS KEYS</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/AWS-GR_RESTRICT_ROOT_USER_ACCESS_KEYS</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-2(1)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/AWS-GR_RESTRICT_ROOT_USER_ACCESS_KEYS</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/AWS-GR_RESTRICT_ROOT_USER_ACCESS_KEYS</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/AWS-GR_RESTRICT_ROOT_USER_ACCESS_KEYS</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(10)</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>southeast-1::control/</td>
<td></td>
<td></td>
<td>AWS-GR_RESTRICT_ROOT_USER_ACCESS Keys</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/ AWS-GR_RESTRICT_ROOT_USER_ACCESS Keys</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/ AWS-GR_RESTRICT_ROOT_USER_ACCESS Keys</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/ AWS-GR_RESTRICT_ROOT_USER_ACCESS Keys</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/ AWS-GR_RESTRICT_ROOT_USER_ACCESS Keys</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/ AWS-GR_RESTRICT_ROOT_USER_ACCESS Keys</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/ AWS-GR_RESTRICT_ROOT_USER_ACCESS Keys</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ AWS-GR_RESTRICT_ROOT_USER_ACCESS Keys</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ AWS-GR_RESTRICT_ROOT_USER_ACCESS Keys</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/ AWS-GR_RESTRICT_ROOT_USER_ACCESS Keys</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>----------------------------------</td>
<td>-------------------------------------------------------</td>
<td>-----------------------------------------------------</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/</td>
<td>- GR_RESTRIC_ROOT_USER_ACCESS_KEYS</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td>- GR_RESTRIC_ROOT_USER_ACCESS_KEYS</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
<td>- GR_RESTRIC_ROOT_USER_ACCESS_KEYS</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
<td>- GR_RESTRIC_ROOT_USER_ACCESS_KEYS</td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td>- GR_RESTRIC_ROOT_USER_ACCESS_KEYS</td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/</td>
<td>- GR_RESTRIC_ROOT_USER_ACCESS_KEYS</td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/</td>
<td>- GR_RESTRIC_ROOT_USER_ACCESS_KEYS</td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/</td>
<td>- GR_RESTRIC_ROOT_USER_ACCESS_KEYS</td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/</td>
<td>- GR_RESTRIC_ROOT_USER_ACCESS_KEYS</td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/</td>
<td>- GR_RESTRIC_ROOT_USER_ACCESS_KEYS</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------------</td>
<td>--------------------------------</td>
<td>-----------------------------------</td>
<td>------------------------------------------------------------------------</td>
</tr>
<tr>
<td>AWS-GR_RESTRICT_ROOT_USER_ACCESS_KEYS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hyderabad)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Melbourne)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
<td>Improve resiliency</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific</td>
<td>NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td>NIST 800-53 Rev 5 CM-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Sydney)</td>
<td>NIST 800-53 Rev 5 CM-3(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada (Central)</td>
<td>NIST 800-53 Rev 5 SA-8(19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US East (N. Virginia)</td>
<td>NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US East (Ohio)</td>
<td>NIST 800-53 Rev 5 CM-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (Oregon)</td>
<td>NIST 800-53 Rev 5 CM-3(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada (Central)</td>
<td>NIST 800-53 Rev 5 SA-8(19)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Sydney)</td>
<td>NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>southeast-2::control/</td>
<td>AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective, by Region</td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION</td>
<td></td>
</tr>
</tbody>
</table>
| • Europe (Zurich) | | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| AWS-GR_RESTRICT_S3_DELETE_WITHOUT_MFA | • CIS AWS Benchmark WITH_MFA | • Protect data integrity | • US East (N. Virginia)  
ar:n:aws:controltower:us-east-1::control/  
AWS-GR_RESTRICT_S3_DELETE_WITHOUT_MFA  
• US East (Ohio)  
ar:n:aws:controltower:us-east-2::control/  
AWS-GR_RESTRICT_S3_DELETE_WITHOUT_MFA  
• US West (Oregon)  
ar:n:aws:controltower:us-west-2::control/  
AWS-GR_RESTRICT_S3_DELETE_WITHOUT_MFA  
• Canada (Central)  
ar:n:aws:controltower:ca-central-1::control/  
AWS-GR_RESTRICT_S3_DELETE_WITHOUT_MFA  
| | | |  
| | | | • Europe (Spain)  
ar:n:aws:controltower:eu-south-2::control/  
AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION  
• Asia Pacific (Hyderabad)  
ar:n:aws:controltower:ap-south-2::control/  
AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION  
• Middle East (UAE)  
ar:n:aws:controltower:me-central-1::control/  
AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION  
• Asia Pacific (Melbourne)  
ar:n:aws:controltower:ap-southeast-4::control/  
AWS-GR_RESTRICT_S3_CROSS_REGION_REPLICATION |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS-GR.Restrict_S3_Delete_Without_MFA</td>
<td>Asia Pacific (Sydney)</td>
<td><a href="#">arn:aws:controltower:ap-southeast-2::control/</a></td>
<td><a href="#">AWS-GR.Restrict_S3_Delete_Without_MFA</a></td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Singapore)</td>
<td><a href="#">arn:aws:controltower:ap-southeast-1::control/</a></td>
<td><a href="#">AWS-GR.Restrict_S3_Delete_Without_MFA</a></td>
</tr>
<tr>
<td></td>
<td>Europe (Frankfurt)</td>
<td><a href="#">arn:aws:controltower:eu-central-1::control/</a></td>
<td><a href="#">AWS-GR.Restrict_S3_Delete_Without_MFA</a></td>
</tr>
<tr>
<td></td>
<td>Europe (Ireland)</td>
<td><a href="#">arn:aws:controltower:eu-west-1::control/</a></td>
<td><a href="#">AWS-GR.Restrict_S3_Delete_Without_MFA</a></td>
</tr>
<tr>
<td></td>
<td>Europe (London)</td>
<td><a href="#">arn:aws:controltower:eu-west-2::control/</a></td>
<td><a href="#">AWS-GR.Restrict_S3_Delete_Without_MFA</a></td>
</tr>
<tr>
<td></td>
<td>Europe (Stockholm)</td>
<td><a href="#">arn:aws:controltower:eu-north-1::control/</a></td>
<td><a href="#">AWS-GR.Restrict_S3_Delete_Without_MFA</a></td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Mumbai)</td>
<td><a href="#">arn:aws:controltower:ap-south-1::control/</a></td>
<td><a href="#">AWS-GR.Restrict_S3_Delete_Without_MFA</a></td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Seoul)</td>
<td><a href="#">arn:aws:controltower:ap-northeast-2::control/</a></td>
<td><a href="#">AWS-GR.Restrict_S3_Delete_Without_MFA</a></td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Tokyo)</td>
<td><a href="#">arn:aws:controltower:ap-northeast-1::control/</a></td>
<td><a href="#">AWS-GR.Restrict_S3_Delete_Without_MFA</a></td>
</tr>
<tr>
<td></td>
<td>Europe (Paris)</td>
<td><a href="#">arn:aws:controltower:eu-</a></td>
<td><a href="#">AWS-GR.Restrict_S3_Delete_Without_MFA</a></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>west-3::control/</td>
<td></td>
<td></td>
<td>AWS-GR_RESTRICT_S3_DELETE_WITHOUT_MFA</td>
</tr>
<tr>
<td>South America</td>
<td></td>
<td></td>
<td>São Paulo</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Osaka)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Israel (Tel Aviv)</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
</tbody>
</table>
| AWS-GR_ROOT_ACCOUNT_MFA_ENABLED | • CIS AWS Benchmark ENABLED  
  • NIST 800-53 Rev 5 AC-2(1)  
  • NIST 800-53 Rev 5 AC-3(15)  
  • NIST 800-53 Rev 5 IA-2(1)  
  • NIST 800-53 Rev 5 IA-2(2)  
  • NIST 800-53 Rev 5 IA-2(6)  
  • NIST 800-53 Rev 5 IA-2(8) | • Enforce least privilege | • US East (N. Virginia)  
  arn:aws:controltower:us-east-1::control/  
  AWS-GR_ROOT_ACCOUNT_MFA_ENABLED  
  • US East (Ohio)  
  arn:aws:controltower:us-east-2::control/  
  AWS-GR_ROOT_ACCOUNT_MFA_ENABLED  
  • US West (Oregon)  
  arn:aws:controltower:us-west-2::control/ |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 2.1</td>
<td></td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/</td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/</td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/</td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/</td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/</td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/</td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
</tbody>
</table>
| • Asia Pacific (Tokyo) | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>northeast-1::control/</td>
<td></td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:saeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:apeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:mesouth-1::control/</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS-GR_ROOT_ACCOUNT_MFA_ENABLED</td>
<td>CIS AWS Benchmark</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_BLOCKS_PERIODIC</td>
</tr>
<tr>
<td>- CIS AWS Benchmark</td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_BLOCKS_PERIODIC</td>
</tr>
<tr>
<td></td>
<td>AC-21</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_BLOCKS_PERIODIC</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-</td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>central-1::control/</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td>AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_VIDEO_PERIODIC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Asia Pacific (Sydney)
arn:aws:controltower:ap-southeast-2::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_VIDEO_PERIODIC

Asia Pacific (Singapore)
arnc:aws:controltower:ap-southeast-1::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_VIDEO_PERIODIC

Europe (Frankfurt)
arnc:aws:controltower:eu-central-1::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_VIDEO_PERIODIC

Europe (Ireland)
arnc:aws:controltower:eu-west-1::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_VIDEO_PERIODIC

Europe (London)
arnc:aws:controltower:eu-west-2::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_VIDEO_PERIODIC

Europe (Stockholm)
arnc:aws:controltower:eu-north-1::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_VIDEO_PERIODIC

Asia Pacific (Mumbai)
arnc:aws:controltower:ap-south-1::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_VIDEO_PERIODIC

Asia Pacific (Seoul)
arnc:aws:controltower:ap-northeast-2::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_VIDEO_PERIODIC

Asia Pacific (Tokyo)
arnc:aws:controltower:ap-northeast-1::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_VIDEO_PERIODIC
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_BLOCKS_PERIODIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America</td>
<td>arn:aws:controltower:sa-east-1::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_BLOCKS_PERIODIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N.</td>
<td>arn:aws:controltower:us-west-1::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_BLOCKS_PERIODIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific</td>
<td>arn:aws:controltower:ap-east-1::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_BLOCKS_PERIODIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hong Kong)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific</td>
<td>arn:aws:controltower:ap-southeast-3::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_BLOCKS_PERIODIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Jakarta)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific</td>
<td>arn:aws:controltower:ap-northeast-3::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_BLOCKS_PERIODIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Osaka)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_BLOCKS_PERIODIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_BLOCKS_PERIODIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East</td>
<td>arn:aws:controltower:me-south-1::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_BLOCKS_PERIODIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Bahrain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific</td>
<td>arn:aws:controltower:ap-south-1::control/AWS-GR_S3_ACCOUNT_LEVEL_PUBLIC_ACCESS_BLOCKS_PERIODIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hyderabad)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>-----------------------------------------------</td>
<td>--------------------------------------------------------</td>
</tr>
</tbody>
</table>
| AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED | • CIS AWS Benchmark | • Enforce least privilege | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/ 
AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/ 
AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/ 
AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/ 
AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/ 
AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap- |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>southeast-1::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective, by Region</td>
<td></td>
</tr>
<tr>
<td>-------------------------------------</td>
<td>-----------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/AWS-GR_S3_BUCKET_PUBLIC_READ_PROHIBITED</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_S3_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Enforce least privilege</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td>AWS-GR_S3_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td>AWS-GR_S3_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td>AWS-GR_S3_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td>AWS-GR_S3_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td>AWS-GR_S3_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/</td>
<td></td>
</tr>
<tr>
<td></td>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td></td>
<td></td>
<td>AWS-GR_S3_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_S3_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_S3_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_S3_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_S3_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_S3_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_S3_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_S3_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_S3_BUCKET_PUBLIC_WRITE_PROHIBITED</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>AWS-GR_S3_VERSIONING_ENABLED</td>
<td>CIS AWS Benchmark 2.1.3</td>
<td>• Optimize costs  • Improve availability</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/AWS-GR_S3_VERSIONING_ENABLED  • US East (Ohio) arn:aws:controltower:us-east-2::control/AWS-GR_S3_VERSIONING_ENABLED  • US West (Oregon) arn:aws:controltower:us-west-2::control/AWS-GR_S3_VERSIONING_ENABLED  • Canada (Central) arn:aws:controltower:ca-central-1::control/AWS-GR_S3_VERSIONING_ENABLED</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-9(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-6(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-6(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td>AWS-GR_S3_VERSIONING_ENABLED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.5</td>
<td>Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/AWS-GR_S3_VERSIONING_ENABLED</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/AWS-GR_S3_VERSIONING_ENABLED</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/AWS-GR_S3_VERSIONING_ENABLED</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/AWS-GR_S3_VERSIONING_ENABLED</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/AWS-GR_S3_VERSIONING_ENABLED</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/AWS-GR_S3_VERSIONING_ENABLED</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/AWS-GR_S3_VERSIONING_ENABLED</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/AWS-GR_S3_VERSIONING_ENABLED</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/AWS-GR_S3_VERSIONING_ENABLED</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-3:control/</td>
<td></td>
<td></td>
<td>AWS-GR_S3_VERSIONING_ENABLED</td>
</tr>
<tr>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td></td>
<td></td>
<td>AWS-GR_S3_VERSIONING_ENABLED</td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/</td>
<td></td>
<td></td>
<td>AWS-GR_S3_VERSIONING_ENABLED</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td></td>
<td></td>
<td>AWS-GR_S3_VERSIONING_ENABLED</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
<td></td>
<td></td>
<td>AWS-GR_S3_VERSIONING_ENABLED</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
<td></td>
<td></td>
<td>AWS-GR_S3_VERSIONING_ENABLED</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td></td>
<td></td>
<td>AWS-GR_S3_VERSIONING_ENABLED</td>
</tr>
<tr>
<td>arn:aws:controltower:af-south-1::control/</td>
<td></td>
<td></td>
<td>AWS-GR_S3_VERSIONING_ENABLED</td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/</td>
<td></td>
<td></td>
<td>AWS-GR_S3_VERSIONING_ENABLED</td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/</td>
<td></td>
<td></td>
<td>AWS-GR_S3_VERSIONING_ENABLED</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------</td>
<td>-----------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS</td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td>Limit network access</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For example:

- Europe (Zurich)
  - arn:aws:controltower:eu-central-2::control/
  - AWS-GR_S3_VERSIONING_ENABLED

- Europe (Spain)
  - arn:aws:controltower:eu-south-2::control/
  - AWS-GR_S3_VERSIONING_ENABLED

- Asia Pacific (Hyderabad)
  - arn:aws:controltower:ap-south-2::control/
  - AWS-GR_S3_VERSIONING_ENABLED

- Middle East (UAE)
  - arn:aws:controltower:me-central-1::control/
  - AWS-GR_S3_VERSIONING_ENABLED

- Asia Pacific (Melbourne)
  - arn:aws:controltower:ap-southeast-4::control/
  - AWS-GR_S3_VERSIONING_ENABLED
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td>west-2::control/AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/.AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/.AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/.AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/.AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/.AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/.AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/.AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/.AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/.AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| AWS-GR_SSM_DOCUMENT_NOT_PUBLIC | • NIST 800-53 Rev 5<br>• NIST 800-53 Rev 5 AC-3<br>• NIST 800-53 Rev 5 AC-3(7)<br>• NIST 800-53 Rev 5 AC-4 | • Limit network access | • US East (N. Virginia)<br>arn:aws:controltower:us-east-1::control/AWS-GR_SSM_DOCUMENT_NOT_PUBLIC<br>• US East (Ohio)<br>arn:aws:controltower:us-east-2::control/AWS-GR_SSM_DOCUMENT_NOT_PUBLIC

- **NIST 800-53 Rev 5**
- **AC-3**
- **AC-3(7)**
- **AC-4**

- **Asia Pacific (Tokyo)**<br>arn:aws:controltower:ap-northeast-1::control/AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS
- **Europe (Paris)**<br>arn:aws:controltower:eu-west-3::control/AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS
- **South America (São Paulo)**<br>arn:aws:controltower:sa-east-1::control/AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS
- **US West (N. California)**<br>arn:aws:controltower:us-west-1::control/AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS
- **Asia Pacific (Hong Kong)**<br>arn:aws:controltower:ap-east-1::control/AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS
- **Middle East (Bahrain)**<br>arn:aws:controltower:me-south-1::control/AWS-GR_SAGEMAKER_NOTEBOOK_NO_DIRECT_INTERNET_ACCESS
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>US West (Oregon)</td>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada (Central)</td>
<td>NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>Asia Pacific (Sydney)</td>
<td>NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>Asia Pacific (Singapore)</td>
<td>NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td>NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>Europe (London)</td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
<td>AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/</td>
<td>AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td>AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
<td>AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td>AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
<td>AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
<td>AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td>AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/</td>
<td>AWS-GR_SSM_DOCUMENT_NOT_PUBLIC</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td>AWS-GR_SUBNET_AUTO_ASSIGN_PUBLIC_IP_DISABLED</td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ AWS-GR_SUBNET_AUTO_ASSIGN_PUBLIC_IP_DISABLED</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>northeast-2::control/</td>
<td></td>
<td></td>
<td>AWS-GR_SUBNET_AUTO_ASSIGN_PUBLIC_IP_DISABLED</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_SUBNET_AUTO_ASSIGN_PUBLIC_IP_DISABLED</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_SUBNET_AUTO_ASSIGN_PUBLIC_IP_DISABLED</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_SUBNET_AUTO_ASSIGN_PUBLIC_IP_DISABLED</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_SUBNET_AUTO_ASSIGN_PUBLIC_IP_DISABLED</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_SUBNET_AUTO_ASSIGN_PUBLIC_IP_DISABLED</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_SUBNET_AUTO_ASSIGN_PUBLIC_IP_DISABLED</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_SUBNET_AUTO_ASSIGN_PUBLIC_IP_DISABLED</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AWS-GR_SUBNET_AUTO_ASSIGN_PUBLIC_IP_DISABLED</td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.ACM.PR.1        | None      | • Protect configurations | US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/
CWIZNCRIHXMW  
US East (Ohio)  
arn:aws:controltower:us-east-2::control/
SOEEZVLQQMBP  
US West (Oregon)  
arn:aws:controltower:us-west-2::control/
RLCUCIOSPRZN  
Canada (Central)  
arn:aws:controltower:ca-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>central-1::control/CKCKTGLVEKEYB</td>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/OTJFGEEQXKHE</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/JHLOZPXDFZLZ</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/EFGFCKDLGVO</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/RMPGJNTOZYED</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/TMHLCRNZFYCN</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/XJPCVFFVVNLH</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/YSLZGQSFAAGK</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/ZYLCIKKLJKLN</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/XFRRFFLMUBDQ</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/DEOJHGUDMVVV</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/MHGHBXOCHYCS</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Arn:aws:controltower:us-west-1::control/OGGUGDZQUZYR</td>
<td>• Asia Pacific (Hong Kong) Arn:aws:controltower:ap-east-1::control/DIUHEHAUSSPQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arn:aws:controltower:ap-southeast-3::control/IYXOFXBXLMGS</td>
<td>• Asia Pacific (Jakarta) Arn:aws:controltower:ap-northeast-3::control/PFBKTXWIXMIV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arn:aws:controltower:eu-south-1::control/AJYPIRPBHBRU</td>
<td>• Europe (Milan) Arn:aws:controltower:eu-south-1::control/AJYPIRPBHBRU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arn:aws:controltower:af-south-1::control/ZELXXBEFAIZK</td>
<td>• Africa (Cape Town) Arn:aws:controltower:af-south-1::control/ZELXXBEFAIZK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arn:aws:controltower:me-south-1::control/MJAMNXHSTERV</td>
<td>• Middle East (Bahrain) Arn:aws:controltower:me-south-1::control/MJAMNXHSTERV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arn:aws:controltower:il-central-1::control/AIMLPTHSIIAM</td>
<td>• Israel (Tel Aviv) Arn:aws:controltower:il-central-1::control/AIMLPTHSIIAM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arn:aws:controltower:eucentral-2::control/JSJTOIBKUZXR</td>
<td>• Europe (Zurich) Arn:aws:controltower:eucentral-2::control/JSJTOIBKUZXR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arn:aws:controltower:eusouth-2::control/CDRKPVAAAEB</td>
<td>• Europe (Spain) Arn:aws:controltower:eusouth-2::control/CDRKPVAAAEB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arn:aws:controltower:ap-south-2::control/PUXHXGEXNZWU</td>
<td>• Asia Pacific (Hyderabad) Arn:aws:controltower:ap-south-2::control/PUXHXGEXNZWU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arn:aws:controltower:me-central-1::control/CDPBPPYQXFU</td>
<td>• Middle East (UAE) Arn:aws:controltower:me-central-1::control/CDPBPPYQXFU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------------------</td>
<td>-------------------------------------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>CT-APIGATEWAY.PR.1</td>
<td>NIST 800-53 Rev 5 AC-4(26)</td>
<td>Establish logging and monitoring</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/THVNUTMFZVUS</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/XRIIZCMYLTPU</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/SKIBWKYUQAA</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td>Canada (Central)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/EUYZNAPVUCU</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/MGCUKLHRUHGP</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.1</td>
<td></td>
<td>Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/QFZCLBSXX8KM</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td>Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.7</td>
<td></td>
<td>arn:aws:controltower:europe-central-1::control/XHEVQAZTSEAZ</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td>Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td>arn:aws:controltower:europe-west-1::control/KBXFFJCCXC</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.3.3</td>
<td></td>
<td>Europe (London)</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.3.4</td>
<td></td>
<td>arn:aws:controltower:europe-west-2::control/VLFAZTXPN0XB</td>
</tr>
</tbody>
</table>

Asia Pacific (Melbourne)
arn:aws:controltower:ap-southeast-4::control/UTGLXCQDISMW
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td>• Europe (Stockholm) arn:aws:controlltower:eu-north-1::control/RPLZIVLHUEVE</td>
<td>• Asia Pacific (Mumbai) arn:aws:controlltower:ap-south-1::control/OWNNOAXIDVKF</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td>• Asia Pacific (Seoul) arn:aws:controlltower:ap-northeast-2::control/ASAMDCSLJXZV</td>
<td>• Asia Pacific (Tokyo) arn:aws:controlltower:ap-northeast-1::control/ETKWXIYCRYUF</td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo) arn:aws:controlltower:sa-east-1::control/XGXELVOLINOS</td>
<td>• Europe (Paris) arn:aws:controlltower:eu-west-3::control/VJLLSIZIUQRW</td>
<td>• US West (N. California) arn:aws:controlltower:us-west-1::control/ASCJCHWUXDE</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong) arn:aws:controlltower:ap-east-1::control/HQJNVXQKEKEX</td>
<td>• Asia Pacific (Jakarta) arn:aws:controlltower:ap-southeast-3::control/CBCSCTURQXDP</td>
<td>• Asia Pacific (Osaka) arn:aws:controlltower:ap-northeast-3::control/SQJBDDNVUHOVM</td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan) arn:aws:controlltower:eu-south-1::control/EKDIMRUQZBUI</td>
<td>• Africa (Cape Town) arn:aws:controlltower:af-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.APIGATEWAY.PR.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td>• Establish logging and monitoring</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/EHSOKSSMVFwF</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/MQXZJKMXOREU</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.7</td>
<td></td>
<td></td>
<td>west-2::control/XAZHJTQBXXMLM</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/RPOXLFOSAIVO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/EAPHSJQRH2UB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/IFWWBITJQWO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/PEIQUHSAALC</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/WEFXKWWQELZP</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/EDQVHSOAJDDX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/JZXXPWRFZLER</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/YVJSVPYRBSSB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/BMEGEYEHCOBBU</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/XSDRGBMLIVBR</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/GUYFHEHMSFWNE</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>east-1::control/</td>
<td></td>
<td></td>
<td>MQDMGDQZLEE B</td>
</tr>
<tr>
<td>US West (N.</td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>WITVQTLILCFXZ</td>
</tr>
<tr>
<td>Asia Pacific (Hong</td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td>Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>KAUPNLFAXLZW</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>EGXWMKYDFR5K</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SXPSZGLUEEZH</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>• Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MWDBKQDBCNE</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>• Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>YCKXUGJPJJVQ</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BMPTTRAHQMJC</td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BZXHKNKANLSRP</td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MRKDCBADGMSL</td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>KDXSGIXBAPZU</td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>WUVYCWRJERYH</td>
</tr>
</tbody>
</table>
## CT.APIGATEWAY.PR.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.APIGATEWAY.PR.3</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/FIMWSVKNFANN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/DZDLWPOKGTPI</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/XXKODHBWTZTZ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/NGDIEPXBGZNX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ESHXZMSBZXXE</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eucentral-1::control/TAYPGUHJACMN</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 3.4</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/DDAUQMOWAFBZ</td>
</tr>
</tbody>
</table>

- Middle East (UAE) arn:aws:controltower:me-central-1::control/IWHRGFEHWYR
- Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/CPRJZNHSLEXQO
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-west-2::control/BBWEHVVZVYOL</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-north-1::control/MQGSDYXVDQAD</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-south-1::control/HEBRXKGJ0RF</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-northeast-2::control/NBLSRDDBDJX0</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-northeast-1::control/FGGPHPWIRFWB</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-west-3::control/QSKRUWXUNEUH</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:sa-east-1::control/EISQVHJ5JWDH</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:us-west-1::control/KSZKGOPPWH</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-east-1::control/NLXAPQRKPIYU</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-southeast-3::control/TRNOXUPEBWO0</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-northeast-3::control/CPDPDATWIGGUH</td>
</tr>
</tbody>
</table>
| Europe (Milan)     |           |                  | • arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-1::control/CSLQUIKVRGVG</td>
</tr>
</tbody>
</table>

- **Africa (Cape Town)**
  - arn:aws:controltower:af-south-1::control/KCSNFBWRTAXT
- **Middle East (Bahrain)**
  - arn:aws:controltower:me-south-1::control/LJZPLSKCPFIT
- **Israel (Tel Aviv)**
  - arn:aws:controltower:il-central-1::control/PEZSUQG3PLXV
- **Europe (Zurich)**
  - arn:aws:controltower:eucentral-2::control/BRRZGXLVBEXS
- **Europe (Spain)**
  - arn:aws:controltower:eusouth-2::control/MYDV0FUAZSBV
- **Asia Pacific (Hyderabad)**
  - arn:aws:controltower:ap-south-2::control/DNUEQSF5FTRD
- **Middle East (UAE)**
  - arn:aws:controltower:me-central-1::control/PTRXVPJHHFKP
- **Asia Pacific (Melbourne)**
  - arn:aws:controltower:ap-southeast-4::control/JSVPQLCSVWLG
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AU-12</td>
<td>NIST 800-53 Rev 5 AU-2</td>
<td>NIST 800-53 Rev 5 AU-3</td>
<td>east-2::control/ZZRGCTUQT8PU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td>NIST 800-53 Rev 5 AU-6(4)</td>
<td>NIST 800-53 Rev 5 CA-7</td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/CQKSRVXTWTEC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td>PCI DSS version 3.2.1 10.1</td>
<td>PCI DSS version 3.2.1 10.2.1</td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/WDEOZRYGKEQK</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td>PCI DSS version 3.2.1 10.2.7</td>
<td>PCI DSS version 3.2.1 10.3.1</td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/WUQUVNVLUXDQU</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td>PCI DSS version 3.2.1 10.3.3</td>
<td>PCI DSS version 3.2.1 10.3.4</td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/KHGSJQSDYFLH</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td>PCI DSS version 3.2.1 10.3.6</td>
<td>PCI DSS version 3.2.1 10.3.6</td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/HWAUY0E5YCU</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td>PCI DSS version 3.2.1 10.3.3</td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/VECSKJBMFGMM</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td>PCI DSS version 3.2.1 10.3.5</td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/FADFVQHAL3X0</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td>PCI DSS version 3.2.1 10.3.6</td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/HHQMBNTKLTOG</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td>PCI DSS version 3.2.1 10.3.6</td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/YRNSAX0GSJSY</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td>PCI DSS version 3.2.1 10.3.6</td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/MULDPLOTLRAJ</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td>PCI DSS version 3.2.1 10.3.6</td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/QSCLQ0FNJQXE</td>
<td></td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 10.3.6 | PCI DSS version 3.2.1 10.3.6 | Europe (Paris) arn:aws:controltower:eu-
### Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
west-3::control/ OOIWAZTWKKPE
• South America (São Paulo) arn:aws:controltower:sa-east-1::control/ YLMPPINWZY
• US West (N. California) arn:aws:controltower:us-west-1::control/ ITPBH00WRJGI
• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/ KNVAYHZACOEU
• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/ BOOKWYPOXMTQ
• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/ FAGHQEVLPXRL
• Europe (Milan) arn:aws:controltower:eu-south-1::control/ IYMXHZIOFYDY
• Africa (Cape Town) arn:aws:controltower:af-south-1::control/ LODJMMSEOMN
• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/ KCIFTRLVLAAP
• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/ LSFQOWIWAFL
• Europe (Zurich) arn:aws:controltower:eu-central-2::control/ PWAHYUHVUMYA
• Europe (Spain) arn:aws:controltower:eu-south-2::control/ XDLQVFGAZWOU
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.APIGATEWAY.PR.5</td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td>Use strong authentication</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/YNAHJMRFSATY</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/KRLMXVLLTUAN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/QSEYQKHJZQO</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/NMHBYPPLKKHG</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/RBLHXKSFLKZA</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/FXZEDHLSFKXJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/UQCQWSUFRSJB</td>
</tr>
</tbody>
</table>

• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/VXYNUKKTZXGE
• Middle East (UAE) arn:aws:controltower:me-central-1::control/WGYBRYLPERSPA
• Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/GDMZARUABRDG
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/AKVOXJCRARVM</td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/YYYYOCPBGNDCOQ</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/BVSVXEMRRTBNG</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/UXJBMYYQDMMX</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/RFIFJOHVLBAB</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/UKYEADDRMEN</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/JNGATIWVCCYS</td>
</tr>
<tr>
<td>South America</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/ZHWUFJCAJBDB</td>
</tr>
<tr>
<td>US West (N.</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/YHRHPQEAOQFX</td>
</tr>
<tr>
<td>Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/EGRVMABJBFUD</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/PAPTPLXSKUJL</td>
</tr>
</tbody>
</table>
| Asia Pacific (Osaka)|           |                  | arn:aws:controltower:ap-
### Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
CT.APIGATEWAY.PR.6 | NIST 800-53 Rev 5 AC-17(2) | Encrypt data in transit | US East (N. Virginia) arn:aws:controltower:us-east-1::control/
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>- NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
<td>east-1::control/LEGXJUSWUBYG</td>
</tr>
<tr>
<td>- NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td></td>
<td>US West (Oregon)arn:aws:controltower:uswest-2::control/ZHTQTRRRJWMV</td>
</tr>
<tr>
<td>- NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>Canada (Central)arn:aws:controltower:acentral-1::control/OTRRYHQQAP</td>
</tr>
<tr>
<td>- NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)arn:aws:controltower:apsoutheast-2::control/NGYOYBYJLXL</td>
</tr>
<tr>
<td>- NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)arn:aws:controltower:apsoutheast-1::control/HKDWUFJIP</td>
</tr>
<tr>
<td>- NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt)arn:aws:controltower:eucentral-1::control/ZWRTQAVLHX</td>
</tr>
<tr>
<td>- NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
<td>Europe (Ireland)arn:aws:controltower:euwest-1::control/GODRTVCMORF</td>
</tr>
<tr>
<td>- NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td>Europe (Stockholm)arn:aws:controltower:eunorth-1::control/VOAFRPAPOKKZ</td>
</tr>
<tr>
<td>- NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)arn:aws:controltower:apsouth-1::control/FYRZFAUDCMX</td>
</tr>
<tr>
<td>- PCI DSS version 3.2.1 2.3</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)arn:aws:controltower:apnortheast-2::control/KUDXXVOKANL</td>
</tr>
<tr>
<td>- PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>northeast-1::control/ MQYPRRNUGSOT</td>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ FTMJQQMLWIIID</td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ FTMJQQMLWIIID</td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ JMBKFYKXNRRY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ TVZMDZVNREUD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ HZBRLLFMKLYLT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ NOWTBXQMFZ0I</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ FXSQWOABYYRI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/MTIRJIPWCKMX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/CXUKMNSNXBOO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/RDKAXOQVBPE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.8</td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/DLWGUVABSKGB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• European (Mumbai) arn:aws:controltower:ap-south-1::control/QHZRCUZCBFVR</td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/QHZRCUZCBFVR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• European (Seoul) arn:aws:controltower:ap-northeast-2::control/CXEXLMCYDMPY</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-1::control/XRXGFZGEYPMV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/XRXGFZGEYPMV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• European (Paris) arn:aws:controltower:eu-west-3::control/QUFDDHHUWEED</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo) arn:aws:controltower:saeast-1::control/KBRRHKUVKJIV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/NYHHSONNHIWM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/BFEHJBXPOGJN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>south-east-3::control/YVQNVHX0XYLS</td>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/TBPGN2ZBEDST</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/WHCWMHTSOPR</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/SIIOFVZPPRKF</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/ABNGUTRSLND8</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/ORFYDUQFUMSG</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/VFNPPSMVRVNT</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/VTIFQRE3YECJ</td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/KHNUYGINTJK</td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/IXVVMUCTNMOM</td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/NCDTANKPPSFX</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>CT.APPSYNC.PR.2</td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td>Limit network access</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/YALQWSJIMFVU</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/IUACTSJITYIP</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/OJCFZINVIMTK</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/MDZMFQIFJSZ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/EPAPANCNHLNLC</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/SQADHLZMBZJN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ZFMUEZRIFFIZ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/KPCUMXFUZQWW</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/BLRXDIMFGJOQ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/YZTDFULTHZAI</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td>1841</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td>1841</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td>1841</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td>1841</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3</td>
<td></td>
<td>1841</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td>1841</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td>1841</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td>1841</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td>1841</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/MMIBKBUMAXXX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/BYDTAFCkTVON</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/KPjYMSGQQuNE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/CORISmGrVtBQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/AWCIAJRPMESS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/FAZJYQKxZNzD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/XLMCUHyrolCP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/YMEIVNTGKVF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/JZUyxWPLLcYX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/WRAJDIMQfJNZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ZRBNZnzkFVSb</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>CT.APPSYNC.PR.3</td>
<td></td>
<td>Enforce least privilege</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/CDQLXCUHGOY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/MMGMSISTUNPH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/MTXEWCXZRSJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/GQJWEDLMDAWD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-1::control/1843</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>southeast-2::control/SZDKCLTUHPDS</td>
<td>Asia Pacific (Singapore)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/VNCILGZEFDHS</td>
</tr>
<tr>
<td>•</td>
<td>Europe (Frankfurt)</td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/LHJAIZYQGBQ</td>
</tr>
<tr>
<td>•</td>
<td>Europe (Ireland)</td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/ZCAGTBPRCATH</td>
</tr>
<tr>
<td>•</td>
<td>Europe (London)</td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/SKVDXAIZXAS</td>
</tr>
<tr>
<td>•</td>
<td>Europe (Stockholm)</td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/JNBFWDSXTTSQ</td>
</tr>
<tr>
<td>•</td>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/DSCBAAVLXJTA</td>
</tr>
<tr>
<td>•</td>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/DKAIJLHZEZFI</td>
</tr>
<tr>
<td>•</td>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/HXVOUTLHLMAS</td>
</tr>
<tr>
<td>•</td>
<td>Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/NSUNZXLBZGU</td>
</tr>
<tr>
<td>•</td>
<td>South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/WQRXWMANRGTU</td>
</tr>
<tr>
<td>•</td>
<td>US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/PDCBBSRBGWCU</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective, by Region</td>
<td></td>
</tr>
<tr>
<td>----------------------------</td>
<td>---------------</td>
<td>------------------------------</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ PARBBQZHXYMG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ FRBNCATBZVB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ OCFAARZLCVUW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ GEZDAESWJHAV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ XXAMXNJJHIZX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ VQTAYFSFYZWE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ FXLRULXUOQOB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ JBDXGSHRENLT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/ EQEGUFUDDQHJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/ IKYKQMGGAKTZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/ IDFSZUUH1NO</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Asia Pacific (Melbourne) | arn:aws:controltower:ap-
### CT.APPSYNC.PR.4

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.APPSYNC.PR.4</td>
<td>NIST 800-53 Rev 5 AC-17(2)</td>
<td>Encrypt data in transit</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/KXQLGHLTDUKA</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/PEPMJSRRAZXC</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/KPAZGUDKWRH</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/NAGLSYF0FCUE</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/QMIISENUKIZB</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/MSRCCHVLERDN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/UPRFZBBAREAM</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/JEWJGQYDTBBV</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/TITPSTZQJEA</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/YBIYQMKPBJC</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/IZCXFDNHOEL</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:aws:controltower:ap-northeast-1::control/SKJIDSWEBBR</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/VYCGKMZTQLQB</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/OWXHGWYHXTG</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ZHBAGUQQLKG</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ADBI0OHVILY</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/GZLYQHADQMAH</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/SLXXVFLEWNV</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/IZKJIXCHNGE</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/HXPDFHUAAGX</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-</td>
</tr>
</tbody>
</table>
### CT.APPSYNC.PR.5

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.APPSYNC.PR.5</td>
<td></td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/JSKWYPYNUFBV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/RGSLGMUEQOXS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/SNXQHRNUFTVT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/JSKWYPYNUFBV</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td>Encrypt data at rest</td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/RGSLGMUEQOXS</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td>Encrypt data at rest</td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/SNXQHRNUFTVT</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td>Encrypt data at rest</td>
<td>Canada (Central) arn:aws:controltower:ca-</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td>Encrypt data at rest</td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/RGSLGMUEQOXS</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td>Encrypt data at rest</td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/SNXQHRNUFTVT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td>central-1::control/FGRIEMDE1JCD</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/DUHLLLHOUUMSWK</td>
</tr>
<tr>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/QBIMQ3YGYUJQ</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/NNND50DEOQGB</td>
</tr>
<tr>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/YHZYLRZMFPHO</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/JCAXXRF6PDQ</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/LLJEFWBUEEMA</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/CXBGWZGMPXHM</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/JYPEKUMPXCUA</td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/FHCEXHBWOKID</td>
</tr>
<tr>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/YKV5QPMKRYXL</td>
<td></td>
<td></td>
<td>US West (N. California)</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/TWYHQJHYOHKK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/PVJJZFMQQSPF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/HBAZWZGAUBONS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/LWZIZDRTXNPAK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/PBFQTVTIAQLU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/VQCMHTFZFESX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/GUKFISUDEUYY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/YQQNPDLXEBEC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/MGKBFZFSNASR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/BFVDRTHKJLKL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/DLCUIJBZAGXG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE) arn:aws:controltower:me-central-1::control/QVSLVDIFAEBE</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.APPSYNC.PV.1     |           | Limit network access | • US East (N. Virginia)  
arwn:aws:controltower:us-east-1::control/GDWPOPDUXDNQ  
• US East (Ohio)  
arwn:aws:controltower:us-east-2::control/CLWUEYFLOCEQ  
• US West (Oregon)  
arwn:aws:controltower:us-west-2::control/QLTPISJPRIPE  
• Canada (Central)  
arwn:aws:controltower:ca-central-1::control/XNSSRZIDASBO  
• Asia Pacific (Sydney)  
arwn:aws:controltower:ap-southeast-2::control/GIEDWCRISTE  
• Asia Pacific (Singapore)  
arwn:aws:controltower:ap-southeast-1::control/AXUBGPDVHUEE  
• Europe (Frankfurt)  
arwn:aws:controltower:eucentral-1::control/NNVLEIVTNFHB  
• Europe (Ireland)  
arwn:aws:controltower:europe-west-1::control/HJUTBNBLSBB  
• Europe (London)  
arwn:aws:controltower:europe-west-2::control/QTUKUHWNZGQO  
| CT.APPSYNC.PV.1     |  NIST 800-53 Rev 5 AC-21  
• NIST 800-53 Rev 5 AC-3  
• NIST 800-53 Rev 5 AC-3(7)  
• NIST 800-53 Rev 5 AC-4  
• NIST 800-53 Rev 5 AC-4(21)  
• NIST 800-53 Rev 5 AC-6  
• NIST 800-53 Rev 5 SC-7  
• NIST 800-53 Rev 5 SC-7(11)  
• NIST 800-53 Rev 5 SC-7(16)  
• NIST 800-53 Rev 5 SC-7(20)  
• NIST 800-53 Rev 5 SC-7(21)  
• NIST 800-53 Rev 5 SC-7(3)  
• NIST 800-53 Rev 5 SC-7(4)  
• NIST 800-53 Rev 5 SC-7(9)  
| PCI DSS version 3.2.1  
1.2.1  
• PCI DSS version 3.2.1  
1.3  
• PCI DSS version 3.2.1  
1.3.1  
| PCI DSS version 3.2.1  
1.3.2 |  |  |  |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| • PCI DSS version 3.2.1 1.3.4<br>• PCI DSS version 3.2.1 1.3.6 | **Europe (Stockholm)**<br>arn:aws:controltower:eu-north-1::control/XYERPUKVVRQX<br>**Asia Pacific (Mumbai)**<br>arn:aws:controltower:ap-south-1::control/OAYEUAAFUDDQ<br>**Asia Pacific (Seoul)**<br>arn:aws:controltower:ap-northeast-2::control/ZVMZWNPPITIL<br>**Asia Pacific (Tokyo)**<br>arn:aws:controltower:ap-northeast-1::control/YNSQMAMIRMGX<br>**Europe (Paris)**<br>arn:aws:controltower:eu-west-3::control/FSUFJSWNSEQOR<br>**South America (São Paulo)**<br>arn:aws:controltower:sa-east-1::control/BVZWNWLXCMHK<br>**US West (N. California)**<br>arn:aws:controltower:us-west-1::control/TMSFTWZRSKG<br>**Asia Pacific (Hong Kong)**<br>arn:aws:controltower:ap-east-1::control/JUWGYFFVXBGQ<br>**Asia Pacific (Jakarta)**<br>arn:aws:controltower:ap-southeast-3::control/DYSCGAAATRAXF<br>**Asia Pacific (Osaka)**<br>arn:aws:controltower:ap-northeast-3::control/RRJRZTMNIMKB<br>**Europe (Milan)**<br>arn:aws:controltower:eu-south-1::control/DSFMITDCAMSB<br>**Africa (Cape Town)**<br>arn:aws:controltower:af-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.ATHENA.PR.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/SIBMPUMBLODX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/GEXGKIOWZMFF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-1::control/SK2DDV04ZGDX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (Bahrain) arn:aws:controltower:me-south-1::control/VTQVWAVBBJQI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/URUEH4L2IY2I</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Zurich) arn:aws:controltower:eucentral-2::control/WRZPZVPZIXTG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Spain) arn:aws:controltower:eusouth-2::control/AMGWCNEXGLWL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/XUCXZQFLRYY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (UAE) arn:aws:controltower:me-central-1::control/CAVGFRMHJJHO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/YQEEAEKPXPEI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>South-1::control/VNLZALRQBJH0</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td>west-2::control/ HVZCGINGZUAN</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/QOALNQRZALAY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ OWIQVCRQXUW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ RPVMIWYTRCRC</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/AQAVGDFNISJL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ DOWMICVGTMAF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/ IJYEBWEBSMB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ BJJGBTHMDVXP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ DTWSCCHPQNVNT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ KXHQXYDURHJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ RBONCQKZNOXT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/ TMUWPCFSQVN</td>
</tr>
</tbody>
</table>
| | | | South America (São Paulo) arn:aws:controltower:sa-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>east-1::control/</td>
<td></td>
<td></td>
<td>east-1::control/ GQTMGEODUBDN</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td>US West (N. California)</td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ SWNRBVQJSTPU</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td>GQTMGEODUBDN</td>
<td></td>
<td>Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td>(Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ IPFBKEYTLWHO</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td>GQTMGEODUBDN</td>
<td></td>
<td>Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td>(Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/ XZCPAQEMUOVB</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td>GQTMGEODUBDN</td>
<td></td>
<td>Asia Pacific (Osaka)</td>
</tr>
<tr>
<td>(Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ SOIGIAYMTJZT</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>Europe (Milan)</td>
</tr>
<tr>
<td>• Africa (Cape</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/ XWOQHXMRLFBS</td>
</tr>
<tr>
<td>Town)</td>
<td></td>
<td></td>
<td>Middle East (Bahrain)</td>
</tr>
<tr>
<td>• Israel (Tel</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/ JOVCVNZSXV0G</td>
</tr>
<tr>
<td>Aviv)</td>
<td></td>
<td></td>
<td>Europe (Zurich)</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/ BUANQOQPDSDK</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>Europe (Spain)</td>
</tr>
<tr>
<td>(Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/ TTCZJBXUAKIS</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td>(Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/ NEFDJXCQIHMK</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------------------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.ATHENA.PR.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/LNAASCWYQWF</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/BNBFJQ5J1IFX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/IAMMTTGPEKX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/UICXTPHIPSTT</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/XMSFGWQXQ50WH</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eucentral-1::control/EADNFRAKYKU</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 3.4</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eusouth-1::control/AZHMIHHTZDD</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/PUSAPFIQCZNX</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/MPGNZBGWNFVS</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/XZSYTUYWCXPR</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/JPLEOSQGPVEV</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/KPLQRMIZGQFV</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/XXXDCQWYZWYF</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/ZETBPDEAOPXT</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/VQPTJGDPPKKK</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/FSUYBVWAVPGK</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/ORRXHOXQUYOA</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/SVHRKRGSQYKT</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-West-3::control/XXXDCQWYZWYF</td>
</tr>
</tbody>
</table>
## CT.AUTOSCALING.PR.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.AUTOSCALING.PR.1</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Improve availability</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/LHUKYNEKRWTH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-1::control/LHUKYNEKRWTH</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| • NIST 800-53 Rev 5  
  CM-2(2) | NIST 800-53 Rev 5  
  CP-10 |  | east-2::control/IBUFUPGANKZJ |
| • NIST 800-53 Rev 5  
  CP-2(2) | NIST 800-53 Rev 5  
  CP-6(2) |  | US West (Oregon) 
ar:aws:controltower:us-west-2::control/KFRLNAHWVNDQ |
| • NIST 800-53 Rev 5  
  SC-36 | NIST 800-53 Rev 5  
  SC-5(2) |  | Canada (Central) 
ar:aws:controltower:ca-central-1::control/SDBNXVSDHXFD |
| • NIST 800-53 Rev 5  
  SI-13(5) | PCI DSS version 3.2.1  
  2.2 |  | Asia Pacific (Sydney) 
ar:aws:controltower:ap-southeast-2::control/GUKAWPW0AMGJ |
| | | | Asia Pacific (Singapore) 
ar:aws:controltower:ap-southeast-1::control/QYEYJCSWQXXD |
| | | | Europe (Frankfurt) 
ar:aws:controltower:europe-central-1::control/LQQDNIWFNOQQ |
| | | | Europe (Ireland) 
ar:aws:controltower:europe-west-1::control/MOLUIXBLTNWW |
| | | | Europe (London) 
ar:aws:controltower:europe-west-2::control/YJQLIPRDBJSM |
| | | | Europe (Stockholm) 
ar:aws:controltower:europe-north-1::control/PO0FLSRCMVHC |
| | | | Asia Pacific (Mumbai) 
ar:aws:controltower:ap-south-1::control/UWTJAKCQDBQS |
| | | | Asia Pacific (Seoul) 
ar:aws:controltower:ap-northeast-2::control/FSXLENXSGMGD |
| | | | Asia Pacific (Tokyo) 
ar:aws:controltower:ap-northeast-1::control/UYJOBTDPHAIM |
| | | | Europe (Paris) 
ar:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-3::control/</td>
<td>LURITYKMZLDH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(São Paulo)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td></td>
<td></td>
<td>DTNVACZLNIPM</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/</td>
<td></td>
<td></td>
<td>NCYEGHVMTPXX</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hong Kong)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td></td>
<td></td>
<td>EUMJCOCQQPZV</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
<td></td>
<td></td>
<td>BXWJNMFCDYN</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Osaka)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
<td></td>
<td></td>
<td>MOPBPKZRKDT</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td></td>
<td></td>
<td>HDSSPPVQSLZUA</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:af-south-1::control/</td>
<td></td>
<td></td>
<td>LPDQXNX3OCUG</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Bahrain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/</td>
<td></td>
<td></td>
<td>RFZEANHEBLOT</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/</td>
<td></td>
<td></td>
<td>ISDBSSNARIHR</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-central-2::control/</td>
<td></td>
<td></td>
<td>YUDNGTLYTVYU</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-2::control/</td>
<td></td>
<td></td>
<td>BPGHYVYPPDUM</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/HMFVEFWNHUTX</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/EETUIZAQNWGA</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/CYWGFXYCWBS</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/LGTYDBJHKRWY</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/ZQVNBCZKOUAT</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/RBFQGDMSNHLF</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/XUXCBEHNSBNG</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/EVOJXTEIPZKN</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/YTLCCWECZXYU</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/XIANJZOITXH</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/HRADZAJMASBP</td>
</tr>
</tbody>
</table>
| • Asia Pacific (Osaka) |           |                  | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.AUTOSCALING.PR.11 | NIST 800-53 Rev 5 CA-9(1) | Encrypt data in transit | • US East (N. Virginia) arn:aws:controltower:us-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIST 800-53 Rev 5 CM-2</td>
<td>• Protect data integrity • Enforce least privilege</td>
<td>east-1::control/OLRACLXUGWDA</td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/DUAMDOAQRDMU</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/MPAFQHWRUYV</td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/CQVXMPTKZZLD</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/GRJULAQNDWZL</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/LTEZJRQBQQYX</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/RUTQHWVKEOQ</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/CHBXZVZCTIBQ</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/QKJIOLOFMGMR</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/QVZFLXUEKXMC</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/RZLFQWHTFKLX</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/BPRUTBOPITBZ</td>
<td></td>
</tr>
</tbody>
</table>
| PCI DSS version 3.2.1 2.2 | | Asia Pacific (Tokyo) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| northeast-1::control/SBSPYOYCVUQFI | | | • Europe (Paris)  
arn:aws:controltower:eu-west-3::control/HNIZMLRFKMXJ |
| | | | • South America (São Paulo)  
arn:aws:controltower:saeast-1::control/YTWQBJWJKZDXS |
| | | | • US West (N. California)  
arn:aws:controltower:uswest-1::control/ENFCDXVLDJME |
| | | | • Asia Pacific (Hong Kong)  
arn:aws:controltower:ap-east-1::control/NUZQYTYKBMLD |
| | | | • Asia Pacific (Jakarta)  
arn:aws:controltower:apsoutheast-3::control/AIVKJDLNIXE |
| | | | • Asia Pacific (Osaka)  
arn:aws:controltower:ap-northeast-3::control/WVMBATXXQYGH |
| | | | • Europe (Milan)  
arn:aws:controltower:eusouth-1::control/BYNSJFXOHCO |
| | | | • Africa (Cape Town)  
arn:aws:controltower:af-south-1::control/ZJUKULWSHEE |
| | | | • Middle East (Bahrain)  
arn:aws:controltower:mesouth-1::control/BHETJCYMMGR |
| | | | • Israel (Tel Aviv)  
arn:aws:controltower:il-central-1::control/OFDFKLYDGYUH |
| | | | • Europe (Zurich)  
arn:aws:controltower:eucentral-2::control/PIJJPHEAASZC |
### Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
CT.AUTOSCALING.PR.2 | • NIST 800-53 Rev 5 AC-3  
• NIST 800-53 Rev 5 AC-3(15)  
• NIST 800-53 Rev 5 AC-3(7)  
• NIST 800-53 Rev 5 AC-6  
• NIST 800-53 Rev 5 CA-9(1)  
• NIST 800-53 Rev 5 CM-2  
• PCI DSS version 3.2.1 7.1.1  
• PCI DSS version 3.2.1 7.2.1  
• PCI DSS version 3.2.1 7.2.2 | • Protect configurations | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/GZBGBNOSJNHE  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/FIAZHZHSVLM  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/AJUNDFQNUTW  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/ZRMHGMLRJGDN  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/FWwWWDZRSYO8  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/WASLCDWKGJBP

Europe (Spain)  
arn:aws:controltower:eu-south-2::control/LGAMIVPBSDHQS  
Asia Pacific (Hyderabad)  
arn:aws:controltower:ap-south-2::control/DMKZTXZXCVDV  
Middle East (UAE)  
arn:aws:controltower:me-central-1::control/JPXNUWHGCQAF  
Asia Pacific (Melbourne)  
arn:aws:controltower:ap-southeast-4::control/MCUARPNYQNR
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/PKWQPZWUDPMC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/UBAHWQGSVLVPO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/JZYHTBOMKDXG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/WYHXVTOLLLXU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ZSFUPIZUKOLS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/TBBXRAYTVDEK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/DUPFUTISTCKO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/RIBMFYNUIJWG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/IJFUBJAPHHSUS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/INKEXBGBBVPF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/MREILTLELYSG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>southeast-3::control/OKTFVJFNOEGH</td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/EPLQWROCHULU</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/XEJSBBJIGSRI</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/PCOGZFZUZXPX</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/JATCUEWOCQJQZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/NPETPABQDTNO</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/OCWPOVIYYTSL</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/XGADYEWUCJUE</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/PCDFZDMSEJKW</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Middle East (UAE) arn:aws:controltower:me-central-1::control/PYCZYCNDAYHZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/VAHIYVEVWNB</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## CT.AUTOSCALING.PR.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.AUTOSCALING.PR.3</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>• Protect configurations</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ZSHOABWRTUIY</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/KQGV5JMACQK</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/UJLFDUJHLYUQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/PDKMRLRUFNDY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/VPGOUEKJYCVR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ZWZDVUOFWRVS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/DZCHIICPZPIG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/MRCYH5HWSF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/UZQUBHHSSTL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/XTCCYWZTQQJ</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/DPCTDUCUBSOH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/AEBSPKXCLBY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/XEASQSEGQGIK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/PLLJSTBTFPUX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/QQNJVLKQiYA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/MVBSWFHPTKLL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/TAVCFHICTOOC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/TCTWXWSMPMI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ESETQPIYIQD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/BXKGYNSCEIQO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/OPWNAQIOALE</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Israel (Tel Aviv) | arn:aws:controltower:il-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.AUTOSCALING.PR.4 | • NIST 800-53 Rev 5 CA-7  
• NIST 800-53 Rev 5 CP-2(2)  
• NIST 800-53 Rev 5 SI-2  
• PCI DSS version 3.2.1 2.2 | • Improve availability | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/UKYGXEVHJUTL  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/WMwBOCEROGJK  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/UEEYNVTGUBLF  
• Canada (Central)  
arn:aws:controltower:central-1::control/VCDSRAZXDLZP  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>southeast-2:control/DIXWASPENOFQ</td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1:control/WAVCCMIDCENXH</td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1:control/POLAIJNNEQQU</td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1:control/IYKSVEZLNTNF</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/XJPQIYKNHPFF</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/XVBYPLVRQXBC</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ANKICWWVQKYV</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/BDAQOQKWQVIX</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/ZNILUGCQAIUQ</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/XCWLRKVTYWNJ</td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/LCGLUULINWMJ</td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/KPACO0SYZFZJ</td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/EEEEUWSLNVL</td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/LPLVNKCQLLVJF</td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/CFRAAHzMNZLB</td>
</tr>
<tr>
<td>Asia Pacific (Melbourne)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------------</td>
<td>---------------------------------------</td>
<td>-------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>CT.AUTOSCALING.PR.5</td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td>Limit network access</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/GXOHAMKZZBEH</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/RHEYJDZKXXD</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-(7)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/IKGGR1THSTQX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/CXHVX0ATJHPY</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-(21)</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/AQIXLPCCQRHS</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/THTGVEGTGXBO</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/GDYUPFOPBKQP</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-(11)</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/KICFAVQBOREF</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/UPTNYPJCVOW</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eunorth-1::control/CZLFMLNISVYS</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/YWRLTVCFEEXT</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/MOWUHFAOJRJY</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/RJDSVNZODQNV</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/IHWPSXMEXIFN</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/NPDLNLLZAFAAC</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/PKLTQMQWOKPC</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ESHYEDTXWSUW</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/MFBWYIYZRDWU</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/FOSLERMMWGCQ</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/LZHHRTKSKBYG</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/YIJBLHBBQZVZ</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-</td>
<td></td>
</tr>
</tbody>
</table>
Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
CT.AUTOSCALING.PR.6 |  | Improve availability | • US East (N. Virginia)
| | | | arn:aws:controltower:us-east-1::control/
| | | | IMJNNSR3LUDS
| | | | • US East (Ohio)
| | | | arn:aws:controltower:us-east-2::control/
| | | | SBFDHQUFTINU
| | | | • US West (Oregon)
| | | | arn:aws:controltower:us-west-2::control/
| | | | XMQUOEMIYMAQ
| | | | • Canada (Central)
| | | | arn:aws:controltower:ca-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| central-1::control/KNWXLCUZBJPR | • Asia Pacific (Sydney)
arn:aws:controltower:ap-southeast-2::control/HYEMAFKYGE0G | | |
| central-1::control/KNWXLCUZBJPR | • Asia Pacific (Singapore)
arn:aws:controltower:ap-southeast-1::control/JBBGLEZGYNNY | | |
| central-1::control/KNWXLCUZBJPR | • Europe (Frankfurt)
arn:aws:controltower:eu-central-1::control/PFKPZDJXQARN | | |
| central-1::control/KNWXLCUZBJPR | • Europe (Ireland)
arn:aws:controltower:eu-west-1::control/WMTUSTWLDRZ0 | | |
| central-1::control/KNWXLCUZBJPR | • Europe (London)
arn:aws:controltower:eu-west-2::control/ZPCRFMDLIDTVB | | |
| central-1::control/KNWXLCUZBJPR | • Europe (Stockholm)
arn:aws:controltower:eu-north-1::control/EQRHGKGNQNGX | | |
| central-1::control/KNWXLCUZBJPR | • Asia Pacific (Mumbai)
arn:aws:controltower:ap-south-1::control/QLNBKFLLQMBM | | |
| central-1::control/KNWXLCUZBJPR | • Asia Pacific (Seoul)
arn:aws:controltower:ap-northeast-2::control/PALLYLIKPD00 | | |
| central-1::control/KNWXLCUZBJPR | • Asia Pacific (Tokyo)
arn:aws:controltower:ap-northeast-1::control/RHZNBJGCQNZN | | |
| central-1::control/KNWXLCUZBJPR | • Europe (Paris)
arn:aws:controltower:eu-west-3::control/VVHBDAENCXM | | |
| central-1::control/KNWXLCUZBJPR | • South America (São Paulo)
arn:aws:controltower:sa-east-1::control/RRGVMFSHYYVI | | |
<p>| central-1::control/KNWXLCUZBJPR | • US West (N. California) | | |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/VULHVTLCFHLY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/EVLGNFFONEDR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/RIAGHUSPABQY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/BSHZJGOWIYAN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/WTWCPKFEPYK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/NCNVPQRRRZRO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/DWSDK0ZKKSIN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/QAQRWYEEZZGK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/UGALPVXQVQC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/LEMBCAXXJSDX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/NCSOESJIZPDJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE) arn:aws:controltower:me-central-1::control/HLLQBYJSJH0V</td>
</tr>
</tbody>
</table>
## CT.AUTOSCALING.PR.8

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.AUTOSCALING.PR.8 | • NIST 800-53 Rev 5 CA-9(1)  
                     • NIST 800-53 Rev 5 CM-2  
                     • NIST 800-53 Rev 5 CM-2(2)  
                     • PCI DSS version 3.2.1 2.2 | • Manage vulnerabilities | |
|                     | NIST 800-53 Rev 5  
                     | • US East (N. Virginia)  
                     | | arn:aws:controltower:us-east-1::control/JAZMSKNXGBDD  
                     | • US East (Ohio)  
                     | | arn:aws:controltower:us-east-2::control/CBEYLWICUQCE  
                     | • US West (Oregon)  
                     | | arn:aws:controltower:us-west-2::control/  
                     | • Canada (Central)  
                     | | PKAHSCIYKNJT  
                     | • Asia Pacific (Central)  
                     | | SUQITVFXSNAS  
                     | • Asia Pacific (Singapore)  
                     | | ZBBMSBCWHDJT  
                     | • Asia Pacific (Singapore)  
                     | | CTWWGOPBJZZV  
                     | • Europe (Frankfurt)  
                     | | USQMZZGHDRYN  
                     | • Europe (Ireland)  
                     | | YBNNIYMRIYIN  
                     | • Europe (London)  
                     | | ZYAHAGQKQTAU  
                     | • Asia Pacific (Melbourne)  
                     | | arn:aws:controltower:ap-southeast-4::control/EWEADHPWKAQ0  
                     | • NIST 800-53 Rev 5  
                     | |  
                     | • Asia Pacific (Sydney)  
                     | | arn:aws:controltower:ap-southeast-2::control/  
                     | • Europe (Frankfurt)  
                     | | ZBBMSBCWHDJT  
                     | • Europe (Ireland)  
                     | | YBNNIYMRIYIN  
                     | • Europe (London)  
                     | | ZYAHAGQKQTAU  
                     | • Asia Pacific (Melbourne)  
                     | | arn:aws:controltower:ap-southeast-4::control/EWEADHPWKAQ0  
                     | • NIST 800-53 Rev 5  
                     | |  

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/JHZVIDC0FKWQ</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/JUIBGGNJBHV0</td>
</tr>
<tr>
<td>Seoul</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/YYBKZLRYL</td>
</tr>
<tr>
<td>Tokyo</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/LIF0KTEDIUJG</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/DQVZDGZYRISN</td>
</tr>
<tr>
<td>South America</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/GVXMKGJ2QXZ</td>
</tr>
<tr>
<td>US West (N.</td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/PISDHZLSRYXL</td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/LMMGXYIXUJY</td>
</tr>
<tr>
<td>Jakarta</td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/HFDQZKOIUTPA</td>
</tr>
<tr>
<td>Osaka</td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/UBFEQJTBFABY</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/YTPNKYLIYKVV</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower:af-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.AUTOSCALING.PR.9</td>
<td></td>
<td></td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RROOJIJVZTCD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ITCMHPPHFUUS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RRO0J1JVZTCD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ITCMHPPHFUUS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FJYUYTKCFRPF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>DKHBSQP6ATGW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FJYUYTKCFRPF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CVLVWHPNFHV</td>
</tr>
<tr>
<td>south-1::control/</td>
<td></td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>YVPFFBYVWOYU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ITCMHPPHFUUS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RRO0J1JVZTCD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ITCMHPPHFUUS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FJYUYTKCFRPF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>DKHBSQP6ATGW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FJYUYTKCFRPF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CVLVWHPNFHV</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>west-2::control/XAJKDEPPKMLS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/GJMTGWEQYCFK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/XICDSJCZAJAGY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/MMTQYBWZFEN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/JQQDQQJXQGN0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/XEPRSGZCLSZI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/UIHDQDEKPNFW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/RUZQHTXLDRI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/PLFQJFSZJQRR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/TXADDEAXHJO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/VNUBXQIEBAGA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/EXRJITRPLSJJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>east-1::control/</td>
<td></td>
<td></td>
<td>X0IVXLXSTMH'C</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td>Sth-1::control/</td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td>SHEBBMZWBBUF</td>
</tr>
<tr>
<td>• Asia Pacific (</td>
<td></td>
<td></td>
<td>Sth-1::control/</td>
</tr>
<tr>
<td>Hong Kong)</td>
<td></td>
<td></td>
<td>XHMMWRXPSSEC</td>
</tr>
<tr>
<td>• Asia Pacific (</td>
<td></td>
<td></td>
<td>Sth-1::control/</td>
</tr>
<tr>
<td>Jakarta)</td>
<td></td>
<td></td>
<td>CRAVIZGSUZWN</td>
</tr>
<tr>
<td>• Asia Pacific (</td>
<td></td>
<td></td>
<td>Sth-1::control/</td>
</tr>
<tr>
<td>Osaka)</td>
<td></td>
<td></td>
<td>SDCWYSCWCEH</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>Sth-1::control/</td>
</tr>
<tr>
<td>• Africa (Cape</td>
<td></td>
<td></td>
<td>Sth-1::control/</td>
</tr>
<tr>
<td>Town)</td>
<td></td>
<td></td>
<td>PJKFBQZDWWXS</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td>Sth-1::control/</td>
</tr>
<tr>
<td>(Bahrain)</td>
<td></td>
<td></td>
<td>EPW5VXENIYJF</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>Sth-1::control/</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>Sth-1::control/</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>Sth-1::control/</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>Sth-2::control/</td>
</tr>
<tr>
<td>(Hyderabad)</td>
<td></td>
<td></td>
<td>PVJJTCCPQERK</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>Sth-2::control/</td>
</tr>
<tr>
<td>• Asia Pacific (</td>
<td></td>
<td></td>
<td>Sth-2::control/</td>
</tr>
<tr>
<td>(Hyderabad)</td>
<td></td>
<td></td>
<td>PVJJTCCPQERK</td>
</tr>
</tbody>
</table>
### CT.CLOUDFORMATION.PR.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.CLOUDFORMATION.PR.1 | None | • Protect configurations | - US East (N. Virginia)  
  `arn:aws:controltower:us-east-1::control/WTDSMKDDNLE`  
- US East (Ohio)  
  `arn:aws:controltower:us-east-2::control/FMBVJTKQAAEAE`  
- US West (Oregon)  
  `arn:aws:controltower:us-west-2::control/ DKKMAWVORGDV`  
- Canada (Central)  
  `arn:aws:controltower:ca-central-1::control/ OMCTIJOASMIZ`  
- Asia Pacific (Sydney)  
  `arn:aws:controltower:ap-southeast-2::control/UHAFTVUQLBJQ`  
- Asia Pacific (Singapore)  
  `arn:aws:controltower:ap-southeast-1::control/ VQJENVWQLIKN`  
- Europe (Frankfurt)  
  `arn:aws:controltower:eu-central-1::control/ IEBSH5UWVLNW`  
- Europe (Ireland)  
  `arn:aws:controltower:eu-west-1::control/ XLSIRLRDKWVQ`
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/CPQMWUWNTTQN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/RTHCFFNNCBIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ZNYKRMJOMGMD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/AZAYRJYXZXZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/TUJJPJIYTMNX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/PXUHPQAIYTCU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/QZWDTNTRQVJKO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/KDYIRULEPEVX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/TRDTWMSUZAV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/FZACIPKYOZWJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/BKGDHNFLGZ</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Europe (Milan) | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.CLOUDFRONT.PR.1</td>
<td>NIST 800-53 Rev 5 AC-17(2)</td>
<td>Protect configurations</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/XDNLXQXCMXXF</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-1::control/XDNLXQXCMXXF</td>
</tr>
</tbody>
</table>

**CT.CLOUDFRONT.PR.1**
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>• US West (Oregon)</td>
<td>east-2::control/</td>
<td>IQSRCUCSGFPK</td>
</tr>
<tr>
<td>IA-5(1)</td>
<td>arn:aws:controltower:us-west-2::control/</td>
<td>US West (Oregon)</td>
<td>AVEFYTGUYGCSC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>• Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/</td>
<td>TQHOWLDDEHMD</td>
</tr>
<tr>
<td>SC-12(3)</td>
<td>• Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
<td>HGEUZPXSVDO5</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
<td>PHMWMCANHKSW</td>
</tr>
<tr>
<td>SC-13</td>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/</td>
<td>ZWIHYGTQCIQA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/</td>
<td>UAUKDTHXEXFN</td>
</tr>
<tr>
<td>SC-23</td>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/</td>
<td>KRZLJNJPZAPE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/</td>
<td>MYO0HVLWVKUWG</td>
</tr>
<tr>
<td>SC-7(11)</td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/</td>
<td>JURDJLINESWGR</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
<td>VBJDOHQSIIAX</td>
</tr>
<tr>
<td>SC-7(16)</td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
<td>XPNZKJLG PXQA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-</td>
<td>1887</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>west-3::control/ITCBSOQOBUDP</td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/XOWFTDERUYHD</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/IWQIWQREBLHB</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/MKJZCQJTTJUU</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/TOOGKXNIZTGI</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/KFBJHZDCITRT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/MLFOFPIEQPDK</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ZKNGGEQ3FJEW</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/RUGA08ODEZXQ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/WWAUIVW0RXWH</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/JSTHUABMZXZDZ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/WUYNTGJUKNP</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.CLOUDFRONT.PR.10 | • NIST 800-53 Rev 5 SC-7(11)  
• PCI DSS version 3.2.1  
1.2.1  
• PCI DSS version 3.2.1  
1.3  
• PCI DSS version 3.2.1  
1.3.1  
• PCI DSS version 3.2.1  
1.3.2  
• PCI DSS version 3.2.1  
1.3.4 | • Enforce least privilege  
• Protect configurations | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/  
MKKANNMZZHU  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/  
WCTTAHVMYDLS  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/  
IJBYZPYEBBPL  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/  
EMBBJB0EZUXI  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/  
XSFJGHXKKXJQ  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/  
TJJCF0ZERMMU  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/  
DPTTYLBMWY5 |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-west-1::control/COJLJA0VFIYY</td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-west-2::control/EDDBQAMFSHML</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-north-1::control/KEBVYBUGDCJL</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-south-1::control/DPDNFOCWKPXR</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-northeast-2::control/YBHTLDHKEKFZ</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-northeast-1::control/RFCFGQXJZARA</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-west-3::control/JSCPKFBPTUFX</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:sa-east-1::control/XHRXFSGXWPKZ</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:us-west-1::control/GQNIWFCXLMC</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-east-1::control/RMFPwFTBHEUW</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-southeast-3::control/RNEBJKTWYNP</td>
</tr>
</tbody>
</table>
| Asia Pacific (Osaka) |          |                  | • arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.CLOUDFRONT.PR.11</td>
<td>NIST 800-53 Rev 5 AC-17(2)</td>
<td>Manage vulnerabilities</td>
<td>US East (N. Virginia) arn:aws:controltower:us-1891</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>NIST 800-53 Rev 5</td>
<td>AC-4</td>
<td>east-1::control/JKSWKPYLYLWXB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>PCI DSS version 3.2.1</td>
<td>4.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US East (Ohio)</td>
<td>US East (Ohio)</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/FRBHAALKLVJQ</td>
</tr>
<tr>
<td>• US West (Oregon)</td>
<td>US West (Oregon)</td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/YXRLGTHKLYT</td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td>Canada (Central)</td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/ROXOJPKCIJG</td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td>Asia Pacific (Sydney)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/OLKKBVYGT</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>Asia Pacific (Singapore)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/PWKKKNYCLON</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>Europe (Frankfurt)</td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/OOILWNRDLBR</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>Europe (Ireland)</td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/IAUDCMRWXWEY</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>Europe (London)</td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/INVLKWIXCUX</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>Europe (Stockholm)</td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/OEQBOVEXMMK</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/LATRCFDQWVIN</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/ICESDVPQ</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>northeast-1::control/</td>
<td></td>
<td></td>
<td>HFHNWIGHFMY</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ HAPUSNW0PEXI</td>
</tr>
<tr>
<td>• South America</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/ RAYNZKHYBPAZ</td>
</tr>
<tr>
<td>(São Paulo)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ VDNOLOGKWONY</td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ RKEOFHWPSMRG</td>
</tr>
<tr>
<td>(Hong Kong)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/ EBMFFONQCPFD</td>
</tr>
<tr>
<td>(Jakarta)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ VZFSUGKCIKSL</td>
</tr>
<tr>
<td>(Osaka)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/ ACOALEKSQBVA</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/ HYEDNWKAQEGW</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/ MIPXRQLVILUE</td>
</tr>
<tr>
<td>(Bahrain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/ FVQEUFCJHDGB</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/ PDS0EASQXLDH</td>
</tr>
</tbody>
</table>
### CT.CLOUDFRONT.PR.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.CLOUDFRONT.PR.2</td>
<td></td>
<td>Protect configurations</td>
<td><em>Europe (Spain)</em>&lt;br&gt;arn:aws:controltower:eu-south-2::control/CAMAUZYMJOPH&lt;br&gt;<em>Asia Pacific (Hyderabad)</em>&lt;br&gt;arn:aws:controltower:ap-south-2::control/MFLJBHYHDJZA&lt;br&gt;<em>Middle East (UAE)</em>&lt;br&gt;arn:aws:controltower:me-central-1::control/FTGLJNMLYHZT&lt;br&gt;<em>Asia Pacific (Melbourne)</em>&lt;br&gt;arn:aws:controltower:ap-southeast-4::control/CQEDLAWQDAEX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><em>US East (N. Virginia)</em>&lt;br&gt;arn:aws:controltower:us-east-1::control/WPBVZXCJPXBZ&lt;br&gt;<em>US East (Ohio)</em>&lt;br&gt;arn:aws:controltower:us-east-2::control/MLHMBKFPSSQ7T&lt;br&gt;<em>US West (Oregon)</em>&lt;br&gt;arn:aws:controltower:us-west-2::control/UIWBDZNONLUD&lt;br&gt;<em>Canada (Central)</em>&lt;br&gt;arn:aws:controltower:ca-central-1::control/RUMPJMCCNCJW&lt;br&gt;<em>Asia Pacific (Sydney)</em>&lt;br&gt;arn:aws:controltower:ap-southeast-2::control/NMGEPJROACOH&lt;br&gt;<em>Asia Pacific (Singapore)</em>&lt;br&gt;arn:aws:controltower:ap-southeast-1::control/JPIDQBIFWDBL</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/YIXCHURUJDBK</td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/SPJYDXWVBVHQ</td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/TZHFMCVNUQ8</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/AKXTQWF5QTVQ</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/SDPQNYINEQRA</td>
</tr>
<tr>
<td>(Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/IOOJY3OANCXR</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/BMFRHKRDLPYE</td>
</tr>
<tr>
<td>(Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/VTSP0JEHAKZN</td>
</tr>
<tr>
<td>South America (São</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/PQPGHMEKOYTP</td>
</tr>
<tr>
<td>Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/SBRRPUEJCGTL</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/JYTOHOYSNLMB</td>
</tr>
</tbody>
</table>
| Asia Pacific (Jakarta) |       |                   | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>southeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SLGAANKAFEYA</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HVMWXRNCNFRDO</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TOJRWDYHNXG</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JTUVGABKLAFE</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SEODAVXUYJKF</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ENWFNBADPKGV</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-central-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>XKAFKLSMRKCTZ</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-south-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HPURLNWREKLJW</td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>KPXTRKIBWCP</td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FIDPNSPFFBYH</td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HAXVFQCZVWMZ</td>
</tr>
</tbody>
</table>
## CT.CLOUDFRONT.PR.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.CLOUDFRONT.PR.3 | • NIST 800-53 Rev 5 AC-17(2)  
• NIST 800-53 Rev 5 AC-4  
• NIST 800-53 Rev 5 IA-5(1)  
• NIST 800-53 Rev 5 SC-12(3)  
• NIST 800-53 Rev 5 SC-13  
• NIST 800-53 Rev 5 SC-23  
• NIST 800-53 Rev 5 SC-23(3)  
• NIST 800-53 Rev 5 SC-7(4)  
• NIST 800-53 Rev 5 SC-8  
• NIST 800-53 Rev 5 SC-8(1)  
• NIST 800-53 Rev 5 SC-8(2)  
• NIST 800-53 Rev 5 SI-7(6)  
• PCI DSS version 3.2.1 4.1 | • Encrypt data in transit | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/  
KSCPLCG3KGHW  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/  
RFNNWXMUPBQ  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/  
LHFZBEUHUBMH  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/  
YXRNFYZICBAZ  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/  
MCQETJVLFUOU  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/  
JLXONOZWHECI  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/  
OIWLNKZUL1HF  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/  
AGJSNVVMSMVZW  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/  
GZSHUDGCTKTD  
• Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/  
KFVEGDREKNYI  
• Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/  
OCRRDMBCTTTPP |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/MKLFHIWIEWWR</td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/MKLFHIWIEWWR</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/TMYDUSKTAKBS</td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/TMYDUSKTAKBS</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/YDQTLQWZBPX0</td>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/YDQTLQWZBPX0</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sao-east-1::control/LJBMFILEKDJH</td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sao-east-1::control/LJBMFILEKDJH</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/DDVBLN VHGDUB</td>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/DDVBLN VHGDUB</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ISFZIBFIGEYE</td>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ISFZIBFIGEYE</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/YQYFXR CGOJVL</td>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/YQYFXR CGOJVL</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/HPKHJFQXJAEV</td>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/HPKHJFQXJAEV</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/E0VQXRLMTVED</td>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/E0VQXRLMTVED</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/SQZNZFSSBJQD</td>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/SQZNZFSSBJQD</td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-</td>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>--------------------</td>
<td>-----------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AFQUITLZNOZD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>LRZZVKQUSKFK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CVMBTUQQJQVF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NJQTYERBVIJI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HICXKNMCMXK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TMYWUXNGBHI</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| southeast-2::control/ELYJMPXJVEI |  • Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/RADLRUNIIJIV  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/PPDPQYKYVMQV  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/WJKMTILNPQPQ  
• Europe (London)  
arn:aws:aws:controltower:eu-west-2::control/LEHRPQBGFQSI  
• Europe (Stockholm)  
arn:aws:aws:controltower:eu-north-1::control/KLXWEEBCGMDJ  
• Asia Pacific (Mumbai)  
arn:aws:aws:controltower:ap-south-1::control/HPOIOKYDFMZ  
• Asia Pacific (Seoul)  
arn:aws:controltower:ap-northeast-2::control/GFFYUYVUPDU  
• Asia Pacific (Tokyo)  
arn:aws:aws:controltower:ap-northeast-1::control/VOOZHULGFQ  
• Europe (Paris)  
arn:aws:aws:controltower:eu-west-3::control/GWBOBMAAVEZ  
• South America (São Paulo)  
arn:aws:aws:controltower:sa-east-1::control/LULEEYWEQRE  
• US West (N. California)  
arn:aws:aws:controltower:us-west-1::control/IIUGCLTOJU  
<p>|</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Asia Pacific (Hong Kong)</strong></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/WJKRCBQFHZMZ</td>
</tr>
<tr>
<td><strong>Asia Pacific (Jakarta)</strong></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/IPCYTHQFAFNW</td>
</tr>
<tr>
<td><strong>Asia Pacific (Osaka)</strong></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/DOTFJQVJFLRM</td>
</tr>
<tr>
<td><strong>Europe (Milan)</strong></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/OEGLEOAAPISR</td>
</tr>
<tr>
<td><strong>Africa (Cape Town)</strong></td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/VXRYQOGVHSUW</td>
</tr>
<tr>
<td><strong>Middle East (Bahrain)</strong></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/BSHPWYCFNNBNE</td>
</tr>
<tr>
<td><strong>Israel (Tel Aviv)</strong></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/LLUWIDQCLSLLL</td>
</tr>
<tr>
<td><strong>Europe (Zurich)</strong></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/OMEWBMVICXJG</td>
</tr>
<tr>
<td><strong>Europe (Spain)</strong></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/LEXJMZWMLIVI</td>
</tr>
<tr>
<td><strong>Asia Pacific (Hyderabad)</strong></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/WQIZCKKCSRXT</td>
</tr>
<tr>
<td><strong>Middle East (UAE)</strong></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/AGTDHGABOXNI</td>
</tr>
<tr>
<td><strong>Asia Pacific (Melbourne)</strong></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-1901</td>
</tr>
</tbody>
</table>
### CT.CLOUDFRONT.PR.5

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.CLOUDFRONT.PR.5</td>
<td></td>
<td>• Establish logging and monitoring</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/RSBKBJHVWOCY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/EMCHZAEDZNVL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/MAPJFIKMIJJKD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:central-1::control/ZYDBRRMVVTZV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:southeast-2::control/COFQNFVIVILDJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:southeast-1::control/RHBUCAOCZAV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:europe-central-1::control/XZRMWAQCCXL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:europe-west-1::control/RSSXGIZAPHTX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:europe-west-2::control/NWZMIUZNFKT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:europe-north-1::control/JNBLGPSROEFPQ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-2(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/QDMUYVEFHYYR</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/CGZWLZPDWIMX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/EDSGIRTYZHTA</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td>Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/CZAGHRZSABRN</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.7</td>
<td>South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/RXASZFBDCWEX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.8</td>
<td>US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/TBJTNHJFQFRV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.9</td>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/HGFGDWIJHIUM</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.10</td>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/XRYUQKTPXYZ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.11</td>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/NRRJRTUJBKRO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.12</td>
<td>Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/LHGULLYNLWNF</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.13</td>
<td>Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/HZEAIHLPXGDG</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.14</td>
<td>Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:me-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>CT.CLOUDFRONT.PR.6</td>
<td>NIST 800-53 Rev 5 AC-17(2)</td>
<td>Encrypt data in transit</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/QFQNQHNDHBP</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/LQDIOWJWUTSM</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/EQUIZKXISXP</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>central-1::control/LLIUTEJBMGHE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/IYB PCXPFECFI</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/TU1UKMPMAEUD</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/MAELDXBVMBXCM</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/0BRSEKEKWVRB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/NJKKCOAWJJJM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/LOAXFPPQRMCF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/SWGZZGILWALWS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/MCPECPGYYPZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/YFRQGLAWSBZU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/APQPRHGGKFWYO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-east-1::control/WMHKGFLJAWPI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (N. California)</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/ HYJHVFFKHDY</td>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ LEONXWJLQTYM</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/ SAEWMDHMR0</td>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ WBMVRQRAQX</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-1::control/ HYECJHMDAQO</td>
<td>Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/ MEVRAVYQCBBD</td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/ QWHDIDDVRIX</td>
<td>Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/ RLNLTYXPMQNQ</td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/ RLNLTYXPMQNQ</td>
<td>Israel (Tel Aviv)</td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/ LTKLWPOPLNR</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-2::control/ GKTDSYX3RUB</td>
<td>Europe (Zurich)</td>
<td></td>
<td>arn:aws:controltower:eu-central-3::control/ WBMVRQRAQX</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-south-2::control/ EWCULHXPMCBD</td>
<td>Asia Pacific (Hyderabad)</td>
<td></td>
<td>arn:aws:controltower:ap-central-1::control/ EWCULHXPMCBD</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-central-1::control/ EWCULHXPMCBD</td>
<td>Middle East (UAE)</td>
<td></td>
<td>arn:aws:controltower:ap-central-1::control/ CGQNUYC0SGYR</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
</tbody>
</table>
| CT.CLOUDFRONT.PR.7 | • NIST 800-53 Rev 5 CA-9(1)  
• NIST 800-53 Rev 5 CM-2  
• PCI DSS version 3.2.1 4.1 | • Encrypt data in transit  
• Improve availability | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/  
SFIA0WRGHFHB  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/  
SUXMGZJXERLV  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/  
EYUKXNOQHBVC  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/  
EYUKXNOQHBVC  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/  
AQDUDHILVQNE  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/  
XFODQONNMCNG  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/  
FLFNIUITMQCJ  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/  
P3OCVKGBLJDL  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/  
HVCNXRUCCMQUQ |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/AMBUPGVBVMSRB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/BYQGXDIDVQDFM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/KYIFISGDQAH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/PVAWACSEUZOC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/VKCIENKDHWLI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/TKNLPUTAFIBQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/XDXYMJWXMNH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/FOMSSEIEPEIR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/FE0XIQQ8HYQN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/UHYZMCZNNITK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/LANXJNMROUBG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.CLOUDFRONT.PR.8</td>
<td></td>
<td>Encrypt data in transit</td>
<td>- US East (N. Virginia) arn:aws:controltower:us-east-1::control/YPZYCTALWZLK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- US East (Ohio) arn:aws:controltower:us-east-2::control/KQTKKFCMSTJR</td>
</tr>
</tbody>
</table>

CT.CLOUDFRONT.PR.8

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.CLOUDFRONT.PR.8</td>
<td>NIST 800-53 Rev 5 AC-17(2)</td>
<td>Encrypt data in transit</td>
<td>- US East (N. Virginia) arn:aws:controltower:us-east-1::control/YPZYCTALWZLK</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>- US East (Ohio) arn:aws:controltower:us-east-2::control/KQTKKFCMSTJR</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>west-2::control/ DIFDZPKTUXZR</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td>Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/ FZHDAFBJJMXP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td>Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/ FWXCSWFYXMC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ XKYWAPJWATKR</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ VCVFZRIJCQZ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ CNNZUYODKIDH</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ YPHHSQJLYWOQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(6)</td>
<td></td>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ HLXSOZZDWMJN</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ CFFXQUJBTGPR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ DNSOBL5OWZB0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ VSBTGO0GYYBH</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ ONPPIEAALZUC</td>
</tr>
<tr>
<td></td>
<td></td>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td>east-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>APwMSFwSKMFJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/</td>
<td></td>
<td></td>
<td>WIVHPNTBEMAA</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hong Kong)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td></td>
<td></td>
<td>RTJQECIIKJLQP</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Jakarta)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
<td></td>
<td></td>
<td>UCOWSXPWKCCI</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Osaka)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
<td></td>
<td></td>
<td>FFUABXMEWYYC</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td></td>
<td></td>
<td>JLXINGWIDTJUJ</td>
</tr>
<tr>
<td>• Africa (Cape</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Town)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:af-south-1::control/</td>
<td></td>
<td></td>
<td>ROHXSITDLKIW</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Bahrain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/</td>
<td></td>
<td></td>
<td>XBLMALRLBRNO</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/</td>
<td></td>
<td></td>
<td>CVVPKLRVWMMSA</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-central-2::control/</td>
<td></td>
<td></td>
<td>DCSIOMFMHOTM</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-2::control/</td>
<td></td>
<td></td>
<td>ZVQCJXIKMXIC</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hyderabad)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-south-2::control/</td>
<td></td>
<td></td>
<td>DWTWKhVWMMS5</td>
</tr>
</tbody>
</table>
### CT.CLOUDFRONT.PR.9

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.CLOUDFRONT.PR.9</td>
<td>NIST 800-53 Rev 5 AC-17(2)</td>
<td>Manage vulnerabilities</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/XCQMS00M00KF</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/HXXCBDIIITXOE</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/DQQSQVALBFCM</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/0JPYWIMZXXKWMN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/MRNNwKOBUPww</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ORPMLBIMJYEYI</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/DVCICCSXHKOE</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ADCFMZEXRPWh</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td>Middle East (UAE) arn:aws:controltower:me-central-1::control/JMUEZJBIBXOG</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td>Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/ADCTWWSZWZTS</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>----------------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/BJDRLQQZJKZL</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/IZKULFXRTZNU</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/NBUGVULZANXD</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/PZBIGNJZQZWK</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/GITAQKSEJDXV</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/EUOWQLXWFGNQ</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/AHXYZHBAZBFH</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/HXNZJSDBYUQE</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/KYETOGMXUJPF</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/VFZMJZENUMGT</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/LFPEMXY1ZG0G</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
</tbody>
</table>
| CT.CLOUDTRAIL.PR.1 | • CIS AWS Benchmark 1.4 3.7  
• NIST 800-53 Rev 5 AU-9 | • Encrypt data at rest | • US East (N. Virginia)  
ar:aws:controltower:us-east-1::control/EPNCREENAXLY  
• US East (Ohio)  
ar:aws:controltower:us-east-1::control/EPNCREENAXLY  
• Middle East (Bahrain)  
ar:aws:controltower:me-south-1::control/UMSUK00DJGNE  
• Africa (Cape Town)  
ar:aws:controltower:af-south-1::control/HYDVIHSNUJK  
• Middle East (Israel, Tel Aviv)  
ar:aws:controltower:il-central-1::control/LCDMMMAPSTOM  
• Europe (Zurich)  
ar:aws:controltower:eu-central-2::control/YMJHSAINUZQL  
• Europe (Spain)  
ar:aws:controltower:eu-south-2::control/MVBZHFLFJEXGH  
• Asia Pacific (Hyderabad)  
ar:aws:controltower:ap-south-2::control/HJIQHQJZMQZI  
• Middle East (UAE)  
ar:aws:controltower:me-central-1::control/YTPDUMSIBEBO  
• Asia Pacific (Melbourne)  
ar:aws:controltower:ap-southeast-4::control/RBADPCH0YCE |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td>US West (Oregon)</td>
<td>east-2:control/CTXDBBXXWFYM</td>
<td>arn:aws:controltower:us-west-2::control/RBOKYZWNIEEH</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td>Canada (Central)</td>
<td>US West (Oregon)</td>
<td>arn:aws:controltower:ca-central-1::control/LADQHOPFDQE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td>Asia Pacific (Sydney)</td>
<td>US West (Oregon)</td>
<td>arn:aws:controltower:ap-southeast-2::control/MQTVMQFRADQQY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td>Asia Pacific (Singapore)</td>
<td>US West (Oregon)</td>
<td>arn:aws:controltower:ap-southeast-1::control/LDWQNCXTIAOQV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td>Europe (Frankfurt)</td>
<td>US West (Oregon)</td>
<td>arn:aws:controltower:eu-central-1::control/QHBXOOSYWMQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td>Europe (Ireland)</td>
<td>US West (Oregon)</td>
<td>arn:aws:controltower:eu-west-1::control/GNPFAAZFPLUN</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td>Europe (London)</td>
<td>US West (Oregon)</td>
<td>arn:aws:controltower:eu-west-2::control/ZWQEGGMDBHBMQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5</td>
<td>Europe (Stockholm)</td>
<td>US West (Oregon)</td>
<td>arn:aws:controltower:eu-north-1::control/FRHIFVRAVPTRV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>Asia Pacific (Mumbai)</td>
<td>US West (Oregon)</td>
<td>arn:aws:controltower:ap-south-1::control/YVIJFTCSBKNZW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>Asia Pacific (Seoul)</td>
<td>US West (Oregon)</td>
<td>arn:aws:controltower:ap-northeast-2::control/IWMWMIIFUFWY</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td>Asia Pacific (Tokyo)</td>
<td>US West (Oregon)</td>
<td>arn:aws:controltower:ap-northeast-1::control/VFEZPSFUCMNK</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>Europe (Paris)</td>
<td>US West (Oregon)</td>
<td>arn:aws:controltower:eu-west-1::control/FRHIFVRAVPTRV</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>west-3::control/ KDFZJGDkJDXF</td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ AZGUTSGKCXJA</td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ CJBDBOPJYMYK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ JLCBXYFLJKYT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ JQROQRCXWACD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ XXBNGWACEEJO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ JHSHFWNLVDKX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ CAZMRVABVNVZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ VFHCZZBNLJYD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ LGMUXCEBWVNU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ IWXMEFRDIIKX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/ YZFALBBJBJHW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.CLOUDTRAIL.PR.2</td>
<td></td>
<td>Protect data integrity</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CIS AWS Benchmark 1.4 3.2</td>
<td></td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-9</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/ZOBWKZJTOUFY</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-4</td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(1)</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/XFIDQGGGOMTT</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(3)</td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(7)</td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/SPIMIJLBSCTG</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.5.5</td>
<td></td>
<td>Canada (Central)</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 11.5</td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/KAEEWVMGQTQB8</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/DTIKKBFWTRD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/VLMNMTWXXFIR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/RJSEMBTEORTH</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ZBAVTAAQIBMN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ZMDJHYXAERWW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/YAJIWBETKSKD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/XOLQDYEYNFBA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/MXWILHEXRJPT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/PNBCQSCEGUYV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/QCMJJJOGTGECG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/GDFPFD0IRPAG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/KFQRNLHNZDUB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/IEIDAMYBJTSE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/VLSEDZSWLNNN</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Asia Pacific (Osaka)| arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.CLOUDTRAIL.PR.3</td>
<td>• CIS AWS Benchmark 1.4 3.4</td>
<td>• Establish logging and monitoring</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-2(4)</td>
<td>east-1::control/DZJUTMXLWL MF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-7(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-9(7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

• US East (Ohio) arn:aws:controltower:us-east-2::control/NKNEKYMHFH
• US West (Oregon) arn:aws:controltower:us-west-2::control/XAFE0VTQSTJA
• Canada (Central) arn:aws:controltower:ca-central-1::control/GKZHBZWQT6XQ
• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/AKKKBPXLHCRO
• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ENOFMWZNYKBC
• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/DGZTHPBWAJX
• Europe (Ireland) arn:aws:controltower:eu-west-1::control/BEFMHIMGMYG
• Europe (London) arn:aws:controltower:eu-west-2::control/EMTYLMRYEDC
• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/MFOJUTROQZPI
• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/AFDQMHCXZPG
• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/QUBSRSNRUTO
• Asia Pacific (Tokyo) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| northeast-1::control/GUMXCBJWOVUY | | | • Europe (Paris)  
  arn:aws:controltower:eu-west-3::control/BBEODOCLACOK  
  • South America (São Paulo)  
  arn:aws:controltower:sa-east-1::control/HXNJHOVBCEQW  
  • US West (N. California)  
  arn:aws:controltower:us-west-1::control/TZTITSLDPHU  
  • Asia Pacific (Hong Kong)  
  arn:aws:controltower:ap-east-1::control/BCJQMHEYTIIX  
  • Asia Pacific (Jakarta)  
  arn:aws:controltower:ap-southeast-3::control/RIRMQIOIAW7T  
  • Asia Pacific (Osaka)  
  arn:aws:controltower:ap-northeast-3::control/NDEJIG6FJXIR  
  • Europe (Milan)  
  arn:aws:controltower:eu-south-1::control/HDBBNLSSWFJN  
  • Africa (Cape Town)  
  arn:aws:controltower:af-south-1::control/RHLQQRXGMGBQ  
  • Middle East (Bahrain)  
  arn:aws:controltower:me-south-1::control/BPYRAXQVLBF8P  
  • Israel (Tel Aviv)  
  arn:aws:controltower:il-central-1::control/KGZPEYLUF7NX  
  • Europe (Zurich)  
  arn:aws:controltower:eu-central-2::control/ALHFFPGDKF8H |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.CLOUDTRAIL.PR.4 |           | Encrypt data at rest | US East (N. Virginia) arn:aws:controltower:us-east-1::control/AUDOYQMVIFSG  
Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/CTOCGTYRSDLYB  
Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/NCGCPHKAILMF  
Canada (Central) arn:aws:controltower:ca-central-1::control/QDLDFIKRTAF  
US East (Ohio) arn:aws:controltower:us-east-2::control/OOPJACQOFUS  
US West (Oregon) arn:aws:controltower:us-west-2::control/MIAFWDCLTQFG  
Europe (Spain) arn:aws:controltower:eu-south-2::control/GCVIUQKLRZJR  
Middle East (UAE) arn:aws:controltower:me-central-1::control/CFMFTTPDDMP  
Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/YCGKIQTAMTUJ  
Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/KWEXXNTLEAVB |
<p>| | | | |
|                   |           |                   |                                   |
| CT.CLOUDTRAIL.PR.4 |           |                   |                                   |
|                   |           |                   |                                   |
|                   |           |                   |                                   |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/</td>
<td></td>
<td>WGWYSUAAMWWN</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/</td>
<td></td>
<td>BIDXZLOVTAPH</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/</td>
<td></td>
<td>YRILAMGJGTFS</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/</td>
<td></td>
<td>GUOVVFIECKHB</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/</td>
<td></td>
<td>UQXTLQQUVMRO</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
<td></td>
<td>RFBRGAFCHGRH</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
<td></td>
<td>DJVAKGGZOBGG</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/</td>
<td></td>
<td>HDTLDOKSVHCS</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td></td>
<td>NOFOPVIFERIB</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/</td>
<td></td>
<td>ARZVFSOFFFRNH</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td></td>
<td>CFOQQBAUVZYH</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| southeeast-3::control/GBLIBFBFWEWJ | | | • Asia Pacific (Osaka)  
arn:aws:controltower:ap-northeast-3::control/PRBKENAXOJXR |
| • Europe (Milan)  
arn:aws:controltower:eu-south-1::control/CQIIWIZRIDXO | | | |
| • Africa (Cape Town)  
arn:aws:controltower:af-south-1::control/HLW5RJCEYDM | | | |
| • Middle East (Bahrain)  
arn:aws:controltower:me-south-1::control/UQUAZOGJVRPA | | | |
| • Israel (Tel Aviv)  
arn:aws:controltower:il-central-1::control/KVTMFVMCHBSK | | | |
| • Europe (Zurich)  
arn:aws:controltower:eu-central-2::control/YRWHYIEUGKWK | | | |
| • Europe (Spain)  
arn:aws:controltower:eu-south-2::control/EQJLPBKNWCEW | | | |
| • Asia Pacific (Hyderabad)  
arn:aws:controltower:ap-south-2::control/AWBLELLPBPBZ | | | |
| • Middle East (UAE)  
arn:aws:controltower:me-central-1::control/YDPEPPIRVMRSF | | | |
| • Asia Pacific (Melbourne)  
arn:aws:controltower:ap-southeast-4::control/FDRWVLULZAD | | | |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.CLOUDWATCH.PR.1</td>
<td>• NIST 800-53 Rev 5 AU-6(1)</td>
<td>• Establish logging and monitoring</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/SSXFCVHAAYDY</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-6(5)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/RAMYQIPCOQPV</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/TKC3NPIDFHI</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 IR-4(1)</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/VQRWIUPQXDN</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 IR-4(5)</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/MOWB4MXOIIHSB</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-2</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/EFYIPXIMWCM</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-20</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/OBZ1VWNGNIFK</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-4(12)</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/YPSCUERHMDGL</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-4(5)</td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/EDZSIQLZSHQT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/SFQHE3LEUAUE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/VZQEAVLXVUVEW</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/JWZXOWQPDALC</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/DZZBWHYOVMZH</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/GVINKYTHSTYG</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/YKBLDSDNIPAT</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/YSCYMWMJPDXX</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/JASXXRCJAGRM</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/EHGRDWSJBZRD</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/XFTUWJPDDMWR</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/FQUBDDOHXV</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/NSZIAKXNCZWU</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/AMXXVAUASMID</td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.CLOUDWATCH.PR.2 | • NIST 800-53 Rev 5 AU-10  
• NIST 800-53 Rev 5 AU-11  
• NIST 800-53 Rev 5 AU-6(3)  
• NIST 800-53 Rev 5 AU-6(4)  
• NIST 800-53 Rev 5 CA-7  
• NIST 800-53 Rev 5 SI-12  
• PCI DSS version 3.2.1 10.7  
• PCI DSS version 3.2.1 3.1 | • Establish logging and monitoring | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/HTUKCDNXPVWK  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/KZLHF5HUXRW  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/ZOBNL5PHKPDK  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/VPXBCTGURFRG  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>southeast-2::control/HEBNGALBPYXJ</td>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/QUYKUVVNWSZV</td>
</tr>
<tr>
<td></td>
<td>• Europe (Frankfurt)</td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/URQEHVTSKLLB</td>
</tr>
<tr>
<td></td>
<td>• Europe (Ireland)</td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/TBWHZGGFAGCX</td>
</tr>
<tr>
<td></td>
<td>• Europe (London)</td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/DNHPGCXFAJST</td>
</tr>
<tr>
<td></td>
<td>• Europe (Stockholm)</td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/DSVHTVHFNRSE</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/JPDUOXRODBEG</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/TYKALNIDLUXK</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/SBTRQDFYDCOK</td>
</tr>
<tr>
<td></td>
<td>• Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/QCSZCQYGGUUVZ</td>
</tr>
<tr>
<td></td>
<td>• South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:south-america-east-1::control/ACYWMNWHXDKN</td>
</tr>
<tr>
<td></td>
<td>• US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ZWPLHRTNEWRN</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/FBRQUVHBOZPB</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/VNUHTQRCTWLU</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/UZOKBNYSYIZW</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/OZCLFSHTISCQ</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/MDSOCYVCVKCT</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/VEWMILFDETBA</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/EFQQUOCOHACDL</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/DAUDMKIGRGOZ</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/DPZXYQALXSBJ</td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/UEJEPFFSZUBW</td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/PLDXXQWHMCV</td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.CLOUDWATCH.PR.3 | • NIST 800-53 Rev 5 CA-9(1)  
• NIST 800-53 Rev 5 CM-3(6)  
• NIST 800-53 Rev 5 SC-12(2)  
• NIST 800-53 Rev 5 SC-13  
• NIST 800-53 Rev 5 SC-28  
• NIST 800-53 Rev 5 SC-28(1)  
• NIST 800-53 Rev 5 SC-7(10)  
• NIST 800-53 Rev 5 SI-7(6)  
• PCI DSS version 3.2.1 3.4 | • Encrypt data at rest | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/  
ZHZBTTZMZYST  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/  
UEXYNAIAHTWI  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/  
RVGRW1MSJKB  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/  
RZUDTGNQSLRG  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/  
YHKYBCWCRLLJ  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/  
AHEQLQIVIOWD  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/  
GSZUCKWMLZM  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/  
GVVBBWCAAOCTC  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/  
ZSQDFIHSSAO0D  
• Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/  
VZXNAZZKVVEJ |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/OTGQBNMWNK</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/CWBMMUITYLOW</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/WYEDRSDQTYD</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/WQCLXDFYLYS</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/CYXHPXPNBZ</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/CZEVEPANZGQK</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/QAJHFRGEPDMX</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/TGQHFRKWD</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/AZANGKXVSQG</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/ORXUPSLDOOT</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/OLDFVUGRRHUK</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.CLOUDWATCH.PR.4 |           | • Establish logging and monitoring | • US East (N. Virginia)
|                    |           |                  | arn:aws:controltower:us-east-1::control/ UUBJSMHHQBT
|                    |           |                  | • US East (Ohio)
|                    |           |                  | arn:aws:controltower:us-east-2::control/ XFOXFWKOUFVI
|                    |           |                  | • US West (Oregon)
|                    |           |                  | arn:aws:controltower:us-west-2::control/ LLRWYTMFYUFL
|                    |           |                  | • Canada (Central)
|                    |           |                  | arn:aws:controltower:ca-

- NIST 800-53 Rev 5 AU-6(1)
- NIST 800-53 Rev 5 AU-6(5)
- NIST 800-53 Rev 5 CA-7
- NIST 800-53 Rev 5 SI-2
- NIST 800-53 Rev 5 SI-4(12)
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| central-1::control/IOQUGWNHEDSO | • Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/CLDCBWOSIAUL | | |
| • Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/ISMLVCTXZGYF | | | |
| • Europe (Frankfurt)  
arn:aws:controltower:eucentral-1::control/OOGEPDLGDWEM | | | |
| • Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/APPYZPTNBLGO | | | |
| • Europe (London)  
arn:aws:controltower:eu-west-2::control/XRRBPVFHMAFT | | | |
| • Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/FKOIMKGDJPBQ | | | |
| • Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/IHHAKHDRLOGU | | | |
| • Asia Pacific (Seoul)  
arn:aws:controltower:ap-northeast-2::control/CFAQB3OYCLFH | | | |
| • Asia Pacific (Tokyo)  
arn:aws:controltower:ap-northeast-1::control/AEHEUFZDKJQD | | | |
| • Europe (Paris)  
arn:aws:controltower:eu-west-3::control/HPAIEIOARUEQ | | | |
| • South America (São Paulo)  
arn:aws:controltower:saeast-1::control/VCHSALJJXEQI | | | |
<p>| • US West (N. California) | | | |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>arn:aws:controltower:us-west-1::control/ UQPZKKDGYZCH</td>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td>ngen:aws:controltower:ap-east-1::control/ TIAHAFDHKOGZJ</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/ VKHCXDMGUOK</td>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td>ngen:aws:controltower:ap-northeast-3::control/ YHLIYCNCGUAA</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-south-1::control/ YKHCXDMGUOK</td>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td>ngen:aws:controltower:ap-northeast-3::control/ YHLIYCNCGUAA</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-1::control/ JUHLFFNMMWX</td>
<td>Europe (Milan)</td>
<td></td>
<td>ngen:aws:controltower:ap-northeast-3::control/ YHLIYCNCGUAA</td>
</tr>
<tr>
<td>arn:aws:controltower:af-south-1::control/ EGHCXDMGUOK</td>
<td>Africa (Cape Town)</td>
<td></td>
<td>ngen:aws:controltower:ap-northeast-3::control/ YHLIYCNCGUAA</td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/ YCCKCTEXWPSW</td>
<td>Middle East (Bahrain)</td>
<td></td>
<td>ngen:aws:controltower:ap-northeast-3::control/ YHLIYCNCGUAA</td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/ YGCHPVUOWVJ</td>
<td>Israel (Tel Aviv)</td>
<td></td>
<td>ngen:aws:controltower:ap-northeast-3::control/ YHLIYCNCGUAA</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-central-2::control/ UHOAJRVIPHLHA</td>
<td>Europe (Zurich)</td>
<td></td>
<td>ngen:aws:controltower:ap-northeast-3::control/ YHLIYCNCGUAA</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-2::control/ SBRKW3RBLSDV</td>
<td>Europe (Spain)</td>
<td></td>
<td>ngen:aws:controltower:ap-northeast-3::control/ YHLIYCNCGUAA</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-south-2::control/ TRQTFJ0ZEOF</td>
<td>Asia Pacific (Hyderabad)</td>
<td></td>
<td>ngen:aws:controltower:ap-northeast-3::control/ YHLIYCNCGUAA</td>
</tr>
<tr>
<td>arn:aws:controltower:me-central-1::control/ NNVSJITSDKOJ</td>
<td>Middle East (UAE)</td>
<td></td>
<td>ngen:aws:controltower:ap-northeast-3::control/ YHLIYCNCGUAA</td>
</tr>
</tbody>
</table>
### Control identifier

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.CODEBUILD.PR.1</td>
<td></td>
<td>• Use strong authentication</td>
<td></td>
</tr>
</tbody>
</table>

- **NIST 800-53 Rev 5 SA-3**
- **PCI DSS version 3.2.1 6.4.4**
- **PCI DSS version 3.2.1 8.2.1**
- **US East (N. Virginia)**
  - arn:aws:controlltower:us-east-1::control/
    JIMFDEAQDWCK
- **US East (Ohio)**
  - arn:aws:controlltower:us-east-2::control/
    XMPGGVRADHWF
- **US West (Oregon)**
  - arn:aws:controlltower:us-west-2::control/
    DWTOSZTSQXGA
- **Canada (Central)**
  - arn:aws:controlltower:ca-central-1::control/
    RSYHHWKEHXCO
- **Asia Pacific (Sydney)**
  - arn:aws:controlltower:ap-southeast-2::control/
    SCDVMCSBZZBP
- **Asia Pacific (Singapore)**
  - arn:aws:controlltower:ap-southeast-1::control/
    RDSUUpXXNODESZ
- **Europe (Frankfurt)**
  - arn:aws:controlltower:eu-central-1::control/
    OZCLPKRVOVHV
- **Europe (Ireland)**
  - arn:aws:controlltower:eu-west-1::control/
    NCDYQYYXIMF
- **Europe (London)**
  - arn:aws:controlltower:eu-west-2::control/
    CZYKFOXD0AE
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/LAPQRZRTCBBL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/PMZEKQNVBRKZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/XWOSMSCORYXY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/EUUKRLJQRWDI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/LFQQPETWUEWP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/PMRWCRVSHCSO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/EHWDPAGOQVY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/EJMERDNUJBQJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/LBGGSRRBSGUS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/QVLWIFOPPDEP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/MKNRUEOIFDIO</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Africa (Cape Town) | arn:aws:controltower:af-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.CODEBUILD.PR.2</td>
<td></td>
<td>Use strong</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>authentication</td>
<td>arn:aws:controltower:us-east-1::control/EJNHNFZRAMFG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/QFRBXZNMGLD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/1937</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>west-2::control/WWHTDFQNALJW</td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/SCRYBKUZHBYQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/CDUPZGSWHYDK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/FTDDOMZPCICH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/DDVQLINSURBW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/WEYMGAQEE5OZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/QZKDW0TRWSLC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/NACQKIAFHRVP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/MVSGVYHINMLZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/E00PASTMJESET</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/DCWLYNEJULNR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/FHZHYYESCQDF</td>
</tr>
</tbody>
</table>
| | | | • South America (São Paulo) arn:aws:controltower:sa-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>east-1::control/</td>
<td></td>
<td></td>
<td>SIANVCRXGWOJ</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>WTHWRJZZOOW</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>VYDLJEUYORHK</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JTEUUIXXPIJQG</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>YPIAEPNIJQG</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JEUDKXERRMYB</td>
</tr>
<tr>
<td>• Africa (Cape</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GCSGHXXWTIVO</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BNEGEZBVNSJ</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MBMBGGAVEJN</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>QGKVBMJEDJEW</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>WZHIVERTKNTM</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ZQLUVNOAMURG</td>
</tr>
</tbody>
</table>
### Control identifier | Framework | Control objective | Control API identifiers, by Region
---|---|---|---
CT.CODEBUILD.PR.3 | • NIST 800-53 Rev 5 AC-2(12)  
• NIST 800-53 Rev 5 AC-2(4)  
• NIST 800-53 Rev 5 AC-4(26)  
• NIST 800-53 Rev 5 AC-6(9)  
• NIST 800-53 Rev 5 AU-10  
• NIST 800-53 Rev 5 AU-12  
• NIST 800-53 Rev 5 AU-2  
• NIST 800-53 Rev 5 AU-3  
• NIST 800-53 Rev 5 AU-6(3)  
• NIST 800-53 Rev 5 AU-6(4)  
• NIST 800-53 Rev 5 AU-9(7)  
• NIST 800-53 Rev 5 CA-7  
• NIST 800-53 Rev 5 SC-7(9)  
• NIST 800-53 Rev 5 SI-3(8)  
• NIST 800-53 Rev 5 SI-4  
• NIST 800-53 Rev 5 SI-4(20) | • Establish logging and monitoring | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/YEHWYAUROHZ  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/UCPZLJEGBZ  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/MJRSPBWBIIWW  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/ZNXNBMZCHFPQ  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/QYCIHTAXYLTZ  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/VBDUMCPMLQTK  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/UTFBCSBSISVW  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/EBCCRSBQEOEK
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London) Arn:aws:controltower:eu-west-2::control/LTEOHIIZTPFH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm) Arn:aws:controltower:eu-north-1::control/BQMCKYUYVIAXA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai) Arn:aws:controltower:ap-south-1::control/OWJXWKPGUCWT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul) Arn:aws:controltower:ap-northeast-2::control/BYCXOWCVCFOP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo) Arn:aws:controltower:ap-northeast-1::control/YFGOVOOKMXZQ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris) Arn:aws:controltower:eu-west-3::control/QNQUMYVIDFEX</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo) Arn:aws:controltower:sa-east-1::control/KQRSGHGFYHVUK</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California) Arn:aws:controltower:us-west-1::control/VEHXVCDHACPS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong) Arn:aws:controltower:ap-east-1::control/KOZNXUGUJOXA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta) Arn:aws:controltower:ap-southeast-3::control/WKTXNANZYVLB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka) Arn:aws:controltower:ap-northeast-3::control/MRUGSCUACOCAC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan) Arn:aws:controltower:eu-</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Control identiﬁer

Framework

Control objective

Control API identiﬁers,
by Region
south-1::control/
AQXBHQXXZESG
• Africa (Cape Town)
arn:aws:controltower:afsouth-1::control/
DMZLXFFHATNX
• Middle East
(Bahrain)
arn:aws:controltower:mesouth-1::control/
VUBGTNAZWXKR
• Israel (Tel Aviv)
arn:aws:controltower:ilcentral-1::control/
GIFAWZCWRHNS
• Europe (Zurich)
arn:aws:controltower:eucentral-2::control/
CMIJYJCFEKWD
• Europe (Spain)
arn:aws:controltower:eusouth-2::control/
DGQLWMRIBAOA
• Asia Paciﬁc
(Hyderabad)
arn:aws:controltower:apsouth-2::control/
KEFQCWMQBGJR
• Middle East (UAE)
arn:aws:controltower:mecentral-1::control/
CKDSLYLCJQRL
• Asia Paciﬁc
(Melbourne)
arn:aws:controltower:apsoutheast-4::control/
JEZZFRMLKWFS

CT.CODEBUILD.PR.4
Control identiﬁer

Framework

Control objective

Control API identiﬁers,
by Region

CT.CODEBUILD.PR.4

• NIST 800-53 Rev 5
AC-2(1)
• NIST 800-53 Rev 5
AC-3

• Enforce least
privilege

• US East (N. Virginia)
arn:aws:controltower:useast-1::control/
RBXKQFZQEPSP
• US East (Ohio)
arn:aws:controltower:us-
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td></td>
<td>east-2::control/PTLLP3Y3YUZQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6(10)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>west-3::control/ZNKDUDRGIXPO</td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/DLHTVNXDNFNR</td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/NMOEJRZEUSOQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/LSZKDLJYXOEC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/MCOFGYCDXMLZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/RANLWUOVCGOF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/VMQVAYCAMXDO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/FBQANITCHZIB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/JWRRISIIXXRF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/LEPJHHBLGBBT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/FRGCRBYCUD1D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/WJDAAHKATGVQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.CODEBUILD.PR.5</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/0JSTETVYFKHE</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/XELBXZJFBGYK</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/KJEOAYEPVAWT</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/YKADOBILMOXE</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/BRCVOCSEPXiQ</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/FPCUV5CX0ALO</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-west-1::control/HSYKYLVTHMSC</td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-west-2::control/WLFHTAHNSJRK</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-north-1::control/KSTQOHLUUMAB</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-south-1::control/ZUBAPDKBHPEE</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-northeast-2::control/JIRHXXYRRCPU</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-northeast-1::control/QMYRAUAQQSPG</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-west-3::control/CUBUEWNCWMLE</td>
</tr>
<tr>
<td>South America</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:sa-east-1::control/EOQMRPVCYIVQ</td>
</tr>
<tr>
<td>US West (N.</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:us-west-1::control/GMPADQDKOSS</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-east-1::control/XOOYSBYTMVEE</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-southeast-3::control/IIQOEVFKXXQUA</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.CODEBUILD.PR.6</td>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td>• Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 10.5</td>
<td>PCI DSS version 3.2.1 10.5.2</td>
<td>Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/LJAFCKIMTDGT</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 2.2</td>
<td>PCI DSS version 3.2.1 3.4</td>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:europe-central-1::control/LJXNL1OCMLCHC</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 3.4</td>
<td>Europe (Ireland)</td>
<td>Europe (London)</td>
<td>arn:aws:controltower:europe-west-1::control/RARRKZENWYMC</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 3.4</td>
<td>Europe (London)</td>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:europe-west-2::control/TUOZOFBNLBJ</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 3.4</td>
<td>Europe (Stockholm)</td>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:europe-north-1::control/NXKXS7NQJNAG</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 3.4</td>
<td>Asia Pacific (Mumbai)</td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-south-1::control/XFEBDNHXUVOK</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 3.4</td>
<td>Asia Pacific (Seoul)</td>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-southeast-1:control/MFNMPARKBBF</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/YLCNQJWSXLBS</td>
<td></td>
<td>northeast-1::control/RXRLKZGUXBFPQ</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:saeast-1::control/UFNUWPKHJXLL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/AWLHICDELPWN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/DQVTQLQFTTBT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/RCUQGUPBRITK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/BJZEVENBVKMT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/LKLEVOQIMCUV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/LXQDTRHEMKEN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:mesouth-1::control/PKBWTCMWQQAH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/AGOYHKVDQPPPM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/SDLNCTLECQXF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.DAX.PR.1</td>
<td></td>
<td>Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/EMIZNBUWZST</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/PWENJMKYDFLI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/LIDITLCMBF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/WQDLGHQPLUEZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/QWQALHIYPODD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/USAYUGMVGCZ</td>
</tr>
</tbody>
</table>

- Europe (Spain) arn:aws:controltower:eu-south-2::control/NKSJVWJEWECR
- Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/SRRAJIMEVGE
- Middle East (UAE) arn:aws:controltower:me-central-1::control/MCFLNKWOTMGG
- Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/BBRKFCWFUGLH

- NIST 800-53 Rev 5 CA-9(1)
- NIST 800-53 Rev 5 CM-3(6)
- NIST 800-53 Rev 5 SC-13
- NIST 800-53 Rev 5 SC-28
- NIST 800-53 Rev 5 SC-28(1)
- NIST 800-53 Rev 5 SC-7(10)
- NIST 800-53 Rev 5 SI-7(6)
- PCI DSS version 3.2.1 3.4
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-west-1::control/HPQCLFNNHNVS</td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-west-2::control/YQFMNRBYQZUH</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-south-1::control/IPCTFYGTPJQK</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-northeast-1::control/YJPSKRTFOVNI</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-west-3::control/PBMMRKGQLQSP</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:sa-east-1::control/XUCOZBWAWDU</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:us-west-1::control/OQJDQHXHVHYQ</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-east-1::control/YERSBEZNALIC</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-southeast-3::control/MAULWZOVBHAG</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-northeast-3::control/AVRDIKUBVIEL</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-south-1::control/AHWDGTQANTPZ</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:af-</td>
</tr>
</tbody>
</table>
## CT.DAX.PR.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.DAX.PR.2        | NIST 800-53 Rev 5 CP-10 | • Improve resiliency  
                     | NIST 800-53 Rev 5 CP-2(2) | • Improve availability |
|                    | NIST 800-53 Rev 5 CP-6(2) | | • US East (N. Virginia)  
                      | NIST 800-53 Rev 5 SC-36 | | arn:aws:controltower:us-east-1::control/SBKTBSUMMKEK |
|                    | | | • US East (Ohio)  
                      | | | arn:aws:controltower:us-east-2::control/XOLXWDXOTSDS |
|                    | | | • US West (Oregon)  
                      | | | arn:aws:controltower:us-west-2::control/RBPGCMBQWDRF |

- • Middle East (Bahrain)  
  arn:aws:controltower:me-south-1::control/RKQETEUGOLZT
- • Israel (Tel Aviv)  
  arn:aws:controltower:il-central-1::control/MEOQYHFOGNJQ
- • Europe (Zurich)  
  arn:aws:controltower:eu-central-2::control/WERBGVNLRWCP
- • Europe (Spain)  
  arn:aws:controltower:eu-south-2::control/XTNHYZREDREV
- • Asia Pacific (Hyderabad)  
  arn:aws:controltower:ap-south-2::control/HDSPSQHQAADH
- • Middle East (UAE)  
  arn:aws:controltower:me-central-1::control/DNHVZNINIVFL
- • Asia Pacific (Melbourne)  
  arn:aws:controltower:ap-southeast-4::control/RYLGCGVEELG

- • NIST 800-53 Rev 5 CP-10
- • NIST 800-53 Rev 5 CP-2(2)
- • NIST 800-53 Rev 5 CP-6(2)
- • NIST 800-53 Rev 5 SC-36
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| • NIST 800-53 Rev 5 SC-5(2)  <br>• NIST 800-53 Rev 5 SI-13(5) | | | west-2::control/ BXXBFHSEQZVC  <br>Canada (Central)  <br>arn:aws:controltower:ca-central-1::control/ JUNTGFKWFJIA  <br>Asia Pacific (Sydney)  <br>arn:aws:controltower:ap-southeast-2::control/ YLPPVAQCLIDZ  <br>Asia Pacific (Singapore)  <br>arn:aws:controltower:ap-southeast-1::control/ LSYCOPMQSAQK  <br>Europe (Frankfurt)  <br>arn:aws:controltower:eu-central-1::control/ WYPOTMKGGRTF  <br>Europe (Ireland)  <br>arn:aws:controltower:eu-west-1::control/ GTNFGAXVMTIY  <br>Europe (London)  <br>arn:aws:controltower:eu-west-2::control/ UDVRXZWEHJLQ  <br>Europe (Stockholm)  <br>arn:aws:controltower:eu-north-1::control/ LWOSQIINZQRT  <br>Asia Pacific (Mumbai)  <br>arn:aws:controltower:ap-south-1::control/ KIADSEVTATNK  <br>Asia Pacific (Seoul)  <br>arn:aws:controltower:ap-northeast-2::control/ MCGGZQJDQSEG  <br>Asia Pacific (Tokyo)  <br>arn:aws:controltower:ap-northeast-1::control/ KCZJTMRTLTPZH  <br>Europe (Paris)  <br>arn:aws:controltower:eu-west-3::control/ RDIXQORVUYTX  <br>South America (São Paulo)  <br>arn:aws:controltower:sa-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>east-1::control/</td>
<td></td>
<td></td>
<td>WKKRCZVYOYA</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ GPIACDHSJUVO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ SDXGBJAMZIPN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ HGXHJVRQSTJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ UNTRGVZHGWC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ SILHLNRKXURR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ QVZKAJFUMHFI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ GHAECZAUNGWM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eucentral-2::control/ SGSXAYLHNSUK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/ RQKTASYXHYVU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/ RDUKUALNEVNU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/ RYEAPJMVRTI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-central-1::control/ JHKLNSDKAMI</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1954
## CT.DAX.PR.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.DAX.PR.3         | • NIST 800-53 Rev 5 AC-17(2)  
                       • NIST 800-53 Rev 5 AC-4  
                       • NIST 800-53 Rev 5 IA-5(1)  
                       • NIST 800-53 Rev 5 SC-12(3)  
                       • NIST 800-53 Rev 5 SC-13  
                       • NIST 800-53 Rev 5 SC-23  
                       • NIST 800-53 Rev 5 SC-23(3)  
                       • NIST 800-53 Rev 5 SC-7(4)  
                       • NIST 800-53 Rev 5 SC-8  
                       • NIST 800-53 Rev 5 SC-8(1)  
                       • NIST 800-53 Rev 5 SC-8(2)  
                       • NIST 800-53 Rev 5 SI-7(6)  
                       • PCI DSS version 3.2.1 2.3  
                       • PCI DSS version 3.2.1 4.1  
                       • PCI DSS version 3.2.1 8.2.1 | • Encrypt data in transit  
                       • US East (N. Virginia)  
                       • US East (Ohio)  
                       • US West (Oregon)  
                       • Canada (Central)  
                       • Asia Pacific (Sydney)  
                       • Asia Pacific (Singapore)  
                       • Europe (Frankfurt)  
                       • Europe (Ireland)  
                       • Europe (London)  
                       • Europe (Stockholm) |  
                       • US East (N. Virginia)  
                       • US East (Ohio)  
                       • US West (Oregon)  
                       • Canada (Central)  
                       • Asia Pacific (Sydney)  
                       • Asia Pacific (Singapore)  
                       • Europe (Frankfurt)  
                       • Europe (Ireland)  
                       • Europe (London)  
                       • Europe (Stockholm) |  
                       • US East (N. Virginia) arn:aws:controltower:us-east-1::control/JSRQEO0OLHCHQ  
                       • US East (Ohio) arn:aws:controltower:us-east-2::control/OUEBONYIBDEN  
                       • US West (Oregon) arn:aws:controltower:us-west-2::control/KJQULRXQPSVI  
                       • Canada (Central) arn:aws:controltower:ca-central-1::control/BYNSAWVHNTAJ  
                       • Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/JCLDTMNDGRTR  
                       • Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/VNHVFUCLAKSX  
                       • Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/XRLXMRYIIIGWI  
                       • Europe (Ireland) arn:aws:controltower:eu-west-1::control/ZDNATWERTBBL  
                       • Europe (London) arn:aws:controltower:eu-west-2::control/NUXYWFVUJBLH  
                       • Europe (Stockholm) arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>north-1::control/DBOHJEJMYNWG</td>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/ACW5AQRXMAPJ</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/QSNXK0ZMYMF</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:aws:controltower:ap-northeast-1::control/KANMRMPWOUQV</td>
</tr>
<tr>
<td></td>
<td>• Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/VXDLDZAZJHUP</td>
</tr>
<tr>
<td></td>
<td>• South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/HVXEDWNTFVJA</td>
</tr>
<tr>
<td></td>
<td>• US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/EFBZVLOIFTYY</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/OWWBUIFRTHWC</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/BHRDSDRZCZYS</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/BBMUTVSRZXPKV</td>
</tr>
<tr>
<td></td>
<td>• Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/EXACLWANURZ</td>
</tr>
<tr>
<td></td>
<td>• Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/PWUHXPBZIORO</td>
</tr>
</tbody>
</table>

1956
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.DMS.PR.1</td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td>Limit network access</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/TZMIGTNDHQVL</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td>Enforce least privilege</td>
<td>• US East (Ohio)               arn:aws:controltower:us-east-2::control/VSDWQVWSEVHU</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>• US West (Oregon)               arn:aws:controltower:us-west-2::control/TEU6LLCHRFBE</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>AC-6</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/XXXIGZQSIPVK</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>SC-7</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ZERDIGHMXMHK</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>SC-7(11)</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ FVTCTPBWHDTL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>SC-7(16)</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/OMLKCPOQPSJTR</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>SC-7(20)</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/YCHPEYBHXXBF</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>SC-7(21)</td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/W600QPQ6GTCC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>SC-7(3)</td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/LEXIGWTCMJSA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>SC-7(4)</td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/UICKSEVCABSW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.2.1</td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/PMXDPQCYQXVY</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.3</td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/CTFMR3UPG6CC</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.3.1</td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/E0SYNKNIGAWA</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.3.2</td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/X0KBSYBQKJ0K</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.3.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>2.2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:us-west-1::control/TSMFXMFCPLVU</code></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-east-1::control/QAPCPDZHYEBF</code></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-southeast-3::control/CXVE0OHIMNNL</code></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-3::control/CPGOCDMDHGFI</code></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eusouth-1::control/OPSWXXYSYUMY</code></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:af-south-1::control/UNWEFSWMLQTO</code></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:mesouth-1::control/ZWSGRHYTXZSN</code></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:il-central-1::control/HZSULTIXLIGQ</code></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eucentral-2::control/UMVTLBCCRGGKV</code></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eusouth-2::control/TGGYQCVRRDMF</code></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-south-2::control/EUCLHHUYDEEC</code></td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:mesouth-1::control/ZWSGRHYTXZSN</code></td>
</tr>
</tbody>
</table>
### CT.DMS.PR.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td><strong>north-1</strong>:control/</td>
<td><strong>YAKMSVKKUHUU</strong></td>
<td><strong>APLZCDFGPPO</strong></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td><strong>south-1</strong>:control/</td>
<td><strong>TCEDVKZNCHKW</strong></td>
<td><strong>west-2</strong>::control/</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td><strong>northeast-2</strong>:control/</td>
<td><strong>WKNUICBMQOV</strong></td>
<td><strong>arn:aws:controltower:eu-</strong></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td><strong>northeast-1</strong>:control/</td>
<td><strong>SQLHUPEXUOKU</strong></td>
<td><strong>arn:aws:controltower:ap-</strong></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td><strong>west-3</strong>:control/</td>
<td><strong>UFYAUPRMCMWX</strong></td>
<td><strong>arn:aws:controltower:eu-</strong></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td><strong>sa-east-1</strong>:control/</td>
<td><strong>CRIBTOSVESOT</strong></td>
<td><strong>arn:aws:controltower:sa-</strong></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td><strong>west-1</strong>:control/</td>
<td><strong>CKDDWAKTYAFR</strong></td>
<td><strong>arn:aws:controltower:us-</strong></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td><strong>east-1</strong>:control/</td>
<td><strong>GLHMEPNCYUSQ</strong></td>
<td><strong>arn:aws:controltower:ap-</strong></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td><strong>southeast-3</strong>:control/</td>
<td><strong>ENVXMQEWHFBX</strong></td>
<td><strong>arn:aws:controltower:ap-</strong></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td><strong>northeast-3</strong>:control/</td>
<td><strong>WDEREYMNGMNU</strong></td>
<td><strong>arn:aws:controltower:ap-</strong></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td><strong>south-1</strong>:control/</td>
<td><strong>ZXTHNNMVRGRT</strong></td>
<td><strong>arn:aws:controltower:eu-</strong></td>
</tr>
</tbody>
</table>
## CT.DOCUMENTDB.PR.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.DOCUMENTDB.PR.1  |           | Encrypt data at rest | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/THVIKWXJQCEB
• US East (Ohio) 
ar:n:aws:controltower:us-east-2::control/AGSE0YNX0SRK |
|                    |           |                  | • Africa (Cape Town)  
ar:n:aws:controltower:af-south-1::control/FESPIXJA0ULK
• Middle East (Bahrain) 
ar:n:aws:controltower:me-south-1::control/OJGKHKSODWGV|
|                    |           |                  | • Israel (Tel Aviv)  
ar:n:aws:controltower:il-central-1::control/NPTLETTIZUMD|
|                    |           |                  | • Europe (Zurich)  
ar:n:aws:controltower:eu-central-2::control/UJGYUMGMJBEY|
|                    |           |                  | • Europe (Spain)  
ar:n:aws:controltower:eu-south-2::control/XGZXZOCUAKPP|
|                    |           |                  | • Asia Pacific (Hyderabad)  
ar:n:aws:controltower:ap-south-2::control/YRGKYVHVRBSL|
|                    |           |                  | • Middle East (UAE)  
ar:n:aws:controltower:me-central-1::control/WOTREEFQIYYS|
|                    |           |                  | • Asia Pacific (Melbourne)  
ar:n:aws:controltower:ap-southeast-4::control/YFAHKVXX0CSX|

- **NIST 800-53 Rev 5 CA-9(1)**
- **NIST 800-53 Rev 5 CM-3(6)**
- **NIST 800-53 Rev 5 SC-13**
- **NIST 800-53 Rev 5 SC-28**
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/HXVOHNCIJRUC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/CUUSQEVMNYIR</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/LVZG0WHNFFQQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/XUVXIHBPXAAM</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/XOBYNYMAVPBF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/UWYKAU5H5RUKZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/CFNP1FZENDEO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/CMAILYDYAUOY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/NJTDQ5HRSPIM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/TEZXETAGKYOT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/E0QZXXNXGA2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ACFERMCUQLYD</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/ NSSWQWRWJNFM</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ TRACDDWLKDRI</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ NDCSWMCFZFWK</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/ BMNUBLZWVWWA</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ FIHFPPXSWPVR</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-central-1::control/ GYXHDLTISRP</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:africa-south-1::control/ AIQLWAENCEVZ</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/ ZKHDGAAC怿YY</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/ AIUENWKGFD</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-central-2::control/ UFMCFFRISYY</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-south-2::control/ AIUTQWKM</td>
</tr>
</tbody>
</table>
| • Asia Pacific (Hyderabad) | | | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.DOCUMENTDB.PR.2</td>
<td>NIST 800-53 Rev 5 SI-12, PCI DSS version 3.2.1 3.1</td>
<td>Improve resiliency</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/ ARZAKWXMLVC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ ZIBRJZXQMYK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ XIHJTNHDRQAF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ NURHQPDKMITF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ YDRKNNEUEWMB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ UIHMQNXGEFFFF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ NDOASXOMEPMNB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>west-1::control/ DVXWRDHUPOPR</td>
<td>• Europe (London)</td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/ HBAHNXQKSECW</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ UATWYHSUXSUY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ XDKECWMGYWQ5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ CMOMYYELJW7W</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ UXMPMAVSMSO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ JXPLMTUAETRJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ GCANCOVHVHNPC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ VTWYHTWZJXDS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ HTINNLWXMRAD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ NTKVAPLDGPIE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ TYKSQTKVDRPU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.DYNAMODB.PR.1</td>
<td>NIST 800-53 Rev 5</td>
<td>Improve resiliency</td>
<td>US East (N. Virginia)</td>
</tr>
</tbody>
</table>

- NIST 800-53 Rev 5 CP-10
- NIST 800-53 Rev 5 CP-6(2)

- Europe (Milan)
  arn:aws:controltower:eu-south-1::control/AFQCMISIBNZN

- Africa (Cape Town)
  arn:aws:controltower:af-south-1::control/XDBAEOQG7F2Q

- Middle East (Bahrain)
  arn:aws:controltower:me-south-1::control/LBGOTUKVIBIY

- Israel (Tel Aviv)
  arn:aws:controltower:il-central-1::control/TLEHFGB1P6V

- Europe (Zurich)
  arn:aws:controltower:eu-central-2::control/YMMXICWPZQC

- Europe (Spain)
  arn:aws:controltower:eu-south-2::control/NOKRKEQWEPFP

- Asia Pacific (Hyderabad)
  arn:aws:controltower:ap-south-2::control/WAJSGCIJCGCH

- Middle East (UAE)
  arn:aws:controltower:me-central-1::control/ZBVKSKCILRS0

- Asia Pacific (Melbourne)
  arn:aws:controltower:ap-southeast-4::control/KWPVVWPRUBZ0
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIST 800-53 Rev 5 CP-9</td>
<td>US East (Ohio)</td>
<td></td>
<td>(\text{arn:aws:controltower:us-east-2::control/ MMOPKUVAJYVD})</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SC-5(2)</td>
<td>US West (Oregon)</td>
<td></td>
<td>(\text{arn:aws:controltower:us-west-2::control/ FEOCXMTRUXN9})</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SI-12</td>
<td>Canada (Central)</td>
<td></td>
<td>(\text{arn:aws:controltower:ca-central-1::control/ MUX0XHEGOERO})</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SI-13(5)</td>
<td>Asia Pacific (Sydney)</td>
<td></td>
<td>(\text{arn:aws:controltower:ap-southeast-2::control/ HYEXGEOADEQCG})</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 3.1</td>
<td>Asia Pacific (Singapore)</td>
<td></td>
<td>(\text{arn:aws:controltower:ap-southeast-1::control/ BQIMDWJDEKLB})</td>
</tr>
<tr>
<td></td>
<td>Europe (Frankfurt)</td>
<td></td>
<td>(\text{arn:aws:controltower:eu-central-1::control/ PUHTG1FRKSNJ})</td>
</tr>
<tr>
<td></td>
<td>Europe (Ireland)</td>
<td></td>
<td>(\text{arn:aws:controltower:eu-west-1::control/ EZQDFKIPCMHL})</td>
</tr>
<tr>
<td></td>
<td>Europe (London)</td>
<td></td>
<td>(\text{arn:aws:controltower:eu-west-2::control/ NWTQTYYDZBH})</td>
</tr>
<tr>
<td></td>
<td>Europe (Stockholm)</td>
<td></td>
<td>(\text{arn:aws:controltower:eu-north-1::control/ CYGILLICLUBJ})</td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td>(\text{arn:aws:controltower:ap-south-1::control/ RMGEYQ0KBYAT})</td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td>(\text{arn:aws:controltower:ap-northeast-2::control/ SICGAHAKEQSW})</td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td>(\text{arn:aws:controltower:ap-northeast-1::control/ YLNVMSVQPPQW})</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ZZZATCBZSQZS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/OWRFVRAEHORK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/AOEAJRZQUOJU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/IGOUAMZMJLPQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/XAWHUFNRUUXO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/CRICQPHNTAAAY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/CXPURYMVYMSC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/XHWTLSZDRHZD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ZRREDRAAHQUB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/IKNHTZWYSGUQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/DMUBHZWCMKBV</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Europe (Spain) | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.DYNAMODB.PR.2   |                | • Encrypt data at rest                 | • **US East (N. Virginia)**<br>arn:aws:controltower:us-east-1::control/AVPWTCQJ3V2FL<br>• **US East (Ohio)**<br>arn:aws:controltower:us-east-2::control/GLNZIQ0ITOES<br>• **US West (Oregon)**<br>arn:aws:controltower:us-west-2::control/RIOHZBTKOBKP<br>• **Canada (Central)**<br>arn:aws:controltower:ca-central-1::control/ZXANARWCPQTR<br>• **Asia Pacific (Sydney)**<br>arn:aws:controltower:ap-southeast-2::control/MXJNGH3Y5QWT<br>• **Asia Pacific (Singapore)**<br>arn:aws:controltower:ap-southeast-1::control/VATDYITSDFZT<br>• **Europe (Frankfurt)**<br>arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>central-1::control/</td>
<td>CBZJAPZHXFDX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ VNDWOJRWDJIZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ RIBSFVFNWIAR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ IADWVKAFGXUW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ WZFVBOYAOMIH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ PGHDDCMDFFER</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ CREBIEGAAVZS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ QVMDXANQFBCA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ LZFDTLNKOQXX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ HMMSOCNOBEX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ PRMTFXGWHHGM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ PCYSWLZHMHPW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/QFZXLJQCUPTB</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/GCGXGJUMGJMR</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/FWOEVCMMZRIE</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/PBRYEFBWDTNV</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/SWUAFOBXQZSO</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/TRYHWAUMGSM</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/GFIJUMQYZYKT</td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/MOYLIDKDFBHL</td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/MPZSKTPNPYTV</td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/NCULPYCWMENB</td>
</tr>
</tbody>
</table>
## Control identifier

CT.EC2.PR.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.EC2.PR.1        | NIST 800-53 Rev 5 AC-21 | • Enforce least privilege  
• Protect configurations | US East (N. Virginia)  
ar:aws:controltower:us-east-1::control/NOTMRPTQNRRAA |
|                    | NIST 800-53 Rev 5 AC-3     |                    | US East (Ohio)  
ar:aws:controltower:us-east-2::control/SMAKVTVJEPXO |
|                    | NIST 800-53 Rev 5 AC-3(15)|                    | US West (Oregon)  
ar:aws:controltower:us-west-2::control/HAYOFUSRHZIZ |
|                    | NIST 800-53 Rev 5 AC-3(7) |                    | Canada (Central)  
ar:aws:controltower:ca-central-1::control/HHAFBCZLQXY |
|                    | NIST 800-53 Rev 5 AC-4     |                    | Asia Pacific (Sydney)  
ar:aws:controltower:ap-southeast-2::control/IZBFOJRZKBEV |
|                    | NIST 800-53 Rev 5 AC-4(21)|                    | Asia Pacific (Singapore)  
ar:aws:controltower:ap-southeast-1::control/UKDFSIYPXFVJ |
|                    | NIST 800-53 Rev 5 AC-6     |                    | Europe (Frankfurt)  
ar:aws:controltower:eu-central-1::control/ADABIOVNNTMS |
|                    | NIST 800-53 Rev 5 CA-7     |                    | Europe (Ireland)  
ar:aws:controltower:eu-west-1::control/GFKNBAOPNHXF |
|                    | NIST 800-53 Rev 5 CA-9(1) |                    | Europe (London)  
ar:aws:controltower:eu-west-2::control/WYV5VHJYIHAD |
|                    | NIST 800-53 Rev 5 CM-2     |                    | Europe (Stockholm)  
ar:aws:controltower:eu-north-1::control/UTXKBQQERGVI |
|                    | NIST 800-53 Rev 5 CM-3(6) |                    | Asia Pacific (Mumbai)  
ar:aws:controltower:ap-south-1::control/0ZFCKKKRKZSIB |
<p>|                    | NIST 800-53 Rev 5 SC-13    |                    |                     |
|                    | NIST 800-53 Rev 5 SC-23    |                    |                     |
|                    | NIST 800-53 Rev 5 SC-28    |                    |                     |
|                    | NIST 800-53 Rev 5 SC-28(1)|                    |                     |
|                    | NIST 800-53 Rev 5 SC-7     |                    |                     |
|                    | NIST 800-53 Rev 5 SC-7(10)|                    |                     |
|                    | NIST 800-53 Rev 5 SC-7(11)|                    |                     |
|                    | NIST 800-53 Rev 5 SC-7(16)|                    |                     |
|                    | NIST 800-53 Rev 5 SC-7(20)|                    |                     |
|                    | NIST 800-53 Rev 5 SC-7(21)|                    |                     |
|                    | NIST 800-53 Rev 5 SC-7(3) |                    |                     |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/PRPQIPYUCLFE</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/YSQCFBUOTEED</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/YAIRLGKSVPS</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/IJAIPRTDFHRB</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-2</td>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/QEIYONGZGVC</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/PNKPPQYMTJFF</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/PWXEQPXBWGJT</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/RDUEMSJPXBWR</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/WLUUDFWBDJHU</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/RDGRKFSEPUC</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/EGMHACFCYINC</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.EC2.PR.10       | None      | • Establish logging and monitoring | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/VAWEVAFBTYX  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/ZXUWNTNZZOQUI  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/MPIXENDLDJMR  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/RTCRRMNLMGRL  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/IMRVGYYQJLW  
• Europe (Zurich)  
arn:aws:controltower:eu-central-2::control/VNHGWCSJJWRA  
• Europe (Spain)  
arn:aws:controltower:eu-south-2::control/IMRVGYYQJLW  
• Asia Pacific (Hyderabad)  
arn:aws:controltower:ap-south-2::control/MTSLSKQPIFR  
• Middle East (UAE)  
arn:aws:controltower:me-central-1::control/FUMJIFSFEJIO  
• Asia Pacific (Melbourne)  
arn:aws:controltower:ap-southeast-4::control/SPYIFBBRIAND |
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| southeast-2::control/PBNLHCFGRZZO | | | Asia Pacific (Singapore)  
| arn:aws:controltower:ap-southeast-1::control/XXRXMNFPAAIIR | | | Europe (Frankfurt)  
| arn:aws:controltower:eu-central-1::control/HPOMPECFAIJ | | | Europe (Ireland)  
| arn:aws:controltower:eu-west-1::control/DBKJHDJXKWNY | | | Europe (London)  
| arn:aws:controltower:eu-west-2::control/CTADRPGQQHQX | | | Europe (Stockholm)  
| arn:aws:controltower:eu-north-1::control/LAUKWKTATLXY | | | Asia Pacific (Mumbai)  
| arn:aws:controltower:ap-south-1::control/IUSDZWVDETIR | | | Asia Pacific (Seoul)  
| arn:aws:controltower:ap-northeast-2::control/GNMPIMBVNVK | | | Asia Pacific (Tokyo)  
| arn:aws:controltower:ap-northeast-1::control/PRVLLJPMYMP | | | Europe (Paris)  
| arn:aws:controltower:eu-west-3::control/YJMLRILGRASE | | | South America (São Paulo)  
| arn:aws:controltower:saeast-1::control/VYTXCSGZJJA | | | US West (N. California)  
<p>| arn:aws:controltower:us-west-1::control/YCLJPFXTKZYU | | |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ HJSQJLSBWSWD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ GNBOOTBHJQVG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ GBJTMJKPAKCE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ DNLPNFANEMRU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ ZBXPGHGLMWWX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ KDLJUDSYZQNF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ TJMFQWKSYRGJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ EEVRM3QGH1FB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/ DCORPIATUVCG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/ TWBJIMNVQOYC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/ XCQHTUPGS1F</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.EC2.PR.11</td>
<td></td>
<td>Limit network access</td>
<td>southeeast-4::control/LYBOKWDBULNW</td>
</tr>
</tbody>
</table>

CT.EC2.PR.11

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EC2.PR.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

• US East (N. Virginia) arn:aws:controltower:us-east-1::control/USZSBVLKBFJW
• US East (Ohio) arn:aws:controltower:us-east-2::control/GAJQJEHKYENL
• US West (Oregon) arn:aws:controltower:us-west-2::control/NMURDTFOJDZH
• Canada (Central) arn:aws:controltower:ca-central-1::control/ZBWKQBJUYPUA
• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/HNTCZVIEEJ0I
• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/GAEZXFNKITWD
• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/PDKCUGSWCJWF
• Europe (Ireland) arn:aws:controltower:eu-west-1::control/RAMFRLQUWVMN
• Europe (London) arn:aws:controltower:eu-west-2::control/XRFWIPMMYBWF
• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/TXQCCBSQPFBN
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
|                    | • PCI DSS version 3.2.1 1.3.6 2.2.2 | Asia Pacific (Mumbai)  
Arn:aws:controltower:ap-south-1::control/IRKWHFEJ0BYB | Asia Pacific (Mumbai)  
Arn:aws:controltower:ap-south-1::control/IRKWHFEJ0BYB |
|                    | • PCI DSS version 3.2.1 2.2.2 | Asia Pacific (Seoul)  
Arn:aws:controltower:ap-northeast-2::control/WOPJHTRSHEFP | Asia Pacific (Seoul)  
Arn:aws:controltower:ap-northeast-2::control/WOPJHTRSHEFP |
|                    | | Asia Pacific (Tokyo)  
Arn:aws:controltower:ap-northeast-1::control/ENUFAUVEZVFI | Asia Pacific (Tokyo)  
Arn:aws:controltower:ap-northeast-1::control/ENUFAUVEZVFI |
|                    | | Europe (Paris)  
Arn:aws:controltower:eu-west-3::control/AZQORBOHZJMI | Europe (Paris)  
Arn:aws:controltower:eu-west-3::control/AZQORBOHZJMI |
|                    | | South America (São Paulo)  
Arn:aws:controltower:saeast-1::control/BCNLWTEEHTHE | South America (São Paulo)  
Arn:aws:controltower:saeast-1::control/BCNLWTEEHTHE |
|                    | | US West (N. California)  
Arn:aws:controltower:us-west-1::control/TLXGBVBTJUVZ | US West (N. California)  
Arn:aws:controltower:us-west-1::control/TLXGBVBTJUVZ |
|                    | | Asia Pacific (Hong Kong)  
Arn:aws:controltower:ap-east-1::control/GROFHQWVWGNJ | Asia Pacific (Hong Kong)  
Arn:aws:controltower:ap-east-1::control/GROFHQWVWGNJ |
|                    | | Asia Pacific (Jakarta)  
Arn:aws:controltower:ap-southeast-3::control/CRATTPOFXYCU | Asia Pacific (Jakarta)  
Arn:aws:controltower:ap-southeast-3::control/CRATTPOFXYCU |
|                    | | Asia Pacific (Osaka)  
Arn:aws:controltower:ap-northeast-3::control/VSDSWNNKPRR0 | Asia Pacific (Osaka)  
Arn:aws:controltower:ap-northeast-3::control/VSDSWNNKPRR0 |
|                    | | Europe (Milan)  
Arn:aws:controltower:eu-south-1::control/RTEWMEUHLJQ | Europe (Milan)  
Arn:aws:controltower:eu-south-1::control/RTEWMEUHLJQ |
|                    | | Africa (Cape Town)  
Arn:aws:controltower:af-south-1::control/JCITPFCDZUQI | Africa (Cape Town)  
Arn:aws:controltower:af-south-1::control/JCITPFCDZUQI |
|                    | | Middle East (Bahrain)  
Arn:aws:controltower:me- | Middle East (Bahrain)  
Arn:aws:controltower:me- |
## CT.EC2.PR.12

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EC2.PR.12</td>
<td></td>
<td>Limit network access</td>
<td>[US East (N. Virginia)] QNDKUCEIEGRNB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[US East (Ohio)] IFRKPJEDMUUU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[US West (Oregon)] VHEHTESLgun</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>[Canada (Central)] arn:aws:controltower:ca-</td>
</tr>
</tbody>
</table>

- **CT.EC2.PR.12**
  - NIST 800-53 Rev 5 AC-4(21)
  - PCI DSS version 3.2.1 2.2
  - Limit network access

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>south-1::control/</td>
<td></td>
<td>south-1::control/</td>
<td>QXBAGIPQXETT</td>
</tr>
<tr>
<td>QXBAGIPQXETT</td>
<td></td>
<td></td>
<td>[Israel (Tel Aviv)] arn:aws:controltower:il-central-1::control/ PDCLSLUSATDKY</td>
</tr>
<tr>
<td>PDCSLUSATDKY</td>
<td></td>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ PDCLSLUSATDKY</td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td></td>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ RTMWZ3PFHER</td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td></td>
<td>Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/ SUUBBBVXQLQ</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td>Asia Pacific</td>
<td>arn:aws:controltower:ap-south-2::control/ TCPUTKECULUH</td>
</tr>
<tr>
<td>(Hyderabad)</td>
<td></td>
<td>(Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/ TCPUTKECULUH</td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td></td>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/ WQCLEHZIZEEQ</td>
</tr>
<tr>
<td>Asia Pacific (Melbourne)</td>
<td></td>
<td>Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-southeast-4::control/ IZALUCPZOAYN</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>central-1::control/HJKXVHTKUFCB</td>
<td></td>
<td></td>
<td><img src="image" alt="Unreadable text" /></td>
</tr>
<tr>
<td>Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/DRPWGXJHMIQA</td>
<td></td>
<td><img src="image" alt="Unreadable text" /></td>
</tr>
<tr>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/INYDINMLKHFD</td>
<td></td>
<td><img src="image" alt="Unreadable text" /></td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/EBSIWJJPVVBW</td>
<td></td>
<td><img src="image" alt="Unreadable text" /></td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/SDYXHOWBMMD</td>
<td></td>
<td><img src="image" alt="Unreadable text" /></td>
</tr>
<tr>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/JWYSLOEAOJJJ</td>
<td></td>
<td><img src="image" alt="Unreadable text" /></td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/SIJDBTELNSU</td>
<td></td>
<td><img src="image" alt="Unreadable text" /></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/VEHFJHVJKNRG</td>
<td></td>
<td><img src="image" alt="Unreadable text" /></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/HFYUZFTNQRZG</td>
<td></td>
<td><img src="image" alt="Unreadable text" /></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/YBIKCGWAORD</td>
<td></td>
<td><img src="image" alt="Unreadable text" /></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/JCOYUSWIRJX</td>
<td></td>
<td><img src="image" alt="Unreadable text" /></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/UDKUYKZVSBVJ</td>
<td></td>
<td><img src="image" alt="Unreadable text" /></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td><img src="image" alt="Unreadable text" /></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/ WJSMEAZXXXXVG</td>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ LSZFIAPIRNTLN</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/UQOCEESBNNIF</td>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/DRLFKVUWERWU</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-1::control/ EPDEAPQFUAPZ</td>
<td>Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/ ERDLIQVQFJJU</td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/ PTDARPFBBEAD</td>
<td>Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/ TGOZBFRIVBD</td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/ TGOZBFRIVBD</td>
<td>Israel (Tel Aviv)</td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/ VPOJZQAASXUU</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-2::control/ CNCXWXERYCOC</td>
<td>Europe (Zurich)</td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/ VPOJZQAASXUU</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-south-2::control/ HBLEAKWSBDXQ</td>
<td>Asia Pacific (Hyderabad)</td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/ HBLEAKWSBDXQ</td>
</tr>
<tr>
<td>arn:aws:controltower:me-central-1::control/ NCITYDSETUMX</td>
<td>Middle East (UAE)</td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/ NCITYDSETUMX</td>
</tr>
</tbody>
</table>
### Control Identifier: CT.EC2.PR.13

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control Objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EC2.PR.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-7</td>
<td>Establish logging and monitoring</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/FZSUCEEEYAPWI</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-2</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ANUKCTRRCCFE</td>
</tr>
<tr>
<td></td>
<td>Canada (Central)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/BUUBNNIBGXB</td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Central)</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/MTUNNERTAWUK</td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Sydney)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/QVHEFPIYSYR</td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Singapore)</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/QZMARZRDZENJ</td>
</tr>
<tr>
<td></td>
<td>Europe (Frankfurt)</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/MYCUMPV3EXFZ</td>
</tr>
<tr>
<td></td>
<td>Europe (Ireland)</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/QCBNFLLWHORL</td>
</tr>
<tr>
<td></td>
<td>Europe (London)</td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/ZJDKEANFYUMV</td>
</tr>
</tbody>
</table>

---

1983
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eunorth-1::control/ARMDLUGJAMIC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/SSCKAJIEWDZO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/OACEJPSHEDTT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/OMYRLAGKXSXR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:euwest-3::control/BWHESSZGTFFW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/HLGYBXIMQRHU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/BTLZSJIHIZWG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/DTDHLEWGSKV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/JYEUKJNOFJQT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Osaka)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ZBBKUULMNWGL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-1::control/AAYFZQDECAPEH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------</td>
<td>----------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.EC2.PR.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>CA-9(1)</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/MQKNFAXJGETK</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>CM-3(6)</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/VMCVOKHAOFHC</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td>SC-13</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/VMCVOKHAOFHC</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td>Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td>SC-28</td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/0OEZRXCQHBCZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/SZRCWAQMISFS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/LXNQLJAJNVL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/EWZWWABCTOCS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/YXZJOTGZJJVL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/YOPBAHVWMVOA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/YCZVKPCTQOOV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/0OEZRXCQHBCZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/SZRCWAQMISFS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/LXNQLJAJNVL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/EWZWWABCTOCS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/YXZJOTGZJJVL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>South America</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:south-1::control/QQXKJMHCUFTX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>North America</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:north-1::control/ZRNPNQFOUNAC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/YXZJOTGZJJVL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/EWZWWABCTOCS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/0OEZRXCQHBCZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/SZRCWAQMISFS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/LXNQLJAJNVL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/YOPBAHVWMVOA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/YCZVKPCTQOOV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/0OEZRXCQHBCZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/SZRCWAQMISFS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/LXNQLJAJNVL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/EWZWWABCTOCS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/YXZJOTGZJJVL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>South America</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:south-1::control/QQXKJMHCUFTX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>North America</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:north-1::control/ZRNPNQFOUNAC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/YXZJOTGZJJVL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/EWZWWABCTOCS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/0OEZRXCQHBCZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/SZRCWAQMISFS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/LXNQLJAJNVL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/YOPBAHVWMVOA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/YCZVKPCTQOOV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/0OEZRXCQHBCZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/SZRCWAQMISFS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/LXNQLJAJNVL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/YOPBAHVWMVOA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/YCZVKPCTQOOV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/0OEZRXCQHBCZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/SZRCWAQMISFS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/LXNQLJAJNVL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/YOPBAHVWMVOA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/YCZVKPCTQOOV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/0OEZRXCQHBCZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/SZRCWAQMISFS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/LXNQLJAJNVL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/YOPBAHVWMVOA</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td>west-2::control/AGCVMUHOLSMD</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
<td>Canada (Central)arn:aws:controltower:ca-central-1::control/GCSRRXAEKBDN</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)arn:aws:controltower:ap-southeast-2::control/GRIQSOWFTUZO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)arn:aws:controltower:ap-southeast-1::control/GIIXBVQAQTNT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td>Europe (Frankfurt)arn:aws:controltower:eu-central-1::control/RIERQJRBKCVS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td>Europe (Ireland)arn:aws:controltower:eu-west-1::control/VBAWHSERVERF0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London)arn:aws:controltower:eu-west-2::control/TBTEUVAFWFLJG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm)arn:aws:controltower:eu-north-1::control/KFIXEWHUEYPE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)arn:aws:controltower:ap-south-1::control/TUQFRYIKJBA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)arn:aws:controltower:ap-northeast-2::control/WCOMSKMDNAFG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)arn:aws:controltower:ap-northeast-1::control/LUUPJIKOPJW0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Paris)arn:aws:controltower:eu-west-3::control/QTNFUAGUVMHB</td>
</tr>
</tbody>
</table>
| | | | South America (São Paulo)arn:aws:controltower:sa-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>east-1::control/</td>
<td></td>
<td></td>
<td>CCWGWUWXJARQL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:us-west-1::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:ap-east-1::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:ap-southeast-3::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:ap-northeast-3::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:eu-south-1::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:af-south-1::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:me-south-1::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:il-central-1::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:eu-central-2::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:eu-south-2::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:ap-south-2::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:us-west-1::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:ap-east-1::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:ap-southeast-3::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:ap-northeast-3::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:eu-south-1::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:af-south-1::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:me-south-1::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:il-central-1::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:eu-central-2::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:eu-south-2::control/</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:ap-south-2::control/</strong></td>
</tr>
</tbody>
</table>
### CT.EC2.PR.15

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EC2.PR.15</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>• Protect data integrity</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/EKBEHJFEWPMC</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2</td>
<td>• Enforce least privilege</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/LOEXLMDALOIF</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/NIVMCMYSFNKG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/VLNRA3HHMQ CCT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/HEEZXQAQNUXR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/MLGHLUDGGFBA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ZAOAPDYMTB00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/0GJDLTYMEUMV</td>
</tr>
</tbody>
</table>

- Middle East (UAE) arn:aws:controltower:me-central-1::control/NVIKBWEVXMCD
- Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/PTTAGSYATZTH

1988
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ WVELBOWUFUVU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ JSDWJRIGKIEJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ WCLNDTLLGBLC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ CKNBVALGPVDU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ TJOEOWKONPTN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ UUXDVLGSYKWG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ HNROLGCXXXVS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ VXSHNZFMMSKV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ QSCQVDJHEKMW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ ORVERZAWCKRO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ VWDQCRJGCBV</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Europe (Milan) | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.EC2.PR.16       | • NIST 800-53 Rev 5 CA-9(1)  
                   | • NIST 800-53 Rev 5 CM-2 | • Protect data integrity  
                   |                                                   | • Enforce least privilege | • US East (N. Virginia)  
                   |                                                   |                                                   | arn:aws:controltower:us-east-1::control/  
                   |                                                   |                                                   | MALASTZISXPG |
|                    |           |                   | • US East (Ohio)  
                   |                                                   |                                                   | arn:aws:controltower:us-east-1::control/  
                   |                                                   |                                                   | MALASTZISXPG |

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.EC2.PR.16       | • Africa (Cape Town)  
                   | • Middle East (Bahrain)  
                   | • Israel (Tel Aviv)  
                   | • Europe (Zurich)  
                   | • Europe (Spain)  
                   | • Asia Pacific (Hyderabad)  
                   | • Middle East (UAE)  
                   | • Asia Pacific (Melbourne) | arn:aws:controltower:af-south-1::control/  
                   | arn:aws:controltower:me-south-1::control/  
                   | arn:aws:controltower:il-central-1::control/  
                   | arn:aws:controltower:eu-central-2::control/  
                   | arn:aws:controltower:eu-south-2::control/  
                   | arn:aws:controltower:ap-south-2::control/  
                   | arn:aws:controltower:me-central-1::control/  
<pre><code>               | arn:aws:controltower:ap-southeast-4::control/ | DXGDLUEZMICZ |
</code></pre>
<p>|                    |           |                   | TLUQUBLKKEWN | MAOAWNIEEAXD | KCKNYSTPSDTM | MAOAWNIEEAXD | RRIIDIUCCWTB | NHDBZTUXELQ | AFZIXCJHXMFE | RUBZGVHDFFLT | YCGPCZCVFQBM |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>east-2::control/YPFNZAUUCHUGK</td>
</tr>
<tr>
<td>• US West (Oregon)</td>
<td>arn:aws:controltower:us-west-2::control/LVYDZONSHIBC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/MXJEIQXYMIFJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/EWRFIOLHUOUD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/NCYJQJARMYXT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/PHENHTTRJBIV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/PGCWQUDCXAJG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/MIPGTOZISOWW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/WAKWHQKMGGOF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/YAAAYGTOX00U</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/CWHKPAVXZHH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/KUMQJAZMWLE</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Europe (Paris) | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>west-3::control/BJJDUJCHVWQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/UJBYDUSDWDL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/GTBKAFMVAFYA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/GUVGIHKHMJX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/GTHXKHCJEJJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/RPJHCTJTENST</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/KASYNBCCNYUL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/WZVBVFGPTFYF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/BJDVDDJKGDCQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/BVDZXJUXHwB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/IRLXLBMFAIST</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/UHZJAZABJYG</td>
</tr>
</tbody>
</table>

1992
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.EC2.PR.17       | • NIST 800-53 Rev 5 CA-9(1)  
                     • NIST 800-53 Rev 5 CM-2  
                     • PCI DSS version 3.2.1 2.2  
                     • Protect data integrity  
                     • Enforce least privilege | • US East (N. Virginia)  
                          arn:aws:controltower:us-east-1::control/  
                          FPFKOPKZWRST  
                     • US East (Ohio)  
                          arn:aws:controltower:us-east-2::control/  
                          LVAJMRVLKXVW  
                     • US West (Oregon)  
                          arn:aws:controltower:us-west-2::control/  
                          JJBWMNJJXOLV  
                     • Canada (Central)  
                          arn:aws:controltower:ca-central-1::control/  
                          DWQPXWLTEDTUY  
                     • Asia Pacific (Sydney)  
                          arn:aws:controltower:ap-southeast-2::control/  
                          SAIQVZKBNBG  
                     • Asia Pacific (Singapore)  
                          arn:aws:controltower:ap-southeast-1::control/  
                          HRLZOUHQKYOBC  
                     • Europe (Frankfurt)  
                          arn:aws:controltower:eucentral-1::control/  
                          WYEFRJHTHWVV |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ETEVULKQLPUO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/QPBHYHIHIBIH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/FYSQOJHWVNSR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/VSOAGVUGDSFC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/TWGQUMHBQPEQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/YNGFYRMLIHYY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/SLVMAGISUXIW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/OFwDBUELFWVIWT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/HMCQCTHXOJAK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/SSGQVSULIUUCO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/VYPANYUF0FAQ</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Asia Pacific (Osaka)| arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Protect data integrity</td>
<td>nordest-3::control/ LAAWESZWTFBN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Protect data integrity</td>
<td>Europe (Milan) arn:aws:controltower:eu-south-1::control/ WAZWRSTLDPD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Protect data integrity</td>
<td>Africa (Cape Town) arn:aws:controltower:af-south-1::control/ ZUUVMACFMBYV</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Protect data integrity</td>
<td>Middle East (Bahrain) arn:aws:controltower:me-south-1::control/ KUGZGUCJEEWT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Protect data integrity</td>
<td>Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/ TPIAEPAYBIMP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Protect data integrity</td>
<td>Europe (Zurich) arn:aws:controltower:eu-central-2::control/ JVSSYWHLGQNZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Protect data integrity</td>
<td>Europe (Spain) arn:aws:controltower:eu-south-2::control/ NEFCDEMGSOWZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Protect data integrity</td>
<td>Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/ YVOTFUYWYGJCL</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Protect data integrity</td>
<td>Middle East (UAE) arn:aws:controltower:me-central-1::control/ DFDUSDEFRXGJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Protect data integrity</td>
<td>Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/ HSVUAIMCVFGU</td>
</tr>
</tbody>
</table>

**CT.EC2.PR.18**

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EC2.PR.18</td>
<td></td>
<td>Protect data integrity</td>
<td>US East (N. Virginia) arn:aws:controltower:us-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| • NIST 800-53 Rev 5 CM-2  
• PCI DSS version 3.2.1 2.2 | • Enforce least privilege | east-1::control/TOHTLYNBKVYA  
• US East (Ohio)  
ar:aws:controltower:us-east-2::control/XBDTGEMIMJYY  
• US West (Oregon)  
ar:aws:controltower:us-west-2::control/RERWXDLVIXB  
• Canada (Central)  
ar:aws:controltower:ca-central-1::control/FCQLVHMQUYEM  
• Asia Pacific (Sydney)  
ar:aws:controltower:ap-southeast-2::control/KFSVTINXOISA  
• Asia Pacific (Singapore)  
ar:aws:controltower:ap-southeast-1::control/WLGOVQZCMVMAX  
• Europe (Frankfurt)  
ar:aws:controltower:eu-central-1::control/JWTQANYVKKRL  
• Europe (Ireland)  
ar:aws:controltower:eu-west-1::control/CANOYGXZAKRK  
• Europe (London)  
ar:aws:controltower:eu-west-2::control/TOVXSJYBPSCY  
• Europe (Stockholm)  
ar:aws:controltower:eu-north-1::control/BLHVJCEFKWFP  
• Asia Pacific (Mumbai)  
ar:aws:controltower:ap-south-1::control/PJAUVLXZJDJL  
• Asia Pacific (Seoul)  
ar:aws:controltower:ap-northeast-2::control/NDQNZAIVSEGA  
• Asia Pacific (Tokyo)  
ar:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ XNFTRACVSIJH</td>
<td>nordest-1::control/ OIHVTXVJSFLZ</td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ TDOHKZLKLJIS</td>
<td>nordest-1::control/ OIHVTXVJSFLZ</td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ KNZWSVFOLOGDW</td>
<td>nordest-1::control/ OIHVTXVJSFLZ</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ NTPRVWTJPLDH</td>
<td>nordest-1::control/ OIHVTXVJSFLZ</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ CXYLMYZHNKTA</td>
<td>nordest-1::control/ OIHVTXVJSFLZ</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ CHWQTIITHCLL</td>
<td>nordest-1::control/ OIHVTXVJSFLZ</td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ BIHFKAGSIGRM</td>
<td>nordest-1::control/ OIHVTXVJSFLZ</td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ HWCESPXJIHW</td>
<td>nordest-1::control/ OIHVTXVJSFLZ</td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ YMTYKZEGMEVN</td>
<td>nordest-1::control/ OIHVTXVJSFLZ</td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ KWEXCDPQJFR</td>
<td>nordest-1::control/ OIHVTXVJSFLZ</td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ QOPUOVYQOUFH</td>
<td>nordest-1::control/ OIHVTXVJSFLZ</td>
<td></td>
</tr>
</tbody>
</table>
### Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
CT.EC2.PR.19 | NIST 800-53 Rev 5 AC-4 | Encrypt data in transit | US East (N. Virginia) arn:aws:controltower:us-east-1::control/ULWNHDAVXSWD
NIST 800-53 Rev 5 CA-9(1) | Protect data integrity | US East (Ohio) arn:aws:controltower:us-east-2::control/WHXHNBCLHZVK
NIST 800-53 Rev 5 CM-2 | Enforce least privilege | US West (Oregon) arn:aws:controltower:us-west-2::control/HQVYJHBVUYUN
NIST 800-53 Rev 5 SC-13 | Encrypt data in transit | Canada (Central) arn:aws:controltower:ca-central-1::control/TNQREQCHEREZ
NIST 800-53 Rev 5 SC-23 | Protect data integrity | Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/RRIY2JRBCSNN
NIST 800-53 Rev 5 SC-8 | Enforce least privilege | Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/RQZHCZBNKII
NIST 800-53 Rev 5 SC-8(1) | Encrypt data in transit | PCI DSS version 3.2.1 4.1
PCI DSS version 3.2.1 4.1 | Protect data integrity |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ XOAHAPWXPEJL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ DLHJFRBQIOUZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ ESFZABHNGKFV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ TQYOHUVRBVLL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ GJAZFJQQYMYY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ DKNVGKMOCFRK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ IFTNPUBQDYXW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ YUCZSOCFIYLY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ PHGMdGBBBZZVQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ GHQNRDIDRRRI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ TRPSRCVRETKa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>southeast-3::control/LKNKZOMUUQIZ</td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/PCXXSLRDAWML</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/KXRJYOKIOLOGY</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/CXDUKDCKMLAX</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/OELBPSKEEAE</td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td></td>
<td></td>
<td>• Europe (Spain) arn:aws:controltower:eu-central-2::control/GTCJJWCENYCY</td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/ZDTJVRYSTHY</td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/MCLM3UJULGBQ</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.EC2.PR.2        | • NIST 800-53 Rev 5 CA-9(1)  
• NIST 800-53 Rev 5 CM-2  
• NIST 800-53 Rev 5 CM-2(2)  
• PCI DSS version 3.2.1 2.2  
• PCI DSS version 3.2.1 7.1.1 | • Enforce least privilege  
• Protect configurations | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/ CVFETGCJNKXF  
• US East (Ohio) arn:aws:controltower:us-east-2::control/ HFMY00XSTPVC  
• US West (Oregon) arn:aws:controltower:us-west-2::control/ GQRIEQCBOSSI  
• Canada (Central) arn:aws:controltower:ca-central-1::control/ KLTLENUYLCHX  
• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ TPIXAIIDPGBY  
• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ TTTKTHOMEJGW  
• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ LDZLIZEYH5BD  
• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ XOCHLLPOOVTV  
• Europe (London) arn:aws:controltower:eu-west-2::control/ CJCTXIIIMNFJX  
• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ YYGVEDLRYTJ  
• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ UMDAUNXLFFJJI |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/UELALJTZTKJG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/IQTZLHSDAVPJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/SSTRQDHRJFX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/AHSLJKRCKEVEG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/FLIITHQMTLZG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/OXDELGPZPGWI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/NSYQXYXHEBEWE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/UWVOMYBTMINT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/TPMKJKPKVEDNA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/DUKUFDMKZNNNE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/RBSTYRGNHTGHQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-2002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>central-1::control/FRMAUAMPFCPJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/CJVAWZZZEAFY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/VHBUBKOEZTHI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/AKETHXXMVTQR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/EHLAXLXRJAQD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/MIZLQYHHGNA</td>
</tr>
</tbody>
</table>

CT.EC2.PR.20

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EC2.PR.20</td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 2.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Encrypt data in transit</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Protect data integrity</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Enforce least privilege</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/PDFDBIRUZZZM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/OLCBWHURMETT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/EMEHQZEQOKXY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/AQALJJABNSXP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-2003</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>southeast-2::control/ WLRZMSULFIXM</td>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ AFBXGNHALNJF</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/ AFBXGNHALNJF</td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/ SQNTAPQOUQNH</td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/ SUARJCFCBBQV</td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/ SUARJCFCBBQV</td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/ RLGGI30QHTWU</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/ JIJMKWUYJACB</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/ BFORNBXJKDWW</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ JKUGSAGCLTHD</td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ REZIZGDEHWRF</td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/ MYAUSTBPZYAV</td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ UCNADOAQCQDL</td>
<td></td>
</tr>
</tbody>
</table>

2004
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/BWQYYGYNTYTF</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/LDIQIPNKYDDU</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/SQHOCRNSEXJEJ</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/DYPMGDYNEIE</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/HBPXHIOVUCIC</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/FQNDWRENQSL</td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/LHDXENIANLXU</td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/APEAFKRXGXXGL</td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/YFIOIOFAVNPW</td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/RXGLYCJGBYGD</td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/RKPIXUCUNYU</td>
</tr>
</tbody>
</table>
| Asia Pacific (Melbourne) |  |  | arn:aws:controltower:ap-
### CT.EC2.PR.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EC2.PR.3</td>
<td></td>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Limit network access</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Enforce least privilege</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST 800-53 Rev 5 SC-7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(11)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(16)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(21)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PCI DSS version 3.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PCI DSS version 3.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PCI DSS version 3.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.3.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PCI DSS version 3.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.3.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PCI DSS version 3.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.3.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PCI DSS version 3.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.3.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PCI DSS version 3.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.2.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>VVDNPMRRUWKZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PZRWTPBHWDVJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ZDDEIIITTHMLA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>XENHMLFNKUIK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>WUNOAUPAPJBR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>LZMEYSKSQSYC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TKGSLZFXKVYV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>KEAWNIFQNQOD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RLLXYAJVITSR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RASRTLWUAOU</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/QIMWICZWNCCTJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/TLXGQRQZRNJR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/DCJBSGTYZDVE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/OOHNQEZZASSE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/QAMRZHHGXINM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/LBDDZFPUBGSA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/WOHIMVFOWTAL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/VCSBDJNKNXJR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/VFVJCOMQJKBH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/IXEOZHLVDVITA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/Y THJBQJVFQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-2007</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.EC2.PR.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td>Limit network access</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ KFDQXDMBXXV</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ UZFYNYFHIKDE</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ AECZRRYXCRTG</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td>SC-7(11)</td>
<td>central-1::control/KPFAQFAQJAWK</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td>SC-7(16)</td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td>SC-7(21)</td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td>SC-7(4)</td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td>SC-7(5)</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td>1.2.1</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td>1.3</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td>1.3.1</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td>1.3.2</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td>1.3.4</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td>1.3.6</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td>2.2.2</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Sydney)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/GEQABOPVFXCO</td>
</tr>
<tr>
<td>Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/BWPBQRUMLMZXK</td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/NUMPUVXQDMGA</td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/NUMPUVXQDMGA</td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/BMSDUHXWMANZ</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/CZTDWPXRIDER</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/VALJQOMVXOMI</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/YTLKASXYASWH</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/MHXZHOBFJFUN</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/AJJMZXYCZHPO</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sao-east-1::control/JZHLGQYTWPNK</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2009
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>PVHDACIBKQU</td>
<td>CT.EC2.PR.4</td>
<td></td>
<td>![arn:aws:controltower:us-west-1::control/ PVHDACIBKQU](mailto:arn:aws:controltower:us-west-1::control/ PVHDACIBKQU)</td>
</tr>
<tr>
<td>JYOPIABWXZKO</td>
<td>CT.EC2.PR.4</td>
<td></td>
<td>![arn:aws:controltower:ap-east-1::control/ JYOPIABWXZKO](mailto:arn:aws:controltower:ap-east-1::control/ JYOPIABWXZKO)</td>
</tr>
<tr>
<td>ERCKYPEQKQY</td>
<td>CT.EC2.PR.4</td>
<td></td>
<td>![arn:aws:controltower:ap-southeast-3::control/ ERCKYPEQKQY](mailto:arn:aws:controltower:ap-southeast-3::control/ ERCKYPEQKQY)</td>
</tr>
<tr>
<td>BNIMHVSGLUNE</td>
<td>CT.EC2.PR.4</td>
<td></td>
<td>![arn:aws:controltower:ap-northeast-3::control/ BNIMHVSGLUNE](mailto:arn:aws:controltower:ap-northeast-3::control/ BNIMHVSGLUNE)</td>
</tr>
<tr>
<td>GFIGHDGRXGM</td>
<td>CT.EC2.PR.4</td>
<td></td>
<td>![arn:aws:controltower:eu-south-1::control/ GFIGHDGRXGM](mailto:arn:aws:controltower:eu-south-1::control/ GFIGHDGRXGM)</td>
</tr>
<tr>
<td>NLXKLURXRNDL</td>
<td>CT.EC2.PR.4</td>
<td></td>
<td>![arn:aws:controltower:af-south-1::control/ NLXKLURXRNDL](mailto:arn:aws:controltower:af-south-1::control/ NLXKLURXRNDL)</td>
</tr>
<tr>
<td>NUDOLFIXZYEZ</td>
<td>CT.EC2.PR.4</td>
<td></td>
<td>![arn:aws:controltower:me-south-1::control/ NUDOLFIXZYEZ](mailto:arn:aws:controltower:me-south-1::control/ NUDOLFIXZYEZ)</td>
</tr>
<tr>
<td>FDAHSWCZBUGN</td>
<td>CT.EC2.PR.4</td>
<td></td>
<td>![arn:aws:controltower:il-central-1::control/ FDAHSWCZBUGN](mailto:arn:aws:controltower:il-central-1::control/ FDAHSWCZBUGN)</td>
</tr>
<tr>
<td>DRDSQMKCIRRJ</td>
<td>CT.EC2.PR.4</td>
<td></td>
<td>![arn:aws:controltower:eu-south-2::control/ DRDSQMKCIRRJ](mailto:arn:aws:controltower:eu-south-2::control/ DRDSQMKCIRRJ)</td>
</tr>
<tr>
<td>KMFIIHJHPROT</td>
<td>CT.EC2.PR.4</td>
<td></td>
<td>![arn:aws:controltower:ap-south-2::control/ KMFIIHJHPROT](mailto:arn:aws:controltower:ap-south-2::control/ KMFIIHJHPROT)</td>
</tr>
<tr>
<td>NXZKINMFEMOI</td>
<td>CT.EC2.PR.4</td>
<td></td>
<td>![arn:aws:controltower:me-central-1::control/ NXZKINMFEMOI](mailto:arn:aws:controltower:me-central-1::control/ NXZKINMFEMOI)</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.EC2.PR.5        | • CIS AWS Benchmark 1.4 5.1  
                    • NIST 800-53 Rev 5 AC-4(21)  
                    • NIST 800-53 Rev 5 CA-9(1)  
                    • NIST 800-53 Rev 5 CM-2  
                    • NIST 800-53 Rev 5 CM-2(2)  
                    • NIST 800-53 Rev 5 CM-7  
                    • NIST 800-53 Rev 5 SC-7  
                    • NIST 800-53 Rev 5 SC-7(21)  
                    • NIST 800-53 Rev 5 SC-7(5)  
                    • PCI DSS version 3.2.1  
                    • PCI DSS version 3.2.1 1.2.1  
                    • PCI DSS version 3.2.1 1.3  
                    • PCI DSS version 3.2.1 1.3.1  
                    • PCI DSS version 3.2.1 1.3.2  
                    • PCI DSS version 3.2.1 1.3.4  
                    • PCI DSS version 3.2.1 2.2  
                    • PCI DSS version 3.2.1 2.2.2 | • Limit network access | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/DUQKORYIWJYQ  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/OEYVCMVLVIAT  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/JZWYQ0ZYBXKL  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/FTWNDUKURLTP  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/JSPEJFTHBYZF  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/XTGIABCSEGH  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/SWBFLJHBRLPW  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/GNLTWRBKZGMV  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/XMREZWZEQWZR |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/EJCXPRMBYXHH</td>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/EJCXPRMBYXHH</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/PEKEYNXLWHA</td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/PEKEYNXLWHA</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/LMVUECWMMAG</td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/LMVUECWMMAG</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/BWLZVKFDRIG</td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/BWLZVKFDRIG</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/LMJNAXCWKFLK</td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/LMJNAXCWKFLK</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/NUXUXUAOGPAS</td>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/NUXUXUAOGPAS</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/XNOKLOVHwBEZ</td>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/XNOKLOVHwBEZ</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/HPUAFLSJFINNQ</td>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/HPUAFLSJFINNQ</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/LSSLWVUIITJC</td>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/LSSLWVUIITJC</td>
</tr>
</tbody>
</table>
| Africa (Cape Town) | arn:aws:controltower:af-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EC2.PR.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/FAQMVDILTRV</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>west-2::control/FSNQGG6G0UBAE</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/DKUIAHCHY2TU</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/NCDQQZLDCZI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapour) arn:aws:controltower:ap-southeast-1::control/TJCZQYWQVXKW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/VTXIUNUITG0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/KVVDNFF0MGMT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/XAXENCPCDHJK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/TIUQFRWX5BR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/RSPKEHRKFSKK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/UBNOJKELNWGQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/UXFUTUKMXHKB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/UKGTSWXIII0EJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>east-1::control/ FWVVDJQAPZUF</td>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ AXCDWYYFELJJ</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ JGBJBNJYKXY5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ OEHVBEUNBFIF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ RKIVCDUNAHHS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ YPBPCB6KRXG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ VFHWJQLUWIIH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ DQKFUMTBNBEXM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ SGAIFIRXPCUH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ TSZFSULSRYZVH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/ YCUUDIRUWMEV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/ PQKQBDQPIXCA</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
CT.EC2.PR.7 | NIST 800-53 Rev 5 CA-9(1) | Encrypt data at rest | US East (N. Virginia) arn:aws:controltower:us-east-1::control/TORIRIQKVTC5
NIST 800-53 Rev 5 CM-3(6) | | | US East (Ohio) arn:aws:controltower:us-east-2::control/KWFITNUSNTO
NIST 800-53 Rev 5 SC-28(1) | | | Canada (Central) arn:aws:controltower:ca-central-1::control/KMLZLRNMCKXY
NIST 800-53 Rev 5 SC-7(10) | | | Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/QVYBW0BWXKC
NIST 800-53 Rev 5 SI-7(6) | | | Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/FISHMDVXAKTQ
PCI DSS version 3.2.1 2.2 | | | Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/NILBBCJYSTMS
PCI DSS version 3.2.1 3.4 | | | Europe (Ireland) arn:aws:controltower:eu-west-1::control/CZSRNXVWWON
PCI DSS version 3.2.1 8.2.1 | | |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/</td>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/JRGGEILMPZCB</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/</td>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/SKZQW0OFKNWA</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/</td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/MXXCFQMDZVYY</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/XMLXJMIJGLVL</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ZAXKMESMEXSF</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/</td>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ZQJJBP0ZEJJK</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/HMVXESEHIEFX</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/NIMAUKZKMI0E</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ZPFLDJXNZPIE</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/QVTIUYOTIXLG</td>
</tr>
</tbody>
</table>
| • Europe (Milan) | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EC2.PR.8</td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td>Limit network access</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/SZOFEUATQICK</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-</td>
</tr>
</tbody>
</table>

- **Africa (Cape Town)**
  arn:aws:controltower:af-south-1::control/HYWNSPMVFMM
- **Middle East (Bahrain)**
  arn:aws:controltower:me-south-1::control/WQKSUTLCTJZO
- **Israel (Tel Aviv)**
  arn:aws:controltower:il-central-1::control/RYBRVORSWOMK
- **Europe (Zurich)**
  arn:aws:controltower:eu-central-2::control/NQITDCBRP8RP
- **Europe (Spain)**
  arn:aws:controltower:eu-south-2::control/RVIOCFZIRSNU
- **Asia Pacific (Hyderabad)**
  arn:aws:controltower:ap-south-2::control/HLKXSQDKBYSC
- **Middle East (UAE)**
  arn:aws:controltower:me-central-1::control/PLWJRFGUNUBT
- **Asia Pacific (Melbourne)**
  arn:aws:controltower:ap-southeast-4::control/EBKEMPBNWLYF
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
<td>east-2::control/KUQMAGPMTIYY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/LPPLQOQCGROV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td>Canada (Central)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/BFYFBNGDUPMY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/WTYIJIQ8QBX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/HVUXMMLIQWUT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-1::control/ESEUINWAQPFU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:euwest-1::control/KMDVQBZAYAYQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>Europe (London)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:euwest-2::control/ARMDGZTTPMFD</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eunorth-1::control/FKBRVRKHONPPP</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/PTTXRHPKISJL</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/DMNHGNNKZEBP</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/XNIAJYSVGVMT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>Europe (Paris)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-2:control/BUQNYQGBRSE</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective, by Region</td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>west-3::control/ZZTQVTTCXGIR</td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/LCMSYPEDNHH</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/YCYMJNOFKIMD</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/XRRNGSVNWUOX</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/LCZICULVYVTQ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/AFMPKBWMAQVX</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/DBCLUROPTPQJ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/KHRCV5MBFTBG</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/CNOBPUWJK1GF</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/LSMWAQUJVBDF</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/UCCVQNPVNYX</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/GAOYRTVNOQHB</td>
<td></td>
</tr>
</tbody>
</table>

2020
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EC2.PR.9</td>
<td></td>
<td>Limit network access</td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CUDBAGSASETAL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BOOVPDGTDMMV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JAUAVPLUXQXF</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td>• Limit network access</td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td>AC-21</td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/</td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td>SLQHS2SHMNDF</td>
</tr>
<tr>
<td></td>
<td>AC-3(7)</td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td>AC-4</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
</tr>
<tr>
<td></td>
<td>AC-4(21)</td>
<td></td>
<td>NKVJXXQBVISF</td>
</tr>
<tr>
<td></td>
<td>AC-6</td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td>SC-7</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
</tr>
<tr>
<td></td>
<td>SC-7(11)</td>
<td></td>
<td>JHBKQBDQDVQGY</td>
</tr>
<tr>
<td></td>
<td>SC-7(16)</td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td>SC-7(20)</td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/</td>
</tr>
<tr>
<td></td>
<td>SC-7(21)</td>
<td></td>
<td>DVZJISBFPEDXQ</td>
</tr>
<tr>
<td></td>
<td>SC-7(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/OTTRCZABNRLV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/UKGRYFSQWORG</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/XOGWRUHGLMYT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/RWBQBCW6GSMY2</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/PPEWYVJUTDL</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/WSPJASMSHIMH</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/RHFKQEVJLWKW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/JPSBSZNEPWS2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/VSYRJAIQJXRE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/ALCTCNZFPWPY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/ZRLPKTZVMADM</td>
</tr>
</tbody>
</table>
| | | | • Asia Pacific (Osaka) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EC2.PV.1</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td></td>
<td>east-1::control/QYNBJXVUADDJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
<td>Canada (Central)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2024
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| northeats::control/KNDLQMVYRIW | northeast-1:control/ | | • Europe (Paris)
| • Europe (Paris) | northeats:control/eu-west-3::control/EAXMQNVTMKSR | | arn:aws:controltower:eu-west-3::control/EAXMQNVTMKSR |
| • South America (São Paulo) | northeats:control/sa-east-1::control/CJWWHCASSXWQ | | arn:aws:controltower:sa-east-1::control/CJWWHCASSXWQ |
| • US West (N. California) | northeats:control/us-west-1::control/PIIQEJBMGLGF | | arn:aws:controltower:us-west-1::control/PIIQEJBMGLGF |
| • Asia Pacific (Hong Kong) | northeats:control/ap-east-1::control/ZSJSCYPACBXQ | | arn:aws:controltower:ap-east-1::control/ZSJSCYPACBXQ |
| • Asia Pacific (Jakarta) | northeats:control/ap-southeast-3::control/JJIXZNLHLHUF | | arn:aws:controltower:ap-southeast-3::control/JJIXZNLHLHUF |
| • Asia Pacific (Osaka) | northeats:control/ap-northeast-3::control/TFTCJOVKJLM | | arn:aws:controltower:ap-northeast-3::control/TFTCJOVKJLM |
| • Europe (Milan) | northeats:control/eu-south-1::control/DEUUO1HPOMKAV | | arn:aws:controltower:eu-south-1::control/DEUUO1HPOMKAV |
| • Africa (Cape Town) | northeats:control/af-south-1::control/JEJIQALGAMRQ | | arn:aws:controltower:af-south-1::control/JEJIQALGAMRQ |
| • Middle East (Bahrain) | northeats:control/me-south-1::control/KTTDGVYDMQBF | | arn:aws:controltower:me-south-1::control/KTTDGVYDMQBF |
| • Israel (Tel Aviv) | northeats:control/il-central-1::control/UDWMDOPMGLTO | | arn:aws:controltower:il-central-1::control/UDWMDOPMGLTO |
| • Europe (Zurich) | northeats:control/eu-central-2::control/OVJYKTCVHJFK | | arn:aws:controltower:eucentral-2::control/OVJYKTCVHJFK |
### CT.EC2.PV.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EC2.PV.2</td>
<td></td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/ XFNEYNNZPTGL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ JRCJLYEUWEAR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ WKQRXQBHPKHM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ SFHBTRLTBPKE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ DYMENZARMKVA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ FDIWDCPRVBDU</td>
</tr>
</tbody>
</table>

* CT.EC2.PV.2 **Control identifier** | **Framework** | **Control objective** | **Control API identifiers, by Region**

- **Europe (Spain)** arn:aws:controltower:eu-south-2::control/QPCQUNRTQSAB
- **Asia Pacific (Hyderabad)** arn:aws:controltower:ap-south-2::control/GRWQKMQTHFTA
- **Middle East (UAE)** arn:aws:controltower:me-central-1::control/ZYZPAEQXYYYZ
- **Asia Pacific (Melbourne)** arn:aws:controltower:ap-southeast-4::control/MEPVVZUXO1WE

* Control objective: Encrypt data at rest

* Framework: NIST 800-53 Rev 5
  - CA-9(1)
  - CM-3(6)
  - SC-13
  - SC-28
  - SC-28(1)
  - SC-7(10)
  - SI-7(6)

* Framework: PCI DSS version 3.2.1
  - 2.2
  - 3.4
  - 8.2.1
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/</td>
<td></td>
<td>YXRJTFNSRQBT</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/</td>
<td></td>
<td>EMUCXPDDRQRS</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/</td>
<td></td>
<td>XNMPIQUPZZQ</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/</td>
<td></td>
<td>UBHHEAUUYQRY</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/</td>
<td></td>
<td>JDDQDBMIYNKPU</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
<td></td>
<td>KPBTWENBXJWV</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
<td></td>
<td>QBBKUFGDMMSM</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/</td>
<td></td>
<td>IQBWWLWAYSJW</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td></td>
<td>FPLQDQLMJECL</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/</td>
<td></td>
<td>SJTQZMYHUXUW</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td></td>
<td>RLFTOFECFLX</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>southeast-3::control/EJDXIVMHLMPFA</td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/LYRNEBMKPRTR</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/TUCSBMYCQFPAP</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/SAMYCDSLHRSP</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/QMCKFJKDPTTH</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/FEJPHVPBVSLV</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/YCHZHVVXGHRV</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/WHRRRJKPJBR</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/VCZVABGYJPWF</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Middle East (UAE) arn:aws:controltower:me-central-1::control/QUKERNRWEKDV</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/HYKICGFAWYUK</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## CT.EC2.PV.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.EC2.PV.3         | • NIST 800-53 Rev 5 AC-21  
                      • PCI DSS version 3.2.1  
                      • PCI DSS version 3.2.1  
                      • PCI DSS version 3.2.1  
                      • PCI DSS version 3.2.1  
                      • PCI DSS version 3.2.1 | • Enforce least privilege | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/XGEAULNJZNVE  
                      • US East (Ohio) arn:aws:controltower:us-east-2::control/QFUMDYUVOKNH  
                      • US West (Oregon) arn:aws:controltower:us-west-2::control/ZRARVNPRKEDC  
                      • Canada (Central) arn:aws:controltower:ca-central-1::control/QERNFETYILJR  
                      • Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ZFGPINZEDNHA  
                      • Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/YDWHLDLLQYKQ  
                      • Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/XCBBLVWRUUZJ  
                      • Europe (Ireland) arn:aws:controltower:eu-west-1::control/DXEDENHXARDC  
                      • Europe (London) arn:aws:controltower:eu-west-2::control/VZAGIIWANTB  
                      • Europe (Stockholm) arn:aws:controltower:eu-north-1::control/LMOGZFXQTSFQ  
                      • Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/PMUHWXSMWSWPJ |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/IKBXDKHINKQZ</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/-DDDZBLDXBNLI</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ZCCRTDVKBPMW</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:saeast-1::control/KIWTIKZGTJA</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/CWFSOMNPVEWX</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/XOCKEFMNJOJL</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/DUZAZKIYTOJI</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/FCBHSKCCQWIW</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-1::control/UAXGCRRLSTKBX</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/VHAIKMBJAYNU</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:mesouth-1::control/LHIONJLMUIVY</td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>southeast-2::control/KPDJI3GHKZWJ</td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/JMVYSPFCMP0P</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ZBOMDKMJYRN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/SNXTYMBHGDFS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/QVTYVILQTNNC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/IPFWXQGYWXMH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/JODKGYKBMUCI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/LZLMUHOWCXXM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/DKWRBPJYSHT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/MXJHNTCSCIJS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/QDTMWLLWNVW</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/TCNVZJHEWTIH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ODNPAKUTMSCP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/LETJITMENKEQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/HIZPXMQPA0IA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/YNCMWZYJQYVG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/SSTBOJXRKDOQW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/PUTUJBSEMFAP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/PQEP0ZEKFKXX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eucentral-2::control/GACNHSGANTCE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/KWVFIBRUVCNW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/TADWJEUEHALG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/OTYTELEJSOJRC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.EC2.PV.5        | • NIST 800-53 Rev 5 AC-6  
• PCI DSS version 3.2.1 2.2  
• PCI DSS version 3.2.1 2.2.2 | • Enforce least privilege  
• Protect configurations | • US East (N. Virginia)  
ar:n:aws:controltower:us-east-1::control/NNHGIDDDKHMWE  
• US East (Ohio)  
ar:n:aws:controltower:us-east-2::control/BEIPHXRJNBTF  
• US West (Oregon)  
ar:n:aws:controltower:us-west-2::control/XRKLQWOPJVYS  
• Canada (Central)  
ar:n:aws:controltower:ca-central-1::control/JUKQTEJGAVSA  
• Asia Pacific (Sydney)  
ar:n:aws:controltower:ap-southeast-2::control/BXVVWHFTY0AF  
• Asia Pacific (Singapore)  
ar:n:aws:controltower:ap-southeast-1::control/CKUTHXNXRMCF  
• Europe (Frankfurt)  
ar:n:aws:controltower:eu-central-1::control/FLVQLJKGJQCU  
• Europe (Ireland)  
ar:n:aws:controltower:eu-west-1::control/SKYWK2NFEBKZH  
• Europe (London)  
ar:n:aws:controltower:eu-west-2::control/UVLTSPLSBWJZ  
• Europe (Stockholm)  
ar:n:aws:controltower:eu-north-1::control/LPFLLDHCXRW |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/KXLRVKUCFQSJ</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/QFGLUGBHYXZK</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/UWULNDELZYCJ</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/NFLPMHINYBWP</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/VXQUMHXZOVIU</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/MSDFWAYUUFU</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/UYBYUHTDNANI</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/GMSHBDOAHKHI</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/BZXQVPISUJUE</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/CIFRWUDOGZZZ</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/YZBRYPYMHOSR</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>---------------------</td>
<td>-------------------------</td>
<td>-------------------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.EC2.PV.6</td>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ROQSXWNZWNSL</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2(2)</td>
<td>• Protect configurations</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/BXTIHYDLFUP</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/HQXFMTJNEBMH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-</td>
</tr>
</tbody>
</table>
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CT.EC2.PV.6

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EC2.PV.6</td>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ROQSXWNZWNSL</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2(2)</td>
<td>• Protect configurations</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/BXTIHYDLFUP</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/HQXFMTJNEBMH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>central-1::control/HPAJKCLSWUKI</td>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/GUMQHPYKEKBX</td>
</tr>
<tr>
<td>central-1::control/</td>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/OGSGHVHZCIMC</td>
</tr>
<tr>
<td>central-1::control/</td>
<td>• Europe (Frankfurt)</td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/MIQDLAGROXRA</td>
</tr>
<tr>
<td>central-1::control/</td>
<td>• Europe (Ireland)</td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/SXASPFXVYCVQ</td>
</tr>
<tr>
<td>central-1::control/</td>
<td>• Europe (London)</td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/XBRSUVRBMRYY</td>
</tr>
<tr>
<td>central-1::control/</td>
<td>• Europe (Stockholm)</td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/KDBTSQXEVFKN</td>
</tr>
<tr>
<td>central-1::control/</td>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/GTSXROEFLIQQ</td>
</tr>
<tr>
<td>central-1::control/</td>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/WEQIFHCUTLKV</td>
</tr>
<tr>
<td>central-1::control/</td>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/WEAEZPVLAECWY</td>
</tr>
<tr>
<td>central-1::control/</td>
<td>• Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/FSUBQPEADBIIK</td>
</tr>
<tr>
<td>central-1::control/</td>
<td>• South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/JPBFZNFDOMLK</td>
</tr>
<tr>
<td>central-1::control/</td>
<td>• US West (N. California)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/ YRJCIPDCHPN</td>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ CVIASRNENCBK</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/ ZXTG6JQZHLQY</td>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ UVSJZUHFSUKD</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-northeast-3::control/ UVSJZUHFSUKD</td>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/ UVSIZQDYZVPQ</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-south-1::control/ UVSIZQDYZVPQ</td>
<td>Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/ DTSIZQDYZVPQ</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-1::control/ DTSIZQDYZVPQ</td>
<td>Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/ UAXLTHFETOAY</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:af-south-1::control/ UAXLTHFETOAY</td>
<td>Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/ FANHDBWKZLS</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/ FANHDBWKZLS</td>
<td>Israel (Tel Aviv)</td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/ FOPVXPPQJNL</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/ FOPVXPPQJNL</td>
<td>Europe (Zurich)</td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/ YMJBGBGTFCVN</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-central-2::control/ YMJBGBGTFCVN</td>
<td>Europe (Spain)</td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/ FXLWNQRVHTMZ</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-2::control/ FXLWNQRVHTMZ</td>
<td>Asia Pacific (Hyderabad)</td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/ ACJBMGGJFCLG</td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-south-2::control/ ACJBMGGJFCLG</td>
<td>Middle East (UAE)</td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/ NNLTLRTRCFJB</td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:me-central-1::control/ NNLTLRTRCFJB</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### CT.ECR.PR.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.ECR.PR.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Manage vulnerabilities</td>
<td>US East (N. Virginia)</td>
<td>arn:aws:controltower:us-east-1::control/QXNBGIPKJBEQ</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 CM-2</td>
<td>Protect configurations</td>
<td>US East (Ohio)</td>
<td>arn:aws:controltower:us-east-2::control/WUAWJINPVBIG</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td>US West (Oregon)</td>
<td>arn:aws:controltower:us-west-2::control/IRQTOSLASFTT</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 3.1</td>
<td></td>
<td>Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/IMGIIIRQPZYLI</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/QBVJWKFJGIXU</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/UKSAVCPEYYXG</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/BLRQAAKNFKRK</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/JHXDESJFVFUH</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/GEXAFJDYDCYJ</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/LAUVCEXCNRP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/MYOMRLIOXVFN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/QMYDBMPB00HM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/IRDND0LWNMNN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/CXODZHXMCVEE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/UERWGPURZSY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/THFIWZVCVZGV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/EHPCPFMOJUEW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/YBFBQOUUSWp</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/QZAKDBVRAQPU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/KIPJOMKOBOMA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.ECR.PR.2</td>
<td>NIST 800-53 Rev 5 RA-5</td>
<td>Manage vulnerabilities</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/MOWSMNNGTNEJ</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 11.2.3</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/QKPSFRNOREPV</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 6.3.2</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/CTZCTUGJAEZNV</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/IOIUROJXAO7B</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/GPJWARDBOLYJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/GOVJWUEVROCT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/SSGGVLEUYFGH</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/RYSKJQCTSTWT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-southeast-4::control/TZCTUGJAEZNV</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/DKZSCADUUVKR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/RYSKJQCTSTWT</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/GPJWARDBOLYJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-southeast-4::control/TZCTUGJAEZNV</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>west-2::control/</td>
<td>WODEILPXPBWH</td>
<td>• Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/NTNTNZEGMLUH</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/QZCGKPXCBXGB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ATEORBKQUMYV</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ITYUPRDRHQJX</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/WYFFKCKEPLJD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/IEEUEQBFCCBK</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/CTBPMNOJRRRG</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/WBSBAJCHOSLR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ELSOUNERQMFAM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/BBNLHIGHLHVD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/YBYDPISAGFVJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>east-1::control/OGUGZGHPIBMEQ</td>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/SXENUGPYUKAD</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/PIRUMJAENJDF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/NQTDLNZG0GBG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/DSZQHOHPILVM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/IOCROVUHSSPK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ZCFFKHBNTVBL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:mesouth-1::control/MDCLENDMMJGN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/OC5HRWCPB1GG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/BWSAXHIZEZDD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/EAUQCAJHCRLS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/JUTYWVTNRCMS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.ECR.PR.3</td>
<td></td>
<td>Protect configurations</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/RKDZMSUYQTH0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ARYALUPZXERR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/FQOEMCXBLGKN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/FKSEYKPSDJT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/NEMIRSQYEPIE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/XZFSMLDDYHOK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eucentral-1::control/CZVDXRZBE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/EVJNATWHXBEW</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ZEZBSLWHLNTZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/DQXOSGOLEFTV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/QAMXLOUSWQVO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ECNPMKMZLJXF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/KIXAFVFYWNOM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/FNBIPNPRWQX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/FVDLDRMSGHME</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/LQFQWXGRRJXG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/CPTYXYMLLOZE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/QRCFKIBEUPDE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/UQFQHQUAIBAI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-west-2::control/ZEZBSLWHLNTZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.ECS.PR.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
<td>• Manage vulnerabilities</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/MHZENEKNVRDM</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td></td>
<td>east-2::control/MYSVOZBSJPII</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/PRTAZZJZIMQM</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 AC-5</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/GBPYRLBQCKZ</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/AELENOQZMXVF</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ARPWJUYLVQEF</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SI-2</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/MJYZZTPTBHOK</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SI-2(2)</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/FJIWMSMFTNUJP</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SI-2(5)</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/JQRIGJX0XPYN</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 1.3.7</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/KPQKCVFHKYM</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 6.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/AVQAVALBSYMU</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/OXTKLLLGWQCV</td>
</tr>
</tbody>
</table>
| PCI DSS version 3.2.1 7.2.1 |  |  | Europe (Paris) arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-3::control/TFUJIAEBMCWO</td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/LBRTCEKHUMKQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/SYYXANDPGYMO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/MZVXPGPLPGWVM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/ORAWXBHCEJWG</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/RXWKVANCUWSA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/JRISOKFFILDM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/NDMGEEZJEXYO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/EBKWKZSZPRTF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/FYQMDAKQISNQ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/MUCKKRINLINT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/GMOHYFMCJCQWC</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### CT.ECS.PR.10

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.ECS.PR.10       | • NIST 800-53 Rev 5 CA-9(1)  
|                    | • NIST 800-53 Rev 5 CM-2  
|                    | • PCI DSS version 3.2.1 1.3.7 | • Protect configurations  
|                    |                    | • Enforce least privilege          | • US East (N. Virginia)  
|                    |                    |                                          |    arn:aws:controltower:us-east-1::control/  
|                    |                    |                                          | SIJXAEJNCZRU          |
|                    |                    |                                          | • US East (Ohio)  
|                    |                    |                                          |    arn:aws:controltower:us-east-2::control/  
|                    |                    |                                          | KRBXESUGGRWX          |
|                    |                    |                                          | • US West (Oregon)  
|                    |                    |                                          |    arn:aws:controltower:us-west-2::control/  
|                    |                    |                                          | TZNJBPCCHXKPN          |
|                    |                    |                                          | • Canada (Central)  
|                    |                    |                                          |    arn:aws:controltower:ca-central-1::control/  
|                    |                    |                                          | QFQHDL3JUVA          |
|                    |                    |                                          | • Asia Pacific (Sydney)  
|                    |                    |                                          |    arn:aws:controltower:ap-southeast-2::control/  
|                    |                    |                                          | BARUWERYCVPZ          |
|                    |                    |                                          | • Asia Pacific (Singapore)  
|                    |                    |                                          |    arn:aws:controltower:ap-southeast-1::control/  
|                    |                    |                                          | JYwFVNVOCRVR          |
|                    |                    |                                          | • Europe (Frankfurt)  
|                    |                    |                                          |    arn:aws:controltower:eu-central-1::control/  
<p>|                    |                    |                                          | NIQDIWOHUBIN          |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/QTCQLTCIQJQZ</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/BCRKCZGQDGDIL</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:aws:controltower:eu-north-1::control/XWUPVDSFNTVZ</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/TOAJYCRKCJQD</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/OHEAQZBMADFE</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/SFTBSYX0GMZG</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ZBUMWEYBEHMP</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/XJVRGJIFJMX</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/NNYUGCATX0CK</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/BDWFMGKGTLC</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/AJNKRBFUKMIW</td>
</tr>
</tbody>
</table>
| • Asia Pacific (Osaka) |           |                  | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.ECS.PR.11</td>
<td>NIST 800-53 Rev 5 AC-2(1)</td>
<td>Enforce least privilege</td>
<td>US East (N. Virginia) arn:aws:controltower:us-</td>
</tr>
<tr>
<td>nordest-3::control/NTURYGMJMDIN</td>
<td></td>
<td></td>
<td>2051</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/NUGUPHOMSEQV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/LUPHAYKCDN0T</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/LVCENSFTEGNUM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/NCW7YNSFNOAO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/AJKJAINRYYQR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/VC0D0IZDBXDK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/TEOLHJITGNSI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/HKCKNEDVBSVT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-southeast-4::control/KQEMAQVKCPAV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td></td>
<td>east-1::control/FFKIKNEMQIMG</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td></td>
<td>US East (Ohio)arn:aws:controltower:us-east-2::control/YMJJJSFOHTFV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
<td>US West (Oregon)arn:aws:controltower:us-west-2::control/FNUUGNLHLMKT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-5</td>
<td></td>
<td></td>
<td>Canada (Central)arn:aws:controltower:can-central-1::control/EINHSETMUTZS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)arn:aws:controltower:ap-southeast-2::control/EUFKWMGWEVF</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)arn:aws:controltower:ap-southeast-1::control/TXMERKRTZUCXZ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td></td>
<td>Europe (Frankfurt)arn:aws:controltower:eu-central-1::control/ZGZXTLVZQFOH</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>Europe (Ireland)arn:aws:controltower:eu-west-1::control/UVDVAUNQEEFE</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.4.1</td>
<td></td>
<td></td>
<td>Europe (London)arn:aws:controltower:eu-west-2::control/HFPECCDKNWON</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.4.2</td>
<td></td>
<td></td>
<td>Europe (Stockholm)arn:aws:controltower:eu-north-1::control/LBWOHEISYBLE</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.4.3</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)arn:aws:controltower:ap-south-1::control/HZHSMSMNSGECV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.4.4</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)arn:aws:controltower:ap-northeast-2::control/SEFHYQQECPNZ</td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 7.4.5 | | | Asia Pacific (Tokyo)arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>northeast-1::control/ GQVKXJHRWRZY</td>
<td>• Europe (Paris)</td>
<td>• South America (São Paulo)</td>
<td>• US West (N. California)</td>
</tr>
</tbody>
</table>
### Control identifier  | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
CT.ECS.PR.12 |  |  |  

**Control objective**:
- Use strong authentication

**Control API identifiers, by Region**:
- **US East (N. Virginia)**
  arn:aws:controltower:us-east-1::control/AMSNQJFMVYFK
- **US East (Ohio)**
  arn:aws:controltower:us-east-2::control/PDBTCIAMJFJ
- **US West (Oregon)**
  arn:aws:controltower:us-west-2::control/DFEQFDPQBGAA
- **Canada (Central)**
  arn:aws:controltower:ca-central-1::control/UICVAWREUIA
- **Asia Pacific (Sydney)**
  arn:aws:controltower:ap-southeast-2::control/QANDDOVBOKJX
- **Asia Pacific (Singapore)**
  arn:aws:controltower:ap-southeast-1::control/EDPKYCGGTMWS
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/JWXCYUIPKKHAA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/EMXLY3RHKRXQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ZIQTSJXBFAEB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/XBKALBVBFBMU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/PHUSQUZZKDFW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/JTQTBQJXRQY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/MGRRKOTQYGT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/FRGKEKRNAA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ANOIHODA2ZF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/YDLIOLKELUTQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/XAKUNACPPCIH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>southeast-3::control/</td>
<td></td>
<td></td>
<td>FBNIUCYMSF6P</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ CUTFNPUSF664</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>LGDXFQGFDJ</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>ICYGGNTPXDD</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>CDBKAMWXZRH</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>JMISFEYTYRYK</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>RCKSOE0JQXQ</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>HCQDNSIUYVB</td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td>DMYMTIRUMAR</td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td></td>
<td></td>
<td>WIKFYNQXWXX</td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td></td>
<td></td>
<td>JTW2ZEPHNQXVH</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
</tbody>
</table>
| CT.ECS.PR.2        | • NIST 800-53 Rev 5 AU-6(3)  
• NIST 800-53 Rev 5 AU-6(4)  
• NIST 800-53 Rev 5 CA-7  
• NIST 800-53 Rev 5 SI-2  
• PCI DSS version 3.2.1  
10.1  
• PCI DSS version 3.2.1  
10.2.1  
• PCI DSS version 3.2.1  
10.2.2  
• PCI DSS version 3.2.1  
10.2.3  
• PCI DSS version 3.2.1  
10.2.4  
• PCI DSS version 3.2.1  
10.2.5  
• PCI DSS version 3.2.1  
10.2.7  
• PCI DSS version 3.2.1  
10.3.1  
• PCI DSS version 3.2.1  
10.3.2  
• PCI DSS version 3.2.1  
10.3.3  
• PCI DSS version 3.2.1  
10.3.4  
• PCI DSS version 3.2.1  
10.3.5  
• PCI DSS version 3.2.1  
10.3.6 | • Establish logging and monitoring | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/BYFWXRYYSYXBPV  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/KERIBBICUEGG  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/LBPTWMIHFKYG  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/SHIXZVMGGYMM  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/WXYOROQYZPPG  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/FDKSTHVUWWYA  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/WRZGKFSXXORW  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/HFXLZYQMGFRS  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/FOHVPKZVRHPF  
• Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/ZUDLVFPNDOIO  
• Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/DOAWPTYPTCXV |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/LQMMPHYSFREQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/IUNRXFCQGPR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/OIUCPBXNKYYM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ZEHKMMLYIFGJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/SGZTSNJFPGDX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/LXJSSCOAPFZV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/WMYOLPNABXBV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/USNBRAEIRTOF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/DQFKEHKZLQDW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/YHHQMSOSLWSQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/GBGHLSBTCWQS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### CT.ECS.PR.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.ECS.PR.3</td>
<td>NIST 800-53 Rev 5 AC-2(1)</td>
<td>• Enforce least privilege</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/GFAVSWYHDTND</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td>• Enforce least privilege</td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/QHAHUINVTWCK</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(15)</td>
<td>• Enforce least privilege</td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/FCDPZLCZQNUW</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td>• Enforce least privilege</td>
<td>Canada (Central) arn:aws:controltower:central-1::control/WHBVGSRPVIND</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-5</td>
<td>• Enforce least privilege</td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-4::control/OHUTRXKK3GCQ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td>• Enforce least privilege</td>
<td>Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/OHUTRXKK3GCQ</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.1.1</td>
<td>• Enforce least privilege</td>
<td>Middle East (UAE) arn:aws:controltower:me-central-1::control/FUTZCMEOXCYM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Enforce least privilege</td>
<td>Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/NUVQPYPCWRU</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Enforce least privilege</td>
<td>Europe (Zurich) arn:aws:controltower:eucentral-2::control/KWKNXXTMDNM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Enforce least privilege</td>
<td>Europe (Spain) arn:aws:controltower:eu-south-2::control/UFMSTKPVLYKF</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Enforce least privilege</td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-4::control/OHUTRXKK3GCQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Create plan</td>
<td>Central-1::control/KKQCJCMDMOLOMW</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>southeast-2::control/LHNFHNMMIXX</td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/UMACLLLIDWQA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ICGGLMZIPMAT</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/LQBIGKSRNIXX</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/AROELFZBBOTF</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/XUQCMRRSTMWQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/RQJQNGJDIYW</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/YSVBKSPQRORD</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/BKVHTGKQKYEU</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/EFDXHWMRVIRK</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/RQWURAFSPNK</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/QIGZSAMESKYV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>Framework</td>
<td>Control objective</td>
<td>arn:aws:controltower:ap-east-1::control/NOIWGZCKJDWV</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>Framework</td>
<td>Control objective</td>
<td>arn:aws:controltower:ap-southeast-3::control/HIVKSROFOHMI</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>Framework</td>
<td>Control objective</td>
<td>arn:aws:controltower:ap-northeast-3::control/HIAVTIWMMCDV</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>Framework</td>
<td>Control objective</td>
<td>arn:aws:controltower:eu-south-1::control/REYGPHBQWSGI</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>Framework</td>
<td>Control objective</td>
<td>arn:aws:controltower:af-south-1::control/GGZACHVRLUUM</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>Framework</td>
<td>Control objective</td>
<td>arn:aws:controltower:me-south-1::control/PXEGBZYRWQRK</td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>Framework</td>
<td>Control objective</td>
<td>arn:aws:controltower:il-central-1::control/SYGIWESDSEZZ</td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td>Framework</td>
<td>Control objective</td>
<td>arn:aws:controltower:eu-central-2::control/AAWHOAIJMXLNY</td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td>Framework</td>
<td>Control objective</td>
<td>arn:aws:controltower:eu-south-2::control/PLGSGRFDMHH</td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td>Framework</td>
<td>Control objective</td>
<td>arn:aws:controltower:ap-south-2::control/ACWEVNNIMYUCL</td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td>Framework</td>
<td>Control objective</td>
<td>arn:aws:controltower:me-central-1::control/DKIXMNQCFCEDO</td>
</tr>
<tr>
<td>Asia Pacific (Melbourne)</td>
<td>Framework</td>
<td>Control objective</td>
<td>arn:aws:controltower:ap-2061</td>
</tr>
</tbody>
</table>
## Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
CT.ECS.PR.4 | NIST 800-53 Rev 5 SC-7 | Limit network access | US East (N. Virginia) arn:aws:controltower:us-east-1::control/YAGJMMJCIQDQ
| NIST 800-53 Rev 5 SC-7(11) |  |  | US East (Ohio) arn:aws:controltower:us-east-2::control/MGBLOFCADDW
| NIST 800-53 Rev 5 SC-7(16) |  |  | US West (Oregon) arn:aws:controltower:us-west-2::control/NDQWPPNXIKJO
| NIST 800-53 Rev 5 SC-7(20) |  |  | Canada (Central) arn:aws:controltower:ca-central-1::control/IARHPIWNYLNY
| NIST 800-53 Rev 5 SC-7(21) |  |  | Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/NRNXSUVDQAOK
| NIST 800-53 Rev 5 SC-7(3) |  |  | Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/DQLFFJBHMJJB
| NIST 800-53 Rev 5 SC-7(5) |  |  | Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/NAMUQZRYRJQ0
| NIST 800-53 Rev 5 SC-7(9) |  |  | Europe (Ireland) arn:aws:controltower:eu-west-1::control/KOMKXGLGQHVZ
| PCI DSS version 3.2.1 1.2.1 |  |  | Europe (London) arn:aws:controltower:eu-west-2::control/03ZFAUBEPXZP
| PCI DSS version 3.2.1 1.3 |  |  | Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ETHWPOFJNBHN
| PCI DSS version 3.2.1 1.3.1 |  |  |  
| PCI DSS version 3.2.1 1.3.2 |  |  | 
| PCI DSS version 3.2.1 1.3.4 |  |  | 
| PCI DSS version 3.2.1 1.3.6 |  |  | 

Control identifier: CT.ECS.PR.4
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/ZAWNBERLIWEW</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/IBTZPTTDDYAKT</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/GODEJVZHXFUC</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/NMYHLHTRRSMF</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/DNLNJTIGMMFI</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/FMYFLIBUAQOB</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/RHQTKXEGVONX</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/RVWNBNZEIAMPE</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/VAAGGLZEFDKT</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/NZWMBPGYEQI</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/DDEZLVOWZIVH</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:me-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
</tr>
<tr>
<td>CT.ECS.PR.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td>Establish logging</td>
</tr>
<tr>
<td>AC-4(26)</td>
<td></td>
<td>and monitoring</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AU-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AU-12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AU-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AU-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AU-6(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AU-6(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td>central-1::control/MBYLGYRJ3DVQ</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/OOZUIEFUETGL</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/YAHLRRLBBDTI</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/YQOFKKMHUBER</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/DEAHTYWKLWPU</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.2</td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/DSNUMWDLPJA</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.3</td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/YAUDJTTJYGTZ</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/AEKSNNGNMYUJJ</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.5</td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/JLPDEEKGFTNS</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.6</td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/NWTWUHESHFSA</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.7</td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/XCQPPQZSYJQL</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td>South America (São Paulo) arn:aws:controltower:sa-east-1::control/NHSQHFUTGCNR</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td>US West (N. California)</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/SEKFMJRLAUDZ</td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/AFXFIKNMJTCD</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/NZXRQVWEPR</td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/VU0F93BBPCP</td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/MSHUDWEPRDVI</td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/JLJKXDPIIQQT</td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/PTDTTDWPYNID</td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/UAKPTTHISQKRE</td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/GVWABBLEXZTU</td>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/DFBRAWTBZSIF</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/JBHWTYUKKEEIO</td>
<td>• Middle East (UAE) arn:aws:controltower:me-central-1::control/RYPWRRZQZPNPV</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>-------------------</td>
</tr>
</tbody>
</table>
| CT.ECS.PR.6        | • NIST 800-53 Rev 5 AC-2(1)  
|                   | • NIST 800-53 Rev 5 AC-3  
|                   | • NIST 800-53 Rev 5 AC-3(15)  
|                   | • NIST 800-53 Rev 5 AC-3(7)  
|                   | • NIST 800-53 Rev 5 AC-5  
|                   | • NIST 800-53 Rev 5 AC-6  
|                   | • PCI DSS version 3.2.1  
|                   |                   | 7.1.1  
|                   | • PCI DSS version 3.2.1  
|                   |                   | 7.2.1  
|                   | • PCI DSS version 3.2.1  
|                   |                   | 7.2.2  | • Enforce least privilege  

Asia Pacific (Melbourne)  
arn:aws:controltower:ap-southeast-4::control/IAIPQJCUSFGX  

US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/JTWGGRQVPNPA  

US East (Ohio)  
arn:aws:controltower:us-east-2::control/WXRVLDXHYTSD  

US West (Oregon)  
arn:aws:controltower:us-west-2::control/WOJPYBZNHNQO  

Canada (Central)  
arn:aws:controltower:ca-central-1::control/IFZZ0ZKBHYXF  

Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/ALOSYSCDXMC  

Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/PEWFLWHAXNB  

Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/XPAYGNHWKPRQ  

Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/KVISHXVHFCX  

Europe (London)  
arn:aws:controltower:eu-west-2::control/OPDRCLSYBLYK  
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-north-1::control/PWQAQGQMGWXY</code></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-south-1::control/DNUFPJWDBSLZ</code></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-2::control/AMHLLJICMVIG</code></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-1::control/ZXDGEZSOPFCDF</code></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-west-3::control/SXGYESZKKJTY</code></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:sa-east-1::control/KFTLBREXIINM</code></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:us-west-1::control/APHTPEHOKCKF</code></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-east-1::control/CBOMKCLTZDHU</code></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-southeast-3::control/KWSNCTWDICYIA</code></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-3::control/DZPUWGAVWHXA</code></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-south-1::control/ONBILKCURYST</code></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:af-</code></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>CT.ECS.PR.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CT.ECS.PR.7</td>
<td></td>
<td>Improve availability</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/KXUMGTKTEKZR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/IPDXJYKWODXA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/KXUMGTKTEKZR</td>
</tr>
</tbody>
</table>

*CT.ECS.PR.7*

- **Control identifier**: CT.ECS.PR.7
- **Framework**: NIST 800-53 Rev 5, PCI DSS version 3.2.1
- **Control objective**: Improve availability
- **Control API identifiers, by Region**:
  - US East (N. Virginia) - arn:aws:controltower:us-east-1::control/KXUMGTKTEKZR
  - US East (Ohio) - arn:aws:controltower:us-east-2::control/IPDXJYKWODXA
  - US West (Oregon) - arn:aws:controltower:us-west-2::control/KXUMGTKTEKZR
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-2::control/RYUVZPTAVRFN</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/OWWEUIDVOUHP</td>
</tr>
<tr>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/OWWEUIDVOUHP</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/NEZKAVUMHCLM</td>
</tr>
<tr>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/NEZKAVUMHCLM</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/REWMTIUNPNGU</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/REWMTIUNPNGU</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/CSEKQRBEEBHI</td>
</tr>
<tr>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/CSEKQRBEEBHI</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/SECTLWSVMKFB</td>
</tr>
<tr>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/SECTLWSVMKFB</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/FSUOYQJVISCW</td>
</tr>
<tr>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/FSUOYQJVISCW</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/SXCPWIDYPOPO</td>
</tr>
<tr>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/SXCPWIDYPOPO</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/HHRFRZYONQAJF</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/HHRFRZYONQAJF</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ZHITNVQDDRNT</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ZHITNVQDDRNT</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/BSSDTCJTIXIDJ</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/BSSDTCJTIXIDJ</td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/IMYNHRRNBGGDP</td>
</tr>
<tr>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/IMYNHRRNBGGDP</td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>east-1::control/</td>
<td></td>
<td></td>
<td>RPTFPVNJVVRL</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>UKIVIVVHEFYM</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>DXBQECPIABVE</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SZBNXBFPEGI</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>QMHIUOSCGEHN</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RSBQFQKAVQFR</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SERKYJMNJNYS</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JUHBTBYAVHAF</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PVHIQXRYMXE</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>DVTKBDCSCIJ</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R00ABJEGQ0BT</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FTVHCALGECKE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### CT.ECS.PR.8

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.ECS.PR.8        | • NIST 800-53 Rev 5 AC-2(1)  
• NIST 800-53 Rev 5 AC-3  
• NIST 800-53 Rev 5 AC-3(15)  
• NIST 800-53 Rev 5 AC-3(7)  
• NIST 800-53 Rev 5 AC-5  
• NIST 800-53 Rev 5 AC-6  
• PCI DSS version 3.2.1 7.1.1  
• PCI DSS version 3.2.1 7.1.2  
• PCI DSS version 3.2.1 7.2.1  
• PCI DSS version 3.2.1 7.2.2 | • Manage vulnerabilities | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/ KKVYILEZFGKT  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/ RTPJRPZWEHJ  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/ GIGMOPTTBKT  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/ OPJANTDNJXXU  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/ VAHLXF00ZHSE  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/ JEGHYZBSMSQE  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/ HEKFPAPUJM0V  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/ DSHJHPGBENNQ |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ LVFACZHPEDFZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ NLWRWUMEMNQR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ IGXZMOGOCQBH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ UCEBJDGKYKZIW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ KUHUYIYOXNXL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ YPNPABPWVPA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ GCCOHHGINCEN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ VYVWrRVYUUKH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ FRJMQPFLSYSC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ CPUSDPMIROHK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ NBTIIWMCBBVP</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Europe (Milan)| arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.ECS.PR.9</td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Limit network access</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ULWRYUYOYETK</td>
</tr>
</tbody>
</table>
|                   |           | • Enforce least privilege | • US East (Ohio) arn:aws:controltower:us-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
<td>east-2::control/EFALHMKKWXWXM</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (Oregon)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/OJBRRKE0NNH</td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/QQBFIYI0MAO</td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/YXLNPXSEMFT</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/BZRonDFGFUHD</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/ZODTFHONMPAK</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/UJYCIYPL3PSNDW</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/GSVMYFTSGKW</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/JHDQJBIOETHT</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/BVARTMYMOPNP</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/FKQYIWLKBLWC</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/UFCFASRBMEG</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>west-3::control/</td>
<td>JDNTXDQRRA</td>
<td>• South America</td>
<td>JDNTXDQRRA</td>
</tr>
<tr>
<td>• South America</td>
<td>JDNTXDQRRA</td>
<td>(São Paulo)</td>
<td>JDNTXDQRRA</td>
</tr>
<tr>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td>TIRWNJLSJR</td>
<td>• US West (N.</td>
<td>TIRWNJLSJR</td>
</tr>
<tr>
<td>• US West (N.</td>
<td>TIRWNJLSJR</td>
<td>California)</td>
<td>TIRWNJLSJR</td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/</td>
<td>BNE5JVBSJJKM</td>
<td>• Asia Pacific</td>
<td>BNE5JVBSJJKM</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td>BNE5JVBSJJKM</td>
<td>(Hong Kong)</td>
<td>BNE5JVBSJJKM</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td>CIRJDRQJIHRI</td>
<td>• Asia Pacific (</td>
<td>CIRJDRQJIHRI</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>CIRJDRQJIHRI</td>
<td>Jakarta)</td>
<td>CIRJDRQJIHRI</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
<td>NOCAIXXNKAIJ</td>
<td>• Asia Pacific</td>
<td>NOCAIXXNKAIJ</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>NOCAIXXNKAIJ</td>
<td>(Osaka)</td>
<td>NOCAIXXNKAIJ</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
<td>KFPXJHOPUQJK</td>
<td>• Europe (Milan)</td>
<td>KFPXJHOPUQJK</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>KFPXJHOPUQJK</td>
<td>• Africa (Cape</td>
<td>KFPXJHOPUQJK</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td>WJSSIZCTYILH</td>
<td>Town)</td>
<td>WJSSIZCTYILH</td>
</tr>
<tr>
<td>• Middle East</td>
<td>WJSSIZCTYILH</td>
<td>• Middle East</td>
<td>WJSSIZCTYILH</td>
</tr>
<tr>
<td>(Bahrain)</td>
<td>WJSSIZCTYILH</td>
<td>(Bahrain)</td>
<td>WJSSIZCTYILH</td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/</td>
<td>CTEIMJAETBLH</td>
<td>• Israel (Tel</td>
<td>CTEIMJAETBLH</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>CTEIMJAETBLH</td>
<td>Aviv)</td>
<td>CTEIMJAETBLH</td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/</td>
<td>VCEBDHTMDGK</td>
<td>• Europe (Zurich)</td>
<td>VCEBDHTMDGK</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>VCEBDHTMDGK</td>
<td>• Europe (Spain)</td>
<td>VCEBDHTMDGK</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-central-2::control/</td>
<td>PQYENJTRMKG</td>
<td>• Europe (Spain)</td>
<td>PQYENJTRMKG</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>PQYENJTRMKG</td>
<td>• Europe (Spain)</td>
<td>PQYENJTRMKG</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-2::control/</td>
<td>CTEIMJAETBLH</td>
<td>• Europe (Spain)</td>
<td>CTEIMJAETBLH</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.EKS.PR.1</td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td>Limit network access</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/WBFBYCXMVAQM</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/DYHEOMIUQFIX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/GSLRTSNFSMMH</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:can-central-1::control/AWMWFFQFZKMX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/NJSROBYVJRTO</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/SBDVCVUFDDXN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/NOIJJYYRQMQUEU</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/MAKASQNHOXIS</td>
</tr>
<tr>
<td>1.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>Europe (London)</td>
</tr>
<tr>
<td>1.3</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/OGZYDIHGSKFX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
</tr>
<tr>
<td>1.3.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/SHJWJBNMDRRG</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td>1.3.2</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/YHWWDZFUJRBDQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)</td>
</tr>
<tr>
<td>1.3.4</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/TGCCACSYPMPRO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td>1.3.6</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/0ZXRJRGKCMBS</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-west-3::control/VWLNWLZMRRGC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:sa-east-1::control/ISUUFPYPTGNN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/ZZKJNRKGFHAR</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-east-1::control/LRJDB0ETGAP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/GTUYCDYBWLHO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| arn:aws:controltower:ap-
### Control identifier | Framework | Control objective | Control API identifiers, by Region
---|---|---|---
CT.EKS.PR.2 | • NIST 800-53 Rev 5 CA-9(1) | • Encrypt data at rest | • US East (N. Virginia) arn:aws:controltower:us-

**CT.EKS.PR.2**
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td>• PCI DSS version 3.2.1 8.2.1</td>
</tr>
<tr>
<td>• US East (Ohio)</td>
<td>• US West (Oregon)</td>
<td>• Canada (Central)</td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td>• ASIA PACIFIC (Singapore)</td>
<td>• Europe (Frankfurt)</td>
<td>• Europe (Ireland)</td>
<td>• Europe (London)</td>
</tr>
<tr>
<td>• Asia Pacific (Stockholm)</td>
<td>• Asia Pacific (Mumbai)</td>
<td>• Asia Pacific (Seoul)</td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>northeast-1::control/ BYEGHPQCYSBN</td>
<td>• Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ YB0FKAFGRJZB</td>
</tr>
<tr>
<td></td>
<td>• South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/ O0XJFRU0XIKR</td>
</tr>
<tr>
<td></td>
<td>• US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ AQWSDBJGVPGE</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ W0IYZKWUBDWG</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/ XCCMBTOHCIV</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ RHHGAMJZHUK</td>
</tr>
<tr>
<td></td>
<td>• Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/ DFGGQVUCOSMS</td>
</tr>
<tr>
<td></td>
<td>• Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/ PINKRROCT2K</td>
</tr>
<tr>
<td></td>
<td>• Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/ EPVTQXJKDNAJ</td>
</tr>
<tr>
<td></td>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/ EXKXWMEDEQ</td>
</tr>
<tr>
<td></td>
<td>• Europe (Zurich)</td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/ JVQULLJDBYJM</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.ELASTICACHE.PR.1 | • NIST 800-53 Rev 5 CP-10  
• NIST 800-53 Rev 5 CP-6  
• NIST 800-53 Rev 5 CP-6(1)  
• NIST 800-53 Rev 5 CP-6(2)  
• NIST 800-53 Rev 5 CP-9  
• NIST 800-53 Rev 5 SC-5(2)  
• NIST 800-53 Rev 5 SI-12  
• NIST 800-53 Rev 5 SI-13(5)  
• PCI DSS version 3.2.1 3.1 | • Improve resiliency | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/KHOAPVGNWCGL  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/SZITQZTSCDZ  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/WAGVKTUMVMVF  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/SIDZ0IYXVIKC  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/PGZSVHJPXLRN  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/MMGPVLCQDKC |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/NUTMZSMQDWKNN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/IIYFHPBWXAWW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/APHCLUJKHADW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/OGAZAAWMPVYYP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/RZRXIXZMAVLI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/GCJWCUSQIGJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/IKOCSATHALLQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/XEXHSVEAHLHK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/JNMEUSLGWULR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/IGPXJRJTANCPW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ZKJXYVSYXGIV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>southeast-3::control/ JBFIPVGUUHGW</td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/ LFDPJWCRGQXZC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/ EWCNZNFJJEHH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/ HOQGRGAE0FJZL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/ IAAWNCQGKYL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/ OPJEYWQWCMPZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/ DRIXCEWAZKMA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/ KKTMCYDDNQIE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/ TRJRZVZCRWLT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE) arn:aws:controltower:me-central-1::control/ JWHOBDXLVGHM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/ FKPZDNGAEMAN</td>
</tr>
</tbody>
</table>
## CT.ELASTICACHE.PR.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.ELASTICACHE.PR.2</td>
<td>• NIST 800-53 Rev 5 SI-2</td>
<td>• Manage vulnerabilities</td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-2(2)</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/PRNLSSJXSYHF</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-2(4)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/CEUMAASLVCZ</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-2(5)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/XYPKYXTSZWY</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 6.2</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/GXKOJVEIZCKJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/TIWUDRZWGRHU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/BNZBYWHDDJAS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eucentral-1::control/OWQYYBNTGQLF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/TJNEZHVNISI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/LDBLMYQDWYBP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/WUTMKZYTDBH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/LFUNGCAFSTLK</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/QGOJFAEUBQYZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/KZEH5KPKGC5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/CVPBOKKCECTX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/XNILTNRZOMAS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/CFBKHWVNORLM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/DHPFFGWWJJJU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/QRBXRUFFBUZK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/JAYMTBJNCZCX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/KNYMWNNUO0O</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/HBFVZGBECJMI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/KKIELJVUIGMB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.ELASTICACHE.PR.3 | • NIST 800-53 Rev 5 CP-10  
• NIST 800-53 Rev 5 SC-36  
• NIST 800-53 Rev 5 SC-5(2)  
• NIST 800-53 Rev 5 SI-13(5) | • Improve resiliency | • US East (N. Virginia)  
ar:n:aws:controltower:useast-1::control/  
MWVHFZSSZZTIM  
• US East (Ohio)  
ar:n:aws:controltower:useast-2::control/  
PVAJGNSTRBS  
• US West (Oregon)  
ar:n:aws:controltower:uswest-2::control/  
PWI8HPGBWXYR  
• Canada (Central)  
ar:n:aws:controltower:cancentral-1::control/  
AGVBFPDHFSFH  
• Asia Pacific (Sydney)  
ar:n:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>southeast-2::control/BPLCSUSNIYE</td>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/EGNYZBJWMLRF</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/YYDSVCJSVRUP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/GGCXYMJJIRASV</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/IPSVUAWSJZKK</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/KITWCDGNIGAB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/IYGWAKKVKOA0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/FGFSUSQPLY12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/MZFHEBYQRUQX</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/MQKWQJJDJDUH</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/HWQTAFCAIEVD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/QZJGKNPODVTR</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective, by Region</td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td><a href="#">arn:aws:controltower:ap-east-1::control/BVLUZNPVRSMN</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td><a href="#">arn:aws:controltower:ap-southeast-3::control/BGSOAUDWLHLT</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td><a href="#">arn:aws:controltower:ap-northeast-3::control/GMSVMLABMCNO</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td><a href="#">arn:aws:controltower:eu-south-1::control/QIARJESGTXMW</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td><a href="#">arn:aws:controltower:af-south-1::control/BVTITOUJCXHE</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td><a href="#">arn:aws:controltower:me-south-1::control/RXVIDRGEOEQSV</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td><a href="#">arn:aws:controltower:il-central-1::control/SHIMSNUKBOEK</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td><a href="#">arn:aws:controltower:eu-central-2::control/MXKAVOHDNTFTJ</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td><a href="#">arn:aws:controltower:eu-south-2::control/DHONPPSGALEU</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td><a href="#">arn:aws:controltower:ap-south-2::control/JZIUWCPVXPRG</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td><a href="#">arn:aws:controltower:me-central-1::control/EZLWUXADVVZ</a></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td><a href="#">arn:aws:controltower:ap-</a></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## CT.ELASTICACHE.PR.4

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.ELASTICACHE.PR.4 | • NIST 800-53 Rev 5 CA-9(1)  
                    • NIST 800-53 Rev 5 CM-3(6)  
                    • NIST 800-53 Rev 5 SC-13  
                    • NIST 800-53 Rev 5 SC-28  
                    • NIST 800-53 Rev 5 SC-28(1)  
                    • NIST 800-53 Rev 5 SC-7(10)  
                    • NIST 800-53 Rev 5 SI-7(6)  
                    • PCI DSS version 3.2.1  
                    • PCI DSS version 3.2.1 3.4  
                    • PCI DSS version 3.2.1 8.2.1 | • Encrypt data at rest | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/  
LUPKJZXBMHBK  
• US East (Ohio)  
ar:aws:controltower:us-east-2::control/  
URUJVBVXOUMZ  
• US West (Oregon)  
ar:aws:controltower:us-west-2::control/  
BOKFJHSIIIKG  
• Canada (Central)  
ar:aws:controltower:ca-central-1::control/  
RWFPwLVDlXEU  
• Asia Pacific (Sydney)  
ar:aws:controltower:ap-southeast-2::control/  
AYHVEAYSGMHD  
• Asia Pacific (Singapore)  
ar:aws:controltower:ap-southeast-1::control/  
MMZEEFKNSKMU  
• Europe (Frankfurt)  
ar:aws:controltower:eu-central-1::control/  
CERICEQBAKR  
• Europe (Ireland)  
ar:aws:controltower:eu-west-1::control/  
QNKPFQUCXQPE  
• Europe (London)  
ar:aws:controltower:eu-west-2::control/  
GBGWHHGNPRTQ  
• Europe (Stockholm)  
ar:aws:controltower:eu-north-1::control/  
ZRZRXIUBBRWC |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/EUMQYRAPDFTL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/FB0BFNTNYNLT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ATDPLKOFVLCR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ABKNGZGLILSP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/IGGUQCFBPOOX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/FJOMQPXJSNJQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/AQMSLTABZIJN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/KLQYRHZYFAN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/LFQASCUYICHI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/GLCJXMIVAWFG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/RGXKTKOYECBI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------------</td>
<td>--------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.ELASTICACHE.PR.5</td>
<td>NIST 800-53 Rev 5 AC-17(2)</td>
<td>Encrypt data in transit</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/SJSYMZXGB0AX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/VMDJUBBWA0IG</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/JJEJMEQFMTEBU</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------------------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>central-1::control/DJMUOJNRFWVF</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/ZHSLLHLXVOCO</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/DCCIQJOHRVIE</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.3</td>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-1::control/LICKFADISXMU</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-1::control/JFLVEMYTDYRU</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>Europe (London)</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-1::control/DZXWKDHYDBNP</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-1::control/MNTKSMSTRMMF</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-1::control/XAEPCUPNGCN0</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-1::control/XJOBGXRAPGMF</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>US West (N. California)</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>US West (N. California)</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/JVJBKO0YKGGQM</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/RTT0LXATLPPI</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/IFMXFKNFLFKN</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/W0GQJEEC0YQ</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/FGZTNSLDXWCI</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/RCTLXAMLCHXC</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/UGT0TWDXOFC</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/HNFDNZRXUCD</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/IYCHXIMVNDRA</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/XKMBREUXJFVN</td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/K1QQDHMBWJG</td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/ECVLLK5GJEK0</td>
</tr>
</tbody>
</table>
## CT.ELASTICACHE.PR.6

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.ELASTICACHE.PR.6</td>
<td>• NIST 800-53 Rev 5 AC-4&lt;br&gt;• NIST 800-53 Rev 5 AC-4(21)&lt;br&gt;• NIST 800-53 Rev 5 SC-7&lt;br&gt;• NIST 800-53 Rev 5 SC-7(11)&lt;br&gt;• NIST 800-53 Rev 5 SC-7(16)&lt;br&gt;• NIST 800-53 Rev 5 SC-7(21)&lt;br&gt;• NIST 800-53 Rev 5 SC-7(4)&lt;br&gt;• NIST 800-53 Rev 5 SC-7(5)&lt;br&gt;• PCI DSS version 3.2.1&lt;br&gt;• PCI DSS version 3.2.1 1.2.1&lt;br&gt;• PCI DSS version 3.2.1 1.3&lt;br&gt;• PCI DSS version 3.2.1 1.3.1&lt;br&gt;• PCI DSS version 3.2.1 1.3.2&lt;br&gt;• PCI DSS version 3.2.1 1.3.4&lt;br&gt;• PCI DSS version 3.2.1 1.3.6&lt;br&gt;• PCI DSS version 3.2.1 2.1&lt;br&gt;• PCI DSS version 3.2.1 2.2&lt;br&gt;• PCI DSS version 3.2.1 2.2.2</td>
<td>• Limit network access</td>
<td>• US East (N. Virginia)&lt;br&gt;arn:aws:controltower:us-east-1::control/FQLTUDZMHLYZ&lt;br&gt;• US East (Ohio)&lt;br&gt;arn:aws:controltower:us-east-2::control/QOMUCVTCKUO&lt;br&gt;• US West (Oregon)&lt;br&gt;arn:aws:controltower:us-west-2::control/NNZFDSJPKDBD&lt;br&gt;• Canada (Central)&lt;br&gt;arn:aws:controltower:ca-central-1::control/VATZKDSWZ50A&lt;br&gt;• Asia Pacific (Sydney)&lt;br&gt;arn:aws:controltower:ap-southeast-2::control/WBJJXMOKJKNB&lt;br&gt;• Asia Pacific (Singapore)&lt;br&gt;arn:aws:controltower:ap-southeast-1::control/INJGAMRVOAJQ&lt;br&gt;• Europe (Frankfurt)&lt;br&gt;arn:aws:controltower:eu-central-1::control/BTLRCFRMVAQP&lt;br&gt;• Europe (Ireland)&lt;br&gt;arn:aws:controltower:eu-west-1::control/HOAEBNBZXXMO&lt;br&gt;• Europe (London)&lt;br&gt;arn:aws:controltower:eu-west-2::control/QCUPCDGPHTUR</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/MCWTNZUDMXXPM</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/LJWYGOMFTCTB</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/RDYIPVCWGEI</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/AVPOWAHSUBEB</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/CWHXTKAYAXXV</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/XLKNECMRKX</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/RNFHWEISBLOO</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/DZECFADZWCP</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/OMPFCRWUDYXW</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/VFZVIDKOUURD</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/BTKMDWEMMBX</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-</td>
</tr>
</tbody>
</table>
### CT.ELASTICACHE.PR.7

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.ELASTICACHE.PR.7</td>
<td>NIST 800-53 Rev 5 AC-2(1)</td>
<td>Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ GHMQDSHXXZU</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ ZHDBZRDJXKGN</td>
</tr>
</tbody>
</table>
|                     | NIST 800-53 Rev 5 AC-3(15) | | • US West (Oregon) arn:aws:controltower:us-
<p>|                     | NIST 800-53 Rev 5 AC-3(7) | | 2097 |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td>west-2::control/JESDZQANVQZE</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/KBOVLCAXAJEC</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/HBXNCBGUQCBZ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/IWBQQXYWVQGA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/FXUKOTDGO1NU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/DLTKNSGPICNC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/FKXDPENTGVWA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/RXEUZUTYLSHW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/EAWBFGLUSNPY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/NUECFXEMFWTE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/LZ0PZBLREDVZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/ONHSUTRRTLUN</td>
</tr>
</tbody>
</table>
| | | | South America (São Paulo) arn:aws:controltower:sa-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>east-1::control/</td>
<td></td>
<td></td>
<td>MKBEEQVXZQQV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/VTCDGDFTDFNK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/QHAHUQDYIRI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/IQDCLULOMHIN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/MJULTZFOIKMK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-1::control/MKLXFZC0DZLQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/WLPSXAAIVLNT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:mesouth-1::control/ZZUFSXONGBJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/NWVNCXUTZDKC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-2::control/SPTKJOPDXWG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-2::control/YELOMVBVITOQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/EPMCDGUGOKVQ</td>
</tr>
</tbody>
</table>
## CT.ELASTICACHE.PR.8

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.ELASTICACHE.PR.8 | • NIST 800-53 Rev 5 AC-2(1)  
• NIST 800-53 Rev 5 AC-3  
• NIST 800-53 Rev 5 AC-3(15)  
• NIST 800-53 Rev 5 AC-3(7)  
• NIST 800-53 Rev 5 AC-6  
• PCI DSS version 3.2.1 7.1.1  
• PCI DSS version 3.2.1 7.2.1  
• PCI DSS version 3.2.1 7.2.2 | • Enforce least privilege | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/DJUCYQVENZF  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/DKAGZNZTYESP  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/ORABWRKOWXNL  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/OIUOCG0EQ5KS  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/VOUKNNRVZUZS  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/FBPMV3XECTIZ  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/LUFBBRLHCJKH  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/SAZCOAQRVRYWI |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:europe-west-2::control/MTVWWFCXQEBP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:europe-north-1::control/BKTJNXQPCEHZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:asia-south-1::control/ISMYPJOJDEIGK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:asia-northeast-2::control/MXNLNTIY6QZB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:asia-northeast-1::control/CWFPCBVSC9TD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:europe-west-3::control/GGMNHHJ9JSPCZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:south-east-1::control/PVPLKTLRTDOJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/CPIDGTRKG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:asia-east-1::control/0KKTWFHWFHWN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:asia-southeast-3::control/MATVZEUU</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.ELASTICBEANSTALK.PR.1 | NIST 800-53 Rev 5 | • Improve resiliency | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/ TMNYCDENFCPB  
• US East (Ohio) arn:aws:controltower:us-central-1::control/ XAYDSZRNRDCW |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>east-2::control/</td>
<td></td>
<td></td>
<td>FHWOIKXTZJBA</td>
</tr>
<tr>
<td>US West (Oregon)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/OTYYYSZCPWO2Z</td>
</tr>
<tr>
<td>Canada (Central)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/CIEFIOQWORV</td>
</tr>
<tr>
<td>Asia Pacific (Sydney)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/YHIWFCYQDARH</td>
</tr>
<tr>
<td>Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/EARSTRSLZBZC</td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/HWOODCNIHCJI</td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/HBFXJPSXZUMW</td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/DIPFBSQQPDDGJ</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/KIOXCGYZAMNP</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/HDHYDDLUNE0BS</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/BVMDZJHEJIW</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/UPSVYOWFPEJI</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-2103</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>west-3::control/WRZBLOAGJNMN</td>
<td>• South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/CCZWODZDVSQP</td>
</tr>
<tr>
<td></td>
<td>• US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/DCSBCUPBYBBU</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/XOARMTAVRPQI</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/CFMVUMABXQQU</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ZITTOMDIEKYZ</td>
</tr>
<tr>
<td></td>
<td>• Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/EXRORZBILXW5</td>
</tr>
<tr>
<td></td>
<td>• Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/DFPWBGXPA NWX</td>
</tr>
<tr>
<td></td>
<td>• Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/CXLTUWPKGQUD</td>
</tr>
<tr>
<td></td>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/TFDUTDVRWWFJ</td>
</tr>
<tr>
<td></td>
<td>• Europe (Zurich)</td>
<td></td>
<td>arn:aws:controltower:eucentral-2::control/OQCJAPPBI1OM</td>
</tr>
<tr>
<td></td>
<td>• Europe (Spain)</td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/JFCEIPDXBFEQ</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
</tbody>
</table>
| CT.ELASTICBEANSTALK.PR.2 | NIST 800-53 Rev 5 SI-2 | Manage vulnerabilities | • US East (N. Virginia)  
                                arn:aws:controltower:us-east-1::control/CGCIUYTOZICW  
                                • US East (Ohio)  
                                arn:aws:controltower:us-east-2::control/JPTNJBASRLLS  
                                • US West (Oregon)  
                                arn:aws:aws:controltower:us-west-2::control/GFAGVGBGLKH  
                                • Canada (Central)  
                                arn:aws:controltower:ca-central-1::control/YYHZHDXXKKIA  
                                • Asia Pacific (Sydney)  
                                arn:aws:controltower:ap-southeast-2::control/UOCTRMADKUPW  
                                • Asia Pacific (Singapore)  
                                arn:aws:controltower:ap-southeast-1::control/YIGECKEFPPJW  
                                • Europe (Frankfurt)  
                                arn:aws:controltower:eu-central-1::control/NRXBFZATGJEW |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/ TXCPEMIATUZF</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/ MVTLDACJJZJSZ</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/ CXIWQGADTQOW</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/ QYIYEHUBOJKB</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/ VYCTCSCJQLYE</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ VPNEUQLIRQZW</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ NJTALLLWVREW</td>
</tr>
<tr>
<td>• South America</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/ AHAMDOQXHJXPXQ</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ WEUXECSSLASH</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ AORFBCGNCTRNC</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/ UFUQHFPHRDMP</td>
</tr>
</tbody>
</table>
| • Asia Pacific (Osaka)|     |                  | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.ELASTICBEANSTALK.PR.3</td>
<td>NIST 800-53 Rev 5 AC-4(26)</td>
<td>• Establish logging and monitoring</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-2107</td>
</tr>
<tr>
<td>CT.ELASTICBEANSTALK.PR.3</td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eusouth-1:control/JMINTMKZQZXS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:mesouth-1:control/ZBROIWZCZLZKU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• ISRAEL (Tel Aviv) arn:aws:controltower:ilcentral-1:control/WHOFJAIXCLYJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich) arn:aws:controltower:euchentral-2:control/SAPBZQTPSCWW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE) arn:aws:controltower:mecentral-1:control/OHOIYXHXVY3OK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne) arn:aws:controltower:apcentral-1:control/UFLZAXAQSXDA</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td></td>
<td>east-1::control/SEQKNDAZBENY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/SNODOXMTPKMM</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/MZZHBWZZVDYM</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/VBLRFNOUJAIX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/XPBHHEZZNQJS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/SNTAZAAYGYTDS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/HTMOVEUJDAMG</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/TMMCJHMKVLCL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/YVBNGroYSIQY</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/WWECPKUIJHFA</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/CBTNCZSTVKEE</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/DCJBGPHZTLJW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.3</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective, by Region</td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>northeast-1::control/VDTCPKAYZEDK</td>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/GCSYGTPYPDSLQ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:saeast-1::control/NUBHZEEDULQ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/TRVEHPGNRZJI</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/BZZGAALQHMG</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/DCNARSSNDLVD</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/BIJTQZZCVCXN</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/WQqmlOAYAPZQ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/WJOMTUOCASTVN</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/QLMHI6FBBRIVH</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/XFHTOKGPELEI</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/LSNMTHBHSXBR</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.ELASTICFILESYSYSTEM.PR.1 | NIST 800-53 Rev 5 | • Encrypt data at rest | • US East (N. Virginia)  
ar:aws:controltower:us-east-1::control/DDRMDRSTNIU  
• US East (Ohio)  
ar:aws:controltower:us-east-2::control/GHUIXELMFQQA  
• US West (Oregon)  
ar:aws:controltower:us-west-2::control/DFNRDMHNGCYN  
• Canada (Central)  
ar:aws:controltower:ca-central-1::control/JEMASGVKBKRFQ  
• Asia Pacific (Sydney)  
ar:aws:controltower:ap-southeast-2::control/QECOJZWQHMRQ  
• Asia Pacific (Singapore)  
ar:aws:controltower:ap-southeast-1::control/ERMRQACXWHLO  |
|                     | CA-9(1)   |                  | • Europe (Spain)  
ar:aws:controltower:eu-south-2::control/RGYDIAKRWXXN  
• Asia Pacific (Hyderabad)  
ar:aws:controltower:ap-south-2::control/NSKZNAONQADX  
• Middle East (UAE)  
ar:aws:controltower:me-central-1::control/BQOPUMCNPYXY  
• Asia Pacific (Melbourne)  
ar:aws:controltower:ap-southeast-4::control/JRRSPQBKXBIQ  |
<p>|                     | CM-3(6)   |                  |                     |
|                     | SC-13     |                  |                     |
|                     | SC-28     |                  |                     |
|                     | SC-28(1)  |                  |                     |
|                     | SC-7(10)  |                  |                     |
|                     | SI-7(6)   |                  |                     |
|                     | PCI DSS version 3.2.1 | 3.4 |                     |
|                     | PCI DSS version 3.2.1 | 8.2.1 |                     |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/CFDLJLDURJFV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/BHMRGDCOJVN8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/MQVWCUIDHKMT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/NZNHLALWUMET</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/LJZEHFLGLFSO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ASIKFXCZHAVZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/HARKDEIGPSTW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/LWIUILOQALZA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/YRAICDCVUJOI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/CPMXJILCQZPE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/FEUCYWWTILFU</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Asia Pacific (Jakarta) | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>southeast-3::control/</td>
<td></td>
<td></td>
<td>AUBCXBVTUK</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
<td></td>
<td>GBVIFTEEMNCI</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td></td>
<td>NHKFJAHAGYJS</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/</td>
<td></td>
<td>LBDEBBUXISHG</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/</td>
<td></td>
<td>XRJYNTRNPQQG</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/</td>
<td></td>
<td>ORYVBIYCBRXI</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/</td>
<td></td>
<td>YZVALCZXXASS</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/</td>
<td></td>
<td>JYAVIEWOCBTI</td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/</td>
<td></td>
<td>MCSQEHQTIYWZ</td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/</td>
<td></td>
<td>GEJNURXPWWRG</td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-southeast-4::control/</td>
<td></td>
<td>CKK1PG1QZLP</td>
</tr>
</tbody>
</table>
## CT.ELASTICFILESYSTEM.PR.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.ELASTICFILESYSTEM.PR.2</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td>Improve resiliency</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/AQYLHRCHTYFH</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-6</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ZHNDMAPIBQBP</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-6(1)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/VEZVVFVGGFDL</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-6(2)</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/SMQITIAHKPG</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-9</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/VXMYEULBUKRKV</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/JVOHLVYUHCBK</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-12</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/TTLCIBPZTALN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/EPULSMTUMFD</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 3.1</td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/MGIREFKQENSJJD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/SSHEKLKMCES</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/AKIXEAUEXTWQ</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/YNQIXFRNQWF5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/OYKEDLNZHUMF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/GGDJKZWMHIZK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/FPUGNMHETPYB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/RNKDEXRBOOVN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/HJBQVLYNJRHH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/NUHELTPITCRU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/BDDOBOTQFTP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/TLQPHMZPCKTX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/SRJVTNOKSKY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/KZTIQYWBNQAQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.ELASTICFILESYSYSTEM.PR.3</td>
<td>NIST 800-53 Rev 5 AC-6(10)</td>
<td>Enforce least privilege</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/JVOEMQJALNEH</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/BIBZKVASTJII</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/LEXKWFEOQKTOK</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:central-1::control/RSZNNHZMPHGQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>southeast-2:control/FINCEVUKQTHU</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1:control/CPRQIRLLJJZRE</td>
</tr>
<tr>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1:control/TRQSLRYSYAX</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1:control/NVRAHJAKGOWS</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1:control/RVTHUVTEDVMP</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1:control/SCENHYSBARYU</td>
</tr>
<tr>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3:control/VEDDJXMCKQCH</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1:control/XPLGISTXYYPWZ</td>
</tr>
<tr>
<td>• US West (N. California) arn:aws:controltower:us-west-1:control/IOLOGLDEUGU</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ LHFJTXLMREBC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ RFSAQLOSMRWE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ OQUMNMDBGIR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ MEGMJYGDZACD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ QKHCGUWAMJGM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ DYTJOMCRRW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ XORRIUNYWEZX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ VHHDSEWDXCTU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/ VLWKJNCQRMHJL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/ CWJPIEBEGENM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/ UCZRABGXCLJE</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Asia Pacific (Melbourne) | arn:aws:controltower:ap-
## Control identifier | Framework | Control objective | Control API identifiers, by Region
---|---|---|---
CT.ELASTICFILESYSYSTEM.PR.4 | NIST 800-53 Rev 5 AC-6(2) | • Enforce least privilege | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/ SOCNUAYXONKJ
• US East (Ohio) arn:aws:controltower:us-east-2::control/ BWCBIWTHBMD
• US West (Oregon) arn:aws:controltower:us-west-2::control/ WTQPSFJEQ8EE
• Canada (Central) arn:aws:controltower:ca-central-1::control/ AKFECGTIW0JZ
• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ THCBRFJBEVKS
• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ JBBLWRRTYSJIII
• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ HILXUXLMFZ8B
• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ GNOPUCJTOMMM
• Europe (London) arn:aws:controltower:eu-west-2::control/ NLNHKPUQREYEU
• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ ULQOLKQFXG0
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ XKQWNNPEIRFE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ TRASMSLGPVZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ YSDPCITHZXQI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ TOVQIXNDQMXW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ HIFLGMRIOCCZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ VMFHHQOZIPJT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ JKOBCCKTBFDMS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ TMVUNWZICUTH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ ERXWWUAEFID</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ CUCXNNWYPFJG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ BQRKDWSQPOX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
</tbody>
</table>
| CT.ELASTICLOADBALANCING.PR.1 | NIST 800-53 Rev 5 AC-17(2) | • Encrypt data in transit | • US East (N. Virginia) 
ar:n:aws:controltower:us-east-1::control/
RZVUTRWTVEU0
• US East (Ohio) 
ar:n:aws:controltower:us-east-2::control/
XMIEWIWADWDV
• US West (Oregon) 
ar:n:aws:controltower:us-west-2::control/
BLNOUTJZPLAD
• Canada (Central) 
ar:n:aws:controltower:ca-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td></td>
<td>central-1::control/GYIRQYZQGX0J</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/JWBLMBPMKKDD</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/NKNJBLFPCGJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/TFIXKKSMTKDE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-10</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/HGMLJLFKUCFW</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-6(2)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/VXIGTPWOJKYZ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/UKHAMPPHXYFV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/KDCVLSTBLDFE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/SOSAA00KSDIQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/MAVΝΕΡΜΟΟΓΓ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/FBDACBTEASNT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-36</td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-east-1::control/ODIENUMBZJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
<td>US West (N. California)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/LEZQMKJXCKRI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.3</td>
<td></td>
<td>Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/CTXVLAEDJDLJ</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td>Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/AXMNAMRZUWHT</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td>Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/MYHWFMEYVGPL</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.3</td>
<td></td>
<td>Europe (Milan) arn:aws:controltower:eu-south-1::control/CKLMWXBFSK</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td>Africa (Cape Town) arn:aws:controltower:af-south-1::control/WAKLGTAPRGM</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td>Middle East (Bahrain) arn:aws:controltower:me-central-1::control/KBWQZTALIDXV</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.3</td>
<td></td>
<td>Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/CYGZKWHILPSU</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td>Europe (Zurich) arn:aws:controltower:eu-central-2::control/0J2JAEVLVQGT</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td>Europe (Spain) arn:aws:controltower:eu-south-2::control/OLSPWUFATRIH</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.3</td>
<td></td>
<td>Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/AQBRQVHVBKKB</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td>Middle East (UAE) arn:aws:controltower:me-central-1::control/ETLUXEGKVDH</td>
<td></td>
</tr>
</tbody>
</table>

2122
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.ELASTICLOADBALANCING.PR.10 | NIST 800-53 Rev 5 AC-4(26) | • Establish logging and monitoring                              | • Asia Pacific (Melbourne)  
arn:aws:controltower:ap-southeast-4::control/  
BKPDVDHNQLIZ |
|                     | NIST 800-53 Rev 5 AU-10 | • NIST 800-53 Rev 5 AU-10                                       |                                   |
|                     | NIST 800-53 Rev 5 AU-12 | • NIST 800-53 Rev 5 AU-12                                       |                                   |
|                     | NIST 800-53 Rev 5 AU-3 | • NIST 800-53 Rev 5 AU-3                                        |                                   |
|                     | NIST 800-53 Rev 5 AU-6(3) | • NIST 800-53 Rev 5 AU-6(3)                                    |                                   |
|                     | NIST 800-53 Rev 5 AU-6(4) | • NIST 800-53 Rev 5 AU-6(4)                                   |                                   |
|                     | NIST 800-53 Rev 5 CA-7 | • NIST 800-53 Rev 5 CA-7                                       |                                   |
|                     | NIST 800-53 Rev 5 SC-7(9) | • NIST 800-53 Rev 5 SC-7(9)                                   |                                   |
|                     | NIST 800-53 Rev 5 SI-7(8) | • NIST 800-53 Rev 5 SI-7(8)                                  |                                   |
|                     | PCI DSS version 3.2.1 10.1 | • PCI DSS version 3.2.1 10.1                                    |                                   |
|                     | PCI DSS version 3.2.1 10.3.1 | • PCI DSS version 3.2.1 10.3.1                                  |                                   |
|                     | PCI DSS version 3.2.1 10.3.2 | • PCI DSS version 3.2.1 10.3.2                                  |                                   |
|                     | PCI DSS version 3.2.1 10.3.3 | • PCI DSS version 3.2.1 10.3.3                                  |                                   |
|                     | PCI DSS version 3.2.1 10.3.4 | • PCI DSS version 3.2.1 10.3.4                                  |                                   |
|                     | PCI DSS version 3.2.1 10.3.5 | • PCI DSS version 3.2.1 10.3.5                                  |                                   |
|                     | PCI DSS version 3.2.1 10.3.6 | • PCI DSS version 3.2.1 10.3.6                                  |                                   |

- **US East (N. Virginia)**  
arun:aws:controltower:us-east-1::control/  
HUFENDJFLXLUB
- **US East (Ohio)**  
arun:aws:controltower:us-east-2::control/  
LAZXTTJXNZWX
- **US West (Oregon)**  
arun:aws:controltower:us-west-2::control/  
MUNVWQKVFII
- **Canada (Central)**  
arun:aws:controltower:ca-central-1::control/  
CWGCUVTHELNV
- **Asia Pacific (Sydney)**  
arun:aws:controltower:ap-southeast-2::control/  
BARRVADARLXA
- **Asia Pacific (Singapore)**  
arun:aws:controltower:ap-southeast-1::control/  
STTSKRCGXMNOD
- **Europe (Frankfurt)**  
arun:aws:controltower:eu-central-1::control/  
JBPMUHDFRFNU
- **Europe (Ireland)**  
arun:aws:controltower:eu-west-1::control/  
VMAQQQYRDSVL
- **Europe (London)**  
arun:aws:controltower:eu-west-2::control/  
PRRDNZJAOLXC
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/ BYRDSECDQQQP</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/ TBWJYQMUZOHV</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/ DIAQAVDUUBSL</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ PBOVNVABHNQW</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ LUVNYZMNOBRU</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/ XBYLAEZTWIQM</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ VUWZZZGVHLAD</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ QRJNDMXHWFVN</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/ CFXSCVNBURIC</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ MTFUXONBVIJO</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/ QBJQQLUTLLXE</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-</td>
</tr>
</tbody>
</table>
## CT.ELASTICLOADBALANCING.PR.11

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.ELASTICLOADBALANCING.PR.11 | NIST 800-53 Rev 5 CA-9(1) | Improve resiliency | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/INJPMXMBQMRQ  
• US East (Ohio) arn:aws:controltower:us-east-2::control/DOVONHQVOITW  
• US West (Oregon) arn:aws:controltower:us-west-2::control/KXDGICHIEJKX |

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.ELASTICLOADBALANCING.PR.11 | NIST 800-53 Rev 5 CM-2 | • Middle East (Bahrain)  
arn:aws:controltower:me-south-1::control/YPFRCBHBRCCT  
• Israel (Tel Aviv)  
arwn:aws:controltower:il-central-1::control/XSCNLFTCFZKX  
• Europe (Zurich)  
arwn:aws:controltower:eucentral-2::control/YJRVUXKIUKOK  
• Europe (Spain)  
arwn:aws:controltower:eusouth-2::control/ZYFULHCEJDUY  
• Asia Pacific (Hyderabad)  
arwn:aws:controltower:apsouth-2::control/EFCETYXCCSXQ  
• Middle East (UAE)  
arwn:aws:controltower:me-central-1::control/HXXFEOBOXYYT  
• Asia Pacific (Melbourne)  
arwn:aws:controltower:ap-southeast-4::control/ADHSMATNFDFH |

Control API identifiers, by Region

- south-1::control/YXPXYZWDCGBW
- Middle East (Bahrain)  
arwn:aws:controltower:me-south-1::control/YPFRCBHBRCCT  
• Israel (Tel Aviv)  
arwn:aws:controltower:il-central-1::control/XSCNLFTCFZKX  
• Europe (Zurich)  
arwn:aws:controltower:eucentral-2::control/YJRVUXKIUKOK  
• Europe (Spain)  
arwn:aws:controltower:eusouth-2::control/ZYFULHCEJDUY  
• Asia Pacific (Hyderabad)  
arwn:aws:controltower:apsouth-2::control/EFCETYXCCSXQ  
• Middle East (UAE)  
arwn:aws:controltower:me-central-1::control/HXXFEOBOXYYT  
• Asia Pacific (Melbourne)  
arwn:aws:controltower:ap-southeast-4::control/ADHSMATNFDFH
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-2::control/</td>
<td></td>
<td></td>
<td>YEHZWEMPwSWH</td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/ VGCEFHSLONXT</td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/ RFHZPJREXLSE</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/ GXOFHFAWFNOD</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/ JQXOGQBYFKFU</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/ OTFLWYTQQQU</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/ LCLXRADMQQGH</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/ TWBYWMNBMPNY</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/ AMQCTRGHKRTZ</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/ HPMPEDWYSHTQ</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ SMFWPJQCLTTI</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ TIEXXSPKPJBM</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>east-1::control/</td>
<td></td>
<td></td>
<td>VXULPCMAXNLF</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td>California) arn:aws:controltower:us-west-1::control/ALIDOHBHLSDW</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Hong Kong) arn:aws:controltower:ap-east-1::control/YBRAEMTMLLOQ</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Jakarta) arn:aws:controltower:ap-southeast-3::control/YBEQEHQUOIBL</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Osaka) arn:aws:controltower:ap-northeast-3::control/USVNDLDAKAFXE</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/XFJZOLZQSMVD</td>
</tr>
<tr>
<td>• Africa (Cape</td>
<td></td>
<td></td>
<td>Town) arn:aws:controltower:af-south-1::control/BGRUSJXRRMLT</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td>(Bahrain) arn:aws:controltower:me-south-1::control/JAVEJPSXISVP</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/OPKDJCNXJSZ</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/PPIGURFCAXKK</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/ZGIQCDYVMSJS</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Hyderabad) arn:aws:controltower:ap-south-2::control/JHZCKZSBDKV</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.ELASTICLOADBALANCING.PR.12 | NIST 800-53 Rev 5 AC-17(2) | • Limit network access | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/WWSARQYKGS3H |
|                      | NIST 800-53 Rev 5 AC-4 | | • US East (Ohio)  
arn:aws:controltower:us-east-2::control/XRL0SBAPFQXJ |
|                      | NIST 800-53 Rev 5 IA-5(1) | | • US West (Oregon)  
arn:aws:controltower:us-west-2::control/UBFDEGMDXNII |
|                      | NIST 800-53 Rev 5 SC-12(3) | | • Canada (Central)  
arn:aws:controltower:ca-central-1::control/RZQ6P0RFMUYS |
|                      | NIST 800-53 Rev 5 SC-13 | | • Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/OLUIOTBV00CS |
|                      | NIST 800-53 Rev 5 SC-23 | | • Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/CXHKQIPMPPOR |
|                      | NIST 800-53 Rev 5 SC-23(3) | | • Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/DFPIFORHUVAL |
|                      | NIST 800-53 Rev 5 SC-7(4) | | • Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/ZSEFDROV0AK |
|                      | NIST 800-53 Rev 5 SC-8 | | |
|                      | NIST 800-53 Rev 5 SC-8(1) | | |
|                      | NIST 800-53 Rev 5 SC-8(2) | | |
|                      | NIST 800-53 Rev 5 SI-7(6) | | |
|                      | PCI DSS version 3.2.1  
2.3 | | |
|                      | PCI DSS version 3.2.1  
4.1 | | |
|                      | PCI DSS version 3.2.1  
8.2.1 | | |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/JOEBOYAVBHVM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/PPZGFKMGRMN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/JICDLNZKCW0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/CCBEBBTRLFTN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/EWSEAKUVMBGZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/IXOEZMSDXZWD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/KALMFRNXCPDH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/WOMICOLFRLF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/UDCLC300JKFE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ASSEXCKVIKWR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/NSGUZCKLJMS</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Europe (Milan)| arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.ELASTICLOADBALANCING.PR.13 | NIST 800-53 Rev 5 CP-10 | Improve availability | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/YYKNHLJGCTZX
• US East (Ohio)  
arn:aws:controltower:us-east-1::control/YYKNHLJGCTZX |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>east-2::control/ARGINPIXWOQF</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US West (Oregon)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:us-west-2::control/ELKXDUVDUCCS</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Canada (Central)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/SHNYFGRZOKNR</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/VDPRZ10DKYSS</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/WQMJLMPNJRHT</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/PDRQZUMHBWIZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/DWLXBJDQNJFH</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (London)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/IEHVGTVSGXGN</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/MXZLYVQ1L0DC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/LHLSDALYHRNL</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/YAKLMULFRDKX</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/KOHVKYUFPSXUZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
|                           | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-3::control/</td>
<td></td>
<td>GQXWFKUIIVYA</td>
</tr>
<tr>
<td>• South America</td>
<td></td>
<td>(São Paulo)</td>
</tr>
<tr>
<td>(arn:aws:controltower:sa-east-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QZHVAVUVVBIYQ</td>
<td></td>
<td>• US West (N.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>California)</td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QDFVSDJSXUNH</td>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>XNMLHOXTXYEZ</td>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0OROGRUVAYIT</td>
<td></td>
<td>• Asia Pacific (Osaka)</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITCUUSRTKCPQP</td>
<td></td>
<td>• Europe (Milan)</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ORVXQIODQZQI</td>
<td></td>
<td>• Africa (Cape Town)</td>
</tr>
<tr>
<td>arn:aws:controltower:af-south-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DKSVEZCCPUAO</td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VEJXGZNVVZTH</td>
<td></td>
<td>• Israel (Tel Aviv)</td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBLOYCOKSOLC</td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td>arn:aws:controltower:eucentral-2::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CMQQXVFUWSBZ</td>
<td></td>
<td>• Europe (Spain)</td>
</tr>
<tr>
<td>arn:aws:controltower:esouth-2::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UJHZJDJVEEAZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
</tr>
</tbody>
</table>
| CT.ELASTICLOADBALANCING.PR.14 | NIST 800-53 Rev 5 | • Improve resiliency  
• Improve availability | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/VCZFJEAWLN  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/JLZRGIKJAFUW  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/JAZZWOBQ8ZO  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/MEFQWCBROONN  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/RIBTDOHYUML  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/WMUYGBGKEVD  
• Europe (Frankfurt)  
arn:aws:controltower:eucentral-1::control/MHMICTUWLSON |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Belgium (Paris)</td>
<td>arn:aws:controltower:eu-west-1::control/</td>
<td>Europe (Paris)</td>
<td>ZTOHLMITRHNV</td>
</tr>
<tr>
<td>• India (Delhi)</td>
<td>arn:aws:controltower:ap-south-1::control/</td>
<td>Asia Pacific (Delhi)</td>
<td>IRCOJKRTSHEX</td>
</tr>
<tr>
<td>• Italy (Milan)</td>
<td>arn:aws:controltower:eu-west-1::control/</td>
<td>Europe (Milan)</td>
<td>ZTOHLMITRHNV</td>
</tr>
<tr>
<td>• Japan (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
<td>Asia Pacific (Tokyo)</td>
<td>KOYYTIUQCFMH</td>
</tr>
<tr>
<td>• Netherlands (Amsterdam)</td>
<td>arn:aws:controltower:eu-west-1::control/</td>
<td>Europe (Amsterdam)</td>
<td>ZTOHLMITRHNV</td>
</tr>
<tr>
<td>• Singapore</td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
<td>Asia Pacific (Singapore)</td>
<td>ZTOHLMITRHNV</td>
</tr>
<tr>
<td>• Spain (Barcelona)</td>
<td>arn:aws:controltower:eu-west-1::control/</td>
<td>Europe (Barcelona)</td>
<td>ZTOHLMITRHNV</td>
</tr>
<tr>
<td>• Switzerland</td>
<td>arn:aws:controltower:eu-west-1::control/</td>
<td>Europe (Switzerland)</td>
<td>ZTOHLMITRHNV</td>
</tr>
<tr>
<td>• United Kingdom</td>
<td>arn:aws:controltower:eu-west-1::control/</td>
<td>Europe (United Kingdom)</td>
<td>ZTOHLMITRHNV</td>
</tr>
</tbody>
</table>

Note: The table entries are placeholders and the actual values may differ.
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.ELASTICLOADBALANCING.PR.15</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td>• Improve availability</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-6(2)</td>
<td>東京工業大学</td>
<td>◎ ◎ ◎ ◎ ◎</td>
<td>◎ ◎ ◎ ◎ ◎</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-36</td>
<td>東京工業大学</td>
<td>◎ ◎ ◎ ◎ ◎</td>
<td>◎ ◎ ◎ ◎ ◎</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td>東京工業大学</td>
<td>◎ ◎ ◎ ◎ ◎</td>
<td>◎ ◎ ◎ ◎ ◎</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td>東京工業大学</td>
<td>◎ ◎ ◎ ◎ ◎</td>
<td>◎ ◎ ◎ ◎ ◎</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| northeast-1::control/NCOYGDOCXNGL | | | • Europe (Paris)  
ar:n:aws:controltower:eu-west-3::control/RQYJFNYYNJUS |
| | | | • South America (São Paolo)  
ar:n:aws:controltower:sa-east-1::control/YSPLCVNCDDBH |
| | | | • US West (N. California)  
ar:n:aws:controltower:us-west-1::control/QNQCBDIMDQUG |
| | | | • Asia Pacific (Hong Kong)  
ar:n:aws:controltower:ap-east-1::control/DBLEVJHLDWB |
| | | | • Asia Pacific (Jakarta)  
ar:n:aws:controltower:ap-southeast-3::control/ZALYTABUTANC |
| | | | • Asia Pacific (Osaka)  
ar:n:aws:controltower:ap-northeast-3::control/TRVJVO0TGFUQ |
| | | | • Europe (Milan)  
ar:n:aws:controltower:eu-south-1::control/OCYADTLKTJSO |
| | | | • Africa (Cape Town)  
ar:n:aws:controltower:af-south-1::control/RLHXGPMICHHC |
| | | | • Middle East (Bahrain)  
ar:n:aws:controltower:me-south-1::control/TRHKGDF0GIQJ |
| | | | • Israel (Tel Aviv)  
ar:n:aws:controltower:il-central-1::control/OUFVPRGHTCQ |
| | | | • Europe (Zurich)  
ar:n:aws:controltower:eu-central-2::control/ZPDHWKNUOHSG |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.ELASTICLOADBALANCING.PR.2 | NIST 800-53 Rev 5 | Encrypt data in transit                      | • US East (N. Virginia)
|                     |               |                                             |   arn:aws:controltower:us-east-1::control/
|                     |               |                                             |   TWNOUSHMRFWV
|                     |               |                                             | • US East (Ohio)
|                     |               |                                             |   arn:aws:controltower:us-east-2::control/
|                     |               |                                             |   XDTTHNUPIHNG
|                     |               |                                             | • US West (Oregon)
|                     |               |                                             |   arn:aws:controltower:us-west-2::control/
|                     |               |                                             |   KPAIALQFVPZD
|                     |               |                                             | • Canada (Central)
|                     |               |                                             |   arn:aws:controltower:can-central-1::control/
|                     |               |                                             |   UQPWYSTFWPNX
|                     |               |                                             | • Asia Pacific (Sydney)
|                     |               |                                             |   arn:aws:controltower:ap-southeast-2::control/
|                     |               |                                             |   OPRFIUYZWTD
|                     |               |                                             | • Asia Pacific (Singapore)
|                     |               |                                             |   arn:aws:controltower:ap-southeast-1::control/
|                     |               |                                             |   IBOADPMIQPQQ
|                     | NIST 800-53 Rev 5 AC-17(2) |                                           | • Europe (Spain)
|                     |               |                                             |   arn:aws:controltower:eu-south-2::control/
|                     |               |                                             |   HASOTQTPCQQB
|                     | NIST 800-53 Rev 5 AC-4 |                                           | • Asia Pacific (Hyderabad)
|                     |               |                                             |   arn:aws:controltower:ap-south-2::control/
|                     |               |                                             |   IDWCAEQUETLC
|                     | NIST 800-53 Rev 5 IA-5(1) |                                           | • Middle East (UAE)
|                     |               |                                             |   arn:aws:controltower:me-central-1::control/
|                     |               |                                             |   QVHGAYXKBWBE
|                     | NIST 800-53 Rev 5 SC-13 |                                           | • Asia Pacific (Melbourne)
|                     |               |                                             |   arn:aws:controltower:ap-southeast-4::control/
|                     |               |                                             |   IISQUFQMIRPH
|                     | NIST 800-53 Rev 5 SC-23 |                                           | • Encrypt data in transit
|                     |               |                                             | • US East (N. Virginia)
|                     |               |                                             |   arn:aws:controltower:us-east-1::control/
|                     |               |                                             |   TWNOUSHMRFWV
|                     |               |                                             | • US East (Ohio)
|                     |               |                                             |   arn:aws:controltower:us-east-2::control/
|                     |               |                                             |   XDTTHNUPIHNG
|                     |               |                                             | • US West (Oregon)
|                     |               |                                             |   arn:aws:controltower:us-west-2::control/
|                     |               |                                             |   KPAIALQFVPZD
|                     |               |                                             | • Canada (Central)
|                     |               |                                             |   arn:aws:controltower:can-central-1::control/
|                     |               |                                             |   UQPWYSTFWPNX
|                     |               |                                             | • Asia Pacific (Sydney)
|                     |               |                                             |   arn:aws:controltower:ap-southeast-2::control/
|                     |               |                                             |   OPRFIUYZWTD
|                     |               |                                             | • Asia Pacific (Singapore)
|                     |               |                                             |   arn:aws:controltower:ap-southeast-1::control/
|                     |               |                                             |   IBOADPMIQPQQ
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| • NIST 800-53 Rev 5 SI-7(6)  
• PCI DSS version 3.2.1 4.1 | • Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/QGSARYANMWYN  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/UXJGSEXN0JMU  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/SYMCEHDRDWOZX  
• Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/WIFXFDAZYLAY  
• Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/YSAHARNPJCUBU  
• Asia Pacific (Seoul)  
arn:aws:controltower:ap-northeast-2::control/NJZCESRAUAKF  
• Asia Pacific (Tokyo)  
arn:aws:controltower:ap-northeast-1::control/TNEWNBTRWBOX  
• Europe (Paris)  
arn:aws:controltower:eu-west-3::control/KZUEDDHYPJAE  
• South America (São Paulo)  
arn:aws:controltower:sa-east-1::control/0GNNHJFTSHGDA  
• US West (N. California)  
arn:aws:controltower:us-west-1::control/HVJNQRHHYMBMZ  
• Asia Pacific (Hong Kong)  
arn:aws:controltower:ap-east-1::control/TKCAYPVLEWI  
• Asia Pacific (Jakarta)  
arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>southeast-3::control/FTFRBHJUCHHK</td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/YGNXDTMUSTJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/TCIAAXDVEICZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/0GBTHNEOFJIM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/XSAGNUBELYYFF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/WIBUNBPUTHSS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/UEYBKXZRGQHS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/IDEVSZEMXXFJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/BJCGMXBUQOAS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE) arn:aws:controltower:me-central-1::control/APNWTETPZCJN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/BVFELBGGGJLE</td>
</tr>
</tbody>
</table>
### CT.ELASTICLOADBALANCING.PR.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.ELASTICLOADBALANCING.PR.3</td>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
<td>• Protect data integrity</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/VLCKSWJHUUNN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/WORKYXIAEGBP</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/BLKONTFMJIM</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/DTFRJDGWCDVJ</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/0HVDEGRDBJY</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/EBWHFDARURZT</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/EDDMFEESKTR</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.2.3</td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/GYLT5XU5FDVJ</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 6.6</td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/VMKVMBXJXJXT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/UQNSEXWGOAVI</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>[Details]</td>
<td>[Details]</td>
<td>arn:aws:controltower:ap-northeast-2::control/DZKUXADKBLKO</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>[Details]</td>
<td>[Details]</td>
<td>arn:aws:controltower:ap-northeast-1::control/SLYLLBVCP5Q8</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>[Details]</td>
<td>[Details]</td>
<td>arn:aws:controltower:eu-west-3::control/QRQEUQSJGTQX</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>[Details]</td>
<td>[Details]</td>
<td>arn:aws:controltower:sa-east-1::control/INCJ00CTGBSW</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>[Details]</td>
<td>[Details]</td>
<td>arn:aws:controltower:us-west-1::control/RTMVFSWFTQBU</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>[Details]</td>
<td>[Details]</td>
<td>arn:aws:controltower:ap-east-1::control/CUUDWQGUOMWE</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>[Details]</td>
<td>[Details]</td>
<td>arn:aws:controltower:ap-southeast-3::control/BMTMYG6WKGPRP</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>[Details]</td>
<td>[Details]</td>
<td>arn:aws:controltower:ap-northeast-3::control/IYJMHGRX0FTX</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>[Details]</td>
<td>[Details]</td>
<td>arn:aws:controltower:eu-south-1::control/OIGJ5CKAHJKA</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>[Details]</td>
<td>[Details]</td>
<td>arn:aws:controltower:af-south-1::control/XFLHCLM3QKNO</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>[Details]</td>
<td>[Details]</td>
<td>arn:aws:controltower:me-south-1::control/RQNXMRRGNNRC</td>
</tr>
</tbody>
</table>
| Israel (Tel Aviv) | [Details] | [Details] | arn:aws:controltower:il-
### CT.ELASTICLOADBALANCING.PR.4

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.ELASTICLOADBALANCING.PR.4</td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td>Protect configurations</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/ZVVUGGRKPSNF</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/CZGWNM2GUQGG</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/GPQUBQHOYWEA</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-4::control/CLBAVIDGQFBI</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>southeeast-2::control/REBMKCJKTOPA</td>
<td>southeast-2::control</td>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/GGMITQUCXRSC</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/GGMITQUCXRSC</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:europe-central-1::control/AYYTFKBPZPNU</td>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:europe-central-1::control/AYYTFKBPZPNU</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:europe-west-1::control/STVTFNNQGFNC</td>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:europe-west-1::control/STVTFNNQGFNC</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:europe-west-2::control/TNP1GOQDBEEP</td>
<td>Europe (London)</td>
<td>arn:aws:controltower:europe-west-2::control/TNP1GOQDBEEP</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:europe-north-1::control/HCRXAYUXHXXVH</td>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:europe-north-1::control/HCRXAYUXHXXVH</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/YXLUVVLYBOMP</td>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/YXLUVVLYBOMP</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/GMFGDGANQPXL</td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/GMFGDGANQPXL</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/WJEXQWQTKVUN</td>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/WJEXQWQTKVUN</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:europe-west-3::control/AVQIPFVIVA</td>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:europe-west-3::control/AVQIPFVIVA</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:south-america-east-1::control/MRCIZCRAIWL</td>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:south-america-east-1::control/MRCIZCRAIWL</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/U00YGDJUCEQK</td>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/U00YGDJUCEQK</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective, by Region</td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ ZHTQABLCBMIJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ JLDJRXDZHOCS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ LSUGITKOSTLF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ GFUUYAYTPGJL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ WDLCEENWASP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ YIOIHKYEOXLP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ PDPKRTBURTGG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ TIOETKTMTPUM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/ XVSQHWPOKDLH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/ GCBLJGHGUUXA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/ YMHHVLFBLBD</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Asia Pacific (Melbourne) | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective, by Region</td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------------------</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/NFDTXLIHKABM</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/KZPLSIUXHZLU</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/JGGUSYGAQEOZ</td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/VZJKBZOLBBES</td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/YEXUASWESFBT</td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/XCFEFIVKEHSY</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/KLKOLHYUIDKN</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/PFRMCVXGCD</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/REBZVFIVNNZM</td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/HCWIFNJYCKZG</td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/VDOGNTMSUMJG</td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:me-</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.ELASTICLOADBALANCING.PR.6</td>
<td>NIST 800-53 Rev 5 AC-4(26)</td>
<td>• Establish logging and monitoring</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ACYJDQTS1BRW</td>
</tr>
<tr>
<td>CT.ELASTICLOADBALANCING.PR.6</td>
<td>NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/FJIEEFHBMN</td>
</tr>
<tr>
<td>CT.ELASTICLOADBALANCING.PR.6</td>
<td>NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/KBB00EO0HYIT</td>
</tr>
<tr>
<td>CT.ELASTICLOADBALANCING.PR.6</td>
<td>NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td>Central-1:control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td>Europe (Francfurt) arn:aws:controltower:eu-central-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.7</td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.8</td>
<td>South America (São Paulo) arn:aws:controltower:sa-east-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.9</td>
<td>US West (N. California) arn:aws:controltower:sa-east-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ DISFRWVXQRS</td>
<td></td>
<td>IASBZFRYDKTB</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ BCCTQMAXUQQP</td>
<td></td>
<td>DISFRWVXQRS</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ LHRLWVZAGTIE</td>
<td></td>
<td>BCCTQMAXUQQP</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ MRIJZHYGXLTS</td>
<td></td>
<td>LHRLWVZAGTIE</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ LNOAJYUTFFUA</td>
<td></td>
<td>MRIJZHYGXLTS</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ MQNFQYDACIXF</td>
<td></td>
<td>LNOAJYUTFFUA</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ VYKHSDEISAB</td>
<td></td>
<td>MQNFQYDACIXF</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eucentral-2::control/ IYMNAKMMHPCC</td>
<td></td>
<td>VYKHSDEISAB</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/ YEQCNYPDRTF</td>
<td></td>
<td>IYMNAKMMHPCC</td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/ NVNLWPUSGHDZ</td>
<td></td>
<td>YEQCNYPDRTF</td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/ EECNYLBXKCCV</td>
<td></td>
<td>NVNLWPUSGHDZ</td>
</tr>
</tbody>
</table>
## CT.ELASTICLOADBALANCING.PR.7

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.ELASTICLOADBALANCING.PR.7 | NIST 800-53 Rev 5 CP-10 | Improve availability | US East (N. Virginia)  
ar:n:aws:controltower:us-east-1::control/  
CWXBBUJAKHIY |
| CT.ELASTICLOADBALANCING.PR.7 | NIST 800-53 Rev 5 CP-6(2) |  | US East (Ohio)  
ar:n:aws:controltower:us-east-2::control/  
JQWTMKADKIQM |
| CT.ELASTICLOADBALANCING.PR.7 | NIST 800-53 Rev 5 SC-36 |  | US West (Oregon)  
ar:n:aws:controltower:us-west-2::control/  
KRJHNIMJOUVI |
| CT.ELASTICLOADBALANCING.PR.7 | NIST 800-53 Rev 5 SC-5(2) |  | Canada (Central)  
ar:n:aws:controltower:ca-central-1::control/  
RXBCLXMDYLS |
| CT.ELASTICLOADBALANCING.PR.7 | NIST 800-53 Rev 5 SI-13(5) |  | Asia Pacific (Sydney)  
ar:n:aws:controltower:ap-southeast-2::control/  
F5RKKRIKNTVD |
| CT.ELASTICLOADBALANCING.PR.7 | NIST 800-53 Rev 5 SI-13(5) |  | Asia Pacific (Singapore)  
ar:n:aws:controltower:ap-southeast-1::control/  
OETUGRLWDUUA |
| CT.ELASTICLOADBALANCING.PR.7 | NIST 800-53 Rev 5 CP-6(2) |  | Europe (Frankfurt)  
ar:n:aws:controltower:eu-central-1::control/  
IAJRQALUGLVC |
| CT.ELASTICLOADBALANCING.PR.7 | NIST 800-53 Rev 5 SC-5(2) |  | Europe (Ireland)  
ar:n:aws:controltower:eu-west-1::control/  
PMUEIFETYEVE |
| CT.ELASTICLOADBALANCING.PR.7 | NIST 800-53 Rev 5 SI-13(5) |  | Europe (London)  
ar:n:aws:controltower:eu-west-2::control/  
SEDMCNWATELI |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/UNYSAQENBDWH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/RSTFKGDFDFVP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/PNSQXKURZA00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ERF0IJBAGKGVW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/VANTXKGTYIFB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:saeast-1::control/YJOPKSHFLSHDU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/NIYWWGCEVFEP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/JGNRBPRFUJHZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/INBVXZPITIY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/KEPKXDEDCAZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/UVREGEYISQSR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### CT.ELASTICLOADBALANCING.PR.8

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.ELASTICLOADBALANCING.PR.8</td>
<td>NIST 800-53 Rev 5 AC-17(2)</td>
<td>Encrypt data in transit</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/OQYKDUWYEOIM</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/nyjaeppdxsfp</td>
</tr>
</tbody>
</table>
|                      | NIST 800-53 Rev 5 IA-5(1) |                      | US West (Oregon) arn:aws:controltower:us-
<p>|                      | NIST 800-53 Rev 5 SC-12(3) |                      | -north-1::control/CRFNOALWZKJX |
|                      |                        | Middle East (Bahrain) | arn:aws:controltower:me-south-1::control/ DWNCGPHANJWW |
|                      |                        |                      | Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/ DEAHVSFUVIDI |
|                      |                        |                      | Europe (Zurich) arn:aws:controltower:eu-central-2::control/ UVVSUVY6XHVB |
|                      |                        | Europe (Spain) arn:aws:controltower:eu-south-2::control/ ERKLVPLKNZVI |
|                      |                        | Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/ KBGGLDWQNUTK |
|                      |                        | Middle East (UAE) arn:aws:controltower:me-central-1::control/ CRXNJTUUJIO |
|                      |                        | Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/ WPUGUNCMUAKS |
| south-1::control/ |                      |                      |                      |
| CRFNOALWZKJX |                      |                      |                      |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>west-2::control/HDFFHQGMCNAT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23(5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/HDUQIRHQJHIB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/NHXVNOSXDCMQ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/QKOIIAUPCREW</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt) arn:aws:controltower:eucentral-1::control/PJGYHTIKRFD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland) arn:aws:controltower:euwest-1::control/NSQJFFBDYFJE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London) arn:aws:controltower:euwest-2::control/HQHFTSHDARTW</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm) arn:aws:controltower:eunorth-1::control/QBKENG8NQIMOWD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/JDAURPDZMOS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/AEQVTGJCXYV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/TUPOKAOWCEWX</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris) arn:aws:controltower:euwest-3::control/CRJEOQPBNHUYN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo) arn:aws:controltower:sa-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td>east-1::control/EEDEBBDSZHT</td>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/LXKUWICNDPQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/TUAETWCFNPHP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/HLJOXOYQQRW0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/QYYUHUZOKXSI</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/BIWEKWOJFPQY</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/TLBPPGCHCPWD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/SSKNKDBWUGWG</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/XPTUPNEMJDRJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/HCENLRGKUPQG</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/GNGTFVFVJZQ0Q</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/KJLVZWYXECE</td>
</tr>
</tbody>
</table>
### Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---

### Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---

- **Middle East (UAE)**
  - arn:aws:controltower:me-central-1::control/EISTKDGVFVYA
- **Asia Pacific (Melbourne)**
  - arn:aws:controltower:ap-southeast-4::control/JLJILSWJBAWD
- **US East (N. Virginia)**
  - arn:aws:controltower:us-east-1::control/03RPUP0EBOGC
- **US East (Ohio)**
  - arn:aws:controltower:us-east-2::control/BZAIVZYG8EA
- **US West (Oregon)**
  - arn:aws:controltower:us-west-2::control/DYNNAOSHIGUA
- **Canada (Central)**
  - arn:aws:controltower:ca-central-1::control/ZFDYEMUBADTU
- **Asia Pacific (Sydney)**
  - arn:aws:controltower:ap-southeast-2::control/XCEAB5KXHNEW
- **Asia Pacific (Singapore)**
  - arn:aws:controltower:ap-southeast-1::control/ONUHDZQBRTP1
- **Europe (Frankfurt)**
  - arn:aws:controltower:eu-central-1::control/EWMJYUDXREQ
- **Europe (Ireland)**
  - arn:aws:controltower:eu-west-1::control/WQWNYGWHUHDW
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/VEQTOWINFEKD</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/STGPISYTFYUO</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/RGANYVCMWFZG</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/LYLRNCNQCPNJV</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/GKAFFTUBEDGA</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/TEDBEMVAJTO</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/QQZDUTOOGNKG</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/BKNZWUBNRNJF</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/DLTVTIXROSGT</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/FAKSKCVVLGLZ</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/CTMACEMAYWWP</td>
</tr>
</tbody>
</table>
| Europe (Milan)     |           |                   | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.EMR.PR.1        |           | Encrypt data at rest | • US East (N. Virginia)  
ar:aws:controltower:us-east-1::control/  
CGKQCHLVDEIB  
• US East (Ohio)  
ar:aws:controltower:us-central-1::control/  
MZHSLHDOAIME |

### CT.EMR.PR.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EMR.PR.1</td>
<td></td>
<td>Encrypt data at rest</td>
</tr>
</tbody>
</table>

- **NIST 800-53 Rev 5**: CA-9(1)
- **NIST 800-53 Rev 5**: CM-3(6)
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>east-2::control/YHCUCJSGQFXA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/IVSACG6XVHRSR</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/INXDKMEOBTHFF</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/TFCTANMLNGMR</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/KSGLCSMAEDDA</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eucentral-1::control/MMPGM1GJAQON</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/TWSLMQLOEOKS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/KEGOEDVBLR</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eunorth-1::control/QSKWRVYDHVGED</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:apsouth-1::control/TVAYHGOXULPE</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ESKLH5PODEY</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/CTSXXPDCUEDR</td>
</tr>
</tbody>
</table>
| • Europe (Paris) | | | Europe (Paris) arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-3::control/</td>
<td></td>
<td></td>
<td>KTMOCNTSAAXOL</td>
</tr>
<tr>
<td>• South America</td>
<td></td>
<td></td>
<td>(São Paulo)</td>
</tr>
<tr>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td></td>
<td></td>
<td>GZCNFBZSQ00Q</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td>California)</td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/</td>
<td></td>
<td></td>
<td>UFVDCAJPRVWU</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Hong Kong)</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td></td>
<td></td>
<td>MBPQYGMWWUN</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Jakarta)</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
<td></td>
<td></td>
<td>HGZIJEVCJGDL</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Osaka)</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
<td></td>
<td></td>
<td>OMAMQJBXCRMU</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td></td>
<td></td>
<td>RJOLOQVUEUFWPX</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:af-south-1::control/</td>
<td></td>
<td></td>
<td>SAPJRYDGPIJG</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td>(Bahrain)</td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/</td>
<td></td>
<td></td>
<td>BPFAHEYTAYOS</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/</td>
<td></td>
<td></td>
<td>SFFDXBDLASOK</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-central-2::control/</td>
<td></td>
<td></td>
<td>APMARIQMLCIH</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-2::control/</td>
<td></td>
<td></td>
<td>HJIMSQRPFTZSY</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.EMR.PR.2</td>
<td></td>
<td>Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/RBBMAHVKFUYB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/UNMATKWGXVEF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/TRYHGGCPXQBY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/QSNQBMVQIOGP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/CHDEFRBDBNLC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/PFAXXMHST0JG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/SHPWLBFPVXD</td>
</tr>
</tbody>
</table>

CT.EMR.PR.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EMR.PR.2</td>
<td></td>
<td>Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/RBBMAHVKFUYB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/UNMATKWGXVEF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/TRYHGGCPXQBY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/QSNQBMVQIOGP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/CHDEFRBDBNLC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/PFAXXMHST0JG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/SHPWLBFPVXD</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>------------------------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-west-1::control/SFHGSRUHYWUR</td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-west-2::control/YWOIDYYXXVQKE</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-north-1::control/VOWF0FVIPEUJ</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-south-1::control/PHHKZGEWDAZK</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-northeast-2::control/NXJYKOBPZCEF</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-northeast-1::control/DDJLGXQNVUQ</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-west-3::control/OPAFIWVUBII</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:sa-east-1::control/WFNNKLCKRXJE</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:us-west-1::control/NPCHIRM0YBBA</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-east-1::control/QHFOQHUAJJJS</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-southeast-3::control/PIXVJDFYLEE</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-</td>
</tr>
</tbody>
</table>
## CT.EMR.PR.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.EMR.PR.3</td>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td>• Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-2163</td>
</tr>
</tbody>
</table>

- **Control identifier**: CT.EMR.PR.3
- **Framework**: NIST 800-53 Rev 5 CA-9(1)
- **Control objective**: Encrypt data at rest
- **Control API identifiers, by Region**:
  - US East (N. Virginia) arn:aws:controltower:us-2163
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td></td>
<td>east-1::control/QNPZCJDNGGSI</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/PILEMYHTDAXA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/UDEMBIGVWQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/UDKRPGZVFQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/PMKIZZXIXGC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/LJLBK00JFQZD</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/JUINJRLQOUN</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/JAHQGPNBHEI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/UPFHHKEZYOCC</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/OCDDXWMLCWVT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/XSTLMPKVVTZP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/YIITTJQXIPJH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>northeateast-1:control/PRRNBEUYWTVA</td>
<td>• Europe (Paris)</td>
<td></td>
<td>arn:aws:control:eu-west-3::control/QVKNNUJGSZID</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:control:eu-south-1::control/IEISUVEEELSRQ</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:control:af-south-1::control/MVGLRQDIEFKY</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:control:me-south-1::control/XGSFHLJQLUV</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:control:il-central-1::control/CZOVNGPORAHT</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:control:eu-central-2::control/LIIGCMQFSLT</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>----------------------------</td>
<td>------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>CT.EMR.PR.4</td>
<td>• NIST 800-53 Rev 5</td>
<td>• Encrypt data in transit</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/VKFEQPOWCEQ0</td>
</tr>
<tr>
<td></td>
<td>AC-17(2)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/EHLZ0FIPQELW</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/GFUQRPW0JQ0</td>
</tr>
<tr>
<td></td>
<td>AC-4</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:central-1::control/PBXJZBPNELGX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/YLGTY0LGX8BH</td>
</tr>
<tr>
<td></td>
<td>IA-5(1)</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/IPWAJHVDZLKX</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 2.3  |  |  | • Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/JCKGMJOAJMOP |
| • PCI DSS version 3.2.1 4.1 |  |  | • Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/TETBYMUVVMCK |
| • PCI DSS version 3.2.1 8.2.1 |  |  | • Europe (London)  
arn:aws:controltower:eu-west-2::control/NGFBINLXWMZV |
|  |  |  | • Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/OMIMVRHODCMR |
|  |  |  | • Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/HIZUGNMVVFIV |
|  |  |  | • Asia Pacific (Seoul)  
arn:aws:controltower:ap-northeast-2::control/RDHYEEFAEUMS |
|  |  |  | • Asia Pacific (Tokyo)  
arn:aws:controltower:ap-northeast-1::control/ISRNTOKYVYFL |
|  |  |  | • Europe (Paris)  
arn:aws:controltower:eu-west-3::control/TQDRKJ0STGFE |
|  |  |  | • South America (São Paulo)  
arn:aws:controltower:sa-east-1::control/IWHTELJECWQS |
|  |  |  | • US West (N. California)  
arn:aws:controltower:us-west-1::control/CRNDYYYDDGZL |
|  |  |  | • Asia Pacific (Hong Kong)  
arn:aws:controltower:ap-east-1::control/UHPYOGSOODQAI |
|  |  |  | • Asia Pacific (Jakarta)  
arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>southee-3::control/ NWZAQBRTRVWQ</td>
<td>Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/ VS100CSNCCXV</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Europe (Milan) arn:aws:controltower:eu-south-1::control/ GKMOMEBKHZEL</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Africa (Cape Town) arn:aws:controltower:af-south-1::control/ WHAGYFSPKXKE</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Middle East (Bahrain) arn:aws:controltower:me-south-1::control/ YXZUTBJKJKA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/ NHRUSBNKRQBU</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Europe (Zurich) arn:aws:controltower:eu-central-2::control/ GUVJOBDBOIBJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Europe (Spain) arn:aws:controltower:eu-south-2::control/ LXJWHUCUNCCF</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/ PRXVTEHHJR</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Middle East (UAE) arn:aws:controltower:me-central-1::control/ XVYHZAEAOUWJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/ GYJLBWGSDEI</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## CT.GLUE.PR.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.GLUE.PR.1       | - NIST 800-53 Rev 5 CA-9(1)  
                    | - NIST 800-53 Rev 5 CM-3(6)  
                    | - NIST 800-53 Rev 5 SC-13  
                    | - NIST 800-53 Rev 5 SC-28  
                    | - NIST 800-53 Rev 5 SC-28(1)  
                    | - NIST 800-53 Rev 5 SC-7(10)  
                    | - NIST 800-53 Rev 5 SI-7(6)  
                    | - PCI DSS version 3.2.1 10.5  
                    | - PCI DSS version 3.2.1 10.5.2  
                    | - PCI DSS version 3.2.1 2.2  
                    | - PCI DSS version 3.2.1 3.4  
|                    | Encrypt data at rest |                    | - US East (N. Virginia)  
                    | arn:aws:controltower:us-east-1::control/WPCRZFUMPUYK  
                    | - US East (Ohio)  
                    | arn:aws:controltower:us-east-2::control/TGWRJOJCLVFQ  
                    | - US West (Oregon)  
                    | arn:aws:controltower:us-west-2::control/SKMTAQLOSYY  
                    | - Canada (Central)  
                    | arn:aws:controltower:ca-central-1::control/IEKSUNOKGWLL  
                    | - Asia Pacific (Sydney)  
                    | arn:aws:controltower:ap-southeast-2::control/UETCETTAWIFA  
                    | - Asia Pacific (Singapore)  
                    | arn:aws:controltower:ap-southeast-1::control/QQFWDELOYZHJ  
                    | - Europe (Frankfurt)  
                    | arn:aws:controltower:eu-central-1::control/ZABAPQCMENQX  
                    | - Europe (Ireland)  
                    | arn:aws:controltower:eu-west-1::control/GFTITBQSMXZN  
                    | - Europe (London)  
                    | arn:aws:controltower:eu-west-2::control/PADEKLSUDPRA  
                    | - Europe (Stockholm)  
                    | arn:aws:controltower:eu-north-1::control/LIJJZZPMMXINO  
                    | - Asia Pacific (Mumbai)  
<pre><code>                | arn:aws:controltower:ap-south-1::control/TLZNZDRMXYUD |
</code></pre>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/FJGIMXRXTUMO</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/LZYUTOYMDJEV</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ULXVMADMHBW</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/TLCNCNUKBYAX</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/TTFHKNXUHRD</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/SYVDUSGNTBAO</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/OYFSLJFVANFX</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/IOYSTBILSAIQ</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/FTVODADCSVE</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/JWHEFNLFRPL</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/YZEYJMGLPZ</td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.GUARDDUTY.PR.1 | • NIST 800-53 Rev 5 AC-2(12)  
• NIST 800-53 Rev 5 AU-6(1)  
• NIST 800-53 Rev 5 AU-6(5)  
• NIST 800-53 Rev 5 CA-7  
• NIST 800-53 Rev 5 RA-3(4)  
• NIST 800-53 Rev 5 SC-7(10)  
• NIST 800-53 Rev 5 SI-4  
• NIST 800-53 Rev 5 SI-4(13)  
• NIST 800-53 Rev 5 SI-4(2) | • Protect configurations  
• Prepare for incident response | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/ HDYIPPM5SWZOU  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/ PYNXRrW4WDCV  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/ AAEWPLCHTLBT  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/ ETRMJIXAELLB  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-4::control/ VGEVDH5SNVCJN |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(4)</td>
<td></td>
<td></td>
<td>southeast-2::control/CELIJOZUYTCC</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 11.4</td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Singapore)</strong> arn:aws:controltower:ap-southeast-1::control/YTVHWKKJNVVZ</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ HFQIYZQEDSBF</td>
<td></td>
<td><strong>Europe (Ireland)</strong> arn:aws:controltower:eu-west-1::control/ YTVHWKKJNVVZ</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ EZEIVKLTVVW</td>
<td></td>
<td><strong>Europe (Stockholm)</strong> arn:aws:controltower:eu-north-1::control/ WTYFJYSYNHCOE</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ CGJWZYIKSAKC</td>
<td></td>
<td><strong>Asia Pacific (Seoul)</strong> arn:aws:controltower:ap-northeast-2::control/ KWNBRWJUAAK</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ SPIMIVFZLKG</td>
<td></td>
<td><strong>Europe (Paris)</strong> arn:aws:controltower:eu-west-3::control/ YGKBDKCNXMAS</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ BUDEACEBNFPS</td>
<td></td>
<td><strong>US West (N. California)</strong> arn:aws:controltower:us-west-1::control/ XGBAGKSFTLVU</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/KUKBAIDPCVEP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/QQXJTSRQRSIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/GATXICT0AKVM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/LUCAAVDCOXYJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/MHNSDEFFGQL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/BBF5RHLQVQLM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/LZFSULLYFCJZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/NVFWCUDSLMOC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/GLDWZTWHCYIT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/ONTROZVBXCSH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/UEEPBLZVYHWN</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Asia Pacific (Melbourne) | arn:aws:controltower:ap- 

---
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.IAM.PR.1</td>
<td>• CIS AWS Benchmark 1.4 1.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6(10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 7.1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Enforce least privilege</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US East (N. Virginia)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:us-east-1::control/JMBMAKMUHMKC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US East (Ohio)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:us-east-2::control/VRYGYLBERJDX</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US West (Oregon)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:us-west-2::control/IEYNGQBFVLSK</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Canada (Central)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/XSODKGTQFXRF</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/OHTNYZERSTJL</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/JOYWUKEESSYI</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/VLBUBGROVKQD</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/OVZG5DCW2LCD</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (London)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/GXTMGHVRNDOR</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/STCTJILZFUDN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ UTUYMAXJRGID</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ AHDCTTXNKGUM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ AZWOFYWOCYFD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ WNQGLXPXUGQT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ PJBVRJXEOSUF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ RKJORUGWSXPC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ LJCRJPOVCTC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ ENDGXUBAFXAJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ ZHHFEZIYPBJK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ ETMDQOKWHREI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ NVNMAJPWYQS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-------------------------</td>
<td>-------------------------</td>
<td>------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| CT.IAM.PR.2        | • CIS AWS Benchmark 1.4 1.16  
                | • NIST 800-53 Rev 5 AC-2  
                | • NIST 800-53 Rev 5 AC-2(1)  
                | • NIST 800-53 Rev 5 AC-3  
                | • NIST 800-53 Rev 5 AC-3(15)  
                | • NIST 800-53 Rev 5 AC-3(7)  
                | • NIST 800-53 Rev 5 AC-5  | • US East (N. Virginia)  
                | • US East (Ohio)  
                | • US West (Oregon)  
                | • Canada (Central)  |

Control identifier | Framework   | Control objective       | Control API identifiers, by Region                                      |
|-------------------|-------------|-------------------------|------------------------------------------------------------------------|
| CT.IAM.PR.2        | • Enforce least privilege | • US East (N. Virginia)  
                | • US East (Ohio)  
                | • US West (Oregon)  
<pre><code>            | • Canada (Central)  |
</code></pre>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>- NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td>central-1::control/ H0KZEQYPEVHL</td>
</tr>
<tr>
<td>- NIST 800-53 Rev 5 AC-6(10)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ CAOCW612CFG0B</td>
</tr>
<tr>
<td>- NIST 800-53 Rev 5 AC-6(2)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-east-2::control/ YHMPKQYKTCUML</td>
</tr>
<tr>
<td>- PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eucentral-1::control/ BVIKMRHDDDMG</td>
</tr>
<tr>
<td>- PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eusouth-1::control/ ARQSBKHBDXCM</td>
</tr>
<tr>
<td>- PCI DSS version 3.2.1 7.1.2</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:euseast-2::control/ ALYKFTXVNC</td>
</tr>
<tr>
<td>- PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eunorth-1::control/ NFGGERHBCZUW</td>
</tr>
<tr>
<td>- PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ FEBW6SMFJIB</td>
</tr>
<tr>
<td>- PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ TRWCTXWEQ</td>
</tr>
<tr>
<td>- PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ HOCOFZGQHTG</td>
</tr>
<tr>
<td>- PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:euseast-3::control/ RAYNNMFDYEV</td>
</tr>
<tr>
<td>- PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-east-1::control/ RSEEMCFUKRU</td>
</tr>
<tr>
<td>- PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>US West (N. California) arn:aws:controltower:ap-northeast-1::control/ FEBW6SMFJIB</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:us-west-1::control/OGSIRAALHWTG</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) <code>arn:aws:controltower:ap-east-1::control/CPYTOUZUVOMY</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) <code>arn:aws:controltower:ap-southeast-3::control/QJIWSLSIUGXF</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) <code>arn:aws:controltower:ap-northeast-3::control/ROHDZMYMPCUO</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan) <code>arn:aws:controltower:eu-south-1::control/JIBSKFGZPWWYZ</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town) <code>arn:aws:controltower:af-south-1::control/JQIIUMMBPORM</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) <code>arn:aws:controltower:me-south-1::control/QQQRCQIQWLSU</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv) <code>arn:aws:controltower:il-central-1::control/RFWVZWSWOITC</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich) <code>arn:aws:controltower:eu-central-2::control/SVNXRAXOWYPD</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain) <code>arn:aws:controltower:eu-south-2::control/OZIYLNCGRZKX</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad) <code>arn:aws:controltower:ap-south-2::control/YBDAHCCPRLHG</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE) <code>arn:aws:controltower:me-central-1::control/FDOELRUSKFQZ</code></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>---------------------------------</td>
</tr>
</tbody>
</table>
| CT.IAM.PR.3       |           |                  | • Asia Pacific (Melbourne)  
|                   |           |                  |     arn:aws:controltower:ap-  
|                   |           |                  |     southeast-4::control/  
|                   |           |                  |     HDJTIIYVJZNH            |
| CT.IAM.PR.3       |           |                  | • NIST 800-53 Rev 5 AC-2  
|                   |           |                  |     • NIST 800-53 Rev 5 AC-2(1)  
|                   |           |                  |     • NIST 800-53 Rev 5 AC-3  
|                   |           |                  |     • NIST 800-53 Rev 5 AC-3(15)  
|                   |           |                  |     • NIST 800-53 Rev 5 AC-3(7)  
|                   |           |                  |     • NIST 800-53 Rev 5 AC-5  
|                   |           |                  |     • NIST 800-53 Rev 5 AC-6  
|                   |           |                  |     • NIST 800-53 Rev 5 AC-6(10)  
|                   |           |                  |     • NIST 800-53 Rev 5 AC-6(2)  
|                   |           |                  |     • NIST 800-53 Rev 5 AC-6(3)  
|                   |           |                  |     • PCI DSS version 3.2.1  
|                   |           |                  |     2.2  
|                   |           |                  |     • PCI DSS version 3.2.1  
|                   |           |                  |     7.1.1  
|                   |           |                  |     • PCI DSS version 3.2.1  
|                   |           |                  |     7.1.2  
|                   |           |                  |     • PCI DSS version 3.2.1  
|                   |           |                  |     7.2.1  
|                   |           |                  |     • PCI DSS version 3.2.1  
|                   |           |                  |     7.2.2  
|                   |           |                  | • Enforce least privilege  
|                   |           |                  | • US East (N. Virginia)  
|                   |           |                  |     arn:aws:controltower:us-  
|                   |           |                  |     east-1::control/  
|                   |           |                  |     XJWBVKPDALLC            |
|                   |           |                  | • US East (Ohio)  
|                   |           |                  |     arn:aws:controltower:us-  
|                   |           |                  |     east-2::control/  
|                   |           |                  |     UFUIAVAHEMXT           |
|                   |           |                  | • US West (Oregon)  
|                   |           |                  |     arn:aws:controltower:us-  
|                   |           |                  |     west-2::control/  
|                   |           |                  |     TQOQT VFKYZP           |
|                   |           |                  | • Canada (Central)  
|                   |           |                  |     arn:aws:controltower:ca-  
|                   |           |                  |     central-1::control/  
|                   |           |                  |     UVQFBXEVKVGX           |
|                   |           |                  | • Asia Pacific (Sydney)  
|                   |           |                  |     arn:aws:controltower:ap-  
|                   |           |                  |     southeast-2::control/  
|                   |           |                  |     DIYAWISHCSUP           |
|                   |           |                  | • Asia Pacific (Singapore)  
|                   |           |                  |     arn:aws:controltower:ap-  
|                   |           |                  |     southeast-1::control/  
|                   |           |                  |     RBKJFTDCPGHB           |
|                   |           |                  | • Europe (Frankfurt)  
|                   |           |                  |     arn:aws:controltower:eu-  
|                   |           |                  |     central-1::control/  
|                   |           |                  |     IRQ1MXUAHNNQ           |
|                   |           |                  | • Europe (Ireland)  
|                   |           |                  |     arn:aws:controltower:eu-  
|                   |           |                  |     west-1::control/  
|                   |           |                  |     GDTCMKSZZJP            |
|                   |           |                  | • Europe (London)  
|                   |           |                  |     arn:aws:controltower:eu-  
|                   |           |                  |     west-2::control/  
<p>|                   |           |                  |     DXWZZ3DXVQJB           |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/YAYMMPOICSWS</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/UJVQWOKLAPOA</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/SEDWSBCCUPUR</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/BHIAWIKNMSH</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/CXLKIUJGCVBV</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/YGJVNUUQETCS</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ RJAICXMTQFY</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ORPNELRUOFKT</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/ILMQSXXDTGIW</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/CJYWUKYSXKUP</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/SRCNCC0VAKTW</td>
</tr>
</tbody>
</table>
| Africa (Cape Town) |           |                   | arn:aws:controltower:af-
## CT.IAM.PR.4

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.IAM.PR.4        | • CIS AWS Benchmark 1.4 1.15  
• NIST 800-53 Rev 5  
AC-2 
• NIST 800-53 Rev 5  
AC-2(1) 
• NIST 800-53 Rev 5  
AC-3 | • Enforce least privilege | • US East (N. Virginia)  
arwn:aws:controltower:us-east-1::control/  
BGEGSPWZQGHE 
• US East (Ohio)  
arwn:aws:controltower:us-east-2::control/  
WDSXAJOAVHZA 
• US West (Oregon)  
arwn:aws:controltower:us-west-2::control/  
NDAJJBDGDIUAH |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-2::control/XGWPMANHZWZI</td>
<td>NIST 800-53 Rev 5 AC-3(15)</td>
<td>Canada (Central)</td>
<td>Canada (Central)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td>arn:aws:controltower:ca-central-1::control/UEHHSOZOQI</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td>Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/NIQNDIAPPYT</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(3)</td>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/YXXSRJWMGBGN</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.2</td>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ALGNWNDOJHOJG</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.1.1</td>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/HTVEKDWTRMZF</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.1.2</td>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/KNLJBTBRTNYYB</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.1</td>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/EYXVADFYATUK</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.2</td>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/CBIVZXRPJUAXJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/VPFGSMPFNEDX</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ZT0G0ILBNLVZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/PAUXSALAWTJL</td>
</tr>
</tbody>
</table>
| | | South America (São Paulo) | arn:aws:controltower:sao-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| east-1::control/ESBOQQWFAIJM | | | • US West (N. California)  
  arn:aws:controltower:us-west-1::control/ZCDLCRVCFCOTU |
| • Asia Pacific (Hong Kong)  
  arn:aws:controltower:ap-east-1::control/UFHNHLRVIPSM | | |
| • Asia Pacific (Jakarta)  
  arn:aws:controltower:ap-southeast-3::control/GQDQANYGJAPI | | |
| • Asia Pacific (Osaka)  
  arn:aws:controltower:ap-northeast-3::control/SXUORJZQKEPJ | | |
| • Europe (Milan)  
  arn:aws:controltower:eu-south-1::control/CNVGZMHPQJVE | | |
| • Africa (Cape Town)  
  arn:aws:controltower:af-south-1::control/CMHCTVGLGZAB | | |
| • Middle East (Bahrain)  
  arn:aws:controltower:me-south-1::control/WEIKDIOJBGFU | | |
| • Israel (Tel Aviv)  
  arn:aws:controltower:il-central-1::control/ZGSPZACZKYK | | |
| • Europe (Zurich)  
  arn:aws:controltower:eu-central-2::control/JGDUWOAAFNAN | | |
| • Europe (Spain)  
  arn:aws:controltower:eu-south-2::control/EHMJZNHWSSNR | | |
| • Asia Pacific (Hyderabad)  
  arn:aws:controltower:ap-south-2::control/JMWLMQKSOWRB | | |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.IAM.PR.5</td>
<td>NIST 800-53 Rev 5 AC-2</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ CCMOWIXYLYF</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-2(1)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ ONHYGFQYMZS</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ MCGPCOIVNQGM</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:central-1::control/ CXYDXHZWZNXX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ PSTEFAEBICWJ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-5</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ LZSJWCBDBNSCK</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ NSLUIJZYNZS</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(10)</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ IHTJEPIWSWF</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>------------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/TKRBPZKLXSOB</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/WYUBTTMTGXJG</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/JZHXBIKWJLL</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/BXCTZL0DJIFG</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ISCNDUFSMEVM</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/PRBDWMDNDXJU</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/SUVBXVFLNFMS</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/AUPBSLCCX0KW</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/1ZTCZMFKNCZ0</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/HVFUXH0X0XPB</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/DOVTCPZPYCON</td>
</tr>
</tbody>
</table>
| • Europe (Milan)       |           |                  | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.KINESIS.PR.1</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/HUIOKNICCRBB</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-</td>
</tr>
</tbody>
</table>

### Framework

- **NIST 800-53 Rev 5 CA-9(1)**
- **NIST 800-53 Rev 5 CM-3(6)**

### Control objective

- Encrypt data at rest
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>east-2::control/ULXLVVUVELRR</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/KHBDMVKHOBTL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/GJHIYBNFTIXA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/KREVISSWDIIL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/VPQCRYMNFLHQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/XCIGQSTRVFA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/TCPBIRILCAQQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/CDJWYOCX0XV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/IMXQJNMZJZAO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/QEXYSDBEUGDZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/CCUPGDNBQPQGW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/STVPRVMFIFLX</td>
</tr>
</tbody>
</table>
| | | | Europe (Paris) arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-3::control/</td>
<td></td>
<td></td>
<td>YANNDPDPDKT</td>
</tr>
<tr>
<td>• South America</td>
<td></td>
<td></td>
<td>(São Paulo) arn:aws:controltower:sa-east-1::control/ XRDFTFDPDNALI</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td>California) arn:aws:controltower:us-west-1::control/ IQSVGYPCMIQQ</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Hong Kong) arn:aws:controltower:ap-east-1::control/ CPXPGDDIBIQV</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Jakarta) arn:aws:controltower:ap-southeast-3::control/ PSNLRLYRRYHN</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Osaka) arn:aws:controltower:ap-northeast-3::control/ CXQVUZQUGDS</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/ IJPNWGFQMFNR</td>
</tr>
<tr>
<td>• Africa (Cape</td>
<td></td>
<td></td>
<td>Town) arn:aws:controltower:af-south-1::control/ KIPNHGILDQWA</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td>(Bahrain) arn:aws:controltower:me-south-1::control/ DASBBTYBUOOF</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/ HSTFUNSHQGEJ</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/ MWRDFWGLTLZXR</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/ OYCWERWIIYAE</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>CT.KMS.PR.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• CIS AWS Benchmark 1.4 3.8</td>
<td>• Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/VULBAJMYDWHA</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-12</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/JDPLYYQWRCOA</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-12(2)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/IJH0OMRUOCFD</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-28(3)</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/TDLOCMNRYDEW</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/KZDJWGKCNWVI</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 3.6.4</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/FZQEVKYAAZWT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/JKUXPIAYFKSK</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Control objective</strong></td>
<td><strong>Control API identifiers, by Region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ VHSQFHPSHXY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ DEPFJLBPJFHZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ YVFYIEHQZEWWW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ XHSZCFZKRKSK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ FSQBJXDJBZVU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ KBUBBEPRVJVA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ AOQXVQUAUJRW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ SROYFMNTJWNJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ QZRDNMPLQSS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ RBOOYWIGHTIP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ TLIKROYMIVQB</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Asia Pacific (Osaka) | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.KMS.PR.2</td>
<td></td>
<td></td>
<td>northeast-3::control/RWZMAUHNERFS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/IQJLHCNTBZQA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/NTIKMXFYUJCH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/ZZCIURLITMQF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/LKJHKSFLIYWN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/CSEQKCWKHJUU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/NRBBZHZCNZIO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/DNSQMERTUTYL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE) arn:aws:controltower:me-central-1::control/OVBQLZJGMNSJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/GSGZPJGXAWVS</td>
</tr>
</tbody>
</table>

**CT.KMS.PR.2**

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.KMS.PR.2</td>
<td>• NIST 800-53 Rev 5 CM-8</td>
<td>• Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>east-1::control/IIDRQWFYO9WSPO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/HNCWLRMVGJL</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/AAYBIQ5W9H3</td>
</tr>
<tr>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/UTUHYIV5JZQ</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/NBBUFFKZQI9W</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/CWZINL5YZ9A</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/BSVBUUL5VSRUI</td>
</tr>
<tr>
<td>• Europe (Ireland) arn:aws:controltower:euwest-1::control/SGDBXEO1R9UY</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/BICLJDRG5N9I</td>
</tr>
<tr>
<td>• Europe (Stockholm) arn:aws:controltower:eunorth-1::control/GKRBPI5Q4MTC</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/IQOKDDFQVULP</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/HANQYUPDQHSI</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| northeast-1::control/OWTLNREXRIMN | • Europe (Paris)  
arn:aws:controltower:eu-west-3::control/QASOHPDPRFTMQ | | |
| | • South America (São Paulo)  
arquivo:aws:controltower:sa-east-1::control/REZTDNCTEQQ | | |
| | • US West (N. California)  
arquivo:aws:controltower:us-west-1::control/IRNOVPOTTKXX | | |
| | • Asia Pacific (Hong Kong)  
arquivo:aws:controltower:ap-east-1::control/JKLJQLGQGVPY | | |
| | • Asia Pacific (Jakarta)  
arquivo:aws:controltower:ap-southeast-3::control/KVIRUTURJNHT | | |
| | • Asia Pacific (Osaka)  
arquivo:aws:controltower:ap-northeast-3::control/MYGXAKQZZKAU | | |
| | • Europe (Milan)  
arquivo:aws:controltower:eu-south-1::control/IOUXAVZFJDQK | | |
| | • Africa (Cape Town)  
arquivo:aws:controltower:af-south-1::control/UWOYYBYLAJQS | | |
| | • Middle East (Bahrain)  
arquivo:aws:controltower:me-south-1::control/RMEBEBCQJNGW | | |
| | • Israel (Tel Aviv)  
arquivo:aws:controltower:il-central-1::control/TYGLPCXHNFSC | | |
| | • Europe (Zurich)  
arquivo:aws:controltower:eu-central-2::control/ADCWXSHRSWJ | | |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.KMS.PR.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2</td>
<td>Enforce least privilege</td>
<td>• US East (N. Virginia) &lt;br&gt;arn:aws:controltower:us-east-1::control/SILIQPXGEMKZ</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
<td></td>
<td>• US East (Ohio) &lt;br&gt;arn:aws:controltower:us-east-2::control/GNVSURRRRJVKK</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>• US West (Oregon) &lt;br&gt;arn:aws:controltower:us-west-2::control/MXVGDITBSPU</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td>• Canada (Central) &lt;br&gt;arn:aws:controltower:can-central-1::control/OGEDACIRUOBW</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-7</td>
<td></td>
<td>• Asia Pacific (Sydney) &lt;br&gt;arn:aws:controltower:ap-southeast-2::control/GCUVYVYGOGBEF</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-5</td>
<td></td>
<td>• Asia Pacific (Singapore) &lt;br&gt;arn:aws:controltower:ap-southeast-1::control/XTNLHODKVOZW</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ UVOKYCLBTZQR</td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ UVOKYCLBTZQR</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ KSSFTGALEFZC</td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ KSSFTGALEFZC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ FSWTXZUNYYSF</td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ FSWTXZUNYYSF</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ FWPBETJPERDF</td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ FWPBETJPERDF</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ VEZBRKXRLKAT</td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ VEZBRKXRLKAT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ SDHRAOXPCXDR</td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ SDHRAOXPCXDR</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ WQMVYTCUAPHO</td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ WQMVYTCUAPHO</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ NXGJVOLKXXVTZ</td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ NXGJVOLKXXVTZ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sao-east-1::control/ YYGKNXYYZMUT</td>
<td>• South America (São Paulo) arn:aws:controltower:sao-east-1::control/ YYGKNXYYZMUT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/ CTRRPSICMTII</td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/ CTRRPSICMTII</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-</td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>southeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HXBEHKWQBM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/CDAWCVXACTRP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/QLCVBYTAQKNZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/OXTCGKLYMEW</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/LGITVXMONZD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/HRHVKKZKYDBE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/WFZBBMWWQINE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/MMQTMXFQBCL</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/BOMFYPZAQNZU</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/WHNUPURUPZJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-southeast-4::control/ZFKVOWDNEYFB</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.KMS.PV.1        | • NIST 800-53 Rev 5 AC-2<br>• NIST 800-53 Rev 5 AC-2(1)<br>• NIST 800-53 Rev 5 AC-3<br>• NIST 800-53 Rev 5 AC-3(15)<br>• NIST 800-53 Rev 5 AC-5<br>• NIST 800-53 Rev 5 AC-6<br>• NIST 800-53 Rev 5 AC-6(3)<br>• PCI DSS version 3.2.1 2.2<br>• PCI DSS version 3.2.1 7.1.1<br>• PCI DSS version 3.2.1 7.1.2<br>• PCI DSS version 3.2.1 7.2.1<br>• PCI DSS version 3.2.1 7.2.2 | • Enforce least privilege | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/AVT1GCDZPGRX<br>• US East (Ohio) arn:aws:controltower:us-east-2::control/MDJ0DZYAMSKL<br>• US West (Oregon) arn:aws:controltower:us-west-2::control/PVMTUFQCTSCQ<br>• Canada (Central) arn:aws:controltower:ca-central-1::control/TUWDPWLYPABH<br>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/QOSMISZNLZHS<br>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ERXHYQNEVRYZ<br>• Europe (Frankfurt) arn:aws:controltower.eu-central-1::control/KVXCMGLOSLD<br>• Europe (Ireland) arn:aws:controltower.eu-west-1::control/WFPVSUNMFJXD<br>• Europe (London) arn:aws:controltower.eu-west-2::control/DRNWPQVBZLDZ<br>• Europe (Stockholm) arn:aws:controltower.eu-north-1::control/ARHZQJRNAXN<br>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/AXY0DJFUXQ
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/CAEURXKPVZIX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/OUZRLATRXKXPP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/HMSAACTPKBQL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/IOELHUOQDDQK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/QCWTSYVFTOH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/PTWPVUKHYDM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/WEFPAMOTWMDM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/VEZVGZFSUMURA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/HYYSJTSIIYLM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/QWHAMAXNYXUK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/EKXJCUTTRNRJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.KMS.PV.2</td>
<td></td>
<td></td>
<td>central-1::control/SQRLWUSUKAQA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-8</td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-13</td>
<td>Encrypt data in transit</td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 3.4</td>
<td></td>
<td>Canada (Central)</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 3.6.1</td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>southeast-2::control/ MJQBPFOKAHLQ</td>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ NCZDNQRKDYMA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:europe-central-1::control/ WWHWUJTVOHTTA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:europe-west-1::control/ NSNQFZKPOPQV</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (London)</td>
<td>arn:aws:controltower:europe-west-2::control/ IGOEDZDOKOJO</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:europe-north-1::control/ NIXEMBLQGRBX</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ HVPBYISBGOC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ ICJZCOYEOISC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ GMSMKRASUFKN</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:europe-west-3::control/ OYJNIXWXWRI</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:south-east-1::control/ KMWYGHEAQN</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ YAWIAVXXDMGM</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/PHOKVWOWYWWTB</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/FXOKBDKDCRRN</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/DJFGEKHRJHSR</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/DZQYUVLQCHYN</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/QCNPNCYCKWOG</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/FNHUMUVTXAGBW</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/DBTIVTIRFNIY</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/MBFSDIMFTZKH</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/XGWMRWRXQRID</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/VNTGRHVAOAZP</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/RSVWGHFXEWN8</td>
<td>•</td>
<td></td>
</tr>
</tbody>
</table>
| Asia Pacific (Melbourne) | arn:aws:controltower:ap-
# CT.KMS.PV.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.KMS.PV.3</td>
<td>• NIST 800-53 Rev 5 SC-12</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ XBWZIXUBHKFI</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>• Protect configurations</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ YAVUHKMTPUVH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ UBRZJERMAFCD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ ZQZJXLLWIWOJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ LAQDBVGBZTNN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ KKRPFQTHVFN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ KKGZONAWPTZQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ ISSVVLWAHPUKY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ KXDLPZNODJLD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ NMWKOFNNPCAFCF</td>
</tr>
</tbody>
</table>

- southeeast-4::control/VNJTGWIULHAC
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>south-1::control/VIYXFDTJFTOV</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>northeast-2::control/HBYZHPNOKDNQ</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>northeast-1::control/CXRZGJFNHKHG</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:europe-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>west-3::control/NTDOXXVROYNA</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:south-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>east-1::control/WRTSPXIRYBDO</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>west-1::control/ZKOCPCBEQKOW</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>east-1::control/LLAZYPBBZYUB</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>southeast-3::control/PMNICKKUUEAE</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>northeast-3::control/SRLJJFK0CPJZ</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:europe-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>south-1::control/UXZIDZHPWQQC</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>south-1::control/FAXVINUGMYKC</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:me-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------------------</td>
<td>----------------------------------------</td>
</tr>
<tr>
<td>CT.KMS.PV.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**NIST 800-53 Rev 5 SC-12(2)**
- Encrypt data at rest
- Encrypt data in transit

**US East (N. Virginia)**
arn:aws:controltower:us-east-1::control/
EBMKZKSDVMWL

**US East (Ohio)**
arn:aws:controltower:us-east-2::control/
ZZHXODITMASY

**US West (Oregon)**
arn:aws:controltower:us-west-2::control/
GAWXDJGYAKFT

**Canada (Central)**
arn:aws:controltower:ca-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>central-1::control/</td>
<td></td>
<td></td>
<td>VYDRIMVKDWQP</td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/DRLHYGNQFBCD</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/XCURERQKNGZA</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/ZOVQFVWYTHK</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/MTOAKBAUUKKZ</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/BLBBPTZAIQJX</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/YFYXMCHEQJRF</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/XVUJXMNUJKRH</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/ODIIBHMXIOT</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/I0DDJMRKXYZ</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ZBASIZLEUIXT</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/EGLYADUUTVIC</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>aws:controltower:us-west-1::control/IUWYPQTCMVJX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>aws:controltower:ap-east-1::control/QYFKEOYNZBIW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>aws:controltower:ap-southeast-3::control/TBECJBYNBXC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Osaka)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>aws:controltower:ap-northeast-3::control/JQSIEDUWSFYP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>aws:controltower:eusouth-1::control/EYTERDXVHXQV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>aws:controltower:africa-south-1::control/OISQVDWKRRC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>aws:controltower:me-central-1::control/MVKAEZVXTBB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>aws:controltower:il-central-1::control/LDCDJUSVTKXB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>aws:controltower:eu-central-2::control/JANQXGXTNGQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>aws:controltower:eu-south-2::control/DRPFZFOQHQG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>aws:controltower:ap-south-2::control/ZLVEAYEBGQYZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>aws:controltower:me-central-1::control/AARPXKLL0IUC</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------------------------------------------</td>
<td>---------------------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.KMS.PV.5</td>
<td>• NIST 800-53 Rev 5 SA-9(6)</td>
<td>• Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/YTRCMNLDOMIG</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Encrypt data in transit</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/FMPHLDLKZSVT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/NYXTFGMOQSVF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/HIQDPZTWODIP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/LRZPJJXMTXYJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/NJSILJCBKKDX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ETXNAUTWPEDI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/LCGFHZWLQHQL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/CZEKUJDDWAOC</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/UADDUJMWMUMFI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/BIVKYUJTTVXY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/AVZBAPUJNOPY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/NATXYLWHLDDY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/KDMSLNRTXCVE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/UOVVTTUXXEQE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/WAPKSSUOSFZCN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/LARQJQCTXLKN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/OMHRJDQQQRNT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/AIURGKGHIPSD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/FAGTWHNUTYVN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.KMS.PV.6</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### CT.KMS.PV.6

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.KMS.PV.6</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **NIST 800-53 Rev 5 SA-9(6)**  
  - Encrypt data at rest  
  - Encrypt data in transit

- **US East (N. Virginia)**  
  - US East (N. Virginia)  
  - US East (Ohio)  
  - US West (Oregon)
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-2::control/</td>
<td></td>
<td></td>
<td>KRHABHPITGXA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>east-1::control/</td>
<td></td>
<td></td>
<td>BWONYXHSENHW</td>
</tr>
<tr>
<td>US West (N.</td>
<td></td>
<td></td>
<td>•</td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GSSEWCWPUIKS</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>•</td>
</tr>
<tr>
<td>(Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>VQNI DirZNZPX0</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>•</td>
</tr>
<tr>
<td>(Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>XQKLXTJSCQKU</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>•</td>
</tr>
<tr>
<td>(Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GLKJUHWIGYR</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>•</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ZMAGG0BXQDL5</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>•</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IOAEQLAJYOJX</td>
</tr>
<tr>
<td>Middle East</td>
<td></td>
<td></td>
<td>•</td>
</tr>
<tr>
<td>(Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIMLBTNLNZRTN</td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>•</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ZEAWJURGDXTF</td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td></td>
<td></td>
<td>•</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-central-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IWAMOSCHKKOH</td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td></td>
<td></td>
<td>•</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-south-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>KVSWABXWGVDW</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td>•</td>
</tr>
<tr>
<td>(Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>JURDOMCLQETM</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.LAMBDA.PR.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td>CT.LAMBDA.PR.2</td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td>Limit network access</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>Canada (Central)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td>Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td>Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>----------------------------</td>
<td>-------------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/MKFONGAVAWNY</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/UILFBLLIQABG</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/YMYWZTVHNPQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/LNBOCFPQISPJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/PUXILAKLQQYU</td>
</tr>
<tr>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/MKFONGAVAWNY</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/IRVLXVEJRTUD</td>
</tr>
<tr>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/UILFBLLIQABG</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/MKVUCRWVYEWG</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/YMYWZTVHNPQ</td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/YSIDNPMMYOU</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/LNBOCFPQISPJ</td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/JVMXSVKDKFOU</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/PUXILAKLQQYU</td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/UXZDCQJYOSNC</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/VYPEPCMYAUYK</td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/VYPEPCMYAUYK</td>
</tr>
<tr>
<td>• Europe (Milan) arn:aws:controltower:eu-west-3::control/IRVLXVEJRTUD</td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-west-3::control/IRVLXVEJRTUD</td>
</tr>
</tbody>
</table>
### Control identifier | Framework | Control objective | Control API identifiers, by Region
---|---|---|---
CT.LAMBDA.PR.3 | NIST 800-53 Rev 5 AC-21 | Limit network access | US East (N. Virginia) arn:aws:controltower:us-east-1::control/ BVIJMEJXIWAP
CT.LAMBDA.PR.3 | NIST 800-53 Rev 5 AC-3 | | US East (Ohio) arn:aws:controltower:us-east-1::control/ BVIJMEJXIWAP

### Control identifier | Framework | Control objective | Control API identifiers, by Region
---|---|---|---
CT.LAMBDA.PR.3 | NIST 800-53 Rev 5 AC-21 | Limit network access | US East (N. Virginia) arn:aws:controltower:us-east-1::control/ BVIJMEJXIWAP
CT.LAMBDA.PR.3 | NIST 800-53 Rev 5 AC-3 | | US East (Ohio) arn:aws:controltower:us-east-1::control/ BVIJMEJXIWAP
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
<td>east-2::control/HEQUKBYHEVKM</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ UZZBQASAXGUJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ FELBwGXPFUJB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ ORTKUZLIVKOW</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ ZHVUGGWVVIBX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ TEBUKOZUOMUU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ BIVYPROWTAIV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/ HBVCdXCMwQXG</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ AQDRyJPwHMSW</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ OYLHPRXKQADB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ WHXWCLBQ8BWC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ WQqSthULHXXBB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>west-3::control/</td>
<td></td>
<td></td>
<td>IJVOXESXUCQJ</td>
</tr>
<tr>
<td>• South America</td>
<td></td>
<td></td>
<td>(São Paulo)</td>
</tr>
<tr>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td></td>
<td></td>
<td>ANRAIFWUPJNN</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td>California)</td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/</td>
<td></td>
<td></td>
<td>GPNJQIYPIURY</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Hong Kong)</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td></td>
<td></td>
<td>PZWTEIYIZTE</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Jakarta)</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
<td></td>
<td></td>
<td>CLTIPWNNUWFU</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Osaka)</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
<td></td>
<td></td>
<td>MWERAVUHAGVJ</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td></td>
<td></td>
<td>OUQCUUFMLXQY</td>
</tr>
<tr>
<td>• Africa (Cape</td>
<td></td>
<td></td>
<td>Town)</td>
</tr>
<tr>
<td>arn:aws:controltower:af-south-1::control/</td>
<td></td>
<td></td>
<td>QRUBHQKOLDEO</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td>(Bahrain)</td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/</td>
<td></td>
<td></td>
<td>ZQNEWWQNHOCOA</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/</td>
<td></td>
<td></td>
<td>XVIHEYZMIIVPD</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-central-2::control/</td>
<td></td>
<td></td>
<td>WKGMNYMTIOUY</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-2::control/</td>
<td></td>
<td></td>
<td>YVGINZGKBDRB</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.LAMBDA.PR.4     | • NIST 800-53 Rev 5 AC-21  
• NIST 800-53 Rev 5 AC-3  
• NIST 800-53 Rev 5 AC-3(7)  
• NIST 800-53 Rev 5 AC-4  
• NIST 800-53 Rev 5 AC-4(21)  
• NIST 800-53 Rev 5 AC-6  
• NIST 800-53 Rev 5 SC-7  
• NIST 800-53 Rev 5 SC-7(11)  
• NIST 800-53 Rev 5 SC-7(16)  
• NIST 800-53 Rev 5 SC-7(20)  
• NIST 800-53 Rev 5 SC-7(21)  
• NIST 800-53 Rev 5 SC-7(3)  
• NIST 800-53 Rev 5 SC-7(4)  
• NIST 800-53 Rev 5 SC-7(9)  
| • Enforce least privilege | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/XOXGPFEWMXYQ  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/RNARZBOWKHIP  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/PAVLGMUCWQ1J  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/PMHQAFGLASNE  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/DFIQwZHSSNZY  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/JRQNMQUXFVX  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/PACONHNZQYAF |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/MYNQPUTAPPHV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/QLUVOLEEOBI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/IIPLOXPQIWIC</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/BZXKMLBAUXJY</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/JFSZBXDKTWKB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/UKOEKDFBQEKA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/UUIQOLJWCSO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/QFUSEDARBJFK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/QQKNXSQRWEEO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/GMZAGJHNSKPRD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/ZGTSAFJLTNER</td>
</tr>
</tbody>
</table>
| | | | • Asia Pacific (Osaka) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.LAMBDA.PR.5     | NIST 800-53 Rev 5 AC-2(1) | Enforce least privilege | US East (N. Virginia) arn:aws:controltower:us-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td></td>
<td>east-1::control/KHFBNSFLXLFU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/KLURUNQROStC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/NGOSLUFFFkZU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/AWZAdJTRTTPM</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/QZPPEVMDCAYU</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/VWPMCLITUBNJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ARMTHJNNVDCD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/MDBqeWXASLO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/YLQGBZVJHHF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/SYNFEUH0JIFI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/PCXKSOQRF0JG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/YLDFQWUTMOQ</td>
</tr>
</tbody>
</table>
| | | | Asia Pacific (Tokyo) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>northeas-1::control/BEAYVEJMKAZH</td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/GIJHAEAJFHV</td>
</tr>
<tr>
<td>• South America</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/DNBATCDTCWHT</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/OFUJNIIZKUUTH</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/TOUJWQCHMRTH</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/PMHEGULRZVPO</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/RQSBSQZIJMEB</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/ZLFYYHFZKJLK</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/UDPWLFKXATVG</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/COSBEVHKJWRD</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/WXUDGXLZMCM</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/SELUJIIATDK</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.LAMBDA.PR.6</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Europe (Spain)**
- NIST 800-53 Rev 5 AC-21
- NIST 800-53 Rev 5 AC-3
- NIST 800-53 Rev 5 AC-3(7)
- NIST 800-53 Rev 5 AC-4
- NIST 800-53 Rev 5 AC-4(21)
- NIST 800-53 Rev 5 AC-6
- NIST 800-53 Rev 5 SC-7
- NIST 800-53 Rev 5 SC-7(11)
- NIST 800-53 Rev 5 SC-7(16)
- NIST 800-53 Rev 5 SC-7(20)
- NIST 800-53 Rev 5 SC-7(21)
- NIST 800-53 Rev 5 SC-7(3)
- Limit network access

- **US East (North Virginia)**
  - NIST 800-53 Rev 5 AC-3
  - NIST 800-53 Rev 5 AC-4
  - NIST 800-53 Rev 5 AC-4(21)
  - NIST 800-53 Rev 5 AC-6
  - NIST 800-53 Rev 5 SC-7
  - NIST 800-53 Rev 5 SC-7(11)
  - NIST 800-53 Rev 5 SC-7(16)
  - NIST 800-53 Rev 5 SC-7(20)
  - NIST 800-53 Rev 5 SC-7(21)
  - NIST 800-53 Rev 5 SC-7(3)
  - Limit network access

- **US East (Ohio)**
  - NIST 800-53 Rev 5 AC-3
  - NIST 800-53 Rev 5 AC-4
  - NIST 800-53 Rev 5 AC-4(21)
  - NIST 800-53 Rev 5 AC-6
  - NIST 800-53 Rev 5 SC-7
  - NIST 800-53 Rev 5 SC-7(11)
  - NIST 800-53 Rev 5 SC-7(16)
  - NIST 800-53 Rev 5 SC-7(20)
  - NIST 800-53 Rev 5 SC-7(21)
  - NIST 800-53 Rev 5 SC-7(3)
  - Limit network access

- **US West (Oregon)**
  - NIST 800-53 Rev 5 AC-3
  - NIST 800-53 Rev 5 AC-4
  - NIST 800-53 Rev 5 AC-4(21)
  - NIST 800-53 Rev 5 AC-6
  - NIST 800-53 Rev 5 SC-7
  - NIST 800-53 Rev 5 SC-7(11)
  - NIST 800-53 Rev 5 SC-7(16)
  - NIST 800-53 Rev 5 SC-7(20)
  - NIST 800-53 Rev 5 SC-7(21)
  - NIST 800-53 Rev 5 SC-7(3)
  - Limit network access

- **Canada (Central)**
  - NIST 800-53 Rev 5 AC-3
  - NIST 800-53 Rev 5 AC-4
  - NIST 800-53 Rev 5 AC-4(21)
  - NIST 800-53 Rev 5 AC-6
  - NIST 800-53 Rev 5 SC-7
  - NIST 800-53 Rev 5 SC-7(11)
  - NIST 800-53 Rev 5 SC-7(16)
  - NIST 800-53 Rev 5 SC-7(20)
  - NIST 800-53 Rev 5 SC-7(21)
  - NIST 800-53 Rev 5 SC-7(3)
  - Limit network access

- **Asia Pacific (Sydney)**
  - NIST 800-53 Rev 5 AC-3
  - NIST 800-53 Rev 5 AC-4
  - NIST 800-53 Rev 5 AC-4(21)
  - NIST 800-53 Rev 5 AC-6
  - NIST 800-53 Rev 5 SC-7
  - NIST 800-53 Rev 5 SC-7(11)
  - NIST 800-53 Rev 5 SC-7(16)
  - NIST 800-53 Rev 5 SC-7(20)
  - NIST 800-53 Rev 5 SC-7(21)
  - NIST 800-53 Rev 5 SC-7(3)
  - Limit network access

- **Asia Pacific (Singapore)**
  - NIST 800-53 Rev 5 AC-3
  - NIST 800-53 Rev 5 AC-4
  - NIST 800-53 Rev 5 AC-4(21)
  - NIST 800-53 Rev 5 AC-6
  - NIST 800-53 Rev 5 SC-7
  - NIST 800-53 Rev 5 SC-7(11)
  - NIST 800-53 Rev 5 SC-7(16)
  - NIST 800-53 Rev 5 SC-7(20)
  - NIST 800-53 Rev 5 SC-7(21)
  - NIST 800-53 Rev 5 SC-7(3)
  - Limit network access
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/DEFEEGBBWNNM</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/QXXQDGQAQAXW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/J2TICQHAKAT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/CHNMHTENMIPB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/XORGGKKZRAMGT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/NFIDIZDUGHTE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/KGDGFDTQXAD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/BGUVYODQXMJF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-east-1::control/NECDSRJUJGJP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (N. California) arn:aws:controltower:us-west-1::control/OLJVZHFTBBQX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/DMNSQNCZNIVC</td>
</tr>
</tbody>
</table>
| | | | Asia Pacific (Jakarta) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>southeast-3::control/LVDYJRBNNZIDJ</td>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/QIZTBZNUZBKX</td>
</tr>
<tr>
<td></td>
<td>• Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/QAMSLUZWJHTS</td>
</tr>
<tr>
<td></td>
<td>• Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/DEWAWZECMNWD</td>
</tr>
<tr>
<td></td>
<td>• Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/KHSYGJHNQPIF</td>
</tr>
<tr>
<td></td>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/FSOFPGUVXHI</td>
</tr>
<tr>
<td></td>
<td>• Europe (Zurich)</td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/WIIRWSRTEYBB</td>
</tr>
<tr>
<td></td>
<td>• Europe (Spain)</td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/AZADVQDRVPAL</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/HAULIIYSYRQR</td>
</tr>
<tr>
<td></td>
<td>• Middle East (UAE)</td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/IFTPIUVRSPPU</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Melbourne)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/KLZCJQZASASQ</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.LAMBDA.PV.1     | • NIST 800-53 Rev 5 AC-2(1)  
• NIST 800-53 Rev 5 AC-3  
• NIST 800-53 Rev 5 AC-3(15)  
• NIST 800-53 Rev 5 AC-3(7)  
• NIST 800-53 Rev 5 AC-6  
• PCI DSS version 3.2.1 7.1.1  
• PCI DSS version 3.2.1 7.2.1  
• PCI DSS version 3.2.1 7.2.2 | • Enforce least privilege | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/DHHUNDPLAEDH  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/AEVUGRANQIIR  
• US West (Oregon)  
arn:aws:aws:controltower:us-west-2::control/VBCTZJHNUNGDG  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/NZLDFSARFBWL  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/LLYURTIBPPYU  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/GQHTNZUZUNGF  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/FFTEZONPHDUJ  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/BRGLCIPEZUAS  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/XNQVYLKQAQHJ  
• Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/PXBBKWTAQFSWHJ  
• Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/BFBVYIEHXBJM |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-2::control/WCLDUBRECNCQB</code></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-1::control/BMICNUYEFUYP</code></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-west-3::control/SIUABLGLDMTO</code></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:sa-east-1::control/CHPCWCQGYSQZ</code></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:us-west-1::control/UQSFXDRYFMHT</code></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-east-1::control/SPMKGJCCJOPN</code></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-southeast-3::control/QZPCXHHRSQQQ</code></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-3::control/WKRQCRPWLTIQ</code></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-south-1::control/HZNFIYRPMBMR</code></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:af-south-1::control/PSYZRCXFCVTY</code></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:me-south-1::control/REBDTZYVQTHS</code></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:il-</code></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.LAMBDA.PV.2</td>
<td></td>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ ZODWNFXUUY0O</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ KFAOIVPALKDH</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 7.1.2</td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ JGPQDZGKSFMU</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ AMWDCRO1RIR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>southeast-2::control/DLCEGPCZVKVR</td>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/XIGDWYXFDFNYI</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/GPJAJNASBQGWV</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/OWRKZHGDGVUV</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/PYKTKPURQELQ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/SMCUFBYWBNYT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/GVZQJUVYWDCB</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/QZRXZBUCTPUU</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/CKUNXXZIGPCO</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/MJDNUHXXAZXBB</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/BPXXRBKXVJQT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/FEMIYYGGMEFS</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective, by Region</td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/DMQNSKCJEMGE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/YBGFLNVDMJY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/NQDLCWOTTWYE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/XKHRNISMIPCD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/OESCSLVHVSLE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/WWCFPCARGEZV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/RDHGXRNYWRGS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ETIFLDQRNDGM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/PTQPZPZHVIZYL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/TJFQQZICEGUH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/LHDIBIAJHZPLA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### CT.MQ.PR.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.MQ.PR.1          | • NIST 800-53 Rev 5 CP-10  
                    • NIST 800-53 Rev 5 CP-6(2)  
                    • NIST 800-53 Rev 5 SC-36  
                    • NIST 800-53 Rev 5 SC-5(2)  
                    • NIST 800-53 Rev 5 SI-13(5) | • Improve resiliency  
                    • Improve availability | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/MQQZTEMPUGWI  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/ZTCMAABBQGAV  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/ZFWMKYOIAGSE  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/SFQDJVTLHWNL  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/FFGVHTGZXPEZ  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/YSERPGVIVTQY  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/ECCIYSNDAQTE  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/KJXYKUOPPURV  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/LZZVHLDPXFPK  
• Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/AEBZTYVZDNRC |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/KBSAGXSAADUUW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/RJIZKYGOAOPQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/UCILLEAJEUIJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ZHDMQVITAJUY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/CTROZHZFSSH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/PTWZVCAADPQK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/VTBBZHEVNOI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/IXDXNGQKEAPR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/UYXVFZSKTUBK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/HBCOAJEAFXDU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/WSJWKPYQTNU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>CT.MQ.PR.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Control identifier**
- **CT.MQ.PR.2**

**Framework**
- NIST 800-53 Rev 5 CP-10
- NIST 800-53 Rev 5 CP-6(2)
- NIST 800-53 Rev 5 SC-36
- NIST 800-53 Rev 5 SC-5(2)
- NIST 800-53 Rev 5 SI-13(5)

**Control objective**
- Improve resiliency
- Improve availability

**Control API identifiers,**
- **US East (N. Virginia)**
  - arn:aws:controltower:us-east-1::control/VHAFXJTXTQMY
- **US East (Ohio)**
  - arn:aws:controltower:us-east-2::control/SBNYXMCPJYYF
- **US West (Oregon)**
  - arn:aws:controltower:us-west-2::control/OMCJZWMYHEVZ
- **Canada (Central)**
  - arn:aws:controltower:ca-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>central-1::control/LUZXHFYGBRHQ</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/SWPVPFANFTMW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/UXKPREDRSLDK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/XMKXP5LJXIZG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/JYTBUICKDUSD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/AEXPYFQBEDBN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/SMHUJLYTMHMQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/OYDKTPAMRYBE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ QJHCRLOLAACU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/CKSKRIHJFKX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/WBVREMAQFHU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/CRLRJHOTN0HP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/ BFHEAUBRZHYC</td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/ DXJDWWZOTRYO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/ NHVOAEYKAXPI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/ CXVLQMRMZNCA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eusouth-1::control/ KZIMAUEHPZMR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/ KJEUUGKUNLZZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:mesouth-1::control/ LAHFJWQEUILJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/ MDLSDLWZWVZRU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich) arn:aws:controltower:eucentral-2::control/ VHBKUESUPAPS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain) arn:aws:controltower:eusouth-2::control/ AUWZOWMMLNBO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/ AVWBMTCGEFMZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE) arn:aws:controltower:me-central-1::control/ APUBwCZATBZK</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.MSK.PR.1</td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td>Encrypt data in transit</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/SQQDZTSFFIB</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/MVIJOZVGIEAO</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/MNIIRMHCQCS</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/BNIVUZKPMVQN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/RDGYYRDG8FX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/NRGTN0BYFTG5X</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/UWBAKPTYRJSZ</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.3</td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/KVVDEADXQKNC</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------------------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/</td>
<td>by Region</td>
<td>XQXTXFXPXMEA</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/</td>
<td>by Region</td>
<td>BTWMDHYZHDAI</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
<td>by Region</td>
<td>AGCJFRAOJAQH</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
<td>by Region</td>
<td>UQTBILPKYTBY</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/</td>
<td>by Region</td>
<td>IUSVKEKARNAG</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td>by Region</td>
<td>YUFFNEEEMKJB</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/</td>
<td>by Region</td>
<td>LEYMWRQCEHWC</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td>by Region</td>
<td>VJKSJUWKZGRN</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
<td>by Region</td>
<td>WCDCFFFYFYMDE</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
<td>by Region</td>
<td>GRETECLSQPSI</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td>by Region</td>
<td>HUKYWXEGZLOQ</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-</td>
<td>by Region</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.MSK.PR.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td>Limit network access</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/ PZUJV1DWDHOM</td>
</tr>
<tr>
<td>AC-21</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ XVUHNEQBVNVW</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ RDNFSPNYPFAC</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td></td>
<td>west-2::control/LRMSVUUAUPE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/MUNQHOJYUZAJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/EHTOBZTBSZXX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/KDUGEVDHTRH0</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/SKRGWYWSIP5</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/TACKPJJYNNWA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/KSSKNNHHERXB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/FEGVRWHERORB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/XAWVJRZSTAX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/KGTZSYXABUIQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/PQSCRPWAIGSI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/LQDETGYRPBNBE</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>east-1::control/MSCNW6CTYWAG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/MBUHFHU1BMAP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/WNVH0CPCOTRR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/OJFGSQQYLYTD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/GOPUMVIQUABN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/SWIAIGYRDQCA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/YXNJQQTVFNIS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/QKQNQZXTIKKH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/CDZV SZMWQ8HP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-2::control/SOB0PTGLENJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-2::control/LGRHBZUSXUXO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/SBETCCVKPNIU</td>
</tr>
</tbody>
</table>
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## CT.MULTISERVICE.PV.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.MULTISERVICE.PV.1 | • NIST 800-53 Rev 5 AC-4  
• NIST 800-53 Rev 5 AC-4(21)  
• NIST 800-53 Rev 5 AC-6  
• NIST 800-53 Rev 5 SC-7  
• NIST 800-53 Rev 5 SC-7(11)  
• NIST 800-53 Rev 5 SC-7(16)  
• NIST 800-53 Rev 5 SC-7(20)  
• NIST 800-53 Rev 5 SC-7(21)  
• NIST 800-53 Rev 5 SC-7(3)  
• NIST 800-53 Rev 5 SC-7(4)  
• NIST 800-53 Rev 5 SC-7(9)  
• PCI DSS version 3.2.1 7.2.1 | • Protect configurations | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/  
JBVFPCBYGPJM  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/  
TIXURCHVCLB  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/  
ZTCMZTIAOUEX  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/  
CUMNVXPZBGRY  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/  
TKFQGXBOPPOS  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/  
LSENANGXZUZZ  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/  
TXGPJWIFO1GP  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/  
LGTPY3YCCRAP |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/PFPYSCVEVJTP</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/FEJANOLACBIZ</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/OLQBAKMRJYXE</td>
</tr>
<tr>
<td>(Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/BLXDPWEXTKRA</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/MPJQGLAIIZEM</td>
</tr>
<tr>
<td>(Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/GGAWFNTSDAEQ</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/CWTMVEHXOTNW</td>
</tr>
<tr>
<td>(Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/KXUQFQQTDTUR</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/MYZWLGJMTLG</td>
</tr>
<tr>
<td>(Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/NSDDZGMMKNER</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-</td>
</tr>
<tr>
<td>(Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-</td>
</tr>
</tbody>
</table>
## CT.NEPTUNE.PR.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.NEPTUNE.PR.1    | • NIST 800-53 Rev 5 AC-2(1)  
• NIST 800-53 Rev 5 AC-3 | • Enforce least privilege  
• Use strong authentication | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/ 
VVYTTDIRYZIC  

• Middle East (Bahrain)  
arn:aws:controltower:me-south-1::control/ 
UOJZHHRFGHPV  

• Israel (Tel Aviv)  
arn:aws:controltower:il-central-1::control/ 
TNPYPLHKBVQ3  

• Europe (Zurich)  
arn:aws:controltower:eucentral-2::control/ 
XYEOCXQGQPIL  

• Europe (Spain)  
arn:aws:controltower:us-south-2::control/ 
DUBESZEOFLO  

• Asia Pacific (Hyderabad)  
arn:aws:controltower:ap-south-2::control/ 
QOUYADIVTWNB  

• Middle East (UAE)  
arn:aws:controltower:me-central-1::control/ 
FYHDZNZGYPHGG  

• Asia Pacific (Melbourne)  
arn:aws:controltower:ap-southeast-4::control/ 
JUMCMTEBPIHO |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td></td>
<td>east-2::control/HHYQQNQWRPTR</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/OIA1WVBPDRL</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/IMAPSYUKKBZ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ZBNZCKKEFZPZ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.7</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/UKYLCMUZFWQM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/TOIBCMWTQUL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/QBMPFYNYANKO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/TQGVMTLQCLV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/JCSHAIJQJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/HKUTEITUURQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/FIHJQPXZCWU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/WMPRSCEMJEQPR</td>
</tr>
</tbody>
</table>
| | | | Europe (Paris) arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-3::control/XPUCIKNRWZQY</td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/BIMAERWOCWOC</td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/AGSWUBESEOXW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/BQEHCGQVUZAL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ZCYILJXNYJP5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/VRVL.PEXHUHR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/VSKCNZBJMSDL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ERYIKQHLGOSR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/JAEBJWGWZUIK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/XNEQNATMDCOH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eucentral-2::control/XYVGUQMPBHLO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/EDCFDZFLSLTE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.NEPTUNE.PR.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Improve availability</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/AULKJOKXSVDI</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2</td>
<td>Protect configurations</td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ZHXCJVNWNCCQ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/GPNMZWXUWXSR</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-3</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/VFQQGQVFHGG6</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/EPHJMXQYEYSVC</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/MKEKOWUXVHEC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eucentral-1::control/BFOILRCAVCCO</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ WXRTDNJWPQOX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ OCSPXMPOABNK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ LZEHPWXYJBNV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ USKYFICPWSR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ WBFUHNLHDOQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ NACPURWDMG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ ILBYOEHNJPW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/ VHPBMIMAGERS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/ YSOAFOXOUVDMZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/ MXLYFLRVOH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/ MQCM5SWZMSNP</td>
</tr>
</tbody>
</table>
|                   |           |                   | • Asia Pacific (Osaka) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.NEPTUNE.PR.3</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-2247</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td></td>
<td>east-1::control/ ZVGXwMKLNOCT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/ DUNNSUBEGAMH</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/ CKBZYEFYGFQG</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/ BONSNYFHTQYM</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/ GQZRECITMLZC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/ HXRJR3SRDQBB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/ GQXVHTLKFUL0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/ GFECITKJJIDB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/ VRONLZ0JXSF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/ RGGBNARHYLPC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/ DSCGRLDBSTVB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/ MPXCNSRKMDFR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
</tbody>
</table>
| | | | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>northeaste1::control/</td>
<td></td>
<td></td>
<td>LPFIVZUR001J</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/EEF0BFQ0ZL0</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:saeast-1::control/PHRBYWIDRHTW</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/CZOYFPWHMMZD</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/THFQXQZMWHWZ</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/WUVFSNJYPXZY</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/MEYIGJFZNYVR</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/VELCDMBUYSDH</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/MAJYUEOFRPCV</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/POYFLOMZJKGT</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/TGFIVIAQMYYH</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/DATHNOLBMKA5</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.NEPTUNE.PR.4    | • NIST 800-53 Rev 5 AC-2(4)  
|                    | • NIST 800-53 Rev 5 AC-4(26)  
|                    | • NIST 800-53 Rev 5 AC-6(9)  
|                    | • NIST 800-53 Rev 5 AU-10  
|                    | • NIST 800-53 Rev 5 AU-12  
|                    | • NIST 800-53 Rev 5 AU-2  
|                    | • NIST 800-53 Rev 5 AU-3  
|                    | • NIST 800-53 Rev 5 AU-6(1)  
|                    | • NIST 800-53 Rev 5 AU-6(3)  
|                    | • NIST 800-53 Rev 5 AU-6(4)  
|                    | • NIST 800-53 Rev 5 AU-6(5)  
|                    | • NIST 800-53 Rev 5 AU-7(1)  
|                    | • Establish logging and monitoring  
|                    | • US East (N. Virginia)  
|                    |     arn:aws:controltower:us-east-1::control/ONFZFWFIMSQN  
|                    | • US East (Ohio)  
|                    |     arn:aws:controltower:us-east-2::control/JDYGXWIKJYDZ  
|                    | • US West (Oregon)  
|                    |     arn:aws:controltower:us-west-2::control/JSFACLSPAAMK  
|                    | • Canada (Central)  
|                    |     arn:aws:controltower:ca-central-1::control/OBNEBUDNRRQH  
|                    | • Asia Pacific (Sydney)  
|                    |     arn:aws:controltower:ap-southeast-2::control/ICNUQORDNDTA  
|                    | • Asia Pacific (Singapore)  
|                    |     arn:aws:controltower:ap-southeast-1::control/WNMAAYPTTNDEJ  

• Europe (Spain)  
  arn:aws:controltower:eu-south-2::control/UMJFXSSLQXOZ  
• Asia Pacific (Hyderabad)  
  arn:aws:controltower:ap-south-2::control/AUXNHIKYWOM  
• Middle East (UAE)  
  arn:aws:controltower:me-central-1::control/XVYPSSGWQEMK  
• Asia Pacific (Melbourne)  
  arn:aws:controltower:ap-southeast-4::control/NXKULGHRFXPV
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AU-9(7)</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ZLNXPZLYQOKG</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/XWJIDBFMFSIU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ROEMRZGOKQFG</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-20</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/CQKTUQPFGNZN</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/EKPWQJMYXYJC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/GJEVNGPGKXIW</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(5)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/TTUQITYQNLQX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/KMOMZHHLSJWK</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>10.1</td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/LAQWKRUXEWCI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>10.2.1</td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/ZAHCCDVLHWGD</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>10.2.2</td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/CVRZOMASWHHH</td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 | 10.2.3 | | • Asia Pacific (Jakarta) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>southeast-3::control/ IOWUKZDWGONS</td>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ CETXVRVGQUKY</td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ OLITYOIMRZCM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ QXMAAXPCKZF5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ PGRATNEIHKB5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ ZHQJPXBOEXCR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ XKPKBPMMDZKQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/ JOVZFQYFBTRR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/ SQJJLQFWDYLTV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/ PHQRDGGBMYVR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-southeast-4::control/ EKFELZAAQZPG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.NEPTUNE.PR.5    | • NIST 800-53 Rev 5 SI-12  
• PCI DSS version 3.2.1 3.1 | • Improve resiliency | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/  
NRKJRTZHJLPV  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/  
GGCHHGUQKXAE  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/  
IIJZNMMPKSO5  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/  
VRSCWUMXSK00  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/  
HNYWAXKADCC  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/  
LFORACIZCHR8  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/  
HJZPJJVXQESR  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/  
DGTIMIBUIKVZ  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/  
WXGMITOIBWCMX  
• Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/  
IBHWTDKBHQQR  
• Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/  
VFHGVCTVPMQF |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/FZTDZJZCFWIV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ILVYLTZPOHWB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/QFWSBPVIHIIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/KAOCDXVZVGYR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/IXTSKMKZWHMG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/VGEOCPJNBAUE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/OTVNXEOUUPBR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/AFEXSGMDSATC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/KAONKKJAVXIV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/RBOCORVIYGTI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/FHDEQVJNEKK0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## CT.NETWORK-FIREWALL.PR.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.NETWORK-FIREWALL.PR.1</td>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td>• Limit network access</td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/MOWFCDWVPVGY</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 11.4</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/GGCHBPSTREKX</td>
</tr>
<tr>
<td></td>
<td>• Limit network access</td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/AHRCABRNZNQM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/SIIOUKQWZSFK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| southeast-2::control/ITJWVPryYBVEB |                      |                   | • Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/VALVPGBFFRBG |
|                      |                      |                   | • Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/J0WPYQPSKHXY |
|                      |                      |                   | • Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/JCRWUNVvL0XY |
|                      |                      |                   | • Europe (London)  
arn:aws:controltower:eu-west-2::control/ISNZYDyDgKkX |
|                      |                      |                   | • Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/HUIJIDBGGYJB |
|                      |                      |                   | • Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/SEwCMVQOWXZF |
|                      |                      |                   | • Asia Pacific (Seoul)  
arn:aws:controltower:ap-northeast-2::control/VTAPSfMtePO |
|                      |                      |                   | • Asia Pacific (Tokyo)  
arn:aws:controltower:ap-northeast-1::control/MKtMB3SACTFI |
|                      |                      |                   | • Europe (Paris)  
arn:aws:controltower:eu-west-3::control/V0SZJFyQWKNN |
|                      |                      |                   | • South America (São Paulo)  
arn:aws:controltower:sa-east-1::control/XAHwAUtZFGI |
|                      |                      |                   | • US West (N. California)  
arn:aws:controltower:us-west-1::control/RSWJSQqsplgg |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td>Control/CEMWKHOGONEX</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td>Control/ETUMZLERTVQI</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td>Control/KFPGHTQXQZEY</td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td>Control/HOIEWDTLWCMZ</td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td>Control/IUMIPAUHWACS</td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td>Control/RRRVPETQNOYN</td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td>Control/UNRUVNFQMQT5</td>
<td></td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td></td>
<td>Control/FKDEUTBSPQQZ</td>
<td></td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td></td>
<td>Control/ALCDFJHBSWUF</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td></td>
<td>Control/UTNKNMWKXEYBF</td>
<td></td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td></td>
<td>Control/YMXZYJKHEXNW</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Melbourne)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>------------------------------------</td>
</tr>
</tbody>
</table>
| CT.NETWORK-FIREWALL.PR.2 | • NIST 800-53 Rev 5 CA-9(1)  
• NIST 800-53 Rev 5 CM-2  
• PCI DSS version 3.2.1 1.2.1  
• PCI DSS version 3.2.1 1.3  
• PCI DSS version 3.2.1 1.3.1  
• PCI DSS version 3.2.1 1.3.2  
• PCI DSS version 3.2.1 1.3.4  
• PCI DSS version 3.2.1 1.3.6 | • Limit network access | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/SXRZLKJBMOWS  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/IWTSVOSLDTBS  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/DBQINFJQURT1  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/GTFHCKELKRXJ  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/JTCRHWTVYTM3  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/IZHFDGRPHJYF  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/GTUXAMBREPYK  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/HOVYKEEFTIGU  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/KDGIPSOLEUPZ  
• Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/ZLXEHKEBBOW |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ ZJXSBKPNKO50</td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ ZJXSBKPNKO50</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ XXDJJPDXXVVT</td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ XXDJJPDXXVVT</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ SDNCRNFKTGMMDO</td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ SDNCRNFKTGMMDO</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ TMMFXJPMJCKA</td>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ TMMFXJPMJCKA</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ ERXMKHYKAWSC</td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ ERXMKHYKAWSC</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ IGGMCFFBBHYGC</td>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ IGGMCFFBBHYGC</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ MTPRETPWRQNM</td>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ MTPRETPWRQNM</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ VUNCRLJDFIO</td>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ VUNCRLJDFIO</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ ERYOUHHYUMURH</td>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ ERYOUHHYUMURH</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ RSV3LVHYRQNL</td>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ RSV3LVHYRQNL</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-</td>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
</tbody>
</table>
| CT.NETWORK-FIREWALL.PR.3 | • NIST 800-53 Rev 5 CA-9(1)  
• NIST 800-53 Rev 5 CM-2  
• PCI DSS version 3.2.1 1.2.1  
• PCI DSS version 3.2.1 1.3  
• PCI DSS version 3.2.1 1.3.1  
• PCI DSS version 3.2.1 1.3.2  
• PCI DSS version 3.2.1 1.3.4 | • Limit network access | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/ PQSYWADLSXIQ  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/ QCOLRTHQ0ZKD  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/ CBTUDPFAKVKC  
• Canada (Central)  
arn:aws:controltower:ca-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td>central-1::control/YYYYEDZMRQKG</td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/JFLLDLXJUPDD</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/TKVYXDFHYGAE</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-1::control/EUXJZRMQLYNG</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:europeanwest-1::control/WQSOZOXGABB</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:europeanwest-2::control/RLWYKMFOMTHK</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eunortheast-1::control/IXIEKHMOPXS</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/VBXMAKXQCPJ</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/NPXRXOGRHBB</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/XFESNQJWYRZV</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:europeanwest-3::control/LAGHSXBMFPCR</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:saoeast-1::control/HGQPODHBJRUD</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/ HWHGLJZTLCGZ</td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/ CWCHPODDCPBB</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/ ISPNAEMQQYUG</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/ VCMKHWLPDXBS</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/ XRAFMHDNTZJXJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/ AUWSQHUOWBSO</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/ NAVPEPWJBYWC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/ YGKFLCKHIGYS</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/ MDVWFMYJKBVA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/ VETVANXGMHXZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/ RFDNTHGJELTR</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Middle East (UAE) arn:aws:controltower:me-central-1::control/ DJCDHEBKQHFM</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### CT.NETWORK-FIREWALL.PR.4

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.NETWORK-FIREWALL.PR.4 | • NIST 800-53 Rev 5 AC-4(21)  
• NIST 800-53 Rev 5 SC-7  
• NIST 800-53 Rev 5 SC-7(11)  
• NIST 800-53 Rev 5 SC-7(16)  
• NIST 800-53 Rev 5 SC-7(21)  
• NIST 800-53 Rev 5 SC-7(5)  
• PCI DSS version 3.2.1  
• PCI DSS version 3.2.1 1.2.1  
• PCI DSS version 3.2.1 1.3  
• PCI DSS version 3.2.1 1.3.1  
• PCI DSS version 3.2.1 1.3.2  
• PCI DSS version 3.2.1 1.3.4  
• PCI DSS version 3.2.1 1.3.6 | • Limit network access | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/OFYAEXYSCBOV  
• US East (Ohio) arn:aws:controltower:us-east-2::control/KMIMXOHJDVNW  
• US West (Oregon) arn:aws:controltower:us-west-2::control/VOEDRZGRSHEV  
• Canada (Central) arn:aws:controltower:ca-central-1::control/QBORBGFWFGIX  
• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/BOZPZUYFXMUQ  
• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/AFHBFGRQFBMV  
• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/TYHKWOJMOLGM  
• Europe (Ireland) arn:aws:controltower:eu-west-1::control/GPDNDENLPHWN  
• Europe (London) arn:aws:controltower:eu-west-2::control/QCBVHDIASDKR |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/CSIFNPQGXXWV</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/VZAFYQVTASYYJ</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/NVRIPMNHXMS</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ETWPTTQYSUZG</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/PSXIXHKFMZYD</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/TQEZIBLEAPLP</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/CWUANEFBSYHT</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/OXBNVYZSDNXJ</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/PGEABSLQNWSZ</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/TXSSZXGZSSN</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/VFJVJRIWXCTJ</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.NETWORK-FIREWALL.PR.5 | • NIST 800-53 Rev 5 CP-10  
  • NIST 800-53 Rev 5 CP-6(2)  
  • NIST 800-53 Rev 5 SC-36  
  • NIST 800-53 Rev 5 SC-5(2) | • Improve resiliency | • US East (N. Virginia)  
  arn:aws:controltower:us-east-1::control/  
  YDTWTSMHHQET  
  • US East (Ohio)  
  arn:aws:controltower:us-east-2::control/  
  BYVZATKHREIJ  
  • US West (Oregon)  
  arn:aws:controltower:us-west-2::control/  
  XVNTZVNOLOB |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td>west-2::control/ZDGARGCZBRFO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/JNLB1PKXYYSI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/WBWNIXYIRGJG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/JIUDDMVXUNTX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/PPRQOFYBMLWE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/YJUCHDZPHZCE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/KQASVJWTIWQW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/MIVMBADGFI TX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/DOJBIXUZZFQD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/LUKCMXOPMMCE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/AYSFSPBIZDPJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/YHGHTNJVIFPU</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • South America (São Paulo) | arn:aws:controltower:sao-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>east-1::control/</td>
<td></td>
<td></td>
<td>east-1::control/ ZI0GNBGBLKOT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ RGETFSGBKEHF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ L0TKGHEVEHHB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/ PZZQCOMEITCRL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ JVTNUXCOXNNN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-1::control/ AMRIRKFCRQQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/ YRIOWAKIKPBI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/ VVEZIUOYBNXTX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/ XWLUUAZOREAS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ecentral-2::control/ O0YQFWCJLCLI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-2::control/ XXAIDIĞBWQY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/ A0IKXRLDOQDB</td>
</tr>
</tbody>
</table>
## CT.OPENSEARCH.PR.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.OPENSEARCH.PR.1</td>
<td>NIST 800-53 Rev 5 AC-17(2)</td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/ RIIBJUAGRIHM</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-2(1)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ ZKJKSTRBBZVZ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-2(4)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ LIWVOJLBAX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ DYHUHTZMANYT</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ ZKCZQKAZSTAI</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ VIMTCPWLJSNN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ KYNVRIQMLTBN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ MUMEKFGKATWE</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Middle East (UAE) arn:aws:controltower:me-central-1::control/ ORXIGIVVIKIK</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/ ECKHABEFONX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/RYGXUZLZWLSW</td>
</tr>
<tr>
<td>AU-3</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/LFGRNFRJMKXE</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ZBDNHDIOZEMY</td>
</tr>
<tr>
<td>AU-6</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/FGYTCVPCXEGE</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/XFOEOJKEETKE</td>
</tr>
<tr>
<td>CA-7</td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/QUXXZODONXRY</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-east-1::control/PHABICPTLMTC</td>
</tr>
<tr>
<td>CA-9</td>
<td></td>
<td></td>
<td>US West (N. California) arn:aws:controltower:us-west-1::control/DZKPTXADQBLK</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/TNDQHFJXDBPS</td>
</tr>
<tr>
<td>CM-3</td>
<td></td>
<td></td>
<td>Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/BZMOURJQBWKAT</td>
</tr>
<tr>
<td>CP-10</td>
<td></td>
<td></td>
<td>Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/TEXJPFYIYIRT</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Milan) arn:aws:controltower:eu-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>south-1::control/BIKTRNYRJZOC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>Africa (Cape Town) arn:aws:controltower:af-south-1::control/SQGKFIPVDSTL</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>Middle East (Bahrain) arn:aws:controltower:me-south-1::control/HGHTOHXQLQHR</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/OSIPIFATXXHO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>Europe (Zurich) arn:aws:controltower:eu-central-2::control/YKSFVHHWWRUZ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>Europe (Spain) arn:aws:controltower:eu-south-2::control/RQXYFZTDBGCS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/STQLABAVRXQO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
<td>Middle East (UAE) arn:aws:controltower:me-central-1::control/TBXMTAFVCDWJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/ QGIEHLWASGGX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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### CT.OPENSEARCH.PR.10

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.OPENSEARCH.PR.10</td>
<td>• NIST 800-53 Rev 5</td>
<td>• Limit network access</td>
<td>• <strong>US East (N. Virginia)</strong></td>
</tr>
<tr>
<td></td>
<td>AC-21</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/AASJRFPGBM0</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td><strong>US East (Ohio)</strong></td>
</tr>
<tr>
<td></td>
<td>AC-3</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/QXAAALUVUXXP</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td><strong>US West (Oregon)</strong></td>
</tr>
<tr>
<td></td>
<td>AC-3(7)</td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/SMJAAEIMFEDL</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td><strong>Canada (Central)</strong></td>
</tr>
<tr>
<td></td>
<td>AC-4</td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/CKJNPFWNIVIZ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td><strong>Asia Pacific (Sydney)</strong></td>
</tr>
<tr>
<td></td>
<td>AC-4(21)</td>
<td></td>
<td>arn:aws:controltower:ap-2271</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AC-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SC-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SC-7(11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>southeast-2::control/JUUVIFSWJWIT</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (London)</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>Europe (Paris)</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>South America (São Paulo)</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>US West (N. California)</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-east-1::control/BHBQIYXUEQMK</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-southeast-3::control/WTKHFUNAH SRC</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-northeast-3::control/PGHNZNEDFFY C</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-south-1::control/OOWBBDUGZXPK</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:af-south-1::control/GAEROJSFBVFU</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:me-south-1::control/CDQCCVMOQ1DD</td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:il-central-1::control/QCKSAFP00KQD</td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-central-2::control/VULXBGHMFRCG</td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:eu-south-2::control/LSFHGNPMFOHV</td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-south-2::control/KJPZVF GAXUS Q</td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:me-central-1::control/YFGVTIUSFTEA</td>
</tr>
<tr>
<td>Asia Pacific (Melbourne)</td>
<td></td>
<td></td>
<td>• arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.OPENSEARCH.PR.11</td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td>Encrypt data in transit</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/LSGWJZPSQLN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/XEOVAXSGANOW</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/PRTVHUYCEBIA</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/JJJBKFBKOIFL</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/YBEBCIZYVLW</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/NRCZHBGZPNFI</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/RYUKNMPZHEOE</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/DDNSAGXFVZYE</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 4.1</td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/RBAIGZPHECPA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/AMIYCNJHXFZG</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/BPRGFRWRLYQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/SHXZHXDYIIEM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/BBXSREYFFRMS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/IYY1WMLMYEGN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/CSBQWECHTXL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ITXUJRWDZCIN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/XIKCGOTLKEJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/SVWDDTCGVTOR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/VZMEQZMKZTD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/KZQCIJBAVBFU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/LEHJCAWOHPJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.OPENSEARCH.PR.12 | NIST 800-53 Rev 5 AC-2(4) | Establish logging and monitoring | US East (N. Virginia)
ar-n:aws:controltower:us-east-1::control/GDSONYMYFZRLF |
| | NIST 800-53 Rev 5 AC-4(26) | | US East (Ohio)
ar-n:aws:controltower:us-east-2::control/JKXVKUVIIVI |
| | NIST 800-53 Rev 5 AC-6(9) | | US West (Oregon)
ar-n:aws:controltower:us-west-2::control/AOMKMLKJHL |
| | NIST 800-53 Rev 5 AU-10 | | Canada (Central)
ar-n:aws:controltower:ca-2276 |
<p>| | NIST 800-53 Rev 5 AU-12 | | |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td></td>
<td>central-1::control/GBORBUKXXWxWV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td>Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/GIVZCHZYHVFF</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ABSANFLGUHSE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/BPDFIRXUUC00</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/AADYUONVCYLFL</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/LXMWYMCMWQDQ</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/FLPLZPRKQSRW</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/HIGDEERKHYHS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/VCPRGZWXFHWH</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.2</td>
<td></td>
<td>US West (N. California)</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| arn:aws:controltower:us-west-1::control/ TJDUFYTA8RZU | • Asia Pacific (Hong Kong) 
arwn:aws:controltower:ap-east-1::control/ MTPHRGYMTXNZ | | |
| arn:aws:controltower:ap-southeast-3::control/ GXDBIGPNJLKC | • Asia Pacific (Jakarta) 
arwn:aws:controltower:ap-northeast-3::control/ PFESRXEPJLXF | | |
| arn:aws:controltower:eu-south-1::control/ YZFSNBZYNGBN | • Europe (Milan) 
arwn:aws:controltower:eu-central-2::control/ QKHWLPCVKOEF | | |
| arn:aws:controltower:af-south-1::control/ SNIFQJTWZTDE | • Africa (Cape Town) 
arwn:aws:controltower:il-central-1::control/ FEJRRCAXXKHDZ | | |
| arn:aws:controltower:me-south-1::control/ JEYPGHUYMGGL | • Israel (Tel Aviv) 
arwn:aws:controltower:il-central-1::control/ FEJRRCAXXKHDZ | | |
| arn:aws:controltower:me-central-1::control/ DDLIELBIQHXT | • Middle East (Bahrain) 
arwn:aws:controltower:il-central-1::control/ FEJRRCAXXKHDZ | | |
| arn:aws:controltower:il-central-1::control/ FEJRRCAXXKHDZ | • Europe (Zurich) 
arwn:aws:controltower:eu-central-2::control/ QKHWLPCVKOEF | | |
| arn:aws:controltower:eu-central-2::control/ QKHWLPCVKOEF | • Europe (Spain) 
arwn:aws:controltower:il-central-1::control/ FEJRRCAXXKHDZ | | |
<p>| arn:aws:controltower:me-south-1::control/ DDLIELBIQHXT | • Middle East (UAE) | | |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ USTIOXRYNYFAV</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ XUNNABZCEQYZ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ MHOCPNBLGBET</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ LIQKLRNJWVLN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ MSQLWOZPNNJR</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ ZSJSCMIFQYHQ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ ZOCELNRKWSQC</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/ EGIAPDZCHMOG</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/SLMGZLLTGPDT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.5</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/XRXYSFHHVRGW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.7</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/BOWBHCDDYIKIV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/IHQJBYGOYRNJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/WWWKEBANHSYO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/CTHVPVEZJBDJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/PMWAYPJMSHES</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/DRJJPMHHMDLX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/CRYGMAJETX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/OCIFQRYXYVRZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/SIJLMHUMIBE</td>
</tr>
</tbody>
</table>
| | | | • Africa (Cape Town) arn:aws:controltower:af-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.OPENSEARCH.PR.14</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td>Improve availability</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/GXAUYPCLBBCS</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-6(2)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/JKMKOYUMAPQ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-36</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| • NIST 800-53 Rev 5  
  SI-13(5) | | | west-2::control/CFWVMYGFBCAX |
| • Canada (Central)  
  arn:aws:controltower:ca-central-1::control/ 
  BHKRHJKOIARA | | | |
| • Asia Pacific (Sydney)  
  arn:aws:controltower:ap-southeast-2::control/ 
  HYENHQKNDJCT | | | |
| • Asia Pacific (Singapore)  
  arn:aws:controltower:ap-southeast-1::control/ 
  XBNRHLHSYAQW | | | |
| • Europe (Frankfurt)  
  arn:aws:controltower:eu-central-1::control/ 
  SBAGREZDUTQH | | | |
| • Europe (Ireland)  
  arn:aws:controltower:eu-west-1::control/ 
  OMMRABYMVWNJ | | | |
| • Europe (London)  
  arn:aws:controltower:eu-west-2::control/ 
  LLSYOVEGXGCJ | | | |
| • Europe (Stockholm)  
  arn:aws:controltower:eu-north-1::control/ 
  BAKGLCSQQAJV | | | |
| • Asia Pacific (Mumbai)  
  arn:aws:controltower:ap-south-1::control/ 
  POFYFDIMHQKH | | | |
| • Asia Pacific (Seoul)  
  arn:aws:controltower:ap-northeast-2::control/ 
  AVEPZTWUQ0OHV | | | |
| • Asia Pacific (Tokyo)  
  arn:aws:controltower:ap-northeast-1::control/ 
  00ELHVJWN5QU | | | |
| • Europe (Paris)  
  arn:aws:controltower:eu-west-3::control/ 
  GVQQKJDZIBUM | | | |
| • South America (São Paulo)  
  arn:aws:controltower:sa- | | | |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>east-1::control/FCOHMGYZGGMQ</td>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ERMHCHCHXXQGM</td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/ERMHCHCHXXQGM</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/UBVZQBVUCCN</td>
<td>Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/UBVZQBVUCCN</td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/UBVZQBVUCCN</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/DSVSBRMWZIKQ</td>
<td>Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/DSVSBRMWZIKQ</td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/DSVSBRMWZIKQ</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/VXVTTKVHAVTX</td>
<td>Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/VXVTTKVHAVTX</td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/VXVTTKVHAVTX</td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/HZEGOTZOHZQB</td>
<td>Europe (Milan) arn:aws:controltower:eu-south-1::control/HZEGOTZOHZQB</td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/HZEGOTZOHZQB</td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/COTPYWONNCWV</td>
<td>Africa (Cape Town) arn:aws:controltower:af-south-1::control/COTPYWONNCWV</td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/COTPYWONNCWV</td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/ZDYNQADBTKIZ</td>
<td>Middle East (Bahrain) arn:aws:controltower:me-south-1::control/ZDYNQADBTKIZ</td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/ZDYNQADBTKIZ</td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/GPETDJRRCPRN</td>
<td>Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/GPETDJRRCPRN</td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/GPETDJRRCPRN</td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/DFGBJORYMMNY</td>
<td>Europe (Zurich) arn:aws:controltower:eu-central-2::control/DFGBJORYMMNY</td>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/DFGBJORYMMNY</td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/PWcyckxzadoq</td>
<td>Europe (Spain) arn:aws:controltower:eu-south-2::control/PWcyckxzadoq</td>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/PWcyckxzadoq</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/ZRBRJYCVYSIG</td>
<td>Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/ZRBRJYCVYSIG</td>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/ZRBRJYCVYSIG</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.OPENSEARCH.PR.15</td>
<td>NIST 800-53 Rev 5 AC-2(1)</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/QFQQFHUFY0KF</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/DYLEDFCOIYCR</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/JIEHZXZFRFPA</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/AXPLMDKRPXSRX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-5</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/GTNQOHLSVWVMH</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ORFJWTTUPGSZY</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/CYLADYNHZZX</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/SXSLJJAOTGMY</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/SRFWZJMTQRZZ</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/ XMRBSJAKYPQW</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/ TJJENZZFEAXL</td>
</tr>
<tr>
<td>(Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/ CSJDXWLKOSQP</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ NCZ0CAQXAZCZ</td>
</tr>
<tr>
<td>(Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ EFHXQGWQSZEK</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ EFHXQGWQSZEK</td>
</tr>
<tr>
<td>(Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ NCZ0CAQXAZCZ</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ EFHXQGWQSZEK</td>
</tr>
<tr>
<td>• South America</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sao-east-1::control/ CFZPGDJXQJGW</td>
</tr>
<tr>
<td>(São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sao-east-1::control/ CFZPGDJXQJGW</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ EBPSQUNFBDRL</td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ EBPSQUNFBDRL</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ OHTDBHWJHKO</td>
</tr>
<tr>
<td>(Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ OHTDBHWJHKO</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/ RUVAAYRTPBWD</td>
</tr>
<tr>
<td>(Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/ RUVAAYRTPBWD</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ VOMVAUO1UNDK</td>
</tr>
<tr>
<td>(Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ VOMVAUO1UNDK</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ EFHXQGWQSZEK</td>
</tr>
</tbody>
</table>
### CT.OPENSEARCH.PR.16

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.OPENSEARCH.PR.16</td>
<td>NIST 800-53 Rev 5 AC-17(2)</td>
<td>Encrypt data in transit</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/ULWLGPROCXUE</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-1::control/ULWLGPROCXUE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/PXJLPDJADLP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (UAE) arn:aws:controltower:me-central-1::control/HCBWBPCVNPE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/CNZPTJJRWSNX</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
<td></td>
<td>east-2::control/WICEUAFLUNHP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/SAWLZWOPSRIB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/BYMWNEKJVBPA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/SUIONSKYSCOB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/RZZWLHNJDKkw</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:europe-central-1::control/RFZMHDDCATDV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:europe-west-1::control/VTQFJKCNUPTA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:europe-west-2::control/QMPlNQJJKOC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:europe-north-1::control/YUIUSCIOMUDH</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.3</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/KZTACTIDLFAB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/QUTLZGKIHYN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/UYTWQUJJSXPK</td>
</tr>
</tbody>
</table>
| | | | Europe (Paris) arn:aws:controltower:eue-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-3::control/</td>
<td></td>
<td></td>
<td>RHPFSIDONVGY</td>
</tr>
<tr>
<td>RHPSFIDONVGY</td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td></td>
<td></td>
<td>OHTIGEPUEYQN</td>
</tr>
<tr>
<td>OHTIGEPUEYQN</td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/</td>
<td></td>
<td></td>
<td>AKOKGMZDNDBH</td>
</tr>
<tr>
<td>AKOKGMZDNDBH</td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td></td>
<td></td>
<td>HQXCYQHGDGGA</td>
</tr>
<tr>
<td>HQXCYQHGDGGA</td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
<td></td>
<td></td>
<td>BCISWMTUEIK</td>
</tr>
<tr>
<td>BCISWMTUEIK</td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka)</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
<td></td>
<td></td>
<td>PKHUQJEJCLWS</td>
</tr>
<tr>
<td>PKHUQJEJCLWS</td>
<td></td>
<td></td>
<td>• Europe (Milan)</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td></td>
<td></td>
<td>JSJWBUBPJFBG</td>
</tr>
<tr>
<td>JSJWBUBPJFBG</td>
<td></td>
<td></td>
<td>• Africa (Cape Town)</td>
</tr>
<tr>
<td>arn:aws:controltower:af-south-1::control/</td>
<td></td>
<td></td>
<td>UYWBKVDKLLPS</td>
</tr>
<tr>
<td>UYWBKVDKLLPS</td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/</td>
<td></td>
<td></td>
<td>IWUPTYIRKSTI</td>
</tr>
<tr>
<td>IWUPTYIRKSTI</td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv)</td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/</td>
<td></td>
<td></td>
<td>UFFPOLWQNMAM</td>
</tr>
<tr>
<td>UFFPOLWQNMAM</td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-central-2::control/</td>
<td></td>
<td></td>
<td>WTOJCPTLOPOFI</td>
</tr>
<tr>
<td>WTOJCPTLOPOFI</td>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-2::control/</td>
<td></td>
<td></td>
<td>JRBKUHRGFZJN</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.OPENSEARCH.PR.2 |           | Limit network access | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/VTLIUXDAVRDR  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/XEVFCYEQTVVZ  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/IHEMPFCKBBEK  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/XMRAHLUXZRVT  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/GYGEIYYZNLN  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/NXUQGVFMOHAG  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/ACUNINHQGLI |

• NIST 800-53 Rev 5  
AC-21  
• NIST 800-53 Rev 5  
SC-7  
• NIST 800-53 Rev 5  
SC-7(11)  
• NIST 800-53 Rev 5  
SC-7(16)  
• NIST 800-53 Rev 5  
SC-7(20)  
• NIST 800-53 Rev 5  
SC-7(21)  
• NIST 800-53 Rev 5  
SC-7(3)  
• NIST 800-53 Rev 5  
SC-7(4)  
• NIST 800-53 Rev 5  
SC-7(9)  

• Asia Pacific (Hyderabad)  
arn:aws:controltower:ap-south-2::control/CINYSCTVZMHX  
• Middle East (UAE)  
arn:aws:controltower:me-central-1::control/XCNRRCPBPQXB  
• Asia Pacific (Melbourne)  
arn:aws:controltower:ap-southeast-4::control/LAPLGFJTJAXIB  

• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/GYGEIYYZNLN  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/NXUQGVFMOHAG  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/ACUNINHQGLI  

• NIST 800-53 Rev 5  
AC-3  
• NIST 800-53 Rev 5  
AC-3(7)  
• NIST 800-53 Rev 5  
AC-4  
• NIST 800-53 Rev 5  
AC-4(21)  
• NIST 800-53 Rev 5  
AC-6  
• NIST 800-53 Rev 5  
SC-7  
• NIST 800-53 Rev 5  
SC-7(11)  
• NIST 800-53 Rev 5  
SC-7(16)  
• NIST 800-53 Rev 5  
SC-7(20)  
• NIST 800-53 Rev 5  
SC-7(21)  
• NIST 800-53 Rev 5  
SC-7(3)  
• NIST 800-53 Rev 5  
SC-7(4)  
• NIST 800-53 Rev 5  
SC-7(9)  

• NIST 800-53 Rev 5  
AC-21  
• NIST 800-53 Rev 5  
AC-3  
• NIST 800-53 Rev 5  
AC-3(7)  
• NIST 800-53 Rev 5  
AC-4  
• NIST 800-53 Rev 5  
AC-4(21)  
• NIST 800-53 Rev 5  
AC-6  
• NIST 800-53 Rev 5  
SC-7  
• NIST 800-53 Rev 5  
SC-7(11)  
• NIST 800-53 Rev 5  
SC-7(16)  
• NIST 800-53 Rev 5  
SC-7(20)  
• NIST 800-53 Rev 5  
SC-7(21)  
• NIST 800-53 Rev 5  
SC-7(3)  
• NIST 800-53 Rev 5  
SC-7(4)  
• NIST 800-53 Rev 5  
SC-7(9)
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td>• Europe (Ireland)</td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/LPUSJOMLHGCV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td>• Europe (London)</td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/WEYQXRFHOQCU</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td>• Europe (Stockholm)</td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/QLSJKVLPLIMO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/TSAAUQSILYSH</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/UCLVYXAVOAHM</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/TJJGFRBZRZSV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td>• Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/NEEJCATZEIMW</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>• South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/BGW5RPBMDSUR</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>• US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/IFNDFKBNUSCKD</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/BXKDBCNEKUKQ</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/YCCNRRZHQRRAU</td>
</tr>
</tbody>
</table>
| • Asia Pacific (Osaka) | • Asia Pacific (Osaka) | | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.OPENSEARCH.PR.3 | NIST 800-53 Rev 5 AC-4 | Encrypt data in transit | US East (N. Virginia) arn:aws:controltower:us-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>east-1::control/HLPMHXZUFAMP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
<td>• US East (Ohio)arn:aws:controltower:useast-2::control/UTXSXANDROVO</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td></td>
<td>• US West (Oregon)arn:aws:controltower:uswest-2::control/QSBSQHVLFWYO</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>• Canada (Central)arn:aws:controltower:canentral-1::control/QUIKFRDEFZBK</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)arn:aws:controltower:ap-southeast-2::control/QQBYBBDRDPJS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)arn:aws:controltower:ap-southeast-1::control/RMNNUQLXVFFO</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)arn:aws:controltower:eu-central-1::control/NGSGLMBVFOK</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
<td>• Europe (Ireland)arn:aws:controltower:eu-west-1::control/CAZKXJYXMBL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)arn:aws:controltower:eu-west-2::control/HXLIHVMMHFS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm)arn:aws:controltower:eu-north-1::control/QRGSGEZFDHUI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)arn:aws:controltower:ap-south-1::control/OGZKUCPQNZAZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)arn:aws:controltower:ap-northeast-2::control/UGGPNPNQICGZQ</td>
</tr>
</tbody>
</table>
| | | | • Asia Pacific (Tokyo)arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>northeast-1::control/WZFMVXTTCMFR</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/MTARCONVTLOX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America</td>
<td>arn:aws:controltower:saeast-1::control/JFSVGFJCHFQZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N.</td>
<td>arn:aws:controltower:us-west-1::control/PUPHEVPARPK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>California)</td>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/GZFIOCNJXQLT</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific</td>
<td>arn:aws:controltower:ap-southeast-3::control/QLYZGPDANYDA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Jakarta)</td>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/RAGNOCSYSIJR</td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/HQFAQRQRCSIYS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/VHMQVLVZKWNO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East</td>
<td>arn:aws:controltower:mesouth-1::control/PTVICLGFUIPU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Bahrain)</td>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/WBHFYKZUPQU</td>
<td></td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/HOWAJKATTUKZ</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.OPENSEARCH.PR.4</td>
<td>• NIST 800-53 Rev 5 AC-2(4)</td>
<td>• Establish logging and monitoring</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/JSTNMTMFRKGO</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ZJCU7J1JOESN</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/AKGAYTZWOFZI</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:central-1::control/DOPPXRIVAYVN</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/UYAXZWSGNSLOM</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/NOEXBYDHYFLN</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ QWERPLZPCHT</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ VPWHXJISTFOH</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ YZZBKRFXBVMZ</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ KLCYSVFSKGB0</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.2</td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ EJLRJLUVBNHN</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.3</td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ ZYBIFAQQOQZB</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ NEMEBLSVQDQW</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.5</td>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ UHBZCFPBQDRL</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.6</td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ AJUFPFJHAONT</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.7</td>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ EWSFLJITRUHU</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ DJVTCPGZYSLR</td>
<td></td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 10.3.2 | • Asia Pacific (Jakarta) | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>southeast-3::control/TOLKFEETJH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ZVKTNWLSWKUC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/BQZSSJVVRNHD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/JCZCTQBLRSF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/WZCAZXFJWVFV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/GFKZAMSBYHGQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/LZHEPFFMQGFV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/ZKDDJNNGEET</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/RHZECQRAAAZW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/PGSJVIOVEJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/IPQWJIRBIWGG</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.OPENSEARCH.PR.5 | • NIST 800-53 Rev 5 AC-2(4)  
• NIST 800-53 Rev 5 AC-4(26)  
• NIST 800-53 Rev 5 AC-6(9)  
• NIST 800-53 Rev 5 AU-10  
• NIST 800-53 Rev 5 AU-12  
• NIST 800-53 Rev 5 AU-2  
• NIST 800-53 Rev 5 AU-3  
• NIST 800-53 Rev 5 AU-6(3)  
• NIST 800-53 Rev 5 AU-6(4)  
• NIST 800-53 Rev 5 CA-7  
• NIST 800-53 Rev 5 SC-7(9)  
• NIST 800-53 Rev 5 SI-3(8)  
• NIST 800-53 Rev 5 SI-4(20)  
• NIST 800-53 Rev 5 SI-7(8)  
• PCI DSS version 3.2.1 10.1  
• PCI DSS version 3.2.1 10.2.1  
• PCI DSS version 3.2.1 10.2.2  
• PCI DSS version 3.2.1 10.2.3  
• PCI DSS version 3.2.1 10.2.4  
• PCI DSS version 3.2.1 10.2.5  
• PCI DSS version 3.2.1 10.2.7  
• PCI DSS version 3.2.1 10.3.1 | • Establish logging and monitoring | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/KYAFRIX0LJCM  
• US East (Ohio) arn:aws:controltower:us-east-2::control/LVNKFQFJMKTWR  
• US West (Oregon) arn:aws:controltower:us-west-2::control/CN5IZGNVLCMN  
• Canada (Central) arn:aws:controltower:ca-central-1::control/WZANTGTEGLMA  
• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ORIKZBBNSZRB  
• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/SVOHVKTULZGK  
• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/TWQSZLVYAVG  
• Europe (Ireland) arn:aws:controltower:eu-west-1::control/QEEZPBMZFYQN  
• Europe (London) arn:aws:controltower:eu-west-2::control/YCOUGYAOZQNA  
• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/GLKQJFW5SKVCH  
• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/FRHDD0EXXBWQ |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/JCCUGYQNCITY</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ZBUOY1WGUJZP</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/USWETIYXXFTH</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/ZJMOCDOOAMSQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/EIHWFSQEDMQS</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/DNGAAAKXQFDQV</td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/PWUNDFXSUYAY</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/VXAOMOWSCIBP</td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/VXAOMOWSCIBP</td>
</tr>
<tr>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/JVKVHVVGYEXB</td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/JVKVHVVGYEXB</td>
</tr>
<tr>
<td>• Africa (Cape Town) arn:aws:controltower:africa-south-1::control/IBPRSCDFQRF</td>
<td></td>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower:africa-south-1::control/IBPRSCDFQRF</td>
</tr>
<tr>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/QAYJNRWJQYB0</td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/QAYJNRWJQYB0</td>
</tr>
<tr>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-</td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.OPENSEARCH.PR.6 | NIST 800-53 Rev 5 CP-10 | Improve availability | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/  
AIBFRQCHG300  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/  
LXDACFXTIMOS  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/  
ENATZEFXYPYYM  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/  
ATEKPCBHHHHYQ  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/  
CJYWSHGENXKTO |
<p>|                    | NIST 800-53 Rev 5 CP-6(2) |                   |                                   |
|                    | NIST 800-53 Rev 5 SC-36   |                   |                                   |
|                    | NIST 800-53 Rev 5 SC-5(2) |                   |                                   |
|                    | NIST 800-53 Rev 5 SI-13(5)|                   |                                   |
|                    |                       |                   |                                   |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>southeast-2::control/UTDGLwWSQDEU</td>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td><code>arn:aws:controltower:ap-southeast-1::control/VJKQXGBOJPYX</code></td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-central-1::control/EMJVVYJDQQRX</code></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-west-1::control/QMIRWQLWTKC</code></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-west-2::control/ERERYWUMMXCYD</code></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-north-1::control/WSBITCGHGEDK</code></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-south-1::control/HKMNHQCBPFB</code></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-2::control/BQNHZOCGNLIA</code></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-1::control/ULUJPIODNXMQ</code></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-west-3::control/HRQELGWRNOFE</code></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:sa-east-1::control/LIRWXACRJOHY</code></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:us-west-1::control/DNMZNOAPKWWO</code></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/NHTZGOYISWAH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/HIZSVEOIQGWP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/WFTCZPQIQGQW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/PYSBFVVYCMU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ARTUADLDIUAQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/JWVSMFER0GHX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/XKCIKPKFWCSK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/VPIIPJ0XEEET</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/FECUISCKYVAV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/0OLOCVAYT00I</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/GRIXGVMZZGTT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
</tbody>
</table>
| CT.OPENSEARCH.PR.7 | • NIST 800-53 Rev 5 CP-10  
• NIST 800-53 Rev 5 CP-6(2)  
• NIST 800-53 Rev 5 SC-36  
• NIST 800-53 Rev 5 SC-5(2)  
• NIST 800-53 Rev 5 SI-13(5) | • Improve availability |  
|                    | **US East (N. Virginia)**  
arn:aws:controltower:us-east-1::control/  
YZEZWADHNHLT | |  
|                    | **US East (Ohio)**  
arn:aws:controltower:us-east-2::control/  
AIOOYWFODGTZ | |  
|                    | **US West (Oregon)**  
arn:aws:controltower:us-west-2::control/  
WKDTZIOQBFDF | |  
|                    | **Canada (Central)**  
arn:aws:controltower:ca-central-1::control/  
MDJZFKJKKFMMG | |  
|                    | **Asia Pacific (Sydney)**  
arn:aws:controltower:ap-southeast-2::control/  
BEKZJRWESEGED | |  
|                    | **Asia Pacific (Singapore)**  
arn:aws:controltower:ap-southeast-1::control/  
YXTTBALIVPSX | |  
|                    | **Europe (Frankfurt)**  
arn:aws:controltower:eu-central-1::control/  
INNDAQGPPHVC | |  
|                    | **Europe (Ireland)**  
arn:aws:controltower:eu-west-1::control/  
UHQGAGJBQDDJ | |  
|                    | **Europe (London)**  
arn:aws:controltower:eu-west-2::control/  
CGYOVDBJAZLY | |  
|                    | **Europe (Stockholm)**  
arn:aws:controltower:eu-north-1::control/  
GFZRKVAQNTNM | |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td><strong>Asia Pacific (Mumbai)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controlltow:ap-south-1::control/SJEVTRVISWQ0</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Asia Pacific (Seoul)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controlltow:ap-northeast-2::control/LDJIZXCUADJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Asia Pacific (Tokyo)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controlltow:ap-northeast-1::control/GKHBCXGNPZMK</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Europe (Paris)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controlltow:eu-west-3::control/THXOAXRJOLPA</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>South America (São Paulo)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controlltow:saeast-1::control/ITGIWIHHKFYG</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>US West (N. California)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controlltow:us-west-1::control/CACOF1MRPBKI</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Asia Pacific (Hong Kong)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controlltow:ap-east-1::control/0JFEGCMAQKJ0</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Asia Pacific (Jakarta)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controlltow:ap-southeast-3::control/BQWPTLYFLVJT</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Asia Pacific (Osaka)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controlltow:ap-northeast-3::control/BAKHBBLOYKAA</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Europe (Milan)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controlltow:eu-south-1::control/ASNSDRVZSYXT</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Africa (Cape Town)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controlltow:af-south-1::control/WZHBVBAEU8FF</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Middle East (Bahrain)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controlltow:me-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
</tr>
<tr>
<td>CT.OPENSEARCH.PR.8</td>
<td>NIST 800-53 Rev 5 AC-17(2)</td>
<td>Encrypt data in transit</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/UMATVVTIVRDT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Hong Kong)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/AJFWGMBACTIU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Jakarta)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/WHKQJKXKELYJR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Osaka)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/MDWFWNZOUXSM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Europe (Milan)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/NSOLJEXJZYNL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Africa (Cape Town)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/VVGOWQKFJVYY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Middle East (Bahrain)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/YVHFPLXVZJFJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Israel (Tel Aviv)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/XUZUWYWQFJFI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Europe (Zurich)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/ZJNZNJLFXDJR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Europe (Spain)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/GTNQYQERTNUR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Hyderabad)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/AVGVRWYMXXRX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Middle East (UAE)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/EDRAKQMAORKE</td>
</tr>
</tbody>
</table>
### CT.OPENSEARCH.PR.9

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.OPENSEARCH.PR.9 | • NIST 800-53 Rev 5 CA-9(1)  
• NIST 800-53 Rev 5 CM-3(6)  
• NIST 800-53 Rev 5 SC-13  
• NIST 800-53 Rev 5 SC-28  
• NIST 800-53 Rev 5 SC-28(1)  
• NIST 800-53 Rev 5 SI-7(6)  
• PCI DSS version 3.2.1  
• PCI DSS version 3.2.1 3.4  
• PCI DSS version 3.2.1 8.2.1 | • Encrypt data at rest |  
|                    | US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/KHZCMYXGFVCV  
US East (Ohio)  
arn:aws:controltower:us-east-2::control/CZMXNAENBDTR  
US West (Oregon)  
arn:aws:controltower:us-west-2::control/ZIBAOFHKZHQY  
Canada (Central)  
arn:aws:controltower:ca-central-1::control/IYXPCNJPAYYP  
Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/GLPWOLQVEQJQ  
Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/UCOLFZDG6J7J  
Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/MUGUPH0VHUUC  
Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/ICDKMTFLINVG  
Europe (London)  
arn:aws:controltower:eu-west-2::control/NUKBIYH8OKQ |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Europe (Stockholm)</strong></td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-north-1::control/GKDVQZTOHFQG</code></td>
</tr>
<tr>
<td><strong>Asia Pacific (Mumbai)</strong></td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-south-1::control/GWVTUMUOXNCX</code></td>
</tr>
<tr>
<td><strong>Asia Pacific (Seoul)</strong></td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-2::control/LITFPWDCFWMO</code></td>
</tr>
<tr>
<td><strong>Asia Pacific (Tokyo)</strong></td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-1::control/QXOGTDBDLUJI</code></td>
</tr>
<tr>
<td><strong>Europe (Paris)</strong></td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-west-3::control/CUUDCPZYQEDD</code></td>
</tr>
<tr>
<td><strong>South America (São Paulo)</strong></td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:sa-east-1::control/DBOUBKGZADQE</code></td>
</tr>
<tr>
<td><strong>US West (N. California)</strong></td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:us-west-1::control/PHDGPGPDLRZ</code></td>
</tr>
<tr>
<td><strong>Asia Pacific (Hong Kong)</strong></td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-east-1::control/AASYBLNJTJFYE</code></td>
</tr>
<tr>
<td><strong>Asia Pacific (Jakarta)</strong></td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-southeast-3::control/LYXBCHEEZPVN</code></td>
</tr>
<tr>
<td><strong>Asia Pacific (Osaka)</strong></td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-3::control/ZQAMBSNTXD1I</code></td>
</tr>
<tr>
<td><strong>Europe (Milan)</strong></td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-south-1::control/VRDRTIJLTAWF</code></td>
</tr>
<tr>
<td><strong>Africa (Cape Town)</strong></td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:af-</code></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.RDS.PR.1 | • CIS AWS Benchmark 1.4 2.3.1  
• NIST 800-53 Rev 5 AC-2(4)  
• NIST 800-53 Rev 5 AC-4  
• NIST 800-53 Rev 5 AC-4(21) | • Improve availability | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/CPCCUP1F5FX  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/CPB3PVIEHMMU  
• US West (Oregon)  
ar...
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>west-2::control/BNPKKZKAPUL</td>
</tr>
<tr>
<td>AC-4(26)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/QFAFUIKDIHXA</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/XFYDDJQMPBSV</td>
</tr>
<tr>
<td>AC-6(9)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/PBWERHRPVKEM</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/NGZC6DHORKNM</td>
</tr>
<tr>
<td>AU-10</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:europe-west-1::control/ISZRORRYWHRNM</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:europe-west-2::control/DTKUUXJADDB</td>
</tr>
<tr>
<td>AU-12</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:europe-north-1::control/DQYDQALNZIZZ</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/HZBEHSXYTYJP</td>
</tr>
<tr>
<td>AU-2</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/IQZLHKCZPRDQ</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/GYEHZ0AYUUR</td>
</tr>
<tr>
<td>AU-3</td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:europe-west-3::control/RAGAKMUCIMRJ</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AU-6(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AU-6(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CA-9(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CM-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CM-2(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CM-3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CM-3(6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CM-8(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CP-10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CP-6(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC-13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC-28</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC-28(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC-36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC-5(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC-7(10)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>----------------------------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td>South America (São Paulo)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:saeast-1::control/ TNHSQNYQQZFT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td>US West (N. California)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:uswest-1::control/ RAXPKGFBV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(5)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ PHKJMGXZWMWH</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:apseast-3::control/ HUPJOPPSUGA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-2</td>
<td></td>
<td></td>
<td>Asia Pacific (Osaka)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ ACFMYSTVSRBK</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
<td>Europe (Milan)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-1::control/ GICLLRYRAVTC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
<td>Africa (Cape Town)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/ YDIFPCASQLB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>Middle East (Bahrain)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:mesouth-1::control/ UUBOTNXZHMLG</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>Israel (Tel Aviv)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/ YLJBMFWYQGIP</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td>Europe (Zurich)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:euzentral-2::control/ ZRDOEHVIOLY</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
<td>Europe (Spain)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.2</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-2::control/ UMPYPULZBKMV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.3</td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-2311</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.RDS.PR.10        | • PCI DSS version 3.2.1 10.2.5  
• PCI DSS version 3.2.1 10.2.6  
• PCI DSS version 3.2.1 10.2.7  
• PCI DSS version 3.2.1 10.3.1  
• PCI DSS version 3.2.1 10.3.2  
• PCI DSS version 3.2.1 10.3.3  
• PCI DSS version 3.2.1 10.3.4  
• PCI DSS version 3.2.1 10.3.5  
• PCI DSS version 3.2.1 10.3.6  
• PCI DSS version 3.2.1 11.5  
• PCI DSS version 3.2.1 2.1  
• PCI DSS version 3.2.1 2.2  
• PCI DSS version 3.2.1 2.2.2  
• PCI DSS version 3.2.1 2.4  
• PCI DSS version 3.2.1 3.4  
• PCI DSS version 3.2.1 8.2.1 | south-2::control/JEHZ0TCTRSDL  
• Middle East (UAE)  
arn:aws:controltower:me-central-1::control/YGNVONVKFHAA  
• Asia Pacific  
(Melbourne)  
arn:aws:controltower:ap-southeast-4::control/BPVKEWVTUWLr | Control identifier | Framework | Control objective | Control API identifiers, by Region |
| CT.RDS.PR.10        | • NIST 800-53 Rev 5 CA-9(1)  
• NIST 800-53 Rev 5 CM-2  
• NIST 800-53 Rev 5 CM-2(2)  
• PCI DSS version 3.2.1 2.2 | • Protect configurations  | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/TDLAWEVSJFpw  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/MIIGPMTVJKED |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| • PCI DSS version 3.2.1 2.4 | | | • US West (Oregon)  
arn:aws:controltower:us-west-2::control/ YISDVYQBVSTR  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/ DVXCTDPQANLR  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/ OVTFQMGWPNHM  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/ QESQSXDHEYUX  
• Europe (Frankfurt)  
arn:aws:controltower:eucentral-1::control/ ONNOHNALHBAH  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/ LYZ5DLIUYNXH  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/ EAHGNZJQRUJY  
• Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/ OLNLHXEKJZGE  
• Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/ CGCCLNZVZFEY  
• Asia Pacific (Seoul)  
arn:aws:controltower:ap-northeast-2::control/ SECLZXVIEZ0  
• Asia Pacific (Tokyo)  
arn:aws:controltower:ap-northeast-1::control/ LXVUL0YZQA0H  
• Europe (Paris)  
arn:aws:controltower:eu-west-3::control/ IXRCLTJDINER |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controll:sa-east-1::control/NNOKBENVMLPI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controll:us-west-1::control/NZKBJFTZDXTE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controll:ap-east-1::control/ZNKDVOVBDAVE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controll:ap-southeast-3::control/UZRSPFWZQTYU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Osaka)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controll:ap-northeast-3::control/UXAVTPDBVFPF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controll:europe-south-1::control/CKJESAIGJNTU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controll:af-south-1::control/LBQMOFWQPXZ5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controll:mesouth-1::control/QFKZNHJKTIYZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controll:il-central-1::control/LXDGZHIMLLKF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controll:europe-central-2::control/TVWGQAXDABKP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controll:europe-south-2::control/WKXDONNKFYZU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controll:ap-2314</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.RDS.PR.11</td>
<td></td>
<td>Limit network access</td>
<td>South-2::control/XKOPEZHNRZWX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/YCHMJPARDTMD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/ELLZCEANXPRO</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.RDS.PR.11</td>
<td></td>
<td>Limit network access</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/SBVAEBQZFXKJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/QPGIONOVKEPL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/SAVOXDMXWEWV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/HTVHIQWPULEZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/0XJQNOBPSMSW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/RLRMHNPBZWWMZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/QGPYEJMHJHPN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
</tbody>
</table>
|                     |           |                   |   arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td>west-1::control/QLIQBXFPMWQG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/QPIWXZNGMGLE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/EOHTLPNMLAIH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ZZRQNGFFMLK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/IFJMwZQBHUIV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/BLRCFNBJEELWJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/OCJRITLFYKTI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/FLMVCNPBXRRI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/NAWSDEKFNZXA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/FXBSIFWKQXOD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/NHKXBYQLKDDS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/HRHVBEGGVKUN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.RDS.PR.12</td>
<td></td>
<td>Prepare for incident response</td>
<td>• NIST 800-53 Rev 5 SI-2</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ UDBQCAZ3XEAD</td>
</tr>
</tbody>
</table>

- **Europe (Milan)**
  - arn:aws:controltower:eu-south-1::control/ NBWURONLVXRT
- **Africa (Cape Town)**
  - arn:aws:controltower:af-south-1::control/ DIVKMUVKJCWC
- **Middle East (Bahrain)**
  - arn:aws:controltower:me-south-1::control/ NWDRVUJIWSMZ
- **Israel (Tel Aviv)**
  - arn:aws:controltower:il-central-1::control/ KZYQTLAICMC
- **Europe (Zurich)**
  - arn:aws:controltower:eu-central-2::control/ XBNPZNGWExZ
- **Europe (Spain)**
  - arn:aws:controltower:eu-south-2::control/ AHXQJSVNVUIS
- **Asia Pacific (Hyderabad)**
  - arn:aws:controltower:ap-south-2::control/ JOXYQPQMCA0
- **Middle East (UAE)**
  - arn:aws:controltower:me-central-1::control/ JNEGMOFANOA
- **Asia Pacific (Melbourne)**
  - arn:aws:controltower:ap-southeast-4::control/ ZFNHHDPYTJBL
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 11.5</td>
<td>• US East (Ohio) &lt;br&gt;arn:aws:controltower:us-east-2::control/WGTGNSNVQASQ  &lt;br&gt;• US West (Oregon) &lt;br&gt;arn:aws:controltower:us-west-2::control/SHDEPBVLNYBQ  &lt;br&gt;• Canada (Central) &lt;br&gt;arn:aws:controltower:ca-central-1::control/RVAPYALZJHLY  &lt;br&gt;• Asia Pacific (Sydney) &lt;br&gt;arn:aws:controltower:ap-southeast-2::control/VQTXJCSDCVNL  &lt;br&gt;• Asia Pacific (Singapore) &lt;br&gt;arn:aws:controltower:ap-southeast-1::control/ILUJFEPHTBGC  &lt;br&gt;• Europe (Frankfurt) &lt;br&gt;arn:aws:controltower:eu-central-1::control/ORSIZKRYRNJQK  &lt;br&gt;• Europe (Ireland) &lt;br&gt;arn:aws:controltower:eu-west-1::control/XSWQZJIDXEXX  &lt;br&gt;• Europe (London) &lt;br&gt;arn:aws:controltower:eu-west-2::control/WVSJOPRGOHET  &lt;br&gt;• Europe (Stockholm) &lt;br&gt;arn:aws:controltower:eu-north-1::control/XLUMDEETUGPN  &lt;br&gt;• Asia Pacific (Mumbai) &lt;br&gt;arn:aws:controltower:ap-south-1::control/SKNYYPPEGZZE  &lt;br&gt;• Asia Pacific (Seoul) &lt;br&gt;arn:aws:controltower:ap-northeast-2::control/LXSLBPHQTPFE  &lt;br&gt;• Asia Pacific (Tokyo) &lt;br&gt;arn:aws:controltower:ap-northeast-1::control/WIIIXZHCJCJRQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/BEHCRCBSQEVYV</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/ZHQQPQLAGHIW</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/XINXZMQZMGBS</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ECVBIUCVKDH</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/GBNYUHASXVMY</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/FILLVTGDMVAK</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/GVLKLASFFMRA</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/NMXEXSCYFMNR</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/CNDUIYYWVZYV</td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/UECQPAZMNEAM</td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/SIIEASJGDITH</td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.RDS.PR.13</td>
<td></td>
<td>Improve availability</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/YPJCCMKZJPTP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/LMANCCZTMZMW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/MZGZCGGQSWRE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/WAJLGTNLDLJ5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/CWTDAVDXUYNS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ZQVRGYMNSXHA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| central-1::control/XVPZAGNVD7KT | | | • Europe (Ireland)  
  arn:aws:controltower:eu-west-1::control/ZTKNQ6GKSPGTR |
| | | | • Europe (London)  
  arn:aws:controltower:eu-west-2::control/VSS6LBOZRVD |
| | | | • Europe (Stockholm)  
  arn:aws:aws:controltower:eu-north-1::control/IIMGJHZTBAP |
| | | | • Asia Pacific (Mumbai)  
  arn:aws:controltower:ap-south-1::control/PKVINHPD7TMI |
| | | | • Asia Pacific (Seoul)  
  arn:aws:controltower:ap-northeast-2::control/BFG6Z6NIN7H |
| | | | • Asia Pacific (Tokyo)  
  arn:aws:controltower:ap-northeast-1::control/ANNPBISWZ7VNU |
| | | | • Europe (Paris)  
  arn:aws:controltower:eu-west-3::control/UFCJQENI7LM |
| | | | • South America (São Paulo)  
  arn:aws:controltower:sa-east-1::control/XVXISEO8V7F |
| | | | • US West (N. California)  
  arn:aws:controltower:us-west-1::control/DOGCTOSZ7KF |
| | | | • Asia Pacific (Hong Kong)  
  arn:aws:controltower:ap-east-1::control/OPTPMA1Z7MQ |
| | | | • Asia Pacific (Jakarta)  
  arn:aws:controltower:ap-southeast-3::control/TCPYXNOZETYP |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/CEVYQIDVTPJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/UPMYISEYCN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/WQOZJPDGWHX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/RWYLYEFWQHC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/WWCJGJPMADD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/OXHETOCAIGY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/PXZORCGCQERT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/BIZBTLUXELS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/ZHLWPFNMOOS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-southeast-4::control/LSRQQSUNNSY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------------------</td>
<td>----------------------------------------</td>
<td>-----------------------------------------------</td>
</tr>
</tbody>
</table>
| CT.RDS.PR.14        | • NIST 800-53 Rev 5 AC-2(4)  
• NIST 800-53 Rev 5 AC-4(26)  
• NIST 800-53 Rev 5 AC-6(9)  
• NIST 800-53 Rev 5 AU-10  
• NIST 800-53 Rev 5 AU-12  
• NIST 800-53 Rev 5 AU-2  
• NIST 800-53 Rev 5 AU-3  
• NIST 800-53 Rev 5 AU-6(3)  
• NIST 800-53 Rev 5 AU-6(4)  
• NIST 800-53 Rev 5 CA-7  
• NIST 800-53 Rev 5 SC-7(10)  
• NIST 800-53 Rev 5 SC-7(9)  
• NIST 800-53 Rev 5 SI-3(8)  
• NIST 800-53 Rev 5 SI-4(20)  
• NIST 800-53 Rev 5 SI-7(8)  
• PCI DSS version 3.2.1 10.1  
• PCI DSS version 3.2.1 10.2.1  
• PCI DSS version 3.2.1 10.2.2  
• PCI DSS version 3.2.1 10.2.3  
• PCI DSS version 3.2.1 10.2.4  
• PCI DSS version 3.2.1 10.2.5  
• PCI DSS version 3.2.1 10.2.6 | • Establish logging and monitoring | • US East (N. Virginia)  
ar:n:aws:controltower:us-east-1::control/WHWIIFCOKJQR  
• US East (Ohio)  
ar:n:aws:controltower:us-east-2::control/LMBFAGECJ7QZ  
• US West (Oregon)  
ar:n:aws:controltower:us-west-2::control/FGOSLUOXYBB  
• Canada (Central)  
ar:n:aws:controltower:ca-central-1::control/AUSMNRRMJJUG  
• Asia Pacific (Sydney)  
ar:n:aws:controltower:ap-southeast-2::control/HSIZECNPMPUMR  
• Asia Pacific (Singapore)  
ar:n:aws:controltower:ap-southeast-1::control/DLUNYVZCXARR  
• Europe (Frankfurt)  
ar:n:aws:controltower:eu-central-1::control/FWIYAMLIPWZL  
• Europe (Ireland)  
ar:n:aws:controltower:eu-west-1::control/UHEVILPYODIR  
• Europe (London)  
ar:n:aws:controltower:eu-west-2::control/DMXHIYJDVWWS  
• Europe (Stockholm)  
ar:n:aws:controltower:eu-north-1::control/RMQBHETVKHEX  
• Asia Pacific (Mumbai)  
ar:n:aws:controltower:ap-south-1::control/NVAQMMWWPIIPQ |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 10.2.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/XEFJXADORGJR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/BMFQZNVAVY0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ADDPNHNPIOYV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/RBLXDVKFFTW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/PIPVMVSYYOSQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/SAQBRAUEMBWQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/IGMNPKJRFZMT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/DHBPZUFKFKMP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/KCPAXGPPPFCI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/GHXHZGKQCISF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/CJFLOCVDNWPP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
</tbody>
</table>
| CT.RDS.PR.15        |           | Limit network access | • US East (N. Virginia)        
|                    |           |                  | arn:aws:controltower:us-east-1::control/
|                    |           |                  | B1MBK0KMEEXZXP                  |
|                    |           |                  | • US East (Ohio)               
|                    |           |                  | arn:aws:controltower:us-east-2::control/
|                    |           |                  | BRRGKLOMCWFQ                    |
|                    |           |                  | • US West (Oregon)             
|                    |           |                  | arn:aws:controltower:us-west-2::control/
|                    |           |                  | NUD3wFBFWYF                     |
|                    |           |                  | • Canada (Central)             
|                    |           |                  | arn:aws:controltower:ca-central-1::control/
|                    |           |                  | KYNERGDEM0GQ                    |
|                    |           |                  | • Asia Pacific (Sydney)        
|                    |           |                  | arn:aws:controltower:ap-         

* NIST 800-53 Rev 5 AC-4
* NIST 800-53 Rev 5 AC-4(21)
* NIST 800-53 Rev 5 CM-8(1)
* NIST 800-53 Rev 5 SC-7
* NIST 800-53 Rev 5 SC-7(11)
* NIST 800-53 Rev 5 SC-7(16)
* NIST 800-53 Rev 5 SC-7(21)
* NIST 800-53 Rev 5 SC-7(4)
* NIST 800-53 Rev 5 SC-7(5)
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>southeast-2::control/RZHJAVYJQGUI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/IYNQLANVHZKU</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/NNIILIDPTJRP</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/HJRQQTAYQARY</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/OCSRNEWRPYWN</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/0ZJOBRGRREXZT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/KTCRRGSRUWGR</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/QJQ0DGPKZYCB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/YLCLBFJJGFDZ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/NJLPGDHHZWO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:saeast-1::control/83CZJRGOKMRDB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>US West (N. California) arn:aws:controltower:us-west-1::control/MOKLHGMPEKSI</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-east-1::control/ZATLSZLRTTSE</td>
</tr>
<tr>
<td>(Hong Kong)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-southeast-3::control/DAKSTNVIEZPX</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-northeast-3::control/YZEEBZWNKYW</td>
</tr>
<tr>
<td>(Jakarta)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-northeast-3::control/YZEEBZWNKYW</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-northeast-3::control/YZEEBZWNKYW</td>
</tr>
<tr>
<td>(Osaka)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-northeast-3::control/YZEEBZWNKYW</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-south-1::control/EXOHLMGVBSIW</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:af-south-1::control/TCJCRQSCONJK</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:me-south-1::control/BJSYMTCWHM5PE</td>
</tr>
<tr>
<td>(Bahrain)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:me-south-1::control/BJSYMTCWHM5PE</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:il-central-1::control/MSITXUPZCMA</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-central-2::control/DUOALUMXEXPE</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-south-2::control/IZYWOFWEAIVN</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-south-2::control/FCTFQPGTEYV</td>
</tr>
<tr>
<td>(Hyderabad)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-south-2::control/FCTFQPGTEYV</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:me-central-1::control/QGBVVCJCSOMV</td>
</tr>
<tr>
<td>(UAE)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:me-central-1::control/QGBVVCJCSOMV</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-2327</td>
</tr>
</tbody>
</table>
## CT.RDS.PR.16

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.RDS.PR.16</td>
<td>• CIS AWS Benchmark 1.4 2.3.1</td>
<td>• Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ FYVNKTVAUTPK</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ DBQQQVLCRDJL</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ XRFPHUI0BFJD</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ ANFLBGZRYMCQ</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ JCCMUPZAXMMW</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ CFYQQEJAFFV</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ NEUJCNUIDOIU</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ WLP0BBCCAWEG</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ WUYFXYDNPAJI</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ MALKWFLFDSJ</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective, by Region</td>
<td></td>
</tr>
<tr>
<td>----------------------------</td>
<td>------------</td>
<td>-------------------------------</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/FWAZWKRMETW</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/JPQWRFDTTQPT</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ZNEMLOPSOLDL</td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ODZOBMIAWABV</td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/TADJJIKRHRQAR</td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/MZZNTZGDUSZJ</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/NPBHBWQOZGZY</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/VKMGRNMLCBY</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/OVSTMQMNPOL</td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/JCRHJVJESEBF</td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/ZDPIPPFFBMJA</td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:me-</td>
<td></td>
</tr>
</tbody>
</table>

2329
### Control identifier

<table>
<thead>
<tr>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| **CT.RDS.PR.17** | - NIST 800-53 Rev 5 CA-7  
  - NIST 800-53 Rev 5 SI-2  
  - PCI DSS version 3.2.1 11.5 | - Prepare for incident response  
  - US East (N. Virginia)  
  - US East (Ohio)  
  - US West (Oregon)  
  - Canada (Central)  
  - Israel (Tel Aviv)  
  - Europe (Zurich)  
  - Central Europe (Spain)  
  - Asia Pacific (Hyderabad)  
  - Middle East (UAE)  
  - Asia Pacific (Melbourne) |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>central-1::control/</td>
<td></td>
<td></td>
<td>CBUKUNUOEILM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/TKAIVNNUOZEOP</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ODRTWYAHZKPB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ASUNKGVVFXY</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/IRQZDEJQMXL6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/QAJWDRVODFWX</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/PBDUVVQCOKDV</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/UBRPEHEOKHPO</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/OUWNJTTOMXIL</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/QOUOAILPPGLH</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/WECTXDDEEGGMOV</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/VIYXJSVPVORD</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• US West (N. California)</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/IZDMIZEKSPDS</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/EQZLUVFLBFMG</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/WUFEZ0IZMXBA</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/MPZBVX0JLRKF</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-1::control/EQURNFTUNIJC</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/GZZZWRTEHCNU</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:mesouth-1::control/BUPIBJRNVL0H</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/WFCMRFGLGBCW</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-2::control/BE0OE0CVQSEY0</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-2::control/UKQUAWKOJNPA</td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:apsouth-2::control/USENKGKNCKYN</td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/JZYIMKHAWARU</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.RDS.PR.18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td>• Prepare for incident response</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/HMGIGLGDPRMZO</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-2</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/KRKPUXQNVYD</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 11.5</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/GGCJMPCKNZG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/MKVLLPSIEPIO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/TXDOPO0EF0GJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/KOPCQNSYeUZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/HT0VAPFGMPCJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/RQCDURMVWTS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/KMKTWDXNWXIM</td>
</tr>
</tbody>
</table>

Asia Pacific (Melbourne)
ar:aws:controltower:ap-southeast-4::control/BGJEHLNQLZEX

CT.RDS.PR.18
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ QZFGRVRZILTN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ YKUECLADAOM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ YHSXDDXXWITQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ PFPVEOVUMUUT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ GFMOEINRNTC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ GLYKLGYIXELE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ SAJRANHECEJB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ THYPQJULHKT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ QNTSSYLVYSBR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ GXNWDJUVUIVA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ DKDJTNLQAPPRI</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Africa (Cape Town) | arn:aws:controltower:af-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.RDS.PR.19        | • NIST 800-53 Rev 5 CA-7  
                    | • NIST 800-53 Rev 5 SI-2  
                    | • PCI DSS version 3.2.1 11.5  
                    | • Prepare for incident response  
                    | • US East (N. Virginia)  
                    | • US East (Ohio)  
<pre><code>                | • US West (Oregon)  |
</code></pre>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-2::control/</td>
<td></td>
<td></td>
<td>XUPYDDLWHDCG</td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/PJX00IPSMNDA</td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/AKURSKMXIRNZ</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/LYWQAOJFKFQC</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/XZSPKESDKKWl</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/ZSLSJYMDJBAL</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/OYIGFYNO0DQCL</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/YBVHYRANLTFl</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/TQMKLIDIAQMFl</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/ZPWWRXNPQEV</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/KZPGJXHLYHQI</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/YXSNOECRRPCO</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>east-1::control/SCWLPXFLQQL</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/TGIEXSEQNIZVU</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>east-1::control/LNRLBVGINMNU</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/LNRLBVGINMNU</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>southeast-3::control/BXCUKD2SYLQ</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/BXCUKD2SYLQ</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>ap-northeast-3::control/KZEWMUENWQ</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/KZEWMUENWQ</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>eu-south-1::control/VJKMQYKKNXF</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/VJKMQYKKNXF</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>af-south-1::control/WKBAYVADIUJ</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/WKBAYVADIUJ</td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>mesouth-1::control/ZMSKYBINPWU</td>
<td></td>
<td>arn:aws:controltower:mesouth-1::control/ZMSKYBINPWU</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>il-central-1::control/NLBLQIJTVACH</td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/NLBLQIJTVACH</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>ecentral-2::control/IERUUYBPGLLE</td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/IERUUYBPGLLE</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>eu-south-2::control/YFBPPSKFXZSI</td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/YFBPPSKFXZSI</td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td>ap-south-2::control/ERNAIMFFVIWZ</td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/ERNAIMFFVIWZ</td>
</tr>
</tbody>
</table>
### CT.RDS.PR.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.RDS.PR.2        | • CIS AWS Benchmark 1.4 2.3.1  
|                    | • NIST 800-53 Rev 5 AC-17(2)  
|                    | • NIST 800-53 Rev 5 AC-2(4)  
|                    | • NIST 800-53 Rev 5 AC-21  
|                    | • NIST 800-53 Rev 5 AC-3  
|                    | • NIST 800-53 Rev 5 AC-3(7)  
|                    | • NIST 800-53 Rev 5 AC-4  
|                    | • NIST 800-53 Rev 5 AC-4(21)  
|                    | • NIST 800-53 Rev 5 AC-4(26)  
|                    | • NIST 800-53 Rev 5 AC-6  
|                    | • NIST 800-53 Rev 5 AC-6(9)  
|                    | • NIST 800-53 Rev 5 AU-10  
|                    | • NIST 800-53 Rev 5 AU-12  
|                    | • NIST 800-53 Rev 5 AU-2  
|                    | • NIST 800-53 Rev 5 AU-3  
|                    | • NIST 800-53 Rev 5 AU-6(3)  
|                    | • Establish logging and monitoring | • US East (N. Virginia)  
|                    | • US East (Ohio)  
|                    | • US West (Oregon)  
|                    | • Canada (Central)  
|                    | • Asia Pacific (Sydney)  
|                    | • Asia Pacific (Singapore)  
|                    | • Europe (Frankfurt)  
|                    | • Europe (Ireland)  

- Middle East (UAE)  
  - arn:aws:controltower:me-central-1::control/IVRSSKGVLLGF  
- Asia Pacific (Melbourne)  
  - arn:aws:controltower:ap-southeast-4::control/BRIJRUIOZMF  
- US East (N. Virginia)  
  - arn:aws:controltower:us-east-1::control/MQISZILRTSF8  
- US East (Ohio)  
  - arn:aws:controltower:us-east-2::control/UPOYGSXRLXUQ  
- US West (Oregon)  
  - arn:aws:controltower:us-west-2::control/SWFLJNEBRLPT  
- Canada (Central)  
  - arn:aws:controltower:ca-central-1::control/OHBBTGTZMHOB  
- Asia Pacific (Sydney)  
  - arn:aws:controltower:ap-southeast-2::control/LNDHGBLTEXTAL  
- Asia Pacific (Singapore)  
  - arn:aws:controltower:ap-southeast-1::control/KOSPQCBQVFN  
- Europe (Frankfurt)  
  - arn:aws:controltower:eu-central-1::control/PRGUXERBXDAQ  
- Europe (Ireland)  
  - arn:aws:controltower:eu-west-1::control/YVRQVGLIXYVC
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controlltower:eu-west-2::control/VVIDHBCRCKCU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controlltower:eu-north-1::control/TKPUTYVQYZJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controlltower:ap-south-1::control/YEQRARYEJPWA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controlltower:ap-northeast-2::control/TCGIZHXWOEHQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controlltower:ap-northeast-1::control/GHYSHEHSCDNB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controlltower:eu-west-3::control/HRRACFGWIYQK</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controlltower:saeast-1::control/TRBXUMZVTQAJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controlltower:us-west-1::control/ELDGFEABECL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controlltower:ap-east-1::control/EENMwZAMRYDX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controlltower:ap-southeast-3::control/SPKTRDUPPMSL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controlltower:ap-northeast-3::control/ZNQTVZBEPPV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controlltower:eu-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-------------------------------</td>
<td>-------------------</td>
<td>-----------------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td>south-1::control/ DJNVNBXZYBEQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-2</td>
<td></td>
<td></td>
<td><strong>Africa (Cape Town)</strong></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/ SIATJXQTJBLB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
<td><strong>Middle East (Bahrain)</strong></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/ PKEZXVUBPQNX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
<td><strong>Israel (Tel Aviv)</strong></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/ JWACQDFHVGTZ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td><strong>Europe (Zurich)</strong></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-2::control/ KIUDKGOBCKH</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td><strong>Europe (Spain)</strong></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-2::control/ JFVJGUVNPUJF</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Hyderabad)</strong></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:apsouth-2::control/ XROOMLOUYAFE</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td><strong>Middle East (UAE)</strong></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/ UTWCWNIJWHV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Melbourne)</strong></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/ BKSOTGWHUEPF</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.RDS.PR.20       | • NIST 800-53 Rev 5 AC-4  
                    |           | • Limit network access  
                    | US East (N. Virginia)  
                    |           |                          | arn:aws:controltower:us-east-1::control/MDWFCNUYEZKH |
|                    | • NIST 800-53 Rev 5 AC-4(21)  
                    |           |                          | US East (Ohio)  
                    |           |                          | arn:aws:controltower:us-east-2::control/HRHVMSEIAPUA |
|                    | • NIST 800-53 Rev 5 SC-7  
                    |           |                          | US West (Oregon)  
                    |           |                          | arn:aws:controltower:us-west-2::control/DCGLYOBFHDPL |
|                    | • NIST 800-53 Rev 5 SC-7(11)  
                    |           |                          | Canada (Central)  
                    |           |                          | arn:aws:controltower:ca-central-1::control/RZBFFTP3OGCG |
|                    | • NIST 800-53 Rev 5 SC-7(16)  
                    |           |                          | Asia Pacific (Sydney)  
                    |           |                          | arn:aws:controltower:ap-southeast-2::control/RKTXRGUXFWXY |
|                    | • NIST 800-53 Rev 5 SC-7(21)  
                    |           |                          | Asia Pacific (Singapore)  
                    |           |                          | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| • PCI DSS version 3.2.1 1.3.4  
• PCI DSS version 3.2.1 2.2 | | | southeast-1::control/QKDOFKMGVHSO  
Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/NLIBRFKTPNCZ  
Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/SMMMDVYGDPEN  
Europe (London)  
arn:aws:controltower:eu-west-2::control/JCFELHAYCQWT  
Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/FGJJSXEZBZZC  
Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/PJNMBTVRXJJA  
Asia Pacific (Seoul)  
arn:aws:controltower:ap-northeast-2::control/JLKKRIKEPPCY  
Asia Pacific (Tokyo)  
arn:aws:controltower:ap-northeast-1::control/UFT0XCOOJXJTV  
Europe (Paris)  
arn:aws:controltower:eu-west-3::control/QQOQDDPHNUIBX  
South America (São Paulo)  
arn:aws:controltower:sa-east-1::control/PYAFHZVXJDW  
US West (N. California)  
arn:aws:controltower:us-west-1::control/JPCMKZJLBQDX  
Asia Pacific (Hong Kong)  
arn:aws:controltower:ap-east-1::control/KTYTDOYXIMZ
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ CBIDNXQGCCKR</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/ AZTJJPJGJ0FE0</td>
<td></td>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ XISVVPFGPU0P</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-central-2::control/ PIDUQUOPTVRY</td>
<td></td>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ ZNDMTUXU0QZX</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ UWGFBJXQKIZI</td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/ CSVHKE0UFHDG</td>
<td></td>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ PIDUQUOPTVRY</td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-2::control/ IOPGZLIWNWGE</td>
<td></td>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/ QRJPJDJCMZTC</td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td></td>
<td>Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-southeast-4::control/ BHRD1KZLQNSU</td>
</tr>
<tr>
<td>arn:aws:controltower:me-central-1::control/ UJIXWP0DCJHE</td>
<td></td>
<td>Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-southeast-4::control/ BHRD1KZLQNSU</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.RDS.PR.21        | • NIST 800-53 Rev 5 CA-9(1)  
                    • NIST 800-53 Rev 5 CM-2  
                    • PCI DSS version 3.2.1 2.1 | • Protect configurations | • **US East (N. Virginia)**  
                            arn:aws:controltower:us-east-1::control/EITXJLKFTQDP  
                            • **US East (Ohio)**  
                            arn:aws:controltower:us-east-2::control/IPSTNJIEWMCJ  
                            • **US West (Oregon)**  
                            arn:aws:aws:controltower:us-west-2::control/VPLSUHTSSKVN  
                            • **Canada (Central)**  
                            arn:aws:controltower:ca-central-1::control/EHEHUGUMGNMM  
                            • **Asia Pacific (Sydney)**  
                            arn:aws:controltower:ap-southeast-2::control/GOGYCLISXJIE  
                            • **Asia Pacific (Singapore)**  
                            arn:aws:controltower:ap-southeast-1::control/EIXIRAFPVPAO  
                            • **Europe (Frankfurt)**  
                            arn:aws:controltower:eu-central-1::control/AMPSQVWJUTPB  
                            • **Europe (Ireland)**  
                            arn:aws:controltower:eu-west-1::control/RORRJYOCKMFU  
                            • **Europe (London)**  
                            arn:aws:controltower:eu-west-2::control/UUOVCRJHMURS  
                            • **Europe (Stockholm)**  
                            arn:aws:controltower:eu-north-1::control/EMHUDINOARAM  
                            • **Asia Pacific (Mumbai)**  
                            arn:aws:controltower:ap-south-1::control/AONMPRGSRMUB |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/TJWPIOJAICUN</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/XJJPKIGGEEXG</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/RUOZMJSADVLM</td>
</tr>
<tr>
<td>South America</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/ANABXNFAQOIG</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/KVUPQJRQGLHO</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/DHSGTIVFXFLI</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/CFRTFTJQZPRW</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/HFOWJUBMQZXB</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/JWDRULGYQLUL</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/PLHGNFDWEBP</td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/RGFWRMBSGIJA</td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>CT.RDS.PR.22</td>
<td></td>
<td>Protect configurations</td>
<td>central-1::control/ KALBIBZRIQMT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>central-2::control/ GFJCUGIOTNUX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>south-2::control/ CSKCEKSCEMJZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>south-2::control/ HPXNNRQRXNXI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>central-1::control/ TRHZBDVQR8FC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>southeast-4::control/ GABVUUUQLSDB</td>
</tr>
<tr>
<td>CT.RDS.PR.22</td>
<td></td>
<td>Protect configurations</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>east-1::control/ RPMTGTPXFHVA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>east-2::control/ SUICXVEFWGTF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>west-2::control/ IGEKMYWBNQL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>central-1::control/ NIAQTZCSXRUW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>southeast-2::control/</td>
<td></td>
<td></td>
<td>SJJETKICNYSA</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
<td></td>
<td>QQNXZYQVNBCA</td>
</tr>
<tr>
<td></td>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/</td>
<td>EEZWOXHRKSYG</td>
</tr>
<tr>
<td></td>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/</td>
<td>VCVBYURVMJWL</td>
</tr>
<tr>
<td></td>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/</td>
<td>LUZHFXABWGPZ</td>
</tr>
<tr>
<td></td>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/</td>
<td>WCAPGBY2BASC</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/</td>
<td>HYNXJZM0FCXV</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
<td>BEJUKSC0YQQ</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
<td>OPPFSUXBZGNN</td>
</tr>
<tr>
<td></td>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/</td>
<td>UNHYCCAWPERQ</td>
</tr>
<tr>
<td></td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td>BOBJFVMQPNFA</td>
</tr>
<tr>
<td></td>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/</td>
<td>ZGRERLGFIHXR</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ PNYYCUZBPTAYS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ YZCKMMAUNEXZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ SWNLNNMLXINQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ UGDMTHYBNQGN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ MZRAJDTDFGWC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ OWPIJXXMSSX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ PFAKFIEKPAUL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ QORNMHHGYYQUS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/ LWXPNTJGDDTS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/ KAYUBUDGENW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/ XMFDPXVIZDTX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-2348</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.RDS.PR.23</td>
<td></td>
<td></td>
<td>ARN:AWS:ControlTower:us-east-1::control/AKPEAYGURAXN</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.RDS.PR.23</td>
<td></td>
<td></td>
<td><strong>US East (N. Virginia)</strong>&lt;br&gt;ARN:AWS:ControlTower:us-east-1::control/PWBOAFLALALP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>US East (Ohio)</strong>&lt;br&gt;ARN:AWS:ControlTower:us-east-2::control/OULNFNUJHYOY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>US West (Oregon)</strong>&lt;br&gt;ARN:AWS:ControlTower:us-west-2::control/BSINZXEGCDDE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Canada (Central)</strong>&lt;br&gt;ARN:AWS:ControlTower:ca-central-1::control/SMCLOXFTGGJR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Sydney)</strong>&lt;br&gt;ARN:AWS:ControlTower:ap-southeast-2::control/ODZTKLOPEVYA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Singapore)</strong>&lt;br&gt;ARN:AWS:ControlTower:ap-southeast-1::control/VDYHDVTTKRC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Europe (Frankfurt)</strong>&lt;br&gt;ARN:AWS:ControlTower:eu-central-1::control/DVYHJPQGNBF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Europe (Ireland)</strong>&lt;br&gt;ARN:AWS:ControlTower:eu-west-1::control/TRIXKGVKMLDO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Europe (London)</strong>&lt;br&gt;ARN:AWS:ControlTower:eu-west-2::control/YVLLLDDOZNZT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Europe (Stockholm)</strong>&lt;br&gt;ARN:AWS:ControlTower:eu-north-1::control/AROTJYKQN6W</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------------------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ BCJOWGCTPYMI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ NNNWMMMMYHRLE</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ FTLPOWEBBBYY</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ AQYGAZWHMBUS</td>
</tr>
<tr>
<td>• South America (São Paulo) arn:aws:controltower:saeast-1::control/ VADBVPKHYESM</td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/ AMIKEWYRCSQD</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/ WHLM0ZJDXYGQ</td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/ OXCYOZPUWJYYP</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/ AVEIAINBERMSJA</td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/ GGFMCMFBGGYK</td>
</tr>
<tr>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/ OJJPXBDLLLIVT</td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>CT.RDS.PR.24</td>
<td></td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/GFMSMJAELTVU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/TENQAWFTXMFK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/GWMSFQBJQUIL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>central-1::control/VIDEBVCBMMHE</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/UGDACEBUCTME</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/SUXNKMQDMQML</td>
</tr>
<tr>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ULFMTWYBJBHT</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/KCHAUDQMSCNA</td>
</tr>
<tr>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/DELGUCWUHVUC</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/JZPWXKOZQIJD</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/VXFCDUYXIIEX</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/SBVCZOZVTNSM</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/HNUUDLAMFESZ</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ZIGYAICEYDYE</td>
</tr>
<tr>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/MZWOKNBAGWMM</td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/OZIQMHPFNUDD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/NDNGNJIYVJRO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/OTPOYEIELITW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/GCOSKKLRMNIA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/OKHIGZARDBVN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/PINCLJDJZDRE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/OAEXNGTGWWQZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/MNZFGWBFEMJH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/0XPVBOGEOCBY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/TKHIAGEFUESQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/IYWXHEMRRBHL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE) arn:aws:controltower:me-central-1::control/YPTCDXVCWKKT</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.RDS.PR.25        | • NIST 800-53 Rev 5 AC-2(4)  
• NIST 800-53 Rev 5 AC-4(26)  
• NIST 800-53 Rev 5 AC-6(9)  
• NIST 800-53 Rev 5 AU-10  
• NIST 800-53 Rev 5 AU-12  
• NIST 800-53 Rev 5 AU-2  
• NIST 800-53 Rev 5 AU-3  
• NIST 800-53 Rev 5 AU-6(3)  
• NIST 800-53 Rev 5 AU-6(4)  
• NIST 800-53 Rev 5 CA-7  
• NIST 800-53 Rev 5 SC-7(10)  
• NIST 800-53 Rev 5 SC-7(9)  
• NIST 800-53 Rev 5 SI-3(8)  
• NIST 800-53 Rev 5 SI-4(20)  
• NIST 800-53 Rev 5 SI-7(8)  
• PCI DSS version 3.2.1 10.1  
• PCI DSS version 3.2.1 10.2.1  
• PCI DSS version 3.2.1 10.2.2 | • Establish logging and monitoring | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/JURZAEDZNDKU  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/MAIRETSDAVZB  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/MMEIVHRLITAO  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/LOBRESBCCMG  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/BLFCABKJKCSA  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/YZYQYLIOHQYM  
• Europe (Frankfurt)  
arn:aws:controltower:eucentral-1::control/LBAOBDKAGHAF  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/JGEKIJTJIOSK  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/ZWYUQWFMKUZL |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| • PCI DSS version 3.2.1 10.2.3 | | Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/G0GLMDRACQCK | |
| • PCI DSS version 3.2.1 10.2.4 | | Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/I2ZGPUABATWSO | |
| • PCI DSS version 3.2.1 10.2.5 | | Asia Pacific (Seoul)  
arn:aws:controltower:ap-northeast-2::control/JBPGIHOLPQAK | |
| • PCI DSS version 3.2.1 10.2.6 | | Asia Pacific (Tokyo)  
arn:aws:controltower:ap-northeast-1::control/RTJTUOJNOFCR | |
| • PCI DSS version 3.2.1 10.2.7 | | Europe (Paris)  
arn:aws:controltower:eu-west-3::control/YRAESYFGCCEX | |
| • PCI DSS version 3.2.1 10.3.1 | | South America (São Paulo)  
arn:aws:controltower:sa-east-1::control/AQDTQRHKAVWU | |
| • PCI DSS version 3.2.1 10.3.2 | | US West (N. California)  
arn:aws:controltower:us-west-1::control/OYUJHWHZRFAZ | |
| • PCI DSS version 3.2.1 10.3.3 | | Asia Pacific (Hong Kong)  
arn:aws:controltower:ap-east-1::control/GAGQXONTSU0 | |
| • PCI DSS version 3.2.1 10.3.4 | | Asia Pacific (Jakarta)  
arn:aws:controltower:ap-southeast-3::control/RJUT0OZNCKEA | |
| • PCI DSS version 3.2.1 10.3.5 | | Asia Pacific (Osaka)  
arn:aws:controltower:ap-northeast-3::control/PUEKRODEBBUP | |
| • PCI DSS version 3.2.1 10.3.6 | | Europe (Milan)  
arn:aws:controltower:eu-south-1::control/UWTYXFZPQYBR | |
| | | Africa (Cape Town)  
arn:aws:controltower:af- | |
<p>| | | | |
| | | | |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.RDS.PR.26       |           | Encrypted data in transit | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/  
EKWKLGPDQJLB

• US East (Ohio)  
arn:aws:controltower:us-east-2::control/  
UOTNWAOXMKFV

• US West (Oregon)  
arn:aws:controltower:us-west-2::control/  
NLPDDLRTCAKP

• NIST 800-53 Rev 5  
AC-17(2)

• NIST 800-53 Rev 5  
AC-4

• NIST 800-53 Rev 5  
IA-5(1)

• NIST 800-53 Rev 5  
SC-12(3)
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-2::control/</td>
<td></td>
<td></td>
<td>LJHTUFUWMNSD</td>
</tr>
<tr>
<td>LJHTUFUWMNSD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/</td>
<td>TRIRJEYQDGYM</td>
<td></td>
</tr>
<tr>
<td>TRIRJEYQDGYM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
<td>BVKQXCFD01KD</td>
<td></td>
</tr>
<tr>
<td>BVKQXCFD01KD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
<td>OJDUBGHKGQQB</td>
<td></td>
</tr>
<tr>
<td>OJDUBGHKGQQB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/</td>
<td>CXD50VCVFYX</td>
<td></td>
</tr>
<tr>
<td>CXD50VCVFYX</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/</td>
<td>LBDIIENDDYKE</td>
<td></td>
</tr>
<tr>
<td>LBDIIENDDYKE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/</td>
<td>JWQUNIZDMKFN</td>
<td></td>
</tr>
<tr>
<td>JWQUNIZDMKFN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/</td>
<td>EFVUBBUPADGH</td>
<td></td>
</tr>
<tr>
<td>EFVUBBUPADGH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/</td>
<td>ORBPVZYSXABE</td>
<td></td>
</tr>
<tr>
<td>ORBPVZYSXABE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
<td>BZFWEHFCFUF</td>
<td></td>
</tr>
<tr>
<td>BZFWEHFCFUF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
<td>FKSFA5OSTXNY</td>
<td></td>
</tr>
<tr>
<td>FKSFA5OSTXNY</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/</td>
<td>KBIHFZMXXLDB</td>
<td></td>
</tr>
<tr>
<td>KBIHFZMXXLDB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America</td>
<td>arn:aws:controltower:sa-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(São Paulo)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- NIST 800-53 Rev 5 SC-13
- NIST 800-53 Rev 5 SC-23
- NIST 800-53 Rev 5 SC-23(3)
- NIST 800-53 Rev 5 SC-7(4)
- NIST 800-53 Rev 5 SC-8
- NIST 800-53 Rev 5 SC-8(1)
- NIST 800-53 Rev 5 SC-8(2)
- NIST 800-53 Rev 5 SI-7(6)
- PCI DSS version 3.2.1 2.3
- PCI DSS version 3.2.1 4.1
- PCI DSS version 3.2.1 8.2.1
- Canada (Central)
- PCI DSS version 3.2.1 2.3
- PCI DSS version 3.2.1 4.1
- PCI DSS version 3.2.1 8.2.1
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>east-1::control/</td>
<td></td>
<td></td>
<td>NVXFZNYAZAUC</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td>LHYRJFVNLWQQ</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-east-1::control/</td>
</tr>
<tr>
<td>(Hong Kong)</td>
<td></td>
<td></td>
<td>KVYNPGBLXLU</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-southeast-3::control/</td>
</tr>
<tr>
<td>(Jakarta)</td>
<td></td>
<td></td>
<td>MJPFJBIDKHB</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-northeast-3::control/</td>
</tr>
<tr>
<td>(Osaka)</td>
<td></td>
<td></td>
<td>UQKHNVGPOWr</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eusouth-1::control/</td>
</tr>
<tr>
<td>• Africa (Cape</td>
<td></td>
<td></td>
<td>AKZHYZVLMTUU</td>
</tr>
<tr>
<td>Town)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:af-south-1::control/</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td>CKZDUOFIWTSH</td>
</tr>
<tr>
<td>(Bahrain)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:me-south-1::control/</td>
</tr>
<tr>
<td>• Israel (Tel</td>
<td></td>
<td></td>
<td>WKKZTYFCISHZQ</td>
</tr>
<tr>
<td>Aviv)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:il-central-1::control/</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>JLYSIDEJQRID</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eusouth-2::control/</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>VLQTLOMEXG6O</td>
</tr>
<tr>
<td>(Hyderabad)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-south-2::control/</td>
</tr>
</tbody>
</table>

2358
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/DFWHSEDVILEK</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/MRKXJWFJJRQL</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/IJDHMCUQRDCK</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/MXUJEHDELEL</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/PUUJCPUPHPFB</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eucentral-1::control/GLCRCNWFYCTG</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:euwest-1::control/LINDXCLKUMKB</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/MNVMJRNLLCYQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.2</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/BRBGLNMYWTWV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.3</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/GOZZPVLEFGZW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/DLNNZRJFACUQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.5</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/MWMICZOTCUM</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.6</td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/NRCURWPDRV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.7</td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-east-1::control/BYDRLWNNZTXX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
<td>US West (N. California) arn:aws:controltower:us-west-1::control/SQVRVYTYXRQB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/BEGWMLWNTLQX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td></td>
<td></td>
<td>Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-1::control/OFCAOLOMG</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td></td>
<td></td>
<td>Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/XVQBQYGEVFTF</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td></td>
<td></td>
<td>Europe (Milan) arn:aws:controltower:europe-</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td>m:control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>CT.RDS.PR.28</td>
<td></td>
<td>Encrypt data in transit</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2(4)</td>
<td></td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/CLDYWYXSBRPJ</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-1::control/CLDYWYXSBRPJ</td>
</tr>
</tbody>
</table>

- **Africa (Cape Town)**
  - arn:aws:controltower:af-south-1::control/HUBALWDIIIVQS
- **Middle East (Bahrain)**
  - arn:aws:controltower:me-south-1::control/GMRDOFQMQSNF
- **Israel (Tel Aviv)**
  - arn:aws:controltower:il-central-1::control/DYMVWNFMADTP
- **Europe (Zurich)**
  - arn:aws:controltower:eu-central-2::control/TKODCROLVQJJ
- **Europe (Spain)**
  - arn:aws:controltower:eu-south-2::control/WZXNLDNKNLNX
- **Asia Pacific (Hyderabad)**
  - arn:aws:controltower:ap-south-2::control/DYGITQIOGDAU
- **Middle East (UAE)**
  - arn:aws:controltower:me-central-1::control/OFJTXHNEACQL
- **Asia Pacific (Melbourne)**
  - arn:aws:controltower:ap-southeast-4::control/BZZJFMUTKLAJ
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td></td>
<td>east-2:control/ DWDVZTVDTCHU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.12</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**US West (Oregon)**
arn:aws:controltower:us-west-2:control/
SRHWCAMZVXEP

**Canada (Central)**
arn:aws:controltower:ca-central-1:control/
MCAZDRFZDIFGR

**Asia Pacific (Sydney)**
arn:aws:controltower:ap-southeast-2:control/
YWWIGXDKBQC

**Asia Pacific (Singapore)**
arn:aws:controltower:ap-southeast-1:control/
HXFCVUHPMAEZ

**Europe (Frankfurt)**
arn:aws:controltower:eu-central-1:control/
FDPOTDSWRYOB

**Europe (Ireland)**
arn:aws:controltower:eu-west-1:control/
KUPNXNDKDFSW

**Europe (London)**
arn:aws:controltower:eu-west-2:control/
BGUABLZKUWCW

**Europe (Stockholm)**
arn:aws:controltower:eu-north-1:control/
KSZOILIVLSSP

**Asia Pacific (Mumbai)**
arn:aws:controltower:ap-south-1:control/
UZSJYIMNZDD

**Asia Pacific (Seoul)**
arn:aws:controltower:ap-northeast-2:control/
YBAVATEFAYXD

**Asia Pacific (Tokyo)**
arn:aws:controltower:ap-northeast-1:control/
NSXQRRS3UTDV

**Europe (Paris)**
arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td></td>
<td></td>
<td>west-3::control/JPHFKUYPIXOQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-east-1::control/LOYWKHZHISMP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/BCSWJPXDTOAY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/GJSTALHQPHWY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/IDDASOINPLGV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/SFUVEQVEFDL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/OWTKAQNKCQAC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/FBUWPGBDNDMW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/PFKXLVTVJXHF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/HOCGBEZAWUUG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/DTZFNPQEZ0HT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/ZNYUYQNRWHZU</td>
</tr>
</tbody>
</table>
## CT.RDS.PR.29

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.RDS.PR.29       | • NIST 800-53 Rev 5 AC-21  
                    • NIST 800-53 Rev 5 AC-3  
                    • NIST 800-53 Rev 5 AC-3(7)  
                    • NIST 800-53 Rev 5 AC-4  
                    • NIST 800-53 Rev 5 AC-4(21)  
                    • NIST 800-53 Rev 5 AC-6  
                    • NIST 800-53 Rev 5 SC-7  
                    • NIST 800-53 Rev 5 SC-7(11)  
                    • NIST 800-53 Rev 5 SC-7(16)  
                    • NIST 800-53 Rev 5 SC-7(20)  
                    • NIST 800-53 Rev 5 SC-7(21)  
                    • NIST 800-53 Rev 5 SC-7(3)  
                    • NIST 800-53 Rev 5 SC-7(4)  
                    • NIST 800-53 Rev 5 SC-7(9) | • Limit network access | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/TPFQEAXLBPUP  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/HPwWSB0VPXJC  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/EJ0WBXOSYQBZ  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/VNOLGBJQURAH  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/YXBEP0ZGPCVV  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/CYHFJUMZYCFE  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/ILPIPBLOXEMP |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ EJFHDMQIXJPH</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ CTJWZOHYSYQF</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ WYQYKSITAWHV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ EZDGZGLBFVT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ ONGMKQSWCAU0</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ KXQTVNUR06GB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ LYJNHZCJMWU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/ FLUUFKRXUQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/ HDFIFVVMWIKD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/ IUQCAALGVS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/ MBCHNLEZLER</td>
</tr>
</tbody>
</table>
| | | | • Asia Pacific (Osaka) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.RDS.PR.3</td>
<td>• CIS AWS Benchmark 1.4 2.3.1</td>
<td>• Improve availability</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td></td>
<td>east-1::control/BOMCHCSYCWLF</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/AHXQWQF6SIMC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/FUPEXQIQKQBN</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-3</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/CKRDGQKNEBYT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/KGVGC3JNUMIY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/BLX3DLBAERSW</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/GFFRRV5MFQUD</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/NOCXMV01KGCV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/IHCWENDKGMNL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/XBFXYKVR0TZV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/VFYDRPBPNBNT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/WECZXRHVCKNL</td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 3.4 |  |  | Asia Pacific (Tokyo) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ZTRXNYVWDDKTI</td>
</tr>
<tr>
<td>• South America</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/OFANCHVHOJOVO</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/HBIGKZQQALFO</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/MPNWLESENZAYK</td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/DHDWZPYMBDIM</td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/EDXDFSJCWFCR</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/EYGXDYJGBYNQ</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/TGAKPBPVZILV</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/WJHSOFNUAKU</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/CUMZTYFVSMQ</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/YDKULBFMYXBM</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.RDS.PR.30       |           | Encrypt data at rest | • US East (N. Virginia)  
ar:n:awa:controltower:us-east-1::control/HTFNRVT0KZFX  
• US East (Ohio)  
ar:n:awa:controltower:us-east-2::control/LYXIMVCMGVYH  
• US West (Oregon)  
ar:n:awa:controltower:us-west-2::control/LBWJETISFWXS  
• Canada (Central)  
ar:n:awa:controltower:can-central-1::control/SBRVREBPUTAB  
• Asia Pacific (Sydney)  
ar:n:awa:controltower:ap-southeast-2::control/NQDURRVJLGNP  
• Asia Pacific (Singapore)  
ar:n:awa:controltower:ap-southeast-1::control/RQLVEWD2ZPYI  

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.RDS.PR.30       | • CIS AWS Benchmark 1.4 2.3.1  
• NIST 800-53 Rev 5 CA-9(1)  
• NIST 800-53 Rev 5 CM-3(6)  
• NIST 800-53 Rev 5 SC-13  
• NIST 800-53 Rev 5 SC-28  
• NIST 800-53 Rev 5 SC-28(1)  
• NIST 800-53 Rev 5 SC-7(10)  
• NIST 800-53 Rev 5 SI-7(6)  
• PCI DSS version 3.2.1 3.4  
• PCI DSS version 3.2.1 8.2.1 | Encrypt data at rest | • Europe (Spain)  
ar:n:awa:controltower:eu-south-2::control/AOUESOKIFERI  
• Asia Pacific (Hyderabad)  
ar:n:awa:controltower:ap-south-2::control/BKRL0XVTVPM  
• Middle East (UAE)  
ar:n:awa:controltower:me-central-1::control/CMSHPTESJDL  
• Asia Pacific (Melbourne)  
ar:n:awa:controltower:ap-southeast-4::control/ZUSHTBGQWBDP |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/OPDYHNDKSQWG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/TFADKFDLROQJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/KTIRNVTYTTYDV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/LNYHPQCLRBMX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/SAPCIDKSBCGK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/KXUYKQYUMDED</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/PXFZMHXIYFXO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/HVEMRBONMUAE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/LSPMJJWEWETWN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/UKCFVHLBNOD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/LFXMNOXDXAIJ</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Asia Pacific (Jakarta) | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>southeast-3::control/ZERCEPRQWWGJ</td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/MSKZVZDUYTGJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/YEH00VMSRITJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/ZAIUJQNIGHIX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/ADPDNJOLNHMG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/WVVDSQJZQIHS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich) arn:aws:controltower:eucentral-2::control/YAECKWZF00ZJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/TEINIMWOQEPH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/QTULDYFDWYKD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE) arn:aws:controltower:me-central-1::control/JFWYTTFPPPH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/0IFDZPETJXOW</td>
</tr>
</tbody>
</table>
### CT.RDS.PR.4

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.RDS.PR.4         | • NIST 800-53 Rev 5 AC-2(1)  
  • NIST 800-53 Rev 5 AC-3  
  • NIST 800-53 Rev 5 AC-3(15)  
  • NIST 800-53 Rev 5 AC-3(7)  
  • NIST 800-53 Rev 5 AC-6  
  • PCI DSS version 3.2.1 7.1.1  
  • PCI DSS version 3.2.1 7.2.1  
  • PCI DSS version 3.2.1 7.2.2  
  • PCI DSS version 3.2.1 8.7 | • Use strong authentication | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/QWKDSRVLGQJM  
  • US East (Ohio) arn:aws:controltower:us-east-2::control/ERWYFDVEMQSK  
  • US West (Oregon) arn:aws:controltower:us-west-2::control/LNVGZGHRGCBU  
  • Canada (Central) arn:aws:controltower:ca-central-1::control/OMCIGOBMPXNW  
  • Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/VGJJUWDNFDIK  
  • Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/NYTWXXKQNPYV  
  • Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/SJFWAIAISZNA  
  • Europe (Ireland) arn:aws:controltower:eu-west-1::control/UGLMTCZXLMP  
  • Europe (London) arn:aws:controltower:eu-west-2::control/TBMMCCSZFKR  
  • Europe (Stockholm) arn:aws:controltower:eu-north-1::control/HIBKFWHCHZZB  
  • Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/MZCFSUYEMWCM |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/MCPSKMQJZQIMN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/KNMITJBFKRM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/NVTALRUXITEZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/BXTYCUJTDLQW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/HTMSOGEZDTJN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/QNCIRBGCPRTM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/PDCYHLHOTAIMM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/TQTYWXQTGLKU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/QLJHHXAXPN0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/FUZQRLUKMSLX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/FUOEEGGFJKSE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.RDS.PR.5</td>
<td></td>
<td>Manage vulnerabilities</td>
<td>Name:aws:controltower:us-east-1::ccontrol/ UNSIZPXYZKNF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Name:aws:controltower:us-east-2::control/ IPSVYXQYJLE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Name:aws:controltower:us-west-2::control/ ADSPSCQCOOJB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Name:aws:controltower:ca-central-1::control/ AORICFZECLO5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Name:aws:controltower:ap-southeast-4::control/ PDNOCLDCOFWk</td>
</tr>
</tbody>
</table>

### CT.RDS.PR.5

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.RDS.PR.5</td>
<td></td>
<td>Manage vulnerabilities</td>
<td>Name:aws:controltower:us-east-1::control/ UNSIZPXYZKNF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Name:aws:controltower:us-east-2::control/ IPSVYXQYJLE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Name:aws:controltower:us-west-2::control/ ADSPSCQCOOJB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Name:aws:controltower:ca-central-1::control/ AORICFZECLO5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Name:aws:controltower:ap-southeast-4::control/ PDNOCLDCOFWk</td>
</tr>
</tbody>
</table>

### Control identifier CT.RDS.PR.5

- **Control identifier**: CT.RDS.PR.5
- **Framework**: NIST 800-53 Rev 5
  - SI-2
  - SI-2(2)
  - SI-2(4)
  - SI-2(5)
- **Control objective**: Manage vulnerabilities
- **Control API identifiers, by Region**:
  - **US East (N. Virginia)**: Name:aws:controltower:us-east-1::control/ UNSIZPXYZKNF
  - **US East (Ohio)**: Name:aws:controltower:us-east-2::control/ IPSVYXQYJLE
  - **US West (Oregon)**: Name:aws:controltower:us-west-2::control/ ADSPSCQCOOJB
  - **Canada (Central)**: Name:aws:controltower:ca-central-1::control/ AORICFZECLO5
  - **Asia Pacific (Sydney)**: Name:aws:controltower:ap-southeast-4::control/ PDNOCLDCOFWk
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>southeast-2::control/VTWUXLYFANSP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/VGDRXWMZIRCD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/BPSCCXVAHRQW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/JPXAHNOKHUZP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/DOWVUJVPLQQT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/TBCPKYPZUHEB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/NJPGNYPGHMDZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/JEXJDXDQQRFV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/NXKKTRZGYRZU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/IUDQBUPOZZDC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/UJWRDMFPBFQRF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/WRUFJIMHOAGF</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ XSRLBIO3YKOP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ MREYKJXSEDQR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ BEBKSCLLCLJN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ TTDUYMVAMNNN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ WHRJIORZFXIL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ ODOFJMTXGTYJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ XQNBEQGNVQWD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ FEDUDFHBPLRA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/ CBPIFXGZJJNU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/ RMEBOVADJVHO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/ BHBFDGUX0XCD</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Asia Pacific (Melbourne) | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.RDS.PR.6</td>
<td></td>
<td>Improve resiliency</td>
<td></td>
</tr>
<tr>
<td>CT.RDS.PR.6</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td></td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-6</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/ HQQCINNCIEGJ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-6(1)</td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-6(2)</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/ WKLWHFDYGDIM</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-9</td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 3.1</td>
<td></td>
<td>Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/ BPTUKBOEYVEC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/ MKNVWNVXXKUKG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/ BKETESOGWHJT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/ YUYGWYRMEUFS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/ LZHVTNVJQMRF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/ IWNFMALKADEV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/ PQYEUKWXZFFK</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-east-1::control/GFPESZSMOHKB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/AUDENQFLMRQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/SAJABIITSFKW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/MLKHAVAVKXZM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/SKHLGRRURWSCQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/SWMFSRJRGPJD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/UUNYJSTQKTJK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/AWIDKJQLXFVP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/THYQNOGWGDY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/EUQFEGDJXIV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/EHAIRIGWQOH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------------</td>
<td>------------------------------------</td>
<td>--------------------------------------------------------</td>
</tr>
<tr>
<td>CT.RDS.PR.7</td>
<td>NIST 800-53 Rev 5 AC-2(1)</td>
<td>Use strong authentication</td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/EFJRJBUAWLRY</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/GPJEVOWCHSF</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/JVVEO1UBJOL</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>central-1::control/OPZBMWSCIYMQF</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.7</td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Sydney)</strong> arn:aws:controltower:ap-southeast-2::control/BVMANHHV11J</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Singapore)</strong> arn:aws:controltower:ap-southeast-1::control/GUB0IKVNFYHI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Europe (Frankfurt)</strong> arn:aws:controltower:eu-central-1::control/RVULDN2JGTET</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Europe (Ireland)</strong> arn:aws:controltower:eu-west-1::control/LHN1LBEXQK5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Europe (London)</strong> arn:aws:controltower:eu-west-2::control/RNKNLRXFOADP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Europe (Stockholm)</strong> arn:aws:controltower:eu-north-1::control/BUGVOINBXVCD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Mumbai)</strong> arn:aws:controltower:ap-south-1::control/BFMIHVX2BFLS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Seoul)</strong> arn:aws:controltower:ap-northeast-2::control/ZEUMSSLIZDTU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Tokyo)</strong> arn:aws:controltower:ap-northeast-1::control/EGQHM0KZVKB0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Europe (Paris)</strong> arn:aws:controltower:eu-west-3::control/UNIXACIX2YGS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>South America (São Paulo)</strong> arn:aws:controltower:sa-east-1::control/YPOIUGJSDKUC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>US West (N. California)</strong></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>PHVHLAPJ19QGY</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/PHVHLAPJ19QGY</td>
</tr>
<tr>
<td>DQCWDYI7PKCU</td>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/DQCWDYI7PKCU</td>
</tr>
<tr>
<td>VBTYNZM2DTYX</td>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/VBTYNZM2DTYX</td>
</tr>
<tr>
<td>RXRGBKIOOQMD</td>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/RXRGBKIOOQMD</td>
</tr>
<tr>
<td>YVBIFQKSPZS</td>
<td>Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/YVBIFQKSPZS</td>
</tr>
<tr>
<td>PZZASLHINUOG</td>
<td>Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/PZZASLHINUOG</td>
</tr>
<tr>
<td>JOFZXRM2AVNR</td>
<td>Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/JOFZXRM2AVNR</td>
</tr>
<tr>
<td>RPAEKTMRNP</td>
<td>Israel (Tel Aviv)</td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/RPAEKTMRNP</td>
</tr>
<tr>
<td>KCOHVMJASNKK</td>
<td>Europe (Zurich)</td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/KCOHVMJASNKK</td>
</tr>
<tr>
<td>CXYFUHJHPQB</td>
<td>Europe (Spain)</td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/CXYFUHJHPQB</td>
</tr>
<tr>
<td>MXFSCTLATLSLV</td>
<td>Asia Pacific (Hyderabad)</td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/MXFSCTLATLSLV</td>
</tr>
<tr>
<td>XXPPJUVQZLJF</td>
<td>Middle East (UAE)</td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/XXPPJUVQZLJF</td>
</tr>
</tbody>
</table>
### CT.RDS.PR.8

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.RDS.PR.8         | • NIST 800-53 Rev 5 CP-10  
                      • NIST 800-53 Rev 5 CP-6  
                      • NIST 800-53 Rev 5 CP-6(1)  
                      • NIST 800-53 Rev 5 CP-6(2)  
                      • NIST 800-53 Rev 5 CP-9  
                      • NIST 800-53 Rev 5 SC-5(2)  
                      • NIST 800-53 Rev 5 SI-12  
                      • NIST 800-53 Rev 5 SI-13(5)  
                      • PCI DSS version 3.2.1 10.7  
                      • PCI DSS version 3.2.1 3.1 | • Improve resiliency | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/QETNOOVEKOPL  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/ZFQDCNLBJOYT  
• US West (Oregon)  
arn:aws:aws:controltower:us-west-2::control/DJXFRUONYPPSS  
• Canada (Central)  
arn:aws:aws:controltower:ca-central-1::control/LOKAOGKSIRIC  
• Asia Pacific (Sydney)  
arn:aws:aws:controltower:ap-southeast-2::control/GJKUHDAQKCNH  
• Asia Pacific (Singapore)  
arn:aws:aws:controltower:ap-southeast-1::control/COJXSEKFZEKX  
• Europe (Frankfurt)  
arn:aws:aws:controltower:eu-central-1::control/XJUSTKGwBGZE  
• Europe (Ireland)  
arn:aws:aws:controltower:eu-west-1::control/RKNNLPLALQZ  
• Europe (London)  
arn:aws:aws:controltower:eu-west-2::control/XXUEQVOEMTBR |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/DTQGIURTBPQD</td>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/DTQGIURTBPQD</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/UZSCDCCOFDFX</td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/UZSCDCCOFDFX</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/HODAQWGBTRMP</td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/HODAQWGBTRMP</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/DOHISTPWUUA</td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/DOHISTPWUUA</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/GMWCTVXRUFJ</td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/GMWCTVXRUFJ</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/IMAZHUOGWZDJ</td>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/IMAZHUOGWZDJ</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/UKEUAXDWKKOV</td>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/UKEUAXDWKKOV</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/AZHRBFNVKFN0</td>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/AZHRBFNVKFN0</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/YBNFFKWieBFT</td>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/YBNFFKWieBFT</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-</td>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-</td>
</tr>
</tbody>
</table>
### CT.RDS.PR.9

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.RDS.PR.9</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Protect configurations</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/RDSPGIJXTCPR</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/LUAEZZMOLTOL</td>
</tr>
<tr>
<td></td>
<td>2.2</td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-2384</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ RGEVPCAEAOUT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ TBPEWMYHECGP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ YKDWRIDUGSBS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ NCDQFSWPREWO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ MHMKSJQAYVLS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ JQYWTSKVECRE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ UVODEWUUJGCL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ LWNVYRAQEITA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ PPBGZVGLKLZM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ DUHRNEVTDQKM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ RWJVBPHGKPEJ</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • South America (São Paulo) arn:aws:controltower:sa-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>east-1::control/UPFHHERCEHQEP</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/DUDBSXSHNGZK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/XOJJRCDGSRHOH</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td>(Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/WZXMVXZMJQSE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/NHSQTNZHEZZM</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>• Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-1::control/BDWHSYNRGSRD</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>• Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/XNLOIHBXMXEG</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td>(Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:messouth-1::control/KXF3PHMTSFCI</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/ULJWZCETBUSG</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/RPARTQJEXFFY</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-2::control/UNAQZKVPTXJA</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td>(Hyderabad)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/CBIQOKTFVUYG</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>CT.REDSHIFT.PR.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Control identifier**

- CT.REDSHIFT.PR.1

**Framework**

- NIST 800-53 Rev 5 AC-21
- NIST 800-53 Rev 5 AC-3
- NIST 800-53 Rev 5 AC-3(7)
- NIST 800-53 Rev 5 AC-4
- NIST 800-53 Rev 5 AC-4(21)
- NIST 800-53 Rev 5 AC-6
- NIST 800-53 Rev 5 SC-7
- NIST 800-53 Rev 5 SC-7(11)
- NIST 800-53 Rev 5 SC-7(16)
- NIST 800-53 Rev 5 SC-7(20)
- NIST 800-53 Rev 5 SC-7(21)
- NIST 800-53 Rev 5 SC-7(3)
- NIST 800-53 Rev 5 SC-7(4)
- NIST 800-53 Rev 5 SC-7(9)
- PCI DSS version 3.2.1 1.2.1
- PCI DSS version 3.2.1 1.3

**Control objective**

- Limit network access

**Control API identifiers, by Region**

- **Middle East (UAE)**
  - arn:aws:controltower:me-central-1::control/UUCKIWMNBHJH
- **Asia Pacific (Melbourne)**
  - arn:aws:controltower:ap-southeast-4::control/XXMTCRFOUHKV
- **US East (N. Virginia)**
  - arn:aws:controltower:us-east-1::control/YKEAYOGIETJW
- **US East (Ohio)**
  - arn:aws:controltower:us-east-2::control/RRSNGKZVNEYF
- **US West (Oregon)**
  - arn:aws:controltower:us-west-2::control/UJZASVUBHZTV
- **Canada (Central)**
  - arn:aws:controltower:ca-central-1::control/TTYJRRXOEWZ
- **Asia Pacific (Sydney)**
  - arn:aws:controltower:ap-southeast-2::control/QUVPAAZPCFDZ
- **Asia Pacific (Singapore)**
  - arn:aws:controltower:ap-southeast-1::control/GFDVQJMASRCB
- **Europe (Frankfurt)**
  - arn:aws:controltower:eu-central-1::control/YGJYWZCMIDAD
- **Europe (Ireland)**
  - arn:aws:controltower:eu-west-1::control/ElJYRPVYQZ
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td>• Europe (London)</td>
<td>• Europe (London)</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td>arn:aws:controltower:eu-west-2::control/GYTCMRRVKDHE</td>
<td>arn:aws:controltower:eu-west-2::control/GYTCMRRVKDHE</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• Europe (Stockholm)</td>
<td>• Europe (Stockholm)</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td>arn:aws:controltower:eu-north-1::control/H0LURSRFKY0J</td>
<td>arn:aws:controltower:eu-north-1::control/H0LURSRFKY0J</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td>• Asia Pacific (Mumbai)</td>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/GAHFLNXDQAI</td>
<td>arn:aws:controltower:ap-south-1::control/GAHFLNXDQAI</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Seoul)</td>
<td>• Asia Pacific (Seoul)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/XWIEKIDJYHMM</td>
<td>arn:aws:controltower:ap-northeast-1::control/XWIEKIDJYHMM</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Paris)</td>
<td>• Europe (Paris)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/YSTTBPHVAIZB</td>
<td>arn:aws:controltower:eu-west-3::control/YSTTBPHVAIZB</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• South America (São Paulo)</td>
<td>• South America (São Paulo)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/TPIGKZDHGROC</td>
<td>arn:aws:controltower:sa-east-1::control/TPIGKZDHGROC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US West (N. California)</td>
<td>• US West (N. California)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:us-west-1::control/VLKCIDKWSEGH</td>
<td>arn:aws:controltower:us-west-1::control/VLKCIDKWSEGH</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/KTGZUACWNWF6</td>
<td>arn:aws:controltower:ap-east-1::control/KTGZUACWNWF6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/CXPPSTSVRQSR</td>
<td>arn:aws:controltower:ap-southeast-3::control/CXPPSTSVRQSR</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Osaka)</td>
<td>• Asia Pacific (Osaka)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/NYNGHXGLPTOR</td>
<td>arn:aws:controltower:ap-northeast-3::control/NYNGHXGLPTOR</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Milan)</td>
<td>• Europe (Milan)</td>
<td></td>
</tr>
</tbody>
</table>
| | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.REDSHIFT.PR.2</td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 CP-10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 CP-6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Improve resiliency</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/VVOXNJWCUZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/JWHYTRNZOCADA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/CXVHRDQRTVVRV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/CMTVPJTQHTRJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/KGGVMPMNLR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/CDAXWWXQMPDQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/XYBNZEOWJKT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/YYWXMDUARQMR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/WLAMYNHXYXHV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/CUMXJYSOQOQJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ZQKOUCAATZVK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/VQIDPSRYYR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-</td>
</tr>
</tbody>
</table>

- NIST 800-53 Rev 5 CP-6(1)
- NIST 800-53 Rev 5 CP-6(2)
- NIST 800-53 Rev 5 CP-9
- NIST 800-53 Rev 5 SC-5(2)
- NIST 800-53 Rev 5 SC-7(10)
- NIST 800-53 Rev 5 SI-13(5)
- PCI DSS version 3.2.1 3.1
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-3::control/</td>
<td></td>
<td></td>
<td>BMHVJQCPZVYCS</td>
</tr>
<tr>
<td>BMHVJQCPZVYCS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America</td>
<td></td>
<td></td>
<td>[São Paulo]</td>
</tr>
<tr>
<td>[São Paulo]</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/ TABJCEBJRTAX</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td>[California]</td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ AADIBNWLNLVR</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>[Hong Kong]</td>
</tr>
<tr>
<td>(Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ QZYFQVJMMFFG</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>[Jakarta]</td>
</tr>
<tr>
<td>(Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/ IVYOUWQFCUYQ</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>[Osaka]</td>
</tr>
<tr>
<td>(Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ AWOJXMBCSBDF</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/ ESNVKLAVFXDT</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/ AIZBOYVPCGKE</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td>[Bahrain]</td>
</tr>
<tr>
<td>(Bahrain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/ IBCJZVFMRGAI</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/ PWAHNLTYYHXO</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/ UKMXNAGLWZPR</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/ JREFGBN3XLVP</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.REDSHIFT.PR.3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **Asia Pacific (Hyderabad)**
  - arn:aws:controltower:ap-south-2::control/NQJJKYHZHLFG

- **Middle East (UAE)**
  - arn:aws:controltower:me-central-1::control/NWNIKIXIDOVHQ

- **Asia Pacific (Melbourne)**
  - arn:aws:controltower:ap-southeast-4::control/MZVFTANPECPP

---

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.REDSHIFT.PR.3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- NIST 800-53 Rev 5 AC-2(4)
- NIST 800-53 Rev 5 AC-4(26)
- NIST 800-53 Rev 5 AC-6(9)
- NIST 800-53 Rev 5 AU-10
- NIST 800-53 Rev 5 AU-12
- NIST 800-53 Rev 5 AU-2
- NIST 800-53 Rev 5 AU-3
- NIST 800-53 Rev 5 AU-6(3)
- NIST 800-53 Rev 5 AU-6(4)
- NIST 800-53 Rev 5 CA-7
- NIST 800-53 Rev 5 SC-7(9)
- NIST 800-53 Rev 5 SI-3(8)
- NIST 800-53 Rev 5 SI-4(20)
- NIST 800-53 Rev 5 SI-7(8)

- **US East (N. Virginia)**
  - arn:aws:controltower:us-east-1::control/TIGRGIIZLNWY

- **US East (Ohio)**
  - arn:aws:controltower:us-east-2::control/BUXRPTPENLDJ

- **US West (Oregon)**
  - arn:aws:controltower:us-west-2::control/MPMZYZBUMBNY

- **Canada (Central)**
  - arn:aws:controltower:ca-central-1::control/XBMWWNUQRGVG

- **Asia Pacific (Sydney)**
  - arn:aws:controltower:ap-southeast-2::control/TZMQFTLFIYII

- **Asia Pacific (Singapore)**
  - arn:aws:controltower:ap-southeast-1::control/NHBUDLMZCDGY

- **Europe (Frankfurt)**
  - arn:aws:controltower:eu-central-1::control/DZIEVGGPLAKY
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ YTMBWVLJKBOM</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ BYITFEKICLPM</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.2</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ LLXYEQNHCLQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.3</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ UJYYBZ2JHUBP</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ OCMBDMYSNHXV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.5</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ JZSPKUCZEPQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ OFQPEFHLHYEMQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:saeast-1::control/ AVOAY5YOEDSH</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/ FCEWLKDUMMV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/ LTBATEGWNMS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/ XNBKEDVBQQA</td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 10.3.6 | | | • Asia Pacific (Osaka) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.REDSHIFT.PR.4</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Manage vulnerabilities</td>
<td>US East (N. Virginia) arn:aws:controltower:us-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td></td>
<td>east-1::control/RSYQCHSJXMVQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-9</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/XXNRIFUPYIEH</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/TIIOZLVHUXUZ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-2</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/NHAZVUYWKCQM</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-2(2)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/DJJVY2THHNQU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-2(4)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/CVUXESSIFPVI</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-2(5)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ZZCSSWYJZRNT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 6.2</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/DZFJXHWGBCZ</td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/KZSEIOFDFFYQ</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/NHBHTNDISQFC</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/JJYKTICMBNII</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/PLWSDPNGNCXK</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>northeast-1::control/SHAQANKLSRUD</td>
<td>• Europe (Paris)arn:aws:controltower:eu-west-3::control/EAQFEOAZNUWH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America(São Paulo)arn:aws:controltower:sa-east-1::control/RYCBSKQCSOSH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)arn:aws:controltower:us-west-1::control/FLUEZVKTETL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific(Hong Kong)arn:aws:controltower:ap-east-1::control/MKNPMKKEUYRW</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)arn:aws:controltower:ap-southeast-3::control/OCSPCZDHKDRV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)arn:aws:controltower:ap-northeast-3::control/DDJAPOKCNVKJ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)arn:aws:controltower:eu-south-1::control/QZFMVCTTFKUN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)arn:aws:controltower:af-south-1::control/VIBECVZYWWSO</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)arn:aws:controltower:me-south-1::control/SQIZKBESVMUI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)arn:aws:controltower:il-central-1::control/SKQ6XVYSUDGZ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)arn:aws:controltower:eu-central-2::control/IGBVEZKDDPSK</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.REDSHIFT.PR.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
|                     | • NIST 800-53 Rev 5 AC-4 | • Limit network access | • US East (N. Virginia)  
ar.n:aws:controltower:us-east-1::control/  
MVWDSPIZQQOJ |
|                     | • NIST 800-53 Rev 5 AC-4(21) |                   | • US East (Ohio)  
ar.n:aws:controltower:us-east-2::control/  
GNIRCUDXTGIB |
|                     | • NIST 800-53 Rev 5 SC-7 |                   | • US West (Oregon)  
ar.n:aws:controltower:us-west-2::control/  
KXJMDJMVXXWA |
|                     | • NIST 800-53 Rev 5 SC-7(11) |                   | • Canada (Central)  
ar.n:aws:controltower:ca-central-1::control/  
JNUTHIPQTKAP |
|                     | • NIST 800-53 Rev 5 SC-7(20) |                   | • Asia Pacific (Sydney)  
ar.n:aws:controltower:ap-southeast-2::control/  
ICXWYEEBLZWPH |
|                     | • NIST 800-53 Rev 5 SC-7(21) |                   | • Asia Pacific (Singapore)  
ar.n:aws:controltower:ap-southeast-1::control/  
VEVOVFZBXPGU |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/XZUANQNWMUNB</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/BVBKQCZDVESL</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (London)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/JDKXPTYUTQNJ</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/TZHUCKEGTHPU</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/JVRPBPFUFUXUO</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/DMBWTCTJTWZK</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/DWDPLRTCTQRK</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Paris)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/OKSRLWUXPPFR</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>South America (São Paulo)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/RSKDACBGTGR</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>US West (N. California)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/OUGVPYTMYFZA</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/MRBTRPXKSMJJ</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Jakarta)</td>
<td></td>
</tr>
</tbody>
</table>
| | | arn:aws:controltower:ap-
## CT.REDSHIFT.PR.6

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.REDSHIFT.PR.6   | NIST 800-53 Rev 5 CA-9(1) | Protect configurations | US East (N. Virginia) arn:aws:controltower:us-east-2::control/2399

- **Asia Pacific (Osaka)**
  - arn:aws:controltower:ap-northeast-3::control/XGNNEJTHJQXXK

- **Europe (Milan)**
  - arn:aws:controltower:eu-south-1::control/FWZXDSFZQJ

- **Africa (Cape Town)**
  - arn:aws:controltower:af-south-1::control/YHKPWIWUZD

- **Middle East (Bahrain)**
  - arn:aws:controltower:me-south-1::control/LXLIAICWIGFD

- **Europe (Zurich)**
  - arn:aws:controltower:eu-central-2::control/EULMTTSDKRDK

- **Europe (Spain)**
  - arn:aws:controltower:eu-south-2::control/KRAGXMCVHQPN

- **Asia Pacific (Hyderabad)**
  - arn:aws:controltower:ap-south-2::control/WBHCQKXKHK

- **Middle East (UAE)**
  - arn:aws:controltower:me-central-1::control/MLXXPOMFOWL

- **Asia Pacific (Melbourne)**
  - arn:aws:controltower:ap-southeast-4::control/ZPHIEJALWKIB
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td></td>
<td>east-1::control/ XSJEQVHQNRS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.1</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ QLHEQGBWIYUX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ ESTXKKJ3OWTE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ LXRTGBKAVZRM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ KCSAGKLDYNMB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ OWUUGCUQFZTV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ IZQOHUEKSP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ RQFUXCKBWOY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/ REMWHAQOOG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ GGTQQVSXS0X</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ IQZBJZUEENUEF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ CYDYXNPIZPG</td>
</tr>
</tbody>
</table>
| | | | Asia Pacific (Tokyo) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>northeas-1::control/ KWCQMVWGTOPI</td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ YGXMJYPAWNUP</td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo) arn:aws:controltower:saeast-1::control/ BBVVBH1HERG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/ GUDFCNXFQC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/ EPJUXEYJYXRT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/ DUBPDVASSS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/ XKEHDXOAJSOF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/ IOUDDDYHBUY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/ KSKJRCBRSNUY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain) arn:aws:controltower:mesouth-1::control/ ITWJHJQRRKHM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/ NFCFLXUIDXUY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/ UDPJFGOSU0GB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
</tr>
<tr>
<td>CT.REDSHIFT.PR.7</td>
<td></td>
<td>Protect</td>
</tr>
<tr>
<td></td>
<td></td>
<td>configurations</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.REDSHIFT.PR.7</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Protect configurations</td>
<td>- US East (N. Virginia) arn:aws:controltower:us-east-1::control/XTYTGDUVKCR</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>- US East (Ohio) arn:aws:controltower:us-east-2::control/KEUEIKIJQLO</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.1</td>
<td></td>
<td>- US West (Oregon) arn:aws:controltower:us-west-2::control/QIVJI3POKQWA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- Canada (Central) arn:aws:controltower:ca-central-1::control/QZMJCJYVCQGM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/IJMLIAVPQIOI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>- Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/FFXXGIYUCWRF</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-------------------------------------</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-central-1::control/XDROKAR00ZXV</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-west-1::control/BDXFXXOPITMD</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-west-2::control/QHWQGOVEKIMH</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-north-1::control/LHEIAJLJJGLM</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-south-1::control/WPOFSGASMAFH</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-northeast-2::control/IDYGEAGGLAKL</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-northeast-1::control/VURRKCWICXXJ</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-west-3::control/QPDQNIGEIGEQ</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:sa-east-1::control/GOVQURJVCYFX</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:us-west-1::control/NHUXUYRFUYYB</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-east-1::control/FQVGIHDKJGSR</td>
</tr>
</tbody>
</table>
| • Asia Pacific (Jakarta) |          |                   | Arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>southeast-3::control/ MGZSFRRPJXNJ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ QPKHJXJWAXBEC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ ZSFLWFHDEDNW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ PHPNHCFYJIVE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ TYRAJFQVHETF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ VLLTDCBFBDKE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ RLOOAQWWHT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/ PVWHRPFAVQOI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/ MBZBYWQHYWWY AA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/ XIOAMLVHEFKA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-southeast-4::control/ HDAJOFBSAZC</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## CT.REDSHIFT.PR.8

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.REDSHIFT.PR.8</td>
<td>• NIST 800-53 Rev 5 CA-9(1) &lt;br&gt; • NIST 800-53 Rev 5 CM-3(6) &lt;br&gt; • NIST 800-53 Rev 5 SC-13 &lt;br&gt; • NIST 800-53 Rev 5 SC-28 &lt;br&gt; • NIST 800-53 Rev 5 SC-28(1) &lt;br&gt; • NIST 800-53 Rev 5 SI-7(6) &lt;br&gt; • PCI DSS version 3.2.1 3.4 &lt;br&gt; • PCI DSS version 3.2.1 3.5.3 &lt;br&gt; • PCI DSS version 3.2.1 8.2.1</td>
<td>• Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ EXRBSBPFPFHWH &lt;br&gt; • US East (Ohio) arn:aws:controltower:us-east-2::control/ ALDUSRRLWSQYM &lt;br&gt; • US West (Oregon) arn:aws:controltower:us-west-2::control/ WIYETXTZFNNA &lt;br&gt; • Canada (Central) arn:aws:controltower:ca-central-1::control/ XQGTRHZSJLAS &lt;br&gt; • Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ KLGGBJEKOFDX &lt;br&gt; • Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ VUQFIBCPZJU &lt;br&gt; • Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ EDEMXYSBXDNA &lt;br&gt; • Europe (Ireland) arn:aws:controltower:eu-west-1::control/ DXPHOEZMTQV &lt;br&gt; • Europe (London) arn:aws:controltower:eu-west-2::control/ LQVZJBBEEQCF &lt;br&gt; • Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ TNFUZTVWOQVS &lt;br&gt; • Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ WIWQCADWSSNJ</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-2::control/DHAUGOPSEXMD</code></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-1::control/HIUBOYXXXZOJV</code></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-west-3::control/KCHBFRLIRIXU</code></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:sa-east-1::control/WUMVWBHIXOSQ</code></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:us-west-1::control/BMSSGAJEZHXB</code></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-east-1::control/GZGTBVEKIPRM</code></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-southeast-3::control/LLUVKHVOTYKB</code></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-3::control/EZYWKAOZJCS</code></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-south-1::control/TJTGHSRKCAD0</code></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:af-south-1::control/NHQCRPIUDQD</code></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:me-south-1::control/GACOYCVFQSRZR</code></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:il-</code></td>
</tr>
</tbody>
</table>
## CT.REDSHIFT.PR.9

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.REDSHIFT.PR.9</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- NIST 800-53 Rev 5 CA-9(1)
- NIST 800-53 Rev 5 CM-3(6)
- NIST 800-53 Rev 5 SC-13
- NIST 800-53 Rev 5 SC-28
- NIST 800-53 Rev 5 SC-28(1)
- NIST 800-53 Rev 5 SI-7(6)
- PCI DSS version 3.2.1 3.4
- PCI DSS version 3.2.1 3.5.3
- PCI DSS version 3.2.1 8.2.1
- Encrypt data in transit
- US East (N. Virginia) arn:aws:controltower:us-east-1::control/ YRLDVPNFRHKTV
- US East (Ohio) arn:aws:controltower:us-east-2::control/ AOSGZRUCDETW
- US West (Oregon) arn:aws:controltower:us-west-2::control/ UHRGJXFBBHWG
- Canada (Central) arn:aws:controltower:ca-central-1::control/ JTOTPCSGXPIF
- Asia Pacific (Sydney) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>southeast-2::control/QEUHIRFGEYFM</td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/VLSFPDQGTLEx</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/KRQCDKYDLPLN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/AYLFLQSRRCCSQ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/SOXMPAPMVUYA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/CHKAYPAPFDIGQ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/VAKAVHVBRZRLT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/FGEPJZCARZGW</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/NSOMCBUHYDTR</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/MPEDXGCIJBIPD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/BETZTXCWFTGS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/FPGMPJBMHZJM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-east-1::control/QWLIPUMZTIWB</code></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-southeast-3::control/BEDTSJXBPYRQ</code></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-3::control/WMHZVKNJBHHH</code></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-south-1::control/ERJCSGIBWPXF</code></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:af-south-1::control/DJABACHZCYDN</code></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:me-south-1::control/CKWTJ0G8CULKB</code></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:il-central-1::control/XIYTJTWIXLFLJ</code></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-central-2::control/KCIJAYENPABP</code></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-south-2::control/KZEYENTRZSQB</code></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-south-2::control/NXYUJNVDT8ZP</code></td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:me-central-1::control/ZVIYJKXRKFLQ</code></td>
</tr>
<tr>
<td>• Asia Pacific (Melbourne)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-2409</code></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.S3.PR.1</td>
<td>• CIS AWS Benchmark 1.4 2.1.3&lt;br&gt;• CIS AWS Benchmark 1.4 2.1.5&lt;br&gt;• NIST 800-53 Rev 5 AC-21&lt;br&gt;• NIST 800-53 Rev 5 AC-3&lt;br&gt;• NIST 800-53 Rev 5 AC-3(7)&lt;br&gt;• NIST 800-53 Rev 5 AC-4&lt;br&gt;• NIST 800-53 Rev 5 AC-4(21)&lt;br&gt;• NIST 800-53 Rev 5 AC-6&lt;br&gt;• NIST 800-53 Rev 5 AU-9&lt;br&gt;• NIST 800-53 Rev 5 AU-9(2)&lt;br&gt;• NIST 800-53 Rev 5 CA-9(1)&lt;br&gt;• NIST 800-53 Rev 5 CM-3(6)&lt;br&gt;• NIST 800-53 Rev 5 CP-10&lt;br&gt;• NIST 800-53 Rev 5 CP-6&lt;br&gt;• NIST 800-53 Rev 5 CP-6(1)&lt;br&gt;• NIST 800-53 Rev 5 CP-6(2)&lt;br&gt;• NIST 800-53 Rev 5 CP-3&lt;br&gt;• NIST 800-53 Rev 5 SC-12(2)&lt;br&gt;• NIST 800-53 Rev 5 SC-13</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia)&lt;br&gt;arn:aws:controltower:us-east-1::control/&lt;br&gt;HOCXWHKJEM&lt;br&gt;• US East (Ohio)&lt;br&gt;arn:aws:controltower:us-east-2::control/&lt;br&gt;FKMTMPNCBGTR&lt;br&gt;• US West (Oregon)&lt;br&gt;arn:aws:controltower:us-west-2::control/&lt;br&gt;BAGVBAYKIDPQ&lt;br&gt;• Canada (Central)&lt;br&gt;arn:aws:controltower:ca-central-1::control/&lt;br&gt;SDAWDRCRPYAZ&lt;br&gt;• Asia Pacific (Sydney)&lt;br&gt;arn:aws:controltower:ap-southeast-2::control/&lt;br&gt;WRGFDYFNMLEH&lt;br&gt;• Asia Pacific (Singapore)&lt;br&gt;arn:aws:controltower:ap-southeast-1::control/&lt;br&gt;OQJNJIJJYDVN&lt;br&gt;• Europe (Frankfurt)&lt;br&gt;arn:aws:controltower:eu-central-1::control/&lt;br&gt;KXJRHRPLFXJ&lt;br&gt;• Europe (Ireland)&lt;br&gt;arn:aws:controltower:eu-west-1::control/&lt;br&gt;INPHVGNVNYWE&lt;br&gt;• Europe (London)&lt;br&gt;arn:aws:controltower:eu-west-2::control/&lt;br&gt;TGRGAWC3G00T&lt;br&gt;• Europe (Stockholm)&lt;br&gt;arn:aws:controltower:eu-north-1::control/&lt;br&gt;WRHSEHIGMPNL</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/DVQUCYQSSVYJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/YKBYY0ORVYDQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/HCYQILQQAJGP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/LHQHRBBJLOGX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/GZSJPMJMETOS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/UQDZ0YXHSTJV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-12</td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/HUGVRCPOTHNS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/RDNV2KOQRBS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/BTKLXPJPGWE</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>• Europe (Milan)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/FAKNTWCVJBBQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td>• Africa (Cape Town)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/LRNIYJVLTOI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.5</td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-</td>
</tr>
</tbody>
</table>
### CT.S3.PR.10

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.S3.PR.10        | • NIST 800-53 Rev 5 AU-9  
                    |           | • Encrypt data at rest | • US East (N. Virginia)  
                    |           |                              | arn:aws:controltower:us-east-1::control/AZDYETJYRMPN |
|                    | • NIST 800-53 Rev 5 CA-9(1)  
                    |           |                              | • US East (Ohio)  
                    |           |                              | arn:aws:controltower:us-east-2::control/WOZMw2TCVLIG |
|                    | • NIST 800-53 Rev 5 CM-3(6)  
                    |           |                              | • US West (Oregon)  
                    |           |                              | arn:aws:controltower:us-west-2::control/NAJMVANQPXLA |
|                    | • NIST 800-53 Rev 5 SC-12(2)  
                    |           |                              | • Canada (Central)  
                    |           |                              | arn:aws:controltower:ca-2412 |
|                    | • NIST 800-53 Rev 5 SC-13  
                    |           |                              |                      |
|                    | • NIST 800-53 Rev 5 SC-28  
                    |           |                              |                      |
|                    | • NIST 800-53 Rev 5 SC-28(1)  
<p>| | | |
|           |                              |                      |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>SC-7(10)</td>
<td></td>
<td>central-1::control/</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>SI-7(6)</td>
<td></td>
<td>KLKYRVHDTSNQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>10.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>10.5.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>3.5.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>8.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/XUAWJGYLSKOU</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/XOELWGITRRJP</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-1::control/HWUKCNBPQJPH</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-west-1::control/WHMUOFUNYXLE</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-west-2::control/YJTFSUPUCWS5G</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-north-1::control/IXTXSHXVNUZM</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/ZVWFNVTUBJQX</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/AJZIUOMOEHPPW</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/SDKAAURVKROM</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-west-3::control/LOBZZYSXKUEK</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:saeast-1::control/P3FOMSANLDYK</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/ QVGKLBYATRGP</td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/ UNAIRGRMSYDE</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/ SZTUWIPCDHJA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/ IGACBRUIDHRL</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/ TRPKH1GMYXAO</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/ NPHPUZYHVOIY</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower:me-south-1::control/ EXSNHHJHWXIO</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower:il-central-1::control/ RZGKGPDDNNWZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Zurich) arn:aws:controltower:eu-central-2::control/ ZQTNVAGIGWJJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Spain) arn:aws:controltower:eu-south-2::control/ SKGFDINARXPI</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/ HWTOUVQXQKRI</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Middle East (UAE) arn:aws:controltower:me-central-1::control/ QZDCTXJ3VTPY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>---------------------------------------</td>
<td>----------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.S3.PR.11</td>
<td>• CIS AWS Benchmark 1.4.2.1.3</td>
<td>• Improve availability</td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-9(2)</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/EURDRJCNBNSX</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CP-10</td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CP-6</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/QTKNBWJZPYQ</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CP-6(1)</td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CP-6(2)</td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/YMXFKEAZKVCS</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CP-9</td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/CRTXZSITMULU</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-12</td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/EUTFKNDVDBID</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td>10.5.5</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/NFQVYRQZ2ULR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/KYZJOMCMHGSG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/OUGCAQGTCCFY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/IHLVKAQRQYKMH</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/DEHWLVENFBQF</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/YRTTYKIGHXEJ</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/CCSEYYSAWFKX</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/AQQOPEFIXRLY</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/LGLAYYIEOEEN</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/QMKXNBUDMJAF</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/UHIVEVHOTRUS</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/VYSILMRAEEXW</td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/TISETCEVQBZY</td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/CICQLRNYVABRT</td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/AOJRFGGDXYL</td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>CT.S3.PR.12</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Control identifier: CT.S3.PR.12**

**Control objective:** Enforce least privilege

**Control API identifiers:**
- US East (N. Virginia)
  - arn:aws:controltower:us-east-1::control/KQMZJOTZIIXZ
- US East (Ohio)
  - arn:aws:controltower:us-east-2::control/REMJCAKGXTVB
- US West (Oregon)
  - arn:aws:controltower:us-west-2::control/ERNMVMJMMUCD

**Framework:**
- NIST 800-53 Rev 5 AC-21
- NIST 800-53 Rev 5 AC-3
- NIST 800-53 Rev 5 AC-3(7)
- NIST 800-53 Rev 5 AC-4

**Control API identifiers, by Region:**
- south-1::control/IXZSFQFPXPBPB
- Middle East (Bahrain)
  - arn:aws:controltower:me-south-1::control/CCLRZDGTBJQX
- Israel (Tel Aviv)
  - arn:aws:controltower:il-central-1::control/CXDTNMKWUDQA
- Europe (Zurich)
  - arn:aws:controltower:eu-central-2::control/WNGIRGIYRUQC
- Europe (Spain)
  - arn:aws:controltower:eu-south-2::control/AGJXNIDFTLTH
- Asia Pacific (Hyderabad)
  - arn:aws:controltower:ap-south-2::control/JAQLPHVMVOMTH
- Middle East (UAE)
  - arn:aws:controltower:me-central-1::control/YJTKDVALYOKX
- Asia Pacific (Melbourne)
  - arn:aws:controltower:ap-southeast-4::control/ERNMVMMUCD
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **west-2:** control/
  FQJPZRMZNTWE
- **Canada (Central)**
  arn:aws:controltower:ca-central-1::control/
  DKCURRUTBBZV
- **Asia Pacific (Sydney)**
  arn:aws:controltower:ap-southeast-2::control/
  0VQWGRGYWNTK
- **Asia Pacific (Singapore)**
  arn:aws:controltower:ap-southeast-1::control/
  EPLOMJLJLCUG
- **Europe (Frankfurt)**
  arn:aws:controltower:eu-central-1::control/
  RZ00IFZQXPT
- **Europe (Ireland)**
  arn:aws:controltower:eu-west-1::control/
  UQEOCKFZKPPV
- **Europe (London)**
  arn:aws:controltower:eu-west-2::control/
  OKIBGUFUCIMGS
- **Europe (Stockholm)**
  arn:aws:controltower:eu-north-1::control/
  YZVBRUKJWFNH
- **Asia Pacific (Mumbai)**
  arn:aws:controltower:ap-south-1::control/
  YAW0MMVYLVVM
- **Asia Pacific (Seoul)**
  arn:aws:controltower:ap-northeast-2::control/
  KBDEEDURVZELG
- **Asia Pacific (Tokyo)**
  arn:aws:controltower:ap-northeast-1::control/
  HVOIYQGUXWZA
- **Europe (Paris)**
  arn:aws:controltower:eu-west-3::control/
  QXHDSSDRZJGE
- **South America (São Paulo)**
  arn:aws:controltower:sa-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>east-1::control/</td>
<td></td>
<td></td>
<td>YLNFGYIJAWEV</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>California)</td>
<td>US West</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ ZOMFZREHPSFB</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td>Asia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hong Kong)</td>
<td>Pacific</td>
<td></td>
<td>arn:aws:controltower:ap-east-1::control/ JIPQDUDYWIY</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td>Asia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Jakarta)</td>
<td>Pacific</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-3::control/ YNGEMLONSHEF</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td>Asia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Osaka)</td>
<td>Pacific</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/ ZNLHSTMRAXLF</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>Europe</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/ VIENQADPDJBG</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>Africa</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/ CTUTTRYQQDKZ</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Bahrain)</td>
<td>Middle</td>
<td></td>
<td>arn:aws:controltower:mesouth-1::control/ UYAPTSOUMSX</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>Israel</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/ HWBNGRAMKESL</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>Europe</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-2::control/ UWNPYFLXEDJR</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>Europe</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eusouth-2::control/ KETGOTTIJKZN</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td>Asia</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hyderabad)</td>
<td>Pacific</td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/ ZBROMCCSOOFU</td>
</tr>
</tbody>
</table>
### Control identifier

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.S3.PR.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• CIS AWS Benchmark 1.4 3.6</td>
<td></td>
<td>• Establish logging and monitoring</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/QUYPCYYEALDZ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-2(4)</td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/FHMUCMMRQQOS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/LWFWEJSLVKVV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/FGDZHXUFRPHF</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/MSRDHMGAVCXV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/BPVHEZBCMBZH</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/LMLPBWGMUCW</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/NCKAFXMYIELC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/DLJVQIJWVPWVK</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.3</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/Q1GQVQVHT0Y</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/FQXYRCXLSY</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/UTCYQMQXRC</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/EEJURBQMFXK</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/EHHLHRQKEDX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/QODILHSQEGDJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/WTJNFTFPDVEU</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/OXUZJOSNQXUGV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/USOLSRKTDAXD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/PAAXMDT2LCSW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------</td>
<td>------------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.S3.PR.3</td>
<td></td>
<td>• NIST 800-53 Rev 5 AU-9(2)</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/WNDCHAPIOWPX</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 CP-10</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-1::control/WNDCHAPIOWPX</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Optimize costs</td>
<td>• Improve availability</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Middle East</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• (Bahrain)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Israel (Tel Aviv)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• (Hyderabad)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Middle East (UAE)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td>• Optimize costs</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-1::control/WNDCHAPIOWPX</td>
</tr>
<tr>
<td>AU-9(2)</td>
<td>Framework</td>
<td>• Improve availability</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-1::control/WNDCHAPIOWPX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td>• Optimize costs</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-1::control/WNDCHAPIOWPX</td>
</tr>
<tr>
<td>CP-10</td>
<td></td>
<td>• Improve availability</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-1::control/WNDCHAPIOWPX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5</td>
<td>• Optimize costs</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-1::control/WNDCHAPIOWPX</td>
</tr>
<tr>
<td>AU-9(2)</td>
<td>Framework</td>
<td>• Improve availability</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-1::control/WNDCHAPIOWPX</td>
</tr>
<tr>
<td></td>
<td>CP-10</td>
<td>• Optimize costs</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-1::control/WNDCHAPIOWPX</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Improve availability</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-1::control/WNDCHAPIOWPX</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-6(2)</td>
<td></td>
<td></td>
<td>east-2::control/NMQZFXOBMETI</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.3</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/GGFPMXF0JMKL</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.4</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/TWWTNVBNUI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.7</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/RRBBSRTVOULJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/MGLDCUIJSXOP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/BGAFYFRFRWB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/PPCZRHWWDC0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/UVIIJHTLYXYJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/VKFFQEX0WYRO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/0GNPSHWCNUXG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ZKXKHALOBMMC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ZZWZQUEU0XAH0</td>
</tr>
</tbody>
</table>
| | | | Europe (Paris) arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-3::control/</td>
<td></td>
<td></td>
<td>KEOGAUVAGIWC</td>
</tr>
<tr>
<td></td>
<td></td>
<td>South America (São</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Paulo)</td>
<td>Arn:aws:controltower:sa-east-1::</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>control/akencmojzfiiy</td>
</tr>
<tr>
<td></td>
<td></td>
<td>US West (N. California)</td>
<td>Arn:aws:controltower:us-west-1::</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>control/pmczhcycflume</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Hong</td>
<td>Arn:aws:controltower:ap-east-1::</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Kong)</td>
<td>control/jwysjgwqiqi</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Jakarta)</td>
<td>Arn:aws:controltower:ap-southeast-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3::control/trwwvpdnblls5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Osaka)</td>
<td>Arn:aws:controltower:ap-northeast-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3::control/gdpvjxjbmbrs5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Milan)</td>
<td>Arn:aws:controltower:eusouth-1::</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>control/ubekejtdhqdke</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Africa (Cape Town)</td>
<td>Arn:aws:controltower:afsouth-1::</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>control/bhhncvzbgdosf</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Middle East (Bahrain)</td>
<td>Arn:aws:controltower:mesouth-1::</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>control/hoykrayorwnl</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Israel (Tel Aviv)</td>
<td>Arn:aws:controltower:ilcentral-1::</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>control/haiuhuromerp</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Zurich)</td>
<td>Arn:aws:controltower:eucentral-2::</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>control/rrnbhjgjpsly</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Spain)</td>
<td>Arn:aws:controltower:eusouth-2::</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>control/wtjtrxbvekecg</td>
</tr>
</tbody>
</table>
### CT.S3.PR.4

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| CT.S3.PR.4        |           | • Establish logging and monitoring | • **US East (N. Virginia)**  
|                   |           |                  | arn:aws:controltower:us-east-1::control/YBVXNKBMJY2O |
|                   |           |                  | • **US East (Ohio)**             
|                   |           |                  | arn:aws:controltower:us-east-2::control/NBXPLAFUPVPO |
|                   |           |                  | • **US West (Oregon)**           
|                   |           |                  | arn:aws:controltower:us-west-2::control/OQTGURFVOIFX |
|                   |           |                  | • **Canada (Central)**           
|                   |           |                  | arn:aws:controltower:ca-central-1::control/ZEZHYRLECUPJ |
|                   |           |                  | • **Asia Pacific (Sydney)**      
|                   |           |                  | arn:aws:controltower:ap-southeast-2::control/TJVPIRLFQNJU |
|                   |           |                  | • **Asia Pacific (Singapore)**   
|                   |           |                  | arn:aws:controltower:ap-southeast-1::control/CQYPJBFGNVRN |
|                   |           |                  | • **Europe (Frankfurt)**         
|                   |           |                  | arn:aws:controltower:eu-central-1::control/GVTLGKIYRXAE |

- **Asia Pacific (Hyderabad)**  
  arn:aws:controltower:ap-south-2::control/MEPSJMORAQQO

- **Middle East (UAE)**  
  arn:aws:controltower:me-central-1::control/GOIDWKLVOXEO

- **Asia Pacific (Melbourne)**  
  arn:aws:controltower:ap-southeast-4::control/WUBXNLCMSYUW
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
|                     |           |                   | • **Europe (Ireland)**<br>arn:aws:controltower:eu-west-1::control/HMPQSWNZRQVD<br>• **Europe (London)**<br>arn:aws:controltower:eu-west-2::control/ODQFKNZAZVERW<br>• **Europe (Stockholm)**<br>arn:aws:controltower:eu-north-1::control/JRZYMZVABUE<br>• **Asia Pacific (Mumbai)**<br>arn:aws:controltower:ap-south-1::control/HDFMAXJXVUNX<br>• **Asia Pacific (Seoul)**<br>arn:aws:controltower:ap-northeast-2::control/NGFEGYCAZMOQ<br>• **Asia Pacific (Tokyo)**<br>arn:aws:controltower:ap-northeast-1::control/JIKPKVBCQTZZ<br>• **Europe (Paris)**<br>arn:aws:controltower:eu-west-3::control/FWDLBIIQYIXW<br>• **South America (São Paulo)**<br>arn:aws:controltower:sa-east-1::control/BLCIONDMXME<br>• **US West (N. California)**<br>arn:aws:controltower:us-west-1::control/AKPXSXGLBXYY<br>• **Asia Pacific (Hong Kong)**<br>arn:aws:controltower:ap-east-1::control/RKMCRTSKNQOMF<br>• **Asia Pacific (Jakarta)**<br>arn:aws:controltower:ap-southeast-3::control/XWCENVGPFFKVP<br>• **Asia Pacific (Osaka)**<br>arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.S3.PR.5</td>
<td></td>
<td></td>
<td>northeast-3::control/QPOADHZNFITP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower.eu-south-1::control/RQQQDSQMSXSE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town) arn:aws:controltower.af-south-1::control/ATMHOATOZICQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain) arn:aws:controltower.me-south-1::control/HZZG6KDJSMKW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv) arn:aws:controltower.il-central-1::control/NKSQUEXXOXL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich) arn:aws:controltower.eu-central-2::control/TGVKWKNMHHKGV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain) arn:aws:controltower.eu-south-2::control/OWRWWJMCRCQQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad) arn:aws:controltower.ap-south-2::control/HPSJSQXKSZHV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE) arn:aws:controltower.me-central-1::control/LELWUYTFETTVV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne) arn:aws:controltower.ap-southeast-4::control/VHKXDIWZQDSN</td>
</tr>
</tbody>
</table>

**CT.S3.PR.5**

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.S3.PR.5</td>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-2427</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td></td>
<td>east-1::control/IIICSISZKWBP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td></td>
<td>US East (Ohio)arn:aws:controltower:us-east-2::control/Q0S6JSIWiYQBY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
<td>US West (Oregon)arn:aws:controltower:us-west-2::control/0GTDJUZOBTQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td>Canada (Central)arn:aws:controltower:ca-central-1::control/RZF0SHDJDWQR</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)arn:aws:controltower:ap-southeast-2::control/XBIANCENZNPT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.3</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)arn:aws:controltower:ap-southeast-1::control/IKFLVYCQUUW</td>
</tr>
<tr>
<td>• Europe (Frankfurt)arn:aws:controltower:eu-central-1::control/QDUMVX0VJR</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)arn:aws:controltower:eu-west-1::control/ZQNUYRNLELMH</td>
<td></td>
<td></td>
<td>Europe (London)arn:aws:controltower:eu-west-2::control/KLPNFIYSSKEX</td>
</tr>
<tr>
<td>• Europe (Stockholm)arn:aws:controltower:eu-north-1::control/QTKVXJRHKNV</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)arn:aws:controltower:ap-south-1::control/KYICILZPASAZ</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)arn:aws:controltower:ap-northeast-2::control/OUJUGYPGPTBR</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)arn:aws:controltower:ap-</td>
</tr>
</tbody>
</table>

2428
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective, by Region</th>
</tr>
</thead>
</table>
| northeast-1::control/SKXEZLRKRIFO | • Europe (Paris)  
arn:aws:controltower:europe-west-3::control/UHGKAZQPWHYD  
• South America (São Paulo)  
arn:aws:controltower:south-america-east-1::control/EIXEGSOMQYMS  
• US West (N. California)  
arn:aws:controltower:us-west-1::control/LQTJUJFUBRCL  
• Asia Pacific (Hong Kong)  
arn:aws:controltower:asia-pacific-east-1::control/ONLMVXNYTOQO  
• Asia Pacific (Jakarta)  
arn:aws:controltower:asia-pacific-southeast-3::control/NKZLNBBHNYWR  
• Asia Pacific (Osaka)  
arn:aws:controltower:asia-pacific-northeast-3::control/HCNPCYDQYBTR  
• Europe (Milan)  
arn:aws:controltower:europe-south-1::control/GXPXMXODYBYO  
• Africa (Cape Town)  
arn:aws:controltower:af-south-1::control/QGMBAEOHJWGP  
• Middle East (Bahrain)  
arn:aws:controltower:me-south-1::control/HLIDPMXKIOFH  
• Israel (Tel Aviv)  
arn:aws:controltower:il-central-1::control/ZHBXBCQPAMAO  
• Europe (Zurich)  
arn:aws:controltower:europe-central-2::control/UGOFNNRHFKRL |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.S3.PR.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-9(2)</td>
<td>• Optimize costs</td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CP-10</td>
<td>• Improve availability</td>
<td>arn:aws:controltower:us-east-1::control/EXSYSTLXGVRE</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CP-6(2)</td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CP-9</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/SPSBPNJTBZZK</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/WIBGVDNRDWQR</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.5.3</td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.5.4</td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/JVKPEBOPGEKW</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.7</td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 3.1</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/WVHLZEVRCMQ</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CP-10</td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CP-6(2)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/SIFXKRHTFJY</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ HYKSATXAETXB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ PTGEBDEGHRPD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ FABQOCRPITAI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ ZDOZUWMODNSH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ IJYFTUFPGPV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ RPCLZYKICEAM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ URWGYOBNHNOV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ SUHIETMCJFVC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ IHGNYILKIJRJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ PCNZKGERWRYG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ WPJQQRMMWAVW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>southeast-3::control/ MENFCLCEHUMV</td>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/UIWWHMZAHUB</td>
</tr>
<tr>
<td></td>
<td>• Europe (Milan)</td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/CTTWITWREUJJ</td>
</tr>
<tr>
<td></td>
<td>• Africa (Cape Town)</td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/XBKZPYOKFUZT</td>
</tr>
<tr>
<td></td>
<td>• Middle East (Bahrain)</td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/WMOZGCWHFQPY</td>
</tr>
<tr>
<td></td>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/IDZZG0PLRKFC</td>
</tr>
<tr>
<td></td>
<td>• Europe (Zurich)</td>
<td></td>
<td>arn:aws:controltower:eu-central-2::control/GKFFPPVNGUOY</td>
</tr>
<tr>
<td></td>
<td>• Europe (Spain)</td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/FAAEXSNAJBGJ</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/SCSYAFKBKFET</td>
</tr>
<tr>
<td></td>
<td>• Middle East (UAE)</td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/FOVYOXRGRDRS</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Melbourne)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/JJRZ2PYLDSV</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.S3.PR.8          | • CIS AWS Benchmark 1.4 2.1.2  
• NIST 800-53 Rev 5 AC-17(2)  
• NIST 800-53 Rev 5 AC-4  
• NIST 800-53 Rev 5 IA-5(1)  
• NIST 800-53 Rev 5 SC-12(3)  
• NIST 800-53 Rev 5 SC-13  
• NIST 800-53 Rev 5 SC-23  
• NIST 800-53 Rev 5 SC-23(3)  
• NIST 800-53 Rev 5 SC-7(4)  
• NIST 800-53 Rev 5 SC-8  
• NIST 800-53 Rev 5 SC-8(1)  
• NIST 800-53 Rev 5 SC-8(2)  
• NIST 800-53 Rev 5 SI-7(6)  
• PCI DSS version 3.2.1 2.2  
• PCI DSS version 3.2.1 4.1  
• PCI DSS version 3.2.1 8.2.1 | • Encrypt data in transit | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/KQIDXVAURPNL  
• US East (Ohio) arn:aws:controltower:us-east-2::control/XACDBPRGTLYA  
• US West (Oregon) arn:aws:controltower:us-west-2::control/MPNBMXJVAAWW  
• Canada (Central) arn:aws:controltower:ca-central-1::control/GIQAEXYNYBIQ  
• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/BYKXCKKRYYIV  
• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/EVSHZCCEOCLDQ  
• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/RRMXKKLSMMCO  
• Europe (Ireland) arn:aws:controltower:eu-west-1::control/WWINGKFKVKVZX  
• Europe (London) arn:aws:controltower:eu-west-2::control/VMEGHEZKVHRV  
• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/VXOWMBPGJWWG  
• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ZWZWDEMHXOHI |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/KTRFCYEXSTXR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/QWXAZRHGAPOF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/JSFWYVSJEBLH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/DMPZVJVZMWN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/HXTNwGMMJZGM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/QFTBTBFFQSQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/KZHGCHWLWFGO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/RVFBVPTCPJH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/BCLBADAGFADV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/STVAPGCPQSU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/BDABORJSMRZI</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Israel (Tel Aviv) | arn:aws:controltower:il-
### CT.S3.PR.9

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.S3.PR.9</td>
<td>NIST 800-53 Rev 5 CP-6(2)</td>
<td>Protect data integrity</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
</tbody>
</table>

- **US East (N. Virginia)**
  - `arn:aws:controltower:us-east-1::control/YCXCEZLFPEEZ`
- **US East (Ohio)**
  - `arn:aws:controltower:us-east-2::control/ENXZOTUEHEL`
- **US West (Oregon)**
  - `arn:aws:controltower:us-west-2::control/CHIOVNEUBWJ`
- **Canada (Central)**
  - `arn:aws:controltower:ca-central-1::control/DKOVKUNLSMJU`
- **Asia Pacific (Sydney)**
  - `arn:aws:controltower:ap-southeast-2::control/QPPBAOJDQLFG`
Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
 |  |  | southeast-2::control/MOCNFRGVJQIQ
• Asia Pacific (Singapore) | arn:aws:controltower:ap-southeast-1::control/HIBSFXWAOFQ
• Europe (Frankfurt) | arn:aws:controltower:eu-central-1::control/DOSCMGGEBQUB
• Europe (Ireland) | arn:aws:controltower:eu-west-1::control/XXUOTYAXZIOM
• Europe (London) | arn:aws:controltower:eu-west-2::control/KTUXUGJYXVEO
• Europe (Stockholm) | arn:aws:controltower:eu-north-1::control/NMEVAZFEZWLD
• Asia Pacific (Mumbai) | arn:aws:controltower:ap-south-1::control/YDWMXGHWKJDO
• Asia Pacific (Seoul) | arn:aws:controltower:ap-northeast-2::control/GEANURJHOSJU
• Asia Pacific (Tokyo) | arn:aws:controltower:ap-northeast-1::control/HSMBYWLJEVVPN
• Europe (Paris) | arn:aws:controltower:eu-west-3::control/EQCSOZEMFEOS
• South America (São Paulo) | arn:aws:controltower:saeast-1::control/HXMAUGJKIZZI
• US West (N. California) | arn:aws:controltower:us-west-1::control/MMPITMGATTTG
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/KQCIATXNKVE0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/KMRGDQJCVIKH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/DARIPVIIRWUC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/QUSGEFKIGLXK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/MCGZBCKMXTXN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/XDMGVMGSZX3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/AKLAOZHIFAHX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eucentral-2::control/CBYRCKJUEIW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/HPMQGMDKGSQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/WVTLJTCJUFXM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/QWHWEDAKJQJE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-2437</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>CT.SAGEMAKER.PR.1</td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td>Limit network access</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/ NXBXUFEBMYSV</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ BILKEGTPYTL0</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ BAYFKDFICPX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ ZXUCDQEYSHPT</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ KJAHYCKSSRAA</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ HLYGAUWTYVRB</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ FSUJOVACPHJM</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ XRTOTOPMYBC</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ EECQVSWL0XW</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/EQQDTUMRBXGY</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/IHHCXMIJDPUY</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/KABHYKBSJCDD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/KVUSHDIZGCFC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/PKJBXQYFTTRYT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/XKY1GULCHJI</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/UOYFCMRGSGQX</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/POCEBHMEGHXJ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/GLVFJPOFPXNJ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan) arn:aws:controltower:eu-south-1::control/XPMBHBXUTPTS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town) arn:aws:controltower:af-south-1::control/QMVMDVZDKWA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain) arn:aws:controltower:me-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
</tbody>
</table>
| CT.SAGEMAKER.PR.2  | • NIST 800-53 Rev 5 AC-21  
   • NIST 800-53 Rev 5 AC-3  
   • NIST 800-53 Rev 5 AC-3(7)  
   • NIST 800-53 Rev 5 AC-4  
   • NIST 800-53 Rev 5 AC-4(21)  
   • NIST 800-53 Rev 5 AC-6  
   • NIST 800-53 Rev 5 SC-7 | • Limit network access | • US East (N. Virginia)  
   arn:aws:controltower:us-east-1::control/BFRWUSCUMZGR  
   • US East (Ohio)  
   arn:aws:controltower:us-east-2::control/GJVQCNCKMEK  
   • US West (Oregon)  
   arn:aws:controltower:us-west-2::control/OXZGZLYYZZDX  
   • Canada (Central)  
   arn:aws:controltower:ca-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td>central-1::control/ MCLENUGHHMFX0</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ WHZCFXEMTXVF</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ FTKAONSNGNFD</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ SSAOHZ0HNMKPC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ YEXOMFQQIQRX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/ BCDOMJYVNRAYE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ SCTQGVXJHSTW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ ZTZRIMHDVQSR</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ AJUBXQWZCNZA</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ XRQNSQZACILS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/ TETZPAGYDAJQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-east-1::control/ YDBJTBBNNIMH</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td>US West (N. California) arn:aws:controltower:us-west-2::control/ TETZPAGYDAJQ</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ NYSYXCRATNBX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ PYUYQRAJTEYR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ WLJGIWFSJQDK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/ FQOCOHBHWBNB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/ ACIIICOUHVBVV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/ EFQSDWADDVOT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/ RBCEKQMEPPSR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/ ORWQSQDZDZFL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/ DFQMNGMINELE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/ FWLX10SGXLZD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/ BPGXJEPKEMPW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.SAGEMAKER.PR.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-2(1)</td>
<td>Enforce least privilege</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/HOQUZBNWPSK0</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/MDQQIVONAGJQ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/PGQSNZZVPTNP</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/PFWXJZLGHZH5</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(10)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/WFSJGEHTGUJD</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(2)</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/BORBTTFXSVMR</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/XGSJW3UCDSDD</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/QUAMXLGBEBBM</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.1.2</td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/FFLFBLHYHRKH</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/VECRIJSQKKJKX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/MWSRFJCKCMYZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/YKZDB0CKKZBP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/HCJSGYPXGJZD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/NRPXZDRCFVEM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/YHWVCTSCQZPQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/JLDGSDBFPEIG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/MAMFMPGXS5SSQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/JGRCEFMTNSLL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/OQDRNGAVPVJLJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/YIEFICWY5ZLU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| CT.SQS.PR.1        | None      | • Improve resiliency | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/WHMAMEUKIFGE  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/LSZZWCFWEBV  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/WHMAMEUKIFGE  
• Middle East (Bahrain)  
arn:aws:controltower:me-south-1::control/KNZFXFXXDIKDA  
• Israel (Tel Aviv)  
arn:aws:controltower:il-central-1::control/JMEFHE0AXBAE  
• Europe (Zurich)  
arn:aws:controltower:eu-central-2::control/OYPVSQELUEML  
• Europe (Spain)  
arn:aws:controltower:eu-south-2::control/TVCLBFAMYSLY  
• Asia Pacific (Hyderabad)  
arn:aws:controltower:ap-south-2::control/RVXFMGIGYYG  
• Middle East (UAE)  
arn:aws:controltower:me-central-1::control/JJNUJERNVMIJV  
• Asia Pacific (Melbourne)  
arn:aws:controltower:ap-southeast-4::control/NOZHICOKJIJR |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-2::control/</td>
<td>LIUFDWXIUWLFF</td>
<td>Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/SCSCEOQLMMEP</td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/DRKKATWLGQVS</td>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/OCQCVFY1RMUH</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/OYPHJPNFBWLN</td>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/WQDIQQGBSCM</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/YGMMIMFHIHD</td>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/DALEUNIJKTHY</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/WBEXRWIRFKJL</td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/HBILQHCZJFAQ</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/JHJLYBFELMSZ</td>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ITBUKBXKLPRH</td>
</tr>
</tbody>
</table>
| • South America (São Paulo) | arn:aws:controltower:sa-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>east-1::control/</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BUBHNTXSNVHH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>California)</td>
<td>arn:aws:controltower:us-west-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PYPJCABAI3CE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBDRRPRISVPY</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BVGSHILNFAP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YWNSSHOTESWX</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GMPKONEBTSAP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:af-south-1::control/</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OHOHONXKODUA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Middle East (Bahrain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HTWJNZMMPUNH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAMCCUUHVPFM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-central-2::control/</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSMGZDUGJGL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-2::control/</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UEYNXEBJYMSM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hyderabad)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-south-2::control/</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IMICLTIIQHXV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------------------------</td>
<td>--------------------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.SQS.PR.2</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td>JBIFAREFXJYH</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td>RXJEPAOSCUYZ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 3.4</td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AQUJFJQURUFV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>OQPVUZBDOKR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NWPCUCMYWJV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>LLQBEYV8ONPS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>DNDLKJDBGSF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>VIRICUDUZRHZ</td>
</tr>
<tr>
<td></td>
<td>Middle East (UAE)</td>
<td></td>
<td>Arn:aws:controltower:me-central-1::control/IOBECTBBGGEI</td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Melbourne)</td>
<td></td>
<td>Arn:aws:controltower:ap-southeast-4::control/DGEFIBBBKNAY</td>
</tr>
</tbody>
</table>
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**CT.SQS.PR.2**
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower.eu-west-2::control/MPPVBHPMBNSNZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower.eu-north-1::control/ZIGSJHHCJDF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ JAGVXXXLXSRF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ DTARWAFQDLEJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ XDDGSSVPQAVQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower.eu-west-3::control/UWKPBOGUMVAX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/ DCLDBWPADGYE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/ VLTWP5HSLAKQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hong Kong) arn:aws:controltower:ap-east-1::control/ HGMWZIVVMLXP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Jakarta) arn:aws:controltower:ap-southeast-3::control/ ERHGIIDRLPCS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka) arn:aws:controltower:ap-northeast-3::control/ HYGNNOUHPJWO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan) arn:aws:controltower:eu-</td>
</tr>
</tbody>
</table>
## CT.STEPFUNCTIONS.PR.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.STEPFUNCTIONS.PR.1</td>
<td>NIST 800-53 Rev 5 AC-4(26)</td>
<td>Establish logging and monitoring</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/RARWRIGRBHPM</td>
</tr>
</tbody>
</table>
|                     | NIST 800-53 Rev 5 AU-10 | | US East (Ohio) arn:aws:controltower:us-

- **Africa (Cape Town)**
  - `arn:aws:controltower:af-south-1::control/AWUNOCUECLQA`

- **Middle East (Bahrain)**
  - `arn:aws:controltower:me-south-1::control/RUAWNTLATCEP`

- **Israel (Tel Aviv)**
  - `arn:aws:controltower:il-central-1::control/PZGOUGUCUMIE`

- **Europe (Zurich)**
  - `arn:aws:controltower:eu-central-2::control/RCDCYANDWUAI`

- **Europe (Spain)**
  - `arn:aws:controltower:eu-south-2::control/BAJGOTFZUYN0`

- **Asia Pacific (Hyderabad)**
  - `arn:aws:controltower:ap-south-2::control/LQXTJHPPSCL`

- **Middle East (UAE)**
  - `arn:aws:controltower:me-central-1::control/LICZJVRRYWOS`

- **Asia Pacific (Melbourne)**
  - `arn:aws:controltower:ap-southeast-4::control/TCOMVFDNXJHQ`
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td></td>
<td>east-2::control/CUQQMOAQVQWG</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/OFRNXQNIJM</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/RJAWEDWEBLJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/HUQFUIUJOPQX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/CWLRWPTPGWQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/NAMQPORQVXQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/SBVWLYIFX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/KDFTTFNFBB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/CGAFSUBVZB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.7</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/FXONMCUFED</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/BSARINIRFY</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ERZIMFMCIVL</td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 10.3.3 | | | Europe (Paris) arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>west-3::control/</td>
<td></td>
<td></td>
<td>JGQQRQVFLGDLJ</td>
</tr>
<tr>
<td>• South America</td>
<td></td>
<td></td>
<td>(São Paulo)</td>
</tr>
<tr>
<td>arn:aws:controltower:sa-east-1::control/</td>
<td></td>
<td></td>
<td>RILHLBPKKUXUXU</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td>California)</td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/</td>
<td></td>
<td></td>
<td>ASZQNSJURJXR</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Hong Kong)</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-east-1::control/</td>
<td></td>
<td></td>
<td>QIWXQALP0WVN</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Jakarta)</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/</td>
<td></td>
<td></td>
<td>OUZWAONSGGYA</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>(Osaka)</td>
</tr>
<tr>
<td>arn:aws:controltower:ap-northeast-3::control/</td>
<td></td>
<td></td>
<td>ITIIXOXNEGKVY</td>
</tr>
<tr>
<td>• Europe (Milan)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-1::control/</td>
<td></td>
<td></td>
<td>YVHXPCMYPLFP</td>
</tr>
<tr>
<td>• Africa (Cape Town)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:af-south-1::control/</td>
<td></td>
<td></td>
<td>WJFYNIIKQSEC</td>
</tr>
<tr>
<td>• Middle East</td>
<td></td>
<td></td>
<td>(Bahrain)</td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/</td>
<td></td>
<td></td>
<td>PHYYVEOKRMOA</td>
</tr>
<tr>
<td>• Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/</td>
<td></td>
<td></td>
<td>FPNHTOWNICVK</td>
</tr>
<tr>
<td>• Europe (Zurich)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-central-2::control/</td>
<td></td>
<td></td>
<td>MNYYFKBIEUNXE</td>
</tr>
<tr>
<td>• Europe (Spain)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-2::control/</td>
<td></td>
<td></td>
<td>CMAQXQSAIREDW</td>
</tr>
</tbody>
</table>
### CT.STEPFUNCTIONS.PR.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/VXVKISEMRURZ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/MSYXLDKDPWZR</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/BZAERZJTDLU</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/BUACwBSQOPNW</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/JHBUWHLVYNY</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/JKUFUGHYKGF</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ MUNRXYWSIOUS</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ HMTTWOFYBDUQ</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ FLMFYWQVJDZX</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ YHNWBNXVKQZP</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ FLVJBFWDWUDJ</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ IXMAHHUSDUVR</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.7</td>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ GCMXGSVIEUT</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.8</td>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ IBZBYQWSSFBM</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.9</td>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ YANYRDEXXDEH</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.10</td>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ MWCJ3KKFLGQI</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.11</td>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/ MXXULKHAVUNN</td>
<td></td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 10.3.12 | Asia Pacific (Osaka) | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.WAF-REGIONAL.PR.1</td>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td>• Limit network access</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-2455</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>SC-7</td>
<td></td>
<td>east-1::control/ DIPWBOCJUTTO</td>
</tr>
</tbody>
</table>
| • NIST 800-53 Rev 5 SC-7(11) |          |                  | US East (Ohio)  
ar:aws:controltower:us-east-2::control/ UYFKJEQOQVEWH |
| • NIST 800-53 Rev 5 SC-7(16) |          |                  | US West (Oregon)  
ar:aws:controltower:us-west-2::control/ TEMUMMEADETS |
| • NIST 800-53 Rev 5 SC-7(21) |          |                  | Canada (Central)  
ar:aws:controltower:ca-central-1::control/ TLTACWUKOMHH |
| • PCI DSS version 3.2.1 6.6 |          |                  | Asia Pacific (Sydney)  
ar:aws:controltower:ap-southeast-2::control/ JGWGMJBDHRU |
| • PCI DSS version 3.2.1 6.6 |          |                  | Asia Pacific (Singapore)  
ar:aws:controltower:ap-southeast-1::control/ MBRMIDDGSBSB |
| • PCI DSS version 3.2.1 6.6 |          |                  | Europe (Frankfurt)  
ar:aws:controltower:eu-central-1::control/ XHVSBIHIROY |
| • PCI DSS version 3.2.1 6.6 |          |                  | Europe (Ireland)  
ar:aws:controltower:eu-west-1::control/ KTKPKIVBNQDE |
| • PCI DSS version 3.2.1 6.6 |          |                  | Europe (London)  
ar:aws:controltower:eu-west-2::control/ CAGANIVPBXCM |
| • PCI DSS version 3.2.1 6.6 |          |                  | Europe (Stockholm)  
ar:aws:controltower:eu-north-1::control/ AYNFYQOVCWG |
| • Asia Pacific (Mumbai) |          |                  | Asia Pacific (Mumbai)  
ar:aws:controltower:ap-south-1::control/ PWYDDDMHVKA |
| • Asia Pacific (Seoul) |          |                  | Asia Pacific (Seoul)  
ar:aws:controltower:ap-northeast-2::control/ GMRPPPOYKDSI |
| • Asia Pacific (Tokyo) |          |                  | Asia Pacific (Tokyo)  
ar:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| northeast-1::control/GBLQKIZJUWLI | | | - Europe (Paris)  
  arn:aws:controltower:eu-west-3::control/PLLMIJKTGYDC |
| | | | - South America (São Paulo)  
  arn:aws:controltower:sa-east-1::control/FWZWRHWINCPZ |
| | | | - US West (N. California)  
  arn:aws:aws:controltower:us-west-1::control/BOD5SYLZFBOR |
| | | | - Asia Pacific (Hong Kong)  
  arn:aws:controltower:ap-east-1::control/VVYKYKULBINF |
| | | | - Asia Pacific (Jakarta)  
  arn:aws:controltower:ap-southeast-3::control/ADCMSRCWZPA |
| | | | - Asia Pacific (Osaka)  
  arn:aws:controltower:ap-northeast-3::control/Z3LIMDYSNJAVA |
| | | | - Europe (Milan)  
  arn:aws:controltower:eu-south-1::control/PWKKZXICJEGW |
| | | | - Africa (Cape Town)  
  arn:aws:controltower:af-south-1::control/LXWHHALWLTCF |
| | | | - Middle East (Bahrain)  
  arn:aws:controltower:me-south-1::control/MVZLKKWDHKMA |
| | | | - Israel (Tel Aviv)  
  arn:aws:controltower:il-central-1::control/GEDNQQQUGPJ |
| | | | - Europe (Zurich)  
  arn:aws:controltower:eu-central-2::control/JLHUAWBNDBHN |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.WAF-REGIONAL.PR.2</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Limit network access</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/ FQEZXYFKDEXW</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ BOCYBRNEMMGS</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 6.6</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ EOMCVOTIUSBY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ TYQHRXOLTMTRT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ QWRJQUNFEALJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ QOMUGMGSIHK</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.WAF-REGIONAL.PR.2</td>
<td></td>
<td></td>
<td>Europe (Spain) arn:aws:controltower:eu-south-2::control/ DQMONWOSDETX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Hyderabad) arn:aws:controltower:ap-south-2::control/ GMCXXVDXPBPH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Middle East (UAE) arn:aws:controltower:me-central-1::control/ TMFZMHPVGXBH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Melbourne) arn:aws:controltower:ap-southeast-4::control/ IZBRUNFKGILL</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ RMXORRPHQOD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ DLVXAPJNGYIP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ ECJHXMXRZBVQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ IRXUIROUYYS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ TKFTXHEZWGTF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ KOGUYYCCSEJB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ SNJTAGWLRZVLW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ TRZOIIDYBNNA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ XEDCRXBBIXYWT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ YYCBBISOPTCI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ OCLEQHMCFSEV</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Asia Pacific (Jakarta) | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>southeast-3::control/HHXUYSUFAFPI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Osaka)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-3::control/QYWCLEEOXNL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Milan)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-1::control/KMLHOMCISOOF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Africa (Cape Town)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:af-south-1::control/PLBWFTQGUYP0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (Bahrain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-south-1::control/DMWNVMCVVLCU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Israel (Tel Aviv)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:il-central-1::control/MQXFOURKKFIZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Zurich)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-2::control/OJMMCNHJKKIC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Spain)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-south-2::control/ZEYPELWNMQGB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Hyderabad)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-2::control/RWNPUZWYNHNMY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Middle East (UAE)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:me-central-1::control/NCJSSEWLPAPCP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-4::control/THIHAAMWYOLM</td>
</tr>
</tbody>
</table>
### CT.WAF.PR.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.WAF.PR.1</td>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td>• Limit network access</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/UNASESNVHZY</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/VDXLZKVLPFSH</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 6.6</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/RVKEXLTMXJYJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/SEFPF3CQYYK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/LBEBPQHSDADD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/AKUBJOAGFDTU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/XVRZCGVSPYIL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ELFPBLOGRZYE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/LSGSHIHBVXLX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/IRRDWBVEEVZER</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/XANETJVAEOSW</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:ap-northeast-2::control/PLNVFAREKZXP</strong></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:ap-northeast-1::control/TXHPCTJXMEXT</strong></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:eu-west-3::control/JSPZJEWVUVFA</strong></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:sa-east-1::control/ZVSTKBQVFFMQ</strong></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:us-west-1::control/SVRRGEYNFUOM</strong></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:ap-east-1::control/NCRRNMOLKHQE</strong></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:ap-southeast-3::control/KCRFFFCBPEA</strong></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:ap-northeast-3::control/XKVNIODEEWELE</strong></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:eu-south-1::control/ZDJOMTGOHOJR</strong></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:af-south-1::control/GQFGYLKZJIDA</strong></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:me-south-1::control/GPIOUFKAZYRX</strong></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td></td>
<td></td>
<td><strong>arn:aws:controltower:il-</strong></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.WAF.PR.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| CT.WAF.PR.2        | - NIST 800-53 Rev 5 AC-4(21)  
<p>|                    |           |                   | US East (N. Virginia)             |
|                    | - NIST 800-53 Rev 5 SC-7        |       | US East (Ohio)                   |
|                    | - NIST 800-53 Rev 5 SC-7(11)    |       | US West (Oregon)                 |
|                    | - NIST 800-53 Rev 5 SC-7(16)    |       | Canada (Central)                 |
|                    | - NIST 800-53 Rev 5 SC-7(21)    |       | Asia Pacific (Sydney)            |
|                    | - PCI DSS version 3.2.1 6.6     |       |                                   |
|                    | - Limit network access          |       |                                   |
|                    |                                       |       |                                   |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>southeast-2::control/ZWQCPIXANTTE</td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/VULAAATRXMKNA</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/QVEBBPUQHHTP</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/LAPESUGIGWR</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/FHTQFTBMJHIC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/HAFOBOP5XMQF</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/TZFBNAETOMJR</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/HWDELIBEBVFK</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/WGLOYXOZAYLU</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/XQQXGFHIZHQQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/GHWIKZXTBTPW</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/NSQKESMWRPRQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/WVKFSXCMOAFB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/BWSNHISVRCNV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/TLGQQBOREOSV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/JNFJCDGBQAQJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/0XORBCQFQWTQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-south-1::control/IQGCTIQQKDWL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:il-central-1::control/WMOWJPCZJWTO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Zurich)</td>
<td>arn:aws:controltower:eu-central-2::control/KGUPKW0EJMQL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Spain)</td>
<td>arn:aws:controltower:eu-south-2::control/HSIXLKCQSNKW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/TFNTAHCAFOHL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/WIBXCFGXLPLE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Melbourne)</td>
<td>arn:aws:controltower:ap-2465</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>CT.WAFV2.PR.1</td>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
<td>Limit network access</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/XEONMNFZMEEF</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/JWKJRMTPQGYL</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/KYOLAPACMMCW</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/NPVKWMPNGNPQ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ITRZPFPNH0VU</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 6.6</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/GXKAGSHEBLQA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/TJZLGRPBF2ZZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/GCZQ3JXMSKX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/WNZNBPTAQG5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/PQBMKWIWABGD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ZJTWMPTTRZRR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/FLFTSMKQPGA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/QPSONUQAQWAOR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/RQXALXERBFAH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/OBDIKEAZGTAV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/NIGBBACJPCNN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/ALLKEZAETGXV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-southeast-3::control/WRSGKTAMFUNN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Osaka)</td>
<td>arn:aws:controltower:ap-northeast-3::control/ATYEMLPACRYL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:eu-south-1::control/JUDFDFZUPGDV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:af-south-1::control/AFM1FZSFCJAM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (Bahrain)</td>
<td>arn:aws:controltower:me-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>----------------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>south-1::control/UGZFHMKFGWPJ</td>
<td>south-1::control/UGZFHMKFGWPJ</td>
<td>Limit network access</td>
<td>south-1::control/UGZFHMKFGWPJ</td>
</tr>
<tr>
<td>arn:aws:controltower:il-central-1::control/DWWMENQHGMKJ</td>
<td>arn:aws:controltower:il-central-1::control/DWWMENQHGMKJ</td>
<td>• Israel (Tel Aviv)</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/BUWSNZUCOYKV</td>
</tr>
<tr>
<td>CRGWQEGNRYWJ</td>
<td>CRGWQEGNRYWJ</td>
<td>• Europe (Zurich)</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/JLKGLZGUQJYB</td>
</tr>
</tbody>
</table>
| • Asia Pacific (Hyderabad) | • Asia Pacific (Hyderabad) | • Middle East (UAE) | • Canada (Central) arn:aws:controltower:ca-
| GMGTDMVFMMIX | GMGTDMVFMMIX | • Asia Pacific (Melbourne) | arn:aws:controltower:ap-south-2::control/HHWUXJHWSTHW |

CT.WAFV2.PR.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>CT.WAFV2.PR.2</td>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td>• Limit network access</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/BUWSNZUCOYKV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 6.6</td>
<td>• PCI DSS version 3.2.1 6.6</td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/TMEPJGMZTEOI</td>
<td></td>
</tr>
<tr>
<td>• Canada (Central) arn:aws:controltower:ca-</td>
<td>• Canada (Central) arn:aws:controltower:ca-</td>
<td>• Canada (Central) arn:aws:controltower:ca-</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>central-1::control/LZIRXMIWBDLY</td>
<td>Asia Pacific (Sydney)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/HGYKZRUFIFSG</td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Singapore)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/GITZQTTINVIH</td>
</tr>
<tr>
<td></td>
<td>Europe (Frankfurt)</td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/VDAEUHLAPSJA</td>
</tr>
<tr>
<td></td>
<td>Europe (Ireland)</td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/FBEJWAWHUGHF</td>
</tr>
<tr>
<td></td>
<td>Europe (London)</td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/JEGHUQJDAJPX</td>
</tr>
<tr>
<td></td>
<td>Europe (Stockholm)</td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/CXJMVDJZHUAL</td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/FQITWYCBKFGZ</td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/YUWWBUJCKWS</td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/UKLHGBFDOUPK</td>
</tr>
<tr>
<td></td>
<td>Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/KJZYDZBLLWOQ</td>
</tr>
<tr>
<td></td>
<td>South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/WKXZFSDFZWWS</td>
</tr>
<tr>
<td></td>
<td>US West (N. California)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>arn:aws:controltower:us-west-1::control/CPNWTDASNRJ</td>
<td>Asia Pacific (Hong Kong)</td>
<td>arn:aws:controltower:ap-east-1::control/OLRFCEMWLWYF</td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:ap-southeast-3::control/UFZYEYHGRGQ</td>
<td>Asia Pacific (Jakarta)</td>
<td>arn:aws:controltower:ap-northeast-3::control/EVFGOLAANCYD</td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-south-1::control/RBGKCDWRDJOS</td>
<td>Europe (Milan)</td>
<td>arn:aws:controltower:af-south-1::control/FACNTUGQMNFD</td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:me-south-1::control/SLSRAYXMUXQ</td>
<td>Africa (Cape Town)</td>
<td>arn:aws:controltower:il-central-1::control/KBPVZPMGKBZM</td>
<td></td>
</tr>
<tr>
<td>arn:aws:controltower:eu-central-2::control/SSUYGECIPPHT</td>
<td>Israel (Tel Aviv)</td>
<td>arn:aws:controltower:eu-central-2::control/WYZTRLBPOGAB</td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Hyderabad)</td>
<td>arn:aws:controltower:ap-south-2::control/EBHCUHTSNUBCE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middle East (UAE)</td>
<td>arn:aws:controltower:me-central-1::control/OCO3DDRHFTCD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.ACM.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Melbourne)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>southeaast-4::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AUFYBCLSXDIR</td>
</tr>
<tr>
<td>SH.ACM.1</td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SC-28(3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SC-7(16)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Encrypt data in transit</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MBCMJMZJGPLS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>WXFMEMTVLUM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ANXKMBZMHTME</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BUYCUITYPVG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PKBECMZKORWL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MSYJENQMUXJK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>VYLDKRLKKOA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ZKVPMZUWFGJF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BKDZMYWHSGH</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| SH.ACM.2            |           | Encrypt data in transit | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/OESYM3R00XJE  
|                     |           |                    | • US East (Ohio) arn:aws:controltower:us-east-2::control/NJCVUUULHBNH  
|                     |           |                    | • US West (Oregon) arn:aws:controltower:us-west-2::control/DAMNUGW1KMAB  

- **Europe (Stockholm)** arn:aws:controltower:eu-north-1::control/QPVAASCUVYZA  
- **Asia Pacific (Mumbai)** arn:aws:controltower:ap-south-1::control/VPNPOEIUIUSHA  
- **Asia Pacific (Seoul)** arn:aws:controltower:ap-northeast-2::control/TFNTUZCUNKTO  
- **Asia Pacific (Tokyo)** arn:aws:controltower:ap-northeast-1::control/EYLAEGFQRCWO  
- **Europe (Paris)** arn:aws:controltower:eu-west-3::control/E3JKLXXBAEET  
- **South America (São Paulo)** arn:aws:controltower:sa-east-1::control/OWLPOEUWSXFB  
- **US West (N. California)** arn:aws:controltower:us-west-1::control/WRLVGHVNTPDD  

**Funding:** 2472
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/RPNDDGPPSHSBC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/DDIXKRVKEQEL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/JSIQTGMCBGSA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/HSNWRETFPGVZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/PISVJSLLVEXN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/UYLGMFYYL0TX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/RWLRYADXZPUG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/QGYYUHWWAT0QJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/DZWVPPKLYFW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/KBBAURDMUTKQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/RLNQFIYBCUMK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/TZVKBKLRCSA0</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------------------------------------------</td>
<td>------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------</td>
</tr>
<tr>
<td>SH.APIGateway.1</td>
<td>• NIST 800-53 Rev 5 AC-4(26)</td>
<td>• Establish logging and monitoring</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/OOTDCUSIKIZZ</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/YJANVDFZSBQJ</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/TBTRTAXTTOFK</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/DHNNKNPSWPETE</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/PWJUGQAFXGNW</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/AGUZTOXVATMM</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/UEDENVOMHGZD</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/CBNMUENGDKVZ</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/LPNUKHXMNIFL</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.2.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.APIGateway.2</td>
<td>NIST 800-53 Rev 5 AC-17(2)</td>
<td>Encrypt data in transit</td>
<td>US East (N. Virginia) **arn:**aws:controltower:us-east-1::control/MNPVCMDSMYSLZ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>US East (Ohio) **arn:**aws:controltower:us-east-2::control/KPORKNTFQENX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
<td>US West (Oregon) **arn:**aws:controltower:us-west-2::control/YPGHQDSXNTVO</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.APIGateway.2</td>
<td>PCI DSS version 3.2.1 10.3.5</td>
<td></td>
<td>Europe (Stockholm) **arn:**aws:controltower:eu-north-1::control/FVIRYJHPLBKR</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td>Asia Pacific (Mumbai) **arn:**aws:controltower:ap-south-1::control/ YLBGCOIJCWO</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-17(2)</td>
<td></td>
<td>Asia Pacific (Seoul) **arn:**aws:controltower:ap-northeast-2::control/ NWUHBVMMJFVWU</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>Asia Pacific (Tokyo) **arn:**aws:controltower:ap-northeast-1::control/ XGFCWUSCPWB</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
<td>Europe (Paris) **arn:**aws:controltower:eu-west-3::control/ OUDKZHUFMKXZ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td>South America (São Paulo) **arn:**aws:controltower:sa-east-1::control/ LKWQTCVNHYP</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td>US West (N. California) **arn:**aws:controltower:us-west-1::control/ QVXVDPINRLPY</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/FDWKKFDTSZXX</td>
</tr>
<tr>
<td>SC-23(3)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/HCPQXELYLPUTG</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/GCOLOAWADDA</td>
</tr>
<tr>
<td>SC-7(4)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/BBRKQRFKHFNM</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/UADGCPBNJBB5</td>
</tr>
<tr>
<td>SC-8</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/NSPCYNJDBRHH</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/JJLTDNZHJXM</td>
</tr>
<tr>
<td>SC-8(1)</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ZWRPSDCJJTPW</td>
</tr>
<tr>
<td>SC-8(2)</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/RAVQJESQCRW</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/AZWAXOWQMANJ</td>
</tr>
<tr>
<td>SI-7(6)</td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/UOSOHJTHFCO</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1</td>
<td>2.3</td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-east-1::control/EJSPZRWREGJ0</td>
</tr>
<tr>
<td>PCI DSS version 3.2.1</td>
<td>4.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1</td>
<td>8.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------------</td>
<td>----------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| SH.APIGateway.3   | NIST 800-53 Rev 5 CA-7 | • Establish logging and monitoring     | • US West (N. California)  
ar:aws:controltower:us-west-1::control/WHQXJXTFOFWJ                  |
|                   | PCI DSS version 3.2.1 10.1 |                        | • US East (N. Virginia)  
ar:aws:controltower:us-east-1::control/6BBBFBBHUVDX                |
|                   | PCI DSS version 3.2.1 10.2.1 |                        | • US East (Ohio)  
ar:aws:controltower:us-east-2::control/TSNMTDBRMPT               |
|                   | PCI DSS version 3.2.1 10.2.4 |                        | • US West (Oregon)  
ar:aws:controltower:us-west-2::control/LQTFJGDAOWKI               |
|                   | PCI DSS version 3.2.1 10.2.7 |                        | • Canada (Central)  
ar:aws:controltower:ca-central-1::control/XCCMVZSAVCXR           |
|                   | PCI DSS version 3.2.1 10.3.1 |                        | • Asia Pacific (Sydney)  
ar:aws:controltower:ap-southeast-2::control/PMGEOVFNRUWU            |
|                   | PCI DSS version 3.2.1 10.3.2 |                        | • Asia Pacific (Singapore)  
ar:aws:controltower:ap-southeast-1::control/TOGMXHE0YZLH          |
|                   | PCI DSS version 3.2.1 10.3.3 |                        | • Europe (Frankfurt)  
ar:aws:controltower:eu-central-1::control/BXICHCDHLEQ                  |
|                   | PCI DSS version 3.2.1 10.3.4 |                        | • Europe (Ireland)  
ar:aws:controltower:eu-west-1::control/AQCYZGINFNV                    |
|                   | PCI DSS version 3.2.1 10.3.5 |                        | • Europe (London)  
ar:aws:controltower:eu-west-2::control/OELZOKBLNQGJ                  |
<p>|                   | PCI DSS version 3.2.1 10.3.6 |                        |                                                                          |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.APIGateway.4    |           | Protect configurations, Manage vulnerabilities | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/ SJEXUSOXPSPK  
|                    |           |                   | • US East (Ohio) arn:aws:controltower:us-east-2::control/ MEGBFCTBLAPY  
<p>|                    |           |                   | • US West (Oregon) arn:aws:controltower:us-west-2::control/ WGCXWCPMWBV |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/ EZACRQZNMTPK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/ JDOSDYPYPULQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ ASBMSMGXQKPS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ YYWZOFQOQNUG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ HAVZHQBLTYRE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ RRTYUCALLKNM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ ONNVQAVMVKBL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ RXPVPYDQHYM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ CWHOFIFMIUUS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ XIGRNZOUFDKF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ HUHC0ZDVSPFJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ TIJDCFZLPKDU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.APIGateway.5</td>
<td></td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/IDZLZNCEBCDN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/KTVOXDKUCOLS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/ZUWFIOFNKCI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/UHUYXDHUUCFJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/QRFWQMUPBGAL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/YKQIWSPLFMMH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/ICJXNXFNJBBH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/IBHKGKZKMHEJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/CPPQTQSZSOZE</td>
</tr>
</tbody>
</table>

- US West (N. California) arn:aws:controltower:us-west-1::control/LQQFBBKKGQUA
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.APIGateway.8    |           | Use strongauthentication | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/UBJNIPJ3AUP |
|                    |           |                  | • US East (Ohio)  
arn:aws:controltower:us-east-2::control/UQEZDQFEKINS |
|                    |           |                  | • US West (Oregon)  
arn:aws:controltower:us-west-2::control/VOMLOGQ2FVTH |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| • PCI DSS version 3.2.1 7.2.2 | • Canada (Central) arn:aws:controltower:ca-central-1::control/ IESMZIL0LTCP  
• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ AOTXAAIXUZGO  
• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ WGRUYTXBKJPT  
• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ FEMIWYHJXJIR  
• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ APXJLVKOBSEB  
• Europe (London) arn:aws:controltower:eu-west-2::control/ FPBVORGPWAIT  
• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ IUVVYTYANIHU  
• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ LPEGHWXGRWR  
• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ KXMSHTINJODP  
• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ SDTKOAZRPRVU  
• Europe (Paris) arn:aws:controltower:eu-west-3::control/ EXXWwSPFGNML  
• South America (São Paulo) arn:aws:controltower:sa-east-1::control/ JOEIBMZ3MELB |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.APIGateway.9</td>
<td></td>
<td></td>
<td>• Establish logging and monitoring</td>
</tr>
</tbody>
</table>

• NIST 800-53 Rev 5 AC-4(26)
• NIST 800-53 Rev 5 AU-10
• NIST 800-53 Rev 5 AU-12
• NIST 800-53 Rev 5 AU-2
• NIST 800-53 Rev 5 AU-3
• NIST 800-53 Rev 5 AU-6(3)
• NIST 800-53 Rev 5 AU-6(4)
• NIST 800-53 Rev 5 CA-7
• NIST 800-53 Rev 5 SC-7(9)
• NIST 800-53 Rev 5 SI-7(8)
• PCI DSS version 3.2.1 10.1
• PCI DSS version 3.2.1 10.2.1
• PCI DSS version 3.2.1 10.2.4
• PCI DSS version 3.2.1 10.2.7
• PCI DSS version 3.2.1 10.3.1
• PCI DSS version 3.2.1 10.3.2
• PCI DSS version 3.2.1 10.3.3
• PCI DSS version 3.2.1 10.3.4

• US East (N. Virginia)  
  arn:aws:controltower:us-east-1::control/RGZSRLZYXNAM
• US East (Ohio)  
  arn:aws:controltower:us-east-2::control/FBDMHIKAKXYQ
• US West (Oregon)  
  arn:aws:controltower:us-west-2::control/ZNUGCJCJBNYR
• Canada (Central)  
  arn:aws:controltower:ca-central-1::control/YSRNX0SPMPAR
• Asia Pacific (Sydney)  
  arn:aws:controltower:ap-southeast-2::control/XNMGCOKKDRTM
• Asia Pacific (Singapore)  
  arn:aws:controltower:ap-southeast-1::control/HSLYQANZTCLF
• Europe (Frankfurt)  
  arn:aws:controltower:eu-central-1::control/TCUHJQTYQIXF
• Europe (Ireland)  
  arn:aws:controltower:eu-west-1::control/GREKWXLBUMYC
• Europe (London)  
  arn:aws:controltower:eu-west-2::control/HWHLVPIFLLT
### SH.Account.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.Account.1       | • CIS AWS Benchmark 1.4 1.2  
• NIST 800-53 Rev 5 CM-2  
• NIST 800-53 Rev 5 CM-2(2)  
• PCI DSS version 3.2.1 2.2 | • Establish logging and monitoring | • US East (Virginia)  
arn:aws:controltower:us-east-1::control/RYAEGDBVVEZ  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/DDPIKWQKYHY  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/SCHNXFCTFZJG |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Canada (Central)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ca-central-1::control/IBIPKUPTGKCH</code></td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-southeast-2::control/TDCHULZQJYYU</code></td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-southeast-1::control/CLWAFAIJBWU0</code></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td><code>arn:aws:aws:controltower:eu-central-1::control/LOEEHDRVHTKW</code></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-west-1::control/TUJJHFEUQRTD</code></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-west-2::control/PZTQKPPLUJQC</code></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-north-1::control/ACKPBIEHTKJO</code></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-south-1::control/IDEZUGBAFKOT</code></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-2::control/EMCJNTXLMTC5</code></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-1::control/DTwMAHwPBVQX</code></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-west-3::control/KIIMXDNABIMQ</code></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:sa-east-1::control/KQCHSPVLTIWQ</code></td>
</tr>
</tbody>
</table>
### SH.AppSync.5

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| **SH.AppSync.5**    | - NIST 800-53 Rev 5 AC-2(1)  
- NIST 800-53 Rev 5 AC-3  
- NIST 800-53 Rev 5 AC-3(15)  
- NIST 800-53 Rev 5 AC-3(7)  
- NIST 800-53 Rev 5 AC-6  
- PCI DSS version 3.2.1 7.1.1  
- PCI DSS version 3.2.1 7.2.1  
- PCI DSS version 3.2.1 7.2.2 | • Use strong authentication | • **US East (N. Virginia)**  
arn:aws:controltower:us-east-1::control/PCPTBIXTYLEG  
• **US East (Ohio)**  
arn:aws:controltower:us-east-2::control/OSEDLYFBZHCJ  
• **US West (Oregon)**  
arn:aws:controltower:us-west-2::control/QNHLOWOFTLTS  
• **Canada (Central)**  
arn:aws:controltower:ca-central-1::control/KTDSPDIJWYYR  
• **Asia Pacific (Sydney)**  
arn:aws:controltower:ap-southeast-2::control/ZWRDSYASCGBH  
• **Asia Pacific (Singapore)**  
arn:aws:controltower:ap-southeast-1::control/CJZBNRVKKPHC  
• **Europe (Frankfurt)**  
arn:aws:controltower:eu-central-1::control/KJGYSWNIWTPL  
• **Europe (Ireland)**  
arn:aws:controltower:eu-west-1::control/KMXMA5DFBPZC  
• **Europe (London)**  
arn:aws:controltower:eu-west-2::control/WVKDSCRXWSUJ |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.Athena.1</td>
<td></td>
<td>Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ MABMXMDUIFUT</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ CDSTYMRKVCQ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ VIBWIGDEUVRJ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ LRPBTLPEKFLH</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ GALGX3CQPHE0</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ KQTDHCYPENTI</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ CGPDLKQEPXW</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ ULCHPZDTYMP</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/ ILDFGIFJTPOU</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
|                    | • NIST 800-53 Rev 5 SC-7(10) |                   | Canada (Central)  
arn:aws:controltower:ca-central-1::control/STTPACNBPVWU |
|                    | • NIST 800-53 Rev 5 SI-7(6) |                   | Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/AWVBRDFAUVVY |
|                    | • PCI DSS version 3.2.1 3.4 |                   | Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/CTKQUVOALPDZ |
|                    | • PCI DSS version 3.2.1 8.2.1 |                   | Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/SMPSMIXYUVOT |
|                    | |                   | Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/HHBBYUMIQBBF |
|                    | |                   | Europe (London)  
arn:aws:controltower:eu-west-2::control/AADNNDJBLSLRZ |
|                    | |                   | Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/PXFBKFCMXHCH |
|                    | |                   | Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/ZBCVSSZDSNXL |
|                    | |                   | Asia Pacific (Seoul)  
arn:aws:controltower:ap-northeast-2::control/VTFBBDZWLLLW |
|                    | |                   | Asia Pacific (Tokyo)  
arn:aws:controltower:ap-northeast-1::control/LZLJHUKXIPFA |
|                    | |                   | Europe (Paris)  
arn:aws:controltower:eu-west-3::control/TRUSCOEUSLM |
|                    | |                   | South America (São Paulo)  
arn:aws:controltower:saeast-1::control/MANYWTMNERPK |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.AutoScaling.1   | NIST 800-53 Rev 5 CA-7 | Improve availability | US East (N. Virginia)  
ar:n:aws:controltower:us-east-1::control/  
ZWORVQKMSSVN  
US East (Ohio)  
ar:n:aws:controltower:us-east-2::control/  
JQMVONDOPRIM  
US West (Oregon)  
ar:n:aws:controltower:us-west-2::control/  
CCTCKXMLWFDI  
Canada (Central)  
ar:n:aws:controltower:ca-central-1::control/  
IKKVVSEWGLMB  
Asia Pacific (Sydney)  
ar:n:aws:controltower:ap-southeast-2::control/  
HPBROJJRPRQP  
Asia Pacific (Singapore)  
ar:n:aws:controltower:ap-southeast-1::control/  
XDFGVGCIRJGE  
Europe (Frankfurt)  
ar:n:aws:controltower:eu-central-1::control/  
GVPMMLVRGBXZI  
Europe (Ireland)  
ar:n:aws:controltower:eu-west-1::control/  
BVVBNBHSIGXC  
Europe (London)  
ar:n:aws:controltower:eu-west-2::control/  
SZIHWNZUDWBU  
NIST 800-53 Rev 5 CP-2(2)  
NIST 800-53 Rev 5 SI-2  
PCI DSS version 3.2.1  
2.2 |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.AutoScaling.2</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td>Improve availability</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/ WPQFDZGIXEN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-2(2)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ ZBMNAYFMEZY</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-6(2)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ TOSTAVLMCDIG</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-36</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:central-1::control/JXPAOXBTCBUY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/CFQPPPBKHPVE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/DCTOFQWBSSEI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eucentral-1::control/LOJSJXUMYJIP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:europe-west-1::control/PPNROGQXGVMG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:europe-west-2::control/NJMEPCCINGYY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eunorth-1::control/EKZHVNHEEVW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/VFWAYLBRIFYI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/OVEQWNZWUVPE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ESQRNR0JEXVQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:europe-west-3::control/XYTUJNEIX0NA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:saeast-1::control/VXUFUULLLWPE</td>
</tr>
</tbody>
</table>
### SH.AutoScaling.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.AutoScaling.3</td>
<td>• NIST 800-53 Rev 5 AC-3&lt;br&gt;• NIST 800-53 Rev 5 AC-3(15)&lt;br&gt;• NIST 800-53 Rev 5 AC-3(7)&lt;br&gt;• NIST 800-53 Rev 5 AC-6&lt;br&gt;• NIST 800-53 Rev 5 CA-9(1)&lt;br&gt;• NIST 800-53 Rev 5 CM-2&lt;br&gt;• PCI DSS version 3.2.1 7.1.1&lt;br&gt;• PCI DSS version 3.2.1 7.2.1&lt;br&gt;• PCI DSS version 3.2.1 7.2.2</td>
<td>• Protect configurations</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/&lt;br&gt;• US East (Ohio) arn:aws:controltower:us-east-2::control/&lt;br&gt;• US West (Oregon) arn:aws:controltower:us-west-2::control/&lt;br&gt;• Canada (Central) arn:aws:controltower:ca-central-1::control/&lt;br&gt;• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/&lt;br&gt;• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/&lt;br&gt;• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/&lt;br&gt;• Europe (Ireland) arn:aws:controltower:eu-west-1::control/&lt;br&gt;• Europe (London) arn:aws:controltower:eu-west-2::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.AutoScaling.4</td>
<td></td>
<td>Protect configurations</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/IKDSUOXJFKTR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/EMOKDNJXDAOB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/AFMJRQPIACSQ</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.AutoScaling.4</td>
<td></td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/IKDSUOXJFKTR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NIST 800-53 Rev 5 CM-2</td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/EMOKDNJXDAOB</td>
</tr>
<tr>
<td></td>
<td></td>
<td>NIST 800-53 Rev 5 CM-2(2)</td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/AFMJRQPIACSQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td>PCI DSS version 3.2.1 7.1.1</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/CHDIMYUAZQV</td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/HCSOXALINQW</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/DJGIZSCSOQYX</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/HKOBHUBPPUYQ</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/RVRAKQDXGRS</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/YWCELQNXFSYON</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/BEDTHHIFODC</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/HAQJHOURKUHX</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/UZASSMHEBAJH</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/QQJMCIPNOORW</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ESTHQVUTZYVI</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/GTDLBDGYNPFFJ</td>
</tr>
</tbody>
</table>
### Control identifier: SH.AutoScaling.6

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/BVMXDEJASMCA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US East (N. Virginia)</td>
<td>arn:aws:controltower:us-east-1::control/ BTMIFVPUSJBQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US East (Ohio)</td>
<td>arn:aws:controltower:us-east-2::control/ GMGXVALLWEBA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (Oregon)</td>
<td>arn:aws:controltower:us-west-2::control/ OWVWXHTOQSYK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/ ZFZUXSLEGCKV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/ TNSLXHUTKWTZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ HRPNUEA0QJHJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ YVWDSKAJHEJO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ OMRAXEILQAK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ TFXWZSADFWQN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-2(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-6(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Improve availability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
</tbody>
</table>
| SH.AutoScaling.9  |           | Manage vulnerabilities | • US East (N. Virginia)  
ar:n:aws:controltower:us-east-1::control/  
VEIRXQKRRWAP
• US East (Ohio)  
ar:n:aws:controltower:us-east-2::control/  
KKACTCVDRBMF
• US West (Oregon)  
ar:n:aws:controltower:us-west-2::control/  
SKBFDFDSPRTT

- **Europe (Stockholm)**
ar:n:aws:controltower:eu-north-1::control/  
GVTHRBNLZLB
- **Asia Pacific (Mumbai)**
ar:n:aws:controltower:ap-south-1::control/  
NACEEPQFGKZT
- **Asia Pacific (Seoul)**
ar:n:aws:controltower:ap-northeast-2::control/  
WOMTJFIXVURH
- **Asia Pacific (Tokyo)**
ar:n:aws:controltower:ap-northeast-1::control/  
XNJDGLJ0HAMS
- **Europe (Paris)**
ar:n:aws:controltower:eu-west-3::control/  
HXJMEZAVXVYO
- **South America (São Paulo)**
ar:n:aws:controltower:sa-east-1::control/  
LVDJEVJJJMVS
- **US West (N. California)**
ar:n:aws:controltower:us-west-1::control/  
SECDBDYCHCAO

**Control objective**

- **Manage vulnerabilities**

**Control identifier**

- **SH.AutoScaling.9**

**Framework**

- **NIST 800-53 Rev 5 CA-9(1)**
- **NIST 800-53 Rev 5 CM-2**
- **NIST 800-53 Rev 5 CM-2(2)**
- **PCI DSS version 3.2.1 2.2**
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Canada (Central)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/DVIOWWKIFHK</td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/XFPEFWDNOLGH</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/EGWOHKNMPKMI</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/TLYXQULSGYQ</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/TYNABOHYGDXR</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/RIPUYWTZYRU</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/IMDDCNRBWEEN</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/UHHKZSLKXCPG</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/FPOPHNUDJVCH</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/RTZFSTK0XUDD</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/LUSXKLYKRYRGK</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/CDSPFAHUMRCA</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.Autoscaling.5</td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/PEFXRXSTWARS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.Autoscaling.5</td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-21</td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td>arn:aws:controltower:us-east-1::control/QVGJ0LZXDNYY</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td>arn:aws:controltower:us-east-2::control/HLVEDLVEUES</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td>arn:aws:controltower:us-west-2::control/CQYHNDCSDOKU</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td>arn:aws:controltower:ca-central-1::control/IXJDZWZANLK0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td>arn:aws:controltower:ap-southeast-2::control/BRQEJB5GCNRN</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td>arn:aws:controltower:ap-southeast-1::control/IHXGONQFSNTY</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td>arn:aws:controltower:eu-central-1::control/VGDQWYLMCBEM</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 1.3</td>
<td>arn:aws:controltower:eu-west-1::control/EZTDIOMARRWE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td>arn:aws:controltower:eu-west-2::control/NQKPEMKFO2YZ</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.CloudTrail.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Control identifier: SH.CloudTrail.1

- **Framework:**
  - CIS AWS Benchmark 1.4 3.1
  - NIST 800-53 Rev 5 AC-2(4)
  - NIST 800-53 Rev 5 AC-4(26)
  - NIST 800-53 Rev 5 AC-6(9)
  - NIST 800-53 Rev 5 AU-10
  - NIST 800-53 Rev 5 AU-12
- **Control objective:**
  - Establish logging and monitoring
- **Control API identifiers, by Region:**
  - **US East (N. Virginia)**
    - arn:aws:controltower:us-east-1::control/JSPHSKFGKQKQC
  - **US East (Ohio)**
    - arn:aws:controltower:us-east-2::control/KVDJVCPPNKRK
  - **US West (Oregon)**
    - arn:aws:controltower:us-west-2::control/TKEVYJJCXGTI
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controlltowr:ca-central-1::control/RQFYEFHI0OMQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controlltowr:ap-southeast-2::control/JOVYOCPUVBQT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controlltowr:ap-southeast-1::control/MEWHPMWURIBQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controlltowr:eu-central-1::control/PRVEFKIRBUO</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controlltowr:eu-west-1::control/ZSWMQFPNNOS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controlltowr:eu-west-2::control/FBWNWWOPLCWCZ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controlltowr:eu-north-1::control/IEJNYCAPCFWN</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controlltowr:ap-south-1::control/HDXRGASZIBJR</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controlltowr:ap-northeast-2::control/KUZDSXRCMEWW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controlltowr:ap-northeast-1::control/AHVTLUTBIUMB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controlltowr:eu-west-3::control/ZJRGXPXVABV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.2</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controlltowr:sa-east-1::control/LWWMXXCWABFE</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| SH.CloudTrail.2     |           | Encrypt data at rest | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/TCMJVVRYGWOM  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/JAYTWZHKEWRBN  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/YHMCHLVAJGXW  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/AGXOGGHCGR0E  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/RHDAYMWQSNQM  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/GJB5DWACBFQE  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/GDBNBTCDAXFU  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/PNVPPZDHTLDX  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/PLGOVUAZUWPL  
|                    |           |                  | US West (N. California)  
arn:aws:controltower:us-west-1::control/JDZNMEHDKMCK  
|                    | CIS AWS Benchmark 1.4 3.7 |                  |  
|                    | NIST 800-53 Rev 5 AU-9 |                  |  
|                    | NIST 800-53 Rev 5 CA-9(1) |                  |  
|                    | NIST 800-53 Rev 5 CM-3(6) |                  |  
|                    | NIST 800-53 Rev 5 SC-13 |                  |  
|                    | NIST 800-53 Rev 5 SC-28 |                  |  
|                    | NIST 800-53 Rev 5 SC-28(1) |                  |  
|                    | NIST 800-53 Rev 5 SC-7(10) |                  |  
|                    | NIST 800-53 Rev 5 SI-7(6) |                  |  
|                    | PCI DSS version 3.2.1 10.5 |                  |  
|                    | PCI DSS version 3.2.1 10.5.2 |                  |  
|                    | PCI DSS version 3.2.1 2.2 |                  |  
|                    | PCI DSS version 3.2.1 3.4 |                  |  
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### SH.CloudTrail.4

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ BJLEQOVHKVJH</td>
<td>• Protect data integrity</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ BJKTTLYAWQNP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ OESJOHRDGIPI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ OMMCJKBKYGCMK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ QRDXEHXZQVS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ FQYLTXGIK00B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ BWPUAGFKHKF</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.CloudTrail.4</td>
<td>• CIS AWS Benchmark 1.4 3.2</td>
<td>• Protect data integrity</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-7(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-7(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US East (N. Virginia)</td>
<td>arn:aws:controltower:us-east-1::control/ RKRKYSCJXWUGL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US East (Ohio)</td>
<td>arn:aws:controltower:us-east-2::control/ PQRKRAZHNOQQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (Oregon)</td>
<td>arn:aws:controltower:us-west-2::control/ RFTWGBDAOZZG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(7)</td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/JVYZMZLD2DRJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.5</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/RCLUACHBLUEJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 11.5</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/KDJQWFSTFGL</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/BGAHEYWZSK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/OHTOUMXWBFVL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/YMWJQDYNLGYX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/MTOABAOQLNOLDU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/WYQYQDZHOUOMC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/FZYQSNLLCPXQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/SHDOPOLDKXXVQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/DWZLULAUBFFL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/JRGUQUTCBPMN</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>----------------------------</td>
<td>--------------------------------------------------------</td>
<td>-----------------------------------------------------</td>
</tr>
<tr>
<td>SH.CloudTrail.5</td>
<td>• CIS AWS Benchmark 1.4 3.4</td>
<td>• Establish logging and monitoring</td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2(4)</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td>MSSQQOYZRTEE</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td>ZLNHKOHADVEF</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-6(1)</td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td>BGLRJKKRJVM</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-6(5)</td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-7(1)</td>
<td></td>
<td>UHRCNDTKYIUY</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-9(7)</td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td>WRJBWCCGCPA</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-20</td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NZAPCFAUDVSK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MJUAASUPXJO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>UWGSEDVUWTBP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SWwUBFUZIQOR</td>
</tr>
</tbody>
</table>
### SH.CloudTrail.6

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.CloudTrail.6</td>
<td></td>
<td>Enforce least privilege</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CIS AWS Benchmark 1.4 3.3</td>
<td></td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/CYXBBWCLPWPUM</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/JUERNCJWDWDB</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/LTDEQWMOFILJ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td>• NIST 800-53 Rev 5 AU-9</td>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.1</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.1</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
</tr>
</tbody>
</table>
### SH.CodeBuild.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.CodeBuild.1     | • NIST 800-53 Rev 5 SA-3  
                    | • PCI DSS version 3.2.1 6.4.4  
                    | • PCI DSS version 3.2.1 8.2.1 | • Use strong authentication |
|                    | • US East (N. Virginia)  
ar:n:aws:controltower:us-east-1::control/IKRQWXXPRIUG  
|                    | • US East (Ohio)  
ar:n:aws:controltower:us-east-2::control/VTTYJ3LQHCRCRP  
|                    | • US West (Oregon)  
ar:n:aws:controltower:us-west-2::control/QVAROLLMZGOA  
|                    | • Canada (Central)  
ar:n:aws:controltower:ca-central-1::control/SGUSWAWCRFWN  
|                    | • Asia Pacific (Sydney)  
ar:n:aws:controltower:ap-southeast-2::control/0GBNWMEMMNM  
|                    | • Asia Pacific (Singapore)  
ar:n:aws:controltower:ap-southeast-1::control/ECIANAYMRCIX  
|                    | • Europe (Frankfurt)  
ar:n:aws:controltower:eu-central-1::control/G3YCMZXBOOX  
|                    | • Europe (Ireland)  
ar:n:aws:controltower:eu-west-1::control/KAHXKGQNXKH  
|                    | • Europe (London)  
ar:n:aws:controltower:eu-west-2::control/MSIHJHKZRCLN |
### SH.CodeBuild.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.CodeBuild.2</td>
<td>NIST 800-53 Rev 5 IA-5(7)</td>
<td>Use strong authentication</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/SNJCJYKNUBTW</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SA-3</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/NEQISRROQVGV</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/XKWAJFIWDTOW</td>
</tr>
</tbody>
</table>

- **Europe (Stockholm)** arn:aws:controltower:eu-north-1::control/FPFONXHMHQKY
- **Asia Pacific (Mumbai)** arn:aws:controltower:ap-south-1::control/ICYKSDRBZJB0
- **Asia Pacific (Seoul)** arn:aws:controltower:ap-northeast-2::control/TIHGQHSIUQES
- **Asia Pacific (Tokyo)** arn:aws:controltower:ap-northeast-1::control/YDRNRDUTCDVY
- **Europe (Paris)** arn:aws:controltower:eu-west-3::control/MELSCKPSEZZX
- **South America (São Paulo)** arn:aws:controltower:sa-east-1::control/XTQYGBNCAXU
- **US West (N. California)** arn:aws:controltower:us-west-1::control/OEJFUDWRJQWA
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada (Central)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/YUAEVTSMXVYI</td>
</tr>
<tr>
<td>Asia Pacific (Sydney)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/NENDNYMGBAL</td>
</tr>
<tr>
<td>Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/UDLMCNZRQMEI</td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/ZRPUUAKXXYNQ</td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/QSUUNZFUBPXG</td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/AUCSKLFJXSJZ</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/VMUOHSUKEGZY</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/RBONONXLXNLM</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/IHLKDRJWXUHX</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/AMKMYJENQHDH</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/DZSVNXMIBQOH</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/HNGUINPSTYDX</td>
</tr>
</tbody>
</table>
### SH.CodeBuild.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.CodeBuild.3</td>
<td></td>
<td>Encrypt data at rest</td>
<td></td>
</tr>
</tbody>
</table>

- **US East (N. Virginia)**
  arn:aws:controltower:us-east-1::control/PSTQZTBWYCP

- **US East (Ohio)**
  arn:aws:controltower:us-east-2::control/RPWVHXRXWZUU

- **US West (Oregon)**
  arn:aws:controltower:us-west-2::control/FBFYJYXDGJDO

- **Canada (Central)**
  arn:aws:controltower:ca-central-1::control/NZBZRTLNLRHC

- **Asia Pacific (Sydney)**
  arn:aws:controltower:ap-southeast-2::control/HBOJXAIXDHHPV

- **Asia Pacific (Singapore)**
  arn:aws:controltower:ap-southeast-1::control/DMDCAEXHSVYVD

- **Europe (Frankfurt)**
  arn:aws:controltower:eu-central-1::control/FCGGEPJWWZPS

- **Europe (Ireland)**
  arn:aws:controltower:eu-west-1::control/RROQJCOSEBIO

- **Europe (London)**
  arn:aws:controltower:eu-west-2::control/FUI0FBRISQPW
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.CodeBuild.4</td>
<td></td>
<td>• Establish logging and monitoring</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/HQVCCVHGQAZB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/HMIMEZDEFGZN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/RUQCXNAQEOZOB</td>
</tr>
</tbody>
</table>

**Europe (Stockholm)**
arn:aws:controltower:eu-north-1::control/EYHVUBQYCYPW

**Asia Pacific (Mumbai)**
arn:aws:controltower:ap-south-1::control/AGXAYVCMISLI

**Asia Pacific (Seoul)**
arn:aws:controltower:ap-northeast-2::control/EAXVKDLAFMUI

**Asia Pacific (Tokyo)**
arn:aws:controltower:ap-northeast-1::control/CJRJPNDUPVHS

**Europe (Paris)**
arne:aws:controltower:eu-west-3::control/ODQHQAUDEECO

**South America (São Paulo)**
arne:aws:controltower:sa-east-1::control/BYNXOSFMYPZQ

**US West (N. California)**
arne:aws:controltower:us-west-1::control/OQKHMQZTXWKT
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-9(7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Canada (Central)  
arn:aws:controltower:can-central-1::control/KWXNGCKXFPFJ | |  |  |
| • Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/NQSLJQHQTLKU | |  |  |
| • Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/VMCOHQCICISWJ | |  |  |
| • Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/FRTPFQMERZYU | |  |  |
| • Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/ERQRAZACKPRQ | |  |  |
| • Europe (London)  
arn:aws:controltower:eu-west-2::control/KFJKYEFMRMLB | |  |  |
| • Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/RAWBSXYDUPU | |  |  |
| • Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/VZJSHORKBLYN | |  |  |
| • Asia Pacific (Seoul)  
arn:aws:controltower:ap-northeast-2::control/DEBWVFLXAGZI | |  |  |
| • Asia Pacific (Tokyo)  
arn:aws:controltower:ap-northeast-1::control/WWOXVMEZAFHA | |  |  |
| • Europe (Paris)  
arn:aws:controltower:eu-west-3::control/LWFGPAZXPVFV | |  |  |
| • South America (São Paulo)  
arn:aws:controltower:sa-east-1::control/KCHFPNLICCGG | |  |  |
### SH.CodeBuild.5

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.CodeBuild.5</td>
<td>NIST 800-53 Rev 5 AC-2(1)</td>
<td>Enforce least privilege</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/KMMZLEUZMTDU</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/UNCDCNNTDSUE</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ENIPGUAEUXSC</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/HIRXVHWDXNSB</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-5</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/CLWTRMGVZRRH</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(10)</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/EIJPCEIKHZD</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(2)</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/UVNIPDHPSIEL</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/GGIGOXGEKTWZ</td>
</tr>
<tr>
<td></td>
<td>8.2.1</td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/OQLYJKDVWGRQ</td>
</tr>
</tbody>
</table>
### SH.DMS.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.DMS.1</td>
<td></td>
<td></td>
<td>US East (N. Virginia) &lt;br&gt;arn:aws:controltower:us-east-1::control/TJXXNF1K0WSN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio) &lt;br&gt;arn:aws:controltower:us-east-2::control/ TXOKWLNHF0E</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon) &lt;br&gt;arn:aws:controltower:us-west-2::control/ JPRWVQHPQWQX</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>[234x701]</td>
<td>[453x674]</td>
<td>[453x682]</td>
</tr>
<tr>
<td>AC-6</td>
<td>[234x663]</td>
<td>[453x652]</td>
<td>[453x640]</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>[234x649]</td>
<td>[453x627]</td>
<td>[453x615]</td>
</tr>
<tr>
<td>SC-7</td>
<td>[234x638]</td>
<td>[453x604]</td>
<td>[453x593]</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>[234x624]</td>
<td>[453x579]</td>
<td>[453x568]</td>
</tr>
<tr>
<td>SC-7(11)</td>
<td>[234x613]</td>
<td>[453x557]</td>
<td>[453x546]</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>[234x589]</td>
<td>[453x535]</td>
<td>[453x524]</td>
</tr>
<tr>
<td>SC-7(16)</td>
<td>[234x575]</td>
<td>[453x521]</td>
<td>[453x510]</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>[243x514]</td>
<td>[453x500]</td>
<td>[453x489]</td>
</tr>
<tr>
<td>SC-7(20)</td>
<td>[252x525]</td>
<td>[453x475]</td>
<td>[453x464]</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>[266x539]</td>
<td>[453x451]</td>
<td>[453x440]</td>
</tr>
<tr>
<td>SC-7(21)</td>
<td>[278x525]</td>
<td>[453x426]</td>
<td>[453x415]</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>[291x514]</td>
<td>[453x401]</td>
<td>[453x390]</td>
</tr>
<tr>
<td>SC-7(3)</td>
<td>[304x525]</td>
<td>[453x376]</td>
<td>[453x365]</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>[316x514]</td>
<td>[453x351]</td>
<td>[453x340]</td>
</tr>
<tr>
<td>SC-7(4)</td>
<td>[328x525]</td>
<td>[453x326]</td>
<td>[453x315]</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>[340x514]</td>
<td>[453x301]</td>
<td>[453x290]</td>
</tr>
<tr>
<td>SC-7(9)</td>
<td>[352x525]</td>
<td>[453x273]</td>
<td>[453x261]</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>[453x674]</td>
<td>[453x682]</td>
<td>[453x652]</td>
</tr>
<tr>
<td>1.2.1</td>
<td>[453x652]</td>
<td>[453x640]</td>
<td>[453x627]</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>[453x649]</td>
<td>[453x627]</td>
<td>[453x604]</td>
</tr>
<tr>
<td>1.3</td>
<td>[453x627]</td>
<td>[453x604]</td>
<td>[453x579]</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>[453x638]</td>
<td>[453x615]</td>
<td>[453x593]</td>
</tr>
<tr>
<td>1.3.1</td>
<td>[453x615]</td>
<td>[453x593]</td>
<td>[453x557]</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>[453x624]</td>
<td>[453x604]</td>
<td>[453x579]</td>
</tr>
<tr>
<td>1.3.2</td>
<td>[453x604]</td>
<td>[453x579]</td>
<td>[453x557]</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>[453x624]</td>
<td>[453x604]</td>
<td>[453x579]</td>
</tr>
<tr>
<td>1.3.4</td>
<td>[453x604]</td>
<td>[453x579]</td>
<td>[453x557]</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>[453x624]</td>
<td>[453x604]</td>
<td>[453x579]</td>
</tr>
<tr>
<td>1.3.6</td>
<td>[453x604]</td>
<td>[453x579]</td>
<td>[453x557]</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>[453x624]</td>
<td>[453x604]</td>
<td>[453x579]</td>
</tr>
<tr>
<td>2.2.2</td>
<td>[453x604]</td>
<td>[453x579]</td>
<td>[453x557]</td>
</tr>
</tbody>
</table>

- **Canada (Central)**
  arn:aws:controltower:ca-central-1::control/AAJEZEBPCKQN
- **Asia Pacific (Sydney)**
  arn:aws:controltower:ap-southeast-2::control/DHOJQSCKRIQH
- **Asia Pacific (Singapore)**
  arn:aws:controltower:ap-southeast-1::control/PZGUINNSCNTBM
- **Europe (Frankfurt)**
  arn:aws:controltower:eu-central-1::control/UGTQRQUDPFTC
- **Europe (Ireland)**
  arn:aws:controltower:eu-west-1::control/AHUAMECLLHS
- **Europe (London)**
  arn:aws:controltower:eu-west-2::control/UUZLDXFJSJIK
- **Europe (Stockholm)**
  arn:aws:controltower:eu-north-1::control/XSOOILKWTSYF
- **Asia Pacific (Mumbai)**
  arn:aws:controltower:ap-south-1::control/GIDDGAFOUJI
- **Asia Pacific (Seoul)**
  arn:aws:controltower:ap-northeast-2::control/KTKKHLMCBETI
- **Asia Pacific (Tokyo)**
  arn:aws:controltower:ap-northeast-1::control/MIMZFVUEANJV
- **Europe (Paris)**
  arn:aws:controltower:eu-west-3::control/FJWDDHBNJGDS
- **South America (São Paulo)**
  arn:aws:controltower:saeast-1::control/VEFFWEQXYOSJ
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.DMS.9          | • NIST 800-53 Rev 5 AC-4  
|                   | • NIST 800-53 Rev 5 SC-13  
|                   | • NIST 800-53 Rev 5 SC-23  
|                   | • NIST 800-53 Rev 5 SC-23(3)  
|                   | • NIST 800-53 Rev 5 SC-7(4)  
|                   | • NIST 800-53 Rev 5 SC-8  
|                   | • NIST 800-53 Rev 5 SC-8(1)  
|                   | • NIST 800-53 Rev 5 SC-8(2)  
|                   | • PCI DSS version 3.2.1 2.3  
|                   | • PCI DSS version 3.2.1 4.1  
|                   | • PCI DSS version 3.2.1 8.2.1  
|                   | • Encrypt data in transit  
|                   | • US East (N. Virginia)  
|                   | arn:aws:controltower:us-east-1::control/CHJUKRWBZZZI  
|                   | • US East (Ohio)  
|                   | arn:aws:controltower:us-east-2::control/FNOKNMLZKHYT  
|                   | • US West (Oregon)  
|                   | arn:aws:controltower:us-west-2::control/OBODYBXTJMOY  
|                   | • Canada (Central)  
|                   | arn:aws:controltower:ca-central-1::control/HYQQASRNNLKH  
|                   | • Asia Pacific (Sydney)  
|                   | arn:aws:controltower:ap-southeast-2::control/CSLQWAPSNYMD  
|                   | • Asia Pacific (Singapore)  
|                   | arn:aws:controltower:ap-southeast-1::control/GXUWCLHGXXHS  
|                   | • Europe (Frankfurt)  
|                   | arn:aws:controltower:eu-central-1::control/GUDZJBSLRTUM  
|                   | • Europe (Ireland)  
|                   | arn:aws:controltower:eu-west-1::control/ZPKNQJQKZDVA  
|                   | • Europe (London)  
|                   | arn:aws:controltower:eu-west-2::control/WNTXELAFYVQG  

### SH.DocumentDB.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.DocumentDB.3</td>
<td></td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ZMVACKXBOQZS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/HSLNNBLCCHKLM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/AIQPF2TJQ0D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-21</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/JKHVVRTZQZZT</td>
</tr>
<tr>
<td>AC-6</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/WMKHKIOYHNFP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/AHCCQFKRLYDA</td>
</tr>
<tr>
<td>SC-7</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/BQDHWQQBZLT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/KXCDBNHBKTF</td>
</tr>
<tr>
<td>SC-7(20)</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/QHSRCZJYABUCQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/GAVMNOAPGIO</td>
</tr>
<tr>
<td>SC-7(21)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ZGFVWYFZCTDX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/JVHTNANJBMDS</td>
</tr>
<tr>
<td>SC-7(16)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/KAACGTYKENKG</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/EIPKRMQFDFW</td>
</tr>
<tr>
<td>SC-7(3)</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:saeast-1::control/SPJOGWICINEF</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC-7(11)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.2.1</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/JKHVVRTZQZZT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.3</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/WMKHKIOYHNFP</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.3.1</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/AHCCQFKRLYDA</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.3.2</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/BQDHWQQBZLT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.3.4</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/KXCDBNHBKTF</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.3.6</td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/QHSRCZJYABUCQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>2.2.2</td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/GAVMNOAPGIO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.2.1</td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ZGFVWYFZCTDX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.3</td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/JVHTNANJBMDS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.3.1</td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/KAACGTYKENKG</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.3.2</td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/EIPKRMQFDFW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>1.3.4</td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:saeast-1::control/SPJOGWICINEF</td>
</tr>
</tbody>
</table>
### Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
SH.DynamoDB.1 | • NIST 800-53 Rev 5 CP-10  
• NIST 800-53 Rev 5 CP-2(2)  
• NIST 800-53 Rev 5 CP-6(2)  
• NIST 800-53 Rev 5 SC-36  
• NIST 800-53 Rev 5 SC-5(2)  
• NIST 800-53 Rev 5 SI-13(5) | • Improve availability | • US East (N. Virginia)  
ar:n:aws:controltower:us-east-1::control/  
XQGJDGQQKGCX  
• US East (Ohio)  
ar:n:aws:controltower:us-east-2::control/  
RIGUODEZBEMB  
• US West (Oregon)  
ar:n:aws:controltower:us-west-2::control/  
SQFKXDJCSXNS  
• Canada (Central)  
ar:n:aws:controltower:ca-central-1::control/  
BPAFLCPHAROG  
• Asia Pacific (Sydney)  
ar:n:aws:controltower:ap-southeast-2::control/  
ZZTZVYPQVDAK  
• Asia Pacific  
(Singapore)  
ar:n:aws:controltower:ap-southeast-1::control/  
URWYQJCVIFQK  
• Europe (Frankfurt)  
ar:n:aws:controltower:eu-central-1::control/  
QCECBBYGHGJFX  
• Europe (Ireland)  
ar:n:aws:controltower:eu-west-1::control/  
PEJTXAOQKYK  
• Europe (London)  
ar:n:aws:controltower:eu-west-2::control/  
EKJWCMKKGILMM
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.DynamoDB.2       |           | Improve resiliency | • **US East (N. Virginia)**  
  arn:aws:controltower:us-east-1::control/ITCPEFZTGMOG  
  • **US East (Ohio)**  
  arn:aws:controltower:us-east-2::control/HKFSWAKSTGQF  
  • **US West (Oregon)**  
  arn:aws:aws:controltower:us-west-2::control/QKJWJTLZAEH |
|                    |           |                   | • **Europe (Stockholm)**  
  arn:aws:controltower:eu-north-1::control/SMOVILGCYEMT  
  • **Asia Pacific (Mumbai)**  
  arn:aws:controltower:ap-south-1::control/AFPOMTIBACAS  
  • **Asia Pacific (Seoul)**  
  arn:aws:controltower:ap-northeast-2::control/BEJCXBYYMQVAJ  
  • **Asia Pacific (Tokyo)**  
  arn:aws:controltower:ap-northeast-1::control/XNMEOWFBWSUT  
  • **Europe (Paris)**  
  arn:aws:controltower:eu-west-3::control/ATQHGWQRVYVZ  
  • **South America (São Paulo)**  
  arn:aws:controltower:sa-east-1::control/YWDDVTHCZASI  
  • **US West (N. California)**  
  arn:aws:controltower:us-west-1::control/EKZBBLXTMJQR |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| • NIST 800-53 Rev 5 SI-13(5)  
• PCI DSS version 3.2.1 3.1 |  |  | • Canada (Central)  
arn:aws:controltower:ca-central-1::control/LEFDCDBLZGBP  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/SCPPKINQMZAF  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/LVADITNDSYBI  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/YSIWDENUULVGH  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/QJRPWNBCTHUF  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/LAXIOZREATEL  
• Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/JKHWOVILEAIY  
• Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/LAWQMOXHJYFR  
• Asia Pacific (Seoul)  
arn:aws:controltower:ap-northeast-2::control/EUJYQYTHQHZ  
• Asia Pacific (Tokyo)  
arn:aws:controltower:ap-northeast-1::control/ELRZAXWJYGNK  
• Europe (Paris)  
arn:aws:controltower:eu-west-3::control/URJSZMBWZPK  
• South America (São Paulo)  
arn:aws:controltower:sa-east-1::control/EVCIVOSOHSM
## SH.DynamoDB.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.DynamoDB.3      |           | Encrypt data at rest | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/IMLSFCKTXCBG  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/AJAILPVTXLOK  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/VPKJJQGPZEH  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/HZUVKONSUUYX  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/NJASDOEDZ2UE  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/VYIIVEBIDCW  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/QCOJTUQG2KE  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/EGNSOWEVS8B  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/NMOWQDRNKDI |

- NIST 800-53 Rev 5 CA-9(1)  
- NIST 800-53 Rev 5 CM-3(6)  
- NIST 800-53 Rev 5 SC-13  
- NIST 800-53 Rev 5 SC-28  
- NIST 800-53 Rev 5 SC-28(1)  
- NIST 800-53 Rev 5 SC-7(10)  
- NIST 800-53 Rev 5 SI-7(6)  
- PCI DSS version 3.2.1 3.4
Control identifier | Framework | Control objective | Control API identifiers, by Region
---|---|---|---
**SH.EC2.1**

- **Europe (Stockholm)**
  arn:aws:controltower:eu-north-1::control/SJFVJFYIXZJF
- **Asia Pacific (Mumbai)**
  arn:aws:controltower:ap-south-1::control/TEFXANOXFVRK
- **Asia Pacific (Seoul)**
  arn:aws:controltower:ap-northeast-2::control/YAJUTGHZORVU
- **Asia Pacific (Tokyo)**
  arn:aws:controltower:ap-northeast-1::control/QIDTEJQLUHJL
- **Europe (Paris)**
  arn:aws:controltower:eu-west-3::control/YVWIXUILMDIT
- **South America (São Paulo)**
  arn:aws:controltower:sa-east-1::control/UBDGKEJJRJEZ
- **US West (N. California)**
  arn:aws:controltower:us-west-1::control/FURDEVJLKLKR

**Control identifier** | **Framework** | **Control objective** | **Control API identifiers, by Region**
---|---|---|---
SH.EC2.1 | • NIST 800-53 Rev 5 AC-21
• NIST 800-53 Rev 5 AC-3
• NIST 800-53 Rev 5 AC-3(7)
• NIST 800-53 Rev 5 AC-4
• NIST 800-53 Rev 5 AC-4(21) | • Enforce least privilege
• Limit network access | • **US East (N. Virginia)**
  arn:aws:controltower:us-east-1::control/FKQAQCYRILAK
• **US East (Ohio)**
  arn:aws:controltower:us-east-2::control/GFOMMTLUCZR
• **US West (Oregon)**
  arn:aws:controltower:us-west-2::control/TKXNMRFIMBEQ
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ZPHSVMVQOEUE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/QNCIIIXXDITV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/BCQIYFJGXXZ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/TTSVJOMQQLTN</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-7</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/UBCGK00RFCMO</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-8(1)</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/XQBHIQWMXT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/YXTTLZPXPSK</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/DCYWB5WPHAL5</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/VHSRRHUYSMZF</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/FLYKUCWHEFPS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/FBQFDKYYSYJIV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/OXADCZVJFRQW</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>SH.EC2.10</td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td>Limit network access</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/VAUYZRKDC0K0Y</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/TQGKBSIQQTVJE</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/XZPDCDQQVUK</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/YUTCRRLVWEDL</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/CMHFRDIISEAB</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ZRINADVUBTHV</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/PIVIHIALZUGQ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/LQALWXYDGYGTC</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### SH.EC2.15

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.EC2.15          | NIST 800-53 Rev 5 AC-21            | Limit network access        | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/RJQGGVJZEBLT                                                                 |
|                    | NIST 800-53 Rev 5 AC-3             |                             | • US East (Ohio)  
arn:aws:controltower:us-east-2::control/ULHSISJQFEQF                                                                 |
|                    | NIST 800-53 Rev 5 AC-3(7)          |                             | • US West (Oregon)  
arn:aws:controltower:us-west-2::control/JSFKRLFHAKSN                                                                 |
<p>|                    | NIST 800-53 Rev 5 AC-4             |                             |                                                                                                     |
|                    | NIST 800-53 Rev 5 AC-4(21)         |                             |                                                                                                     |
|                    | NIST 800-53 Rev 5 AC-6             |                             |                                                                                                     |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td>• Canada (Central)</td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/JNIOFIQSINQA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/VSUCWLVQVQLDF</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/FMFHQRLLYTFU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td>• Europe (Frankfurt)</td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/DUHHRMNTZCW</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td>• Europe (Ireland)</td>
<td></td>
<td>arn:aws:controltower:europe-west-1::control/DJQXFSKNOMLU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td>• Europe (London)</td>
<td></td>
<td>arn:aws:controltower:europe-west-2::control/YZCNTHFDJZSH</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td>• Europe (Stockholm)</td>
<td></td>
<td>arn:aws:controltower:europe-north-1::control/KUWHVRCLOYJQB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/LHYYJCBFCXSE</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/HDFINDBXXRQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/NBJEXIHGIXES</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td>• Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:europe-west-3::control/EIQBRXFUPGMQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:south-america-east-1::control/QWARLTYJMMMAA</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>SH.EC2.16</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.EC2.16</td>
<td>• NIST 800-53 Rev 5 CM-8(1)</td>
<td>• Protect configurations</td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.4</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/LITUIAJFCNLG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/QBSUZZBZQGLT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/PBGUIXCOFNFC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/JOQQKGOKQTZN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/EVNHPWACQMEA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/DSMIAZVJBJYE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/KXJKNJ3EDTXLK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/HOTICCOJPJRK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/NRMUBCVGQCZX</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>------------------------------------</td>
</tr>
</tbody>
</table>
| SH.EC2.17          |           |                  | • Europe (Stockholm)  
|                    |           |                  | arn:aws:controltower:eu-north-1::control/UKRQRKXRAMKT  
|                    |           |                  | • Asia Pacific (Mumbai)  
|                    |           |                  | arn:aws:controltower:ap-south-1::control/WHQJLT00NSGH  
|                    |           |                  | • Asia Pacific (Seoul)  
|                    |           |                  | arn:aws:controltower:ap-northeast-2::control/UNXYUHCHQWYQ  
|                    |           |                  | • Asia Pacific (Tokyo)  
|                    |           |                  | arn:aws:controltower:ap-northeast-1::control/EHGVCKQGQMI  
|                    |           |                  | • Europe (Paris)  
|                    |           |                  | arn:aws:controltower:eu-west-3::control/DROYTLJVMLBR  
|                    |           |                  | • South America (São Paulo)  
|                    |           |                  | arn:aws:controltower:sa-east-1::control/SSWLJOJKA0LL  
|                    |           |                  | • US West (N. California)  
|                    |           |                  | arn:aws:controltower:us-west-1::control/GDAEWNRGJIWZ  

### SH.EC2.17

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.EC2.17          |           |                  | • US East (N. Virginia)  
|                    |           |                  | arn:aws:controltower:us-east-1::control/ODNGXSKYGCAN  
|                    |           |                  | • US East (Ohio)  
|                    |           |                  | arn:aws:controltower:us-east-2::control/GDSOIWYATGNN  
|                    |           |                  | • US West (Oregon)  
|                    |           |                  | arn:aws:controltower:us-west-2::control/DEEWSUBUCMPE  

• NIST 800-53 Rev 5 AC-4(21)  
• PCI DSS version 3.2.1 2.2  
• Limit network access
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| • **Canada (Central)**  
  arn:aws:controltower:ca-central-1::control/HPCENFR0XVMO | | | |
| • **Asia Pacific (Sydney)**  
  arn:aws:controltower:ap-southeast-2::control/LWYOJLPCBZPK | | | |
| • **Asia Pacific (Singapore)**  
  arn:aws:controltower:ap-southeast-1::control/HETFYOGBFWSA | | | |
| • **Europe (Frankfurt)**  
  arn:aws:controltower:eu-central-1::control/VRWUTNMJEXZW | | | |
| • **Europe (Ireland)**  
  arn:aws:controltower:eu-west-1::control/XGPQWTPUGBBB | | | |
| • **Europe (London)**  
  arn:aws:controltower:eu-west-2::control/HJJLJNYZLCKN | | | |
| • **Europe (Stockholm)**  
  arn:aws:controltower:eu-north-1::control/NFPERWALALZI | | | |
| • **Asia Pacific (Mumbai)**  
  arn:aws:controltower:ap-south-1::control/SLCEEBHVJDJFI | | | |
| • **Asia Pacific (Seoul)**  
  arn:aws:controltower:ap-northeast-2::control/WXFFLHKVJHMT | | | |
| • **Asia Pacific (Tokyo)**  
  arn:aws:controltower:ap-northeast-1::control/URWTJDZBOHEP | | | |
| • **Europe (Paris)**  
  arn:aws:controltower:eu-west-3::control/ZQARMQCQAPSWW | | | |
| • **South America (São Paulo)**  
  arn:aws:controltower:sa-east-1::control/FAADSZJAEWQP | | | |
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### SH.EC2.18

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.EC2.18</td>
<td></td>
</tr>
</tbody>
</table>

#### Control objectives
- Limit network access
- Enforce least privilege

#### Control API identifiers, by Region
- **US West (N. California)**
  arn:aws:controltower:us-west-1::control/UELUSCFFFWQBU
- **US East (N. Virginia)**
  arn:aws:controltower:us-east-1::control/BKEEVLXJ0IZI
- **US East (Ohio)**
  arn:aws:controltower:us-east-2::control/VFZNFXKWKO
- **US West (Oregon)**
  arn:aws:controltower:us-west-2::control/USRKPTPFWXB
- **Canada (Central)**
  arn:aws:controltower:ca-central-1::control/KEIKZYHHGWJS
- **Asia Pacific (Sydney)**
  arn:aws:controltower:ap-southeast-2::control/UPVTHTZVSLWE
- **Asia Pacific (Singapore)**
  arn:aws:controltower:ap-southeast-1::control/DCMKUVKUGLN
- **Europe (Frankfurt)**
  arn:aws:controltower:eu-central-1::control/BTPGDLJBAMQH
- **Europe (Ireland)**
  arn:aws:controltower:eu-west-1::control/VQQNYOUTJQTV
- **Europe (London)**
  arn:aws:controltower:eu-west-2::control/KZWNXDXYBTQY
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.EC2.19          |            | Limit network access | US East (N. Virginia)
|                    |            |                   |        arn:aws:controltower:us-east-1::control/KTVMUAUBZMOK |
|                    |            |                   | US East (Ohio)
|                    |            |                   |        arn:aws:controltower:us-east-2::control/QUNSRZSYEABZ |
|                    |            |                   | US West (Oregon)
|                    |            |                   |        arn:aws:controltower:us-west-2::control/QMYR1RVYDWC |

- Europe (Stockholm)
  arn:aws:controltower:eu-north-1::control/KFLXJOLWUWRB
- Asia Pacific (Mumbai)
  arn:aws:controltower:ap-south-1::control/CMOVKNTIMG0H
- Asia Pacific (Seoul)
  arn:aws:controltower:ap-northeast-2::control/PULYBIGQAMIU
- Asia Pacific (Tokyo)
  arn:aws:controltower:ap-northeast-1::control/WUKBMIWHTCEY
- Europe (Paris)
  arn:aws:controltower:eu-west-3::control/VDINNRTBMHLR
- South America (São Paulo)
  arn:aws:controltower:sa-east-1::control/JRKGCRIFEMDN
- US West (N. California)
  arn:aws:controltower:us-west-1::control/XYCETKWSMKJE

- CIS AWS Benchmark 1.4 5.2
- NIST 800-53 Rev 5 AC-4
- NIST 800-53 Rev 5 AC-4(21)
- NIST 800-53 Rev 5 CA-9(1)
- NIST 800-53 Rev 5 CM-2
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/FQHRPTPPXKUX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-7</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/SQJOUZGFKZPV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/KEGFOACYSZL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/BZIXCRFOIRCT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/NRXPLWHAEIFY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/FMQRKULNUDA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/SQREUYUVCPSA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(5)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/VYOUBCPPBFTY</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/OSTTYVZPAKB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/IKDBYKSLBFCO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/UUDRZYGIGXK</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/UHFTWFYBFECZ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.EC2.2</td>
<td>• CIS AWS Benchmark 1.4 5.1</td>
<td>• Limit network access</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ CBXAVYGTSPR</td>
</tr>
<tr>
<td></td>
<td>• CIS AWS Benchmark 1.4 5.3</td>
<td>• Enforce least privilege</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ TWIVJPDMMHYR</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-21</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ MVCYHCJCHKQ</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ ARHTHRDLRMOZS</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ RDJYZGXFHYUE</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ FXJGCOYWIZGN</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ GNOQGMZQQKDC</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ TPTBSUKLHYNV</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ YXDRBSXGLSYA</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-8(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CP-10</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CP-6(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-36</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.EC2.20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/FWYHQCQTNVNT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/HRILSVBGXGGB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/YPREQIUJHSSEG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/XKATTEDRNKXM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/TDDOHOTFIXLP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/SUPDKRQ3NDKG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/FYKFHCWIP2EZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-6(2)</td>
<td>• NIST 800-53 Rev 5 SC-36</td>
<td>east-1::control/ SYKJWOLYPQAG</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ TCELFANHENOF</td>
<td></td>
</tr>
<tr>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ KLGUNNBLXGKP</td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ XSSLFGGJDHRI</td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ IXQPOKDTASVW</td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ RIZXCMZ2ENJK</td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ RNARDQXVMPD</td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ QKHKXOCLKMPH</td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ QQIFUCSRRDDNN</td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ WIULDPIAKWSU</td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ ODPVIBBCEMVZ</td>
<td></td>
</tr>
</tbody>
</table>
| • Asia Pacific (Tokyo) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.EC2.21          |           |   Limit network access | • US East (N. Virginia) <br> arn:aws:controltower:us-east-1::control/AVYCVZQFCQNU <br> • US East (Ohio) <br> arn:aws:controltower:us-east-2::control/PCTQSZLBOZMZ <br> • US West (Oregon) <br> arn:aws:controltower:us-west-2::control/DZFVOUZQSVYE <br> • Canada (Central) <br> arn:aws:controltower:ca-central-1::control/KMVIVYSEGFWX <br> • Asia Pacific (Sydney) <br> arn:aws:controltower:ap-southeast-2::control/YLOHXVLEFUBG <br> • Asia Pacific (Singapore) <br> arn:aws:controltower:ap-southeast-1::control/LQNNHNWZOCVA <br> • Europe (Frankfurt) <br> arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.EC2.22</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Control identifier SH.EC2.22

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.EC2.22</td>
<td>NIST 800-53 Rev 5 CM-8(1)</td>
<td>Protect configurations</td>
<td>US East (N. Virginia) arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 2.2  PCI DSS version 3.2.1 2.4 | • Limit network access | east-1::control/ DKOGNVMOVXDM  
US East (Ohio)  
arn:aws:controltower:us-east-2::control/ ZIDBSURCQSXP  
US West (Oregon)  
arn:aws:controltower:us-west-2::control/ SPMPWQSGOLSG  
Canada (Central)  
arn:aws:controltower:ca-central-1::control/ AHMNFXCLBAVD  
Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/ AJFFKKXRAFMIB  
Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/ POVUMUFWGDAQ  
Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/ WDLHCVPRLKUZ  
Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/ SQHQBAAOKFRN  
Europe (London)  
arn:aws:controltower:eu-west-2::control/ WNSAWPPAROTB  
Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/ COFGIGMLJYOQ  
Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/ YSMQIQVOSFYA  
Asia Pacific (Seoul)  
arn:aws:controltower:ap-northeast-2::control/ LPKINEKDDRBM  
Asia Pacific (Tokyo)  
arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.EC2.23          |           | Limit network access | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/RHHFSXUVOLEM  
|                    |           |                  | • US East (Ohio) arn:aws:controltower:us-east-2::control/QBRSVXZPDEVQ  
|                    |           |                  | • US West (Oregon) arn:aws:controltower:us-west-2::control/NRTOUZZSTMBL  
|                    |           |                  | • Canada (Central) arn:aws:controltower:ca-central-1::control/UQZLLSOWWAAT  
|                    |           |                  | • Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/QKRVRHRZEHOZZ  
|                    |           |                  | • Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/HOMZIRWCSWU  
|                    |           |                  | • Europe (Frankfurt) arn:aws:controltower:eu- |

SH.EC2.23

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.EC2.23          |           |                  | • Europe (Paris) arn:aws:controltower:eu-west-3::control/OKAMDKPODGVH  
|                    |           |                  | • South America (São Paulo) arn:aws:controltower:sa-east-1::control/DOWAGDSRKWQT  
|                    |           |                  | • US West (N. California) arn:aws:controltower:us-west-1::control/MEQBNWFTEFWIE  
|                    |           |                  | • limit network access  
|                    |           |                  | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/RHHFSXUVOLEM  
|                    |           |                  | • US East (Ohio) arn:aws:controltower:us-east-2::control/QBRSVXZPDEVQ  
|                    |           |                  | • US West (Oregon) arn:aws:controltower:us-west-2::control/NRTOUZZSTMBL  
|                    |           |                  | • Canada (Central) arn:aws:controltower:ca-central-1::control/UQZLLSOWWAAT  
|                    |           |                  | • Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/QKRVRHRZEHOZZ  
|                    |           |                  | • Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/HOMZIRWCSWU  
<p>|                    |           |                  | • Europe (Frankfurt) arn:aws:controltower:eu- |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.EC2.25</td>
<td></td>
<td></td>
<td>central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>QFT66FGWTDTI</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>OVJ6VTKPMGPG</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RZAYURLGLITJ</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>YCLKRCLZPSAK</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/</td>
</tr>
<tr>
<td>(Mumbai)</td>
<td></td>
<td></td>
<td>MPTUHRDKCFSO</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
</tr>
<tr>
<td>(Seoul)</td>
<td></td>
<td></td>
<td>JHWDNMKPAYRK</td>
</tr>
<tr>
<td>• Asia Pacific</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
</tr>
<tr>
<td>(Tokyo)</td>
<td></td>
<td></td>
<td>QFKXMWQYOSLE</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MKP0INBPVJ3P</td>
</tr>
<tr>
<td>• South America</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/</td>
</tr>
<tr>
<td>(São Paulo)</td>
<td></td>
<td></td>
<td>EBHYPMTFLIHR</td>
</tr>
<tr>
<td>• US West (N.</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td>TROVUNZNPSAT</td>
</tr>
</tbody>
</table>

**SH.EC2.25**

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.EC2.25</td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Limit network access</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td></td>
<td>east-1::control/YCRFUQNWQOGOU</td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **US East (Ohio)**
  - arn:aws:controltower:us-east-2::control/KPVGGAGMRUAT

- **US West (Oregon)**
  - arn:aws:controltower:us-west-2::control/FYFOMAKXJRNV

- **Canada (Central)**
  - arn:aws:controltower:ca-central-1::control/GGJFODCQQCED

- **Asia Pacific (Sydney)**
  - arn:aws:controltower:ap-southeast-2::control/QRHEHTVORUEM

- **Asia Pacific (Singapore)**
  - arn:aws:controltower:ap-southeast-1::control/NSCQQNUEXPIM

- **Europe (Frankfurt)**
  - arn:aws:controltower:eu-central-1::control/VUWLCAOPMGSK

- **Europe (Ireland)**
  - arn:aws:controltower:eu-west-1::control/LKSBZRZVHPVM

- **Europe (London)**
  - arn:aws:controltower:eu-west-2::control/KCCULCTGPQQU

- **Europe (Stockholm)**
  - arn:aws:controltower:eu-north-1::control/EXZUBEASRXGZ

- **Asia Pacific (Mumbai)**
  - arn:aws:controltower:ap-south-1::control/UXLJDHFLBJUT

- **Asia Pacific (Seoul)**
  - arn:aws:controltower:ap-northeast-2::control/ZLOKQIGTIIHD

- **Asia Pacific (Tokyo)**
  - arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.EC2.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td>Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ GPEXDJMATYQR</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ MAVIODWNGFU</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ LUVWJGJMGGN</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ IERYBL3BRQTUY</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ QJPFHYYTIDF</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ CXPQSIURAETB</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Encrypt data at rest</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td>Encrypt data at rest</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td>Encrypt data at rest</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td>Encrypt data at rest</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td>Encrypt data at rest</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td>Encrypt data at rest</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td>Encrypt data at rest</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td>Encrypt data at rest</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>Encrypt data at rest</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 3.4</td>
<td>Encrypt data at rest</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td>Encrypt data at rest</td>
<td></td>
</tr>
</tbody>
</table>
Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
SH.EC2.4 | NIST 800-53 Rev 5 CA-9(1) | Optimize costs | US East (N. Virginia) arn:aws:controltower:us-east-1::control/OPFUDJAJJEQG
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>east-1::control/GTXSQEJWOBFI</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/CVCROVPNPPPCG</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.4</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/FICBNNTRAXTL</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/KWVQHYVRNDNF</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.4</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/TWWDQASEKNNOR</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/YPHZLBGOPEEF</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.4</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/RJYQZKDGPPZ0</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/EJXFSQMOBAU</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.4</td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/MKJYAFFLOUTW</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/SVYLMDWLNEDS</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.4</td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/FTPNAYEWDTJT</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/QVKVKMNHBRCV</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.4</td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| SH.EC2.6           | • CIS AWS Benchmark 1.4 3.9  
• NIST 800-53 Rev 5 AC-4(26)  
• NIST 800-53 Rev 5 AU-12  
• NIST 800-53 Rev 5 AU-2  
• NIST 800-53 Rev 5 AU-3  
• NIST 800-53 Rev 5 AU-6(3)  
• NIST 800-53 Rev 5 CA-7  
• NIST 800-53 Rev 5 SI-7(8)  
• PCI DSS version 3.2.1 10.1  
• PCI DSS version 3.2.1 10.3.1  
• PCI DSS version 3.2.1 10.3.2 | • Establish logging and monitoring | • US East (N. Virginia)  
an:aws:controltower:us-east-1::control/  
BEERYZGSRRAZM  
• US East (Ohio)  
an:aws:controltower:us-east-2::control/  
KGITVPNAAWRN  
• US West (Oregon)  
an:aws:controltower:us-west-2::control/  
PDPQDRNNNTZOK  
• Canada (Central)  
an:aws:controltower:can-central-1::control/  
OKZLDNISDVIX  
• Asia Pacific (Sydney)  
an:aws:controltower:ap-southeast-2::control/  
NZTMIPSZHEMV  
• Asia Pacific (Singapore)  
an:aws:controltower:ap-southeast-1::control/  
C0KPYG6ATQFC  
• Europe (Frankfurt)  
an:aws:controltower:europe-central-1::control/  
SJSJ065ZKJQ
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.EC2.7</td>
<td></td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia) arn:aws:controltower:us-west-1::control/ UJGZYPQ3ITPC</td>
</tr>
</tbody>
</table>

SH.EC2.7

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.EC2.7</td>
<td>CIS AWS Benchmark 1.4 2.2.1</td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia) arn:aws:controltower:us-west-1::control/ UJGZYPQ3ITPC</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td></td>
<td>east-1::control/AIOQAEVYZWFE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/OYKQLAORAIBS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/JONOVBLPBWAW</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/XGNQTADZLIOK</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/KOPZMCROGHHM</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ROKMSCRMLKWF</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/NYJHLLLGLJNVL</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ILUNFEJNBVLU</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/FHAGCBGOFCZO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/KXOHMXGPWJQZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/YGQDRTWXYLOX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/PPUMEARUOMA5</td>
</tr>
</tbody>
</table>
| | | | Asia Pacific (Tokyo) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.EC2.9</td>
<td></td>
<td></td>
<td>central-1::control/EPCOXJUHAMZG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/HBOYAMQJY2KC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/YQTWNPRSUPZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/EVQZCKSCDYBU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/BICIOKSBGCME</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/WENMEHKVCFXE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ZTLTQYUVGVM0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/LFDVAAXJLZNB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/IINOISFTCCHY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/DUWQHNJEQKNS</td>
</tr>
</tbody>
</table>

**SH.EC2.9**

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.EC2.9</td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Limit network access</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/YYYYYMMDDHOURMINSEC</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td>east-1::control/</td>
<td>east-1::control/</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td>MINKV0GPJARR</td>
<td>MINKV0GPJARR</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td>US East (Ohio)</td>
<td>US East (Ohio)</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td>US West (Oregon)</td>
<td>US West (Oregon)</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td>Canada (Central)</td>
<td>Canada (Central)</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td>arn:aws:controltower:ca-central-1::control/ XPJJCAOJDFWB</td>
<td>arn:aws:controltower:ca-central-1::control/ XPJJCAOJDFWB</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td>Asia Pacific (Sydney)</td>
<td>Asia Pacific (Sydney)</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td>Asia Pacific (Singapore)</td>
<td>Asia Pacific (Singapore)</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ WRLCL35DRMTG</td>
<td>arn:aws:controltower:ap-southeast-1::control/ WRLCL35DRMTG</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td>Europe (Frankfurt)</td>
<td>Europe (Frankfurt)</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td>arn:aws:controltower:eu-central-1::control/ DWBLDYSTZIZJ</td>
<td>arn:aws:controltower:eu-central-1::control/ DWBLDYSTZIZJ</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td>Europe (Ireland)</td>
<td>Europe (Ireland)</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td>arn:aws:controltower:eu-west-1::control/ GAVOLJ6JIJLI</td>
<td>arn:aws:controltower:eu-west-1::control/ GAVOLJ6JIJLI</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td>Europe (London)</td>
<td>Europe (London)</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>arn:aws:controltower:eu-west-2::control/ JQNYRJPWYEUN</td>
<td>arn:aws:controltower:eu-west-2::control/ JQNYRJPWYEUN</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td>Europe (Stockholm)</td>
<td>Europe (Stockholm)</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td>arn:aws:controltower:eu-north-1::control/ GDLDQWNBTZSC</td>
<td>arn:aws:controltower:eu-north-1::control/ GDLDQWNBTZSC</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td>Asia Pacific (Mumbai)</td>
<td>Asia Pacific (Mumbai)</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td>arn:aws:controltower:ap-south-1::control/ DJYJF3KFZGNB</td>
<td>arn:aws:controltower:ap-south-1::control/ DJYJF3KFZGNB</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td>Asia Pacific (Seoul)</td>
<td>Asia Pacific (Seoul)</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td>arn:aws:controltower:ap-northeast-2::control/ EXUUYFZGYJTSR</td>
<td>arn:aws:controltower:ap-northeast-2::control/ EXUUYFZGYJTSR</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td>Asia Pacific (Tokyo)</td>
<td>Asia Pacific (Tokyo)</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td>arn:aws:controltower:ap-northeast-1::control/ DJYJF3KFZGNB</td>
<td>arn:aws:controltower:ap-northeast-1::control/ DJYJF3KFZGNB</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.ECR.1           |                         | Manage vulnerabilities                  | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/ 
OZQOTZVQZUXUY           |
|                    |                         |                                        | • US East (Ohio)     
arn:aws:controltower:us-east-2::control/ 
JQCJORMCEUT             |
|                    |                         |                                        | • US West (Oregon)   
arn:aws:controltower:us-west-2::control/ 
LIWRSKLRMDWEW            |
|                    |                         |                                        | • Canada (Central)   
arn:aws:controltower:ca-central-1::control/ 
VJWDDVTKMDLE             |
|                    |                         |                                        | • Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/ 
KTMZ00LGTWJX             |
|                    |                         |                                        | • Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/ 
DISETFBTHBO              |
|                    |                         |                                        | • Europe (Frankfurt)  
arn:aws:controltower:eu-                                                            |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ECR.2</td>
<td></td>
<td></td>
<td>US East (N. Virginia)</td>
</tr>
</tbody>
</table>

- NIST 800-53 Rev 5 CA-9(1)  
- Protect configurations  
- US East (N. Virginia)  
  arn:aws:controltower:us-east-1::control/JEZPGFQFEPEQL
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td></td>
<td>east-1::control/ASKLTEEEGJOIL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-8(1)</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/JWNRPDFKGDYD</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ICDSCZRSAGC</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.4</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/SKIMJMSMPJYN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/THACMOMUCYAC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/TKDSBFHRCHRM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/WNRNZOLQUPYQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/MTSVJIZFHVJG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/DOWLYNHVRUPZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/FMXGUCTEFMUH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/LOYORBYGCVNU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/OCKPMLOSKZGW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>SH.ECR.3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **Manage vulnerabilities**
- **Protect configurations**

  - **US East (N. Virginia)**
    - US East (N. Virginia)
    - `arn:aws:controltower:us-east-1::control/UDDDYEJAYHXP`
  - **US East (Ohio)**
    - US East (Ohio)
    - `arn:aws:controltower:us-east-2::control/PQBPPQRIRVDR`
  - **US West (Oregon)**
    - US West (Oregon)
    - `arn:aws:controltower:us-west-2::control/HDESRSEEGACA`
  - **Canada (Central)**
    - Canada (Central)
    - `arn:aws:controltower:ca-central-1::control/UKJMLKQDJSZ`
  - **Asia Pacific (Sydney)**
    - Asia Pacific (Sydney)
    - `arn:aws:controltower:ap-southeast-2::control/VMXVKJDQHDKB`
  - **Asia Pacific (Singapore)**
    - Asia Pacific (Singapore)
    - `arn:aws:controltower:ap-southeast-1::control/XOFCCMMRFKZ`
  - **Europe (Frankfurt)**
    - Europe (Frankfurt)
    - `arn:aws:controltower:eu-`
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>TXULSFUTMWAD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ EYLAVXIWUYJG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ YZ0ORHCUIOIIX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ KQEEWFQPLSVD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ AMXIUAVTMARH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ IXMOORTCBTMD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ NQSPSFVPXCG0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ UDIEIIADBPPZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/ AIBSWGEPDIRC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/ PKBHCZVZWSUM</td>
</tr>
</tbody>
</table>

**SH.ECS.1**

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ECS.1</td>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
<td>• Manage vulnerabilities</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-west-1::control/ PKBHCZVZWSUM</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td></td>
<td>east-1::control/OPQLRHGSJ1JBU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/YQDCIBDUYUPTD</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/PZJZHDMWZUIMB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-5</td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:central-1::control/ZBKHVVFKVDIFR</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/CPDDHHDPDIP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/DRQQFHIOIXFD</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eucentral-1::control/XDQJHTGYRMXH</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:europe-west-1::control/JUUTNCMUPKXT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-2</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:europe-west-2::control/WVYXIBWPTVGT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-2(2)</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:europe-north-1::control/VPIMQOUEKYYAC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-2(4)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/DZKNSGUQHTT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-2(5)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/CRTKLEJMWXKX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.ECS.10</td>
<td>NIST 800-53 Rev 5 SI-2</td>
<td>Manage vulnerabilities</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/WWVYZKSEXPPK</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-2(2)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ABBRGFOMERCX</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-2(5)</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ULWMHFCYLPRW</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 6.2</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/WILNHTOPFEWQ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-2(5)</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/JLJTCESWDDO</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 6.2</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-</td>
</tr>
</tbody>
</table>

- PCI DSS version 3.2.1
- PCI DSS version 3.2.1 6.2
- PCI DSS version 3.2.1 7.1.1
- PCI DSS version 3.2.1 7.1.2
- PCI DSS version 3.2.1 7.2.1
- PCI DSS version 3.2.1 7.2.2

- Europe (Paris) arn:aws:controltower:eu-west-3::control/KJDQIUMDDLYE

- South America (São Paulo) arn:aws:controltower:sa-east-1::control/RKEJYYZHSLHX

- US West (N. California) arn:aws:controltower:us-west-1::control/NVCVMSRIONRR
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ECS.12</td>
<td>NIST 800-53 Rev 5</td>
<td>Establish logging and monitoring</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>AU-6(3)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ANFBKAZJRLAL</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
<td>east-1::control/LWIVF PXH0Z0SHV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/FZOXIKGOONZN</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-2</td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/TPAZVNYVAIDJA</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/KXERYZUCG6JC</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/MGJPDBPUTIT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/EVNJGVRMBUJZ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.3</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/TTHICLWSHFL</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/NCQM9QVXVXCS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.5</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/GIMEJGBOEQRI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.6</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/UOGMDFBVJPQJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/XAFJQVQHMGNX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/QILRKMIFRVDI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.3</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| **SH.ECS.2**       | • NIST 800-53 Rev 5 AC-21  
                    • NIST 800-53 Rev 5 AC-3  
                    • NIST 800-53 Rev 5 AC-3(7)  
                    • NIST 800-53 Rev 5 AC-4  
                    • NIST 800-53 Rev 5 AC-4(21)  
                    • NIST 800-53 Rev 5 AC-6  
                    • NIST 800-53 Rev 5 SC-7  
                    • NIST 800-53 Rev 5 SC-7(11)  
                    • NIST 800-53 Rev 5 SC-7(16)  
                    • NIST 800-53 Rev 5 SC-7(20)  
                    • NIST 800-53 Rev 5 SC-7(21)  
                    • NIST 800-53 Rev 5 SC-7(3) | • Limit network access  
                    • Enforce least privilege | • **US East (N. Virginia)**  
arn:aws:controltower:us-east-1::control/JCFLSLPRFWPS  
• **US East (Ohio)**  
ar:n:aws:controltower:us-east-2::control/HGHFAHJTOSSD  
• **US West (Oregon)**  
ar:n:aws:controltower:us-west-2::control/ITRPZWOLQCJ  
• **Canada (Central)**  
ar:n:aws:controltower:ca-central-1::control/BEDXP3RWTDZQ  
• **Asia Pacific (Sydney)**  
ar:n:aws:controltower:ap-southeast-2::control/OAVLGBTROIFK  
• **Asia Pacific (Singapore)**  
ar:n:aws:controltower:ap-southeast-1::control/ZPDCBKMLWII0  
• **Europe (Frankfurt)**  
ar:n:aws:controltower:eu-
### Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
SH.ECS.3 | NIST 800-53 Rev 5 SC-7(4) | Protect configurations | US East (N. Virginia) arn:aws:controltower:us-east-1::control/
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td>• Enforce least privilege</td>
<td>east-1::control/UFYTWRSCCKNKN</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.7</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/DESMSS1JBYWH</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/KYMDKLKLXJHG</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/SFBMOXOHPGJA</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/XTGMIDMOWXW</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/CQYNUJHWPJMZ</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/SNWDOPIOUEOV</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/XKOKVXODCBPP</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/WWVNVNIGVLQY</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/KNUALLKQETTY</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ZMMJVDDXRGGF</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/VJYBXQPUIUBX</td>
<td></td>
</tr>
</tbody>
</table>
| | | • Asia Pacific (Tokyo) arn:aws:controltower:ap-
### SH.ECS.4

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ECS.4</td>
<td></td>
<td></td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/ZTDLFKNABSTB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/OCQLRQRWYOGF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/MRRRZFTNEETG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/IFCCVDCGNNTK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/LFUVYWFYYLLU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/WYHAZMRJHMR5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:europe-central-1::control/YNJYRFYEDDHE</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.ECS.5</td>
<td>NIST 800-53 Rev 5 AC-2(1)</td>
<td>Enforce least privilege</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/ HIEAVTMGOSDM</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td>• NIST 800-53 Rev 5 AC-5</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td>• PCI DSS version 3.2.1 7.2.2</td>
</tr>
<tr>
<td>• Protect configurations</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| | | | | • Asia Pacific (Tokyo) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.ECS.8           | • NIST 800-53 Rev 5 CA-9(1)  
                    • NIST 800-53 Rev 5 CM-2  
                    • PCI DSS version 3.2.1 8.2.1 | • Use strong authentication | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/  
LJCQVFMBPQAV  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/  
NAWGNOLLBSXU  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/  
VHVQXSXREDIET  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/  
OTHWXXNMCSP  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/  
HLGKEFXGGOBE  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/  
WQZEZOJHDDT  
• Europe (Frankfurt)  
arn:aws:controltower:eu-

**SH.ECS.8**
### SH.EFS.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.EFS.1</td>
<td></td>
<td>Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-west-1::control/UBMPZYX0E0SM</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td></td>
<td>east-1::control/DAAYOZMUFP0A</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/TUBTOQPYRZFCZ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/SSNRPF0FJAFZ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/C5VENQNTZNYV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/TTLJYUNPAEQS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/FCPQPMIVMTLY</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/EWEVZSOALXSA</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/YRPBNRJZQEHL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/BNXMOOJDLXSM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/QNVQFPTVIXEA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/IUAGTQHMNXJJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/YNHUHLGHVQNE</td>
</tr>
</tbody>
</table>
| | | | Asia Pacific (Tokyo) arn:aws:controltower:ap-
### SH.EFS.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.EFS.2           | • NIST 800-53 Rev 5 CP-10<br>• NIST 800-53 Rev 5 CP-6<br>• NIST 800-53 Rev 5 CP-6(1)<br>• NIST 800-53 Rev 5 CP-6(2)<br>• NIST 800-53 Rev 5 CP-9<br>• NIST 800-53 Rev 5 SC-5(2)<br>• NIST 800-53 Rev 5 SI-12<br>• NIST 800-53 Rev 5 SI-13(5)<br>• PCI DSS version 3.2.1 3.1 | • Improve resiliency | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/ AKKPASMFZEGR<br>• US East (Ohio) arn:aws:controltower:us-east-2::control/ PDXZSWIPVJJY<br>• US West (Oregon) arn:aws:controltower:us-west-2::control/ PGSUFPZMFK<br>• Canada (Central) arn:aws:controltower:ca-central-1::control/ GCWIQEDCGVFE<br>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ OJAGQJKAXRQT<br>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ LNAWKNUYDXZM<br>• Europe (Frankfurt) arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.EFS.3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### SH.EFS.3

- **Control identifier**: SH.EFS.3
- **Framework**: NIST 800-53 Rev 5 AC-6(10)
- **Control objective**: Enforce least privilege
- **Control API identifiers, by Region**
  - **US East (N. Virginia)**
    - arn:aws:controltower:us-east-1::control/ PTQQRJVREEMJ
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
<td>east-1::control/YLSKXEHEGSHZFO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/DZQNOWWCFCPIJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/NVESMCWZHHTI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/JJUVJECZICXY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/OPPEWLVDKCX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/MLSTPREPKCET</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ZVUGCKESDOAV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/FRSIKZQWZ5SG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/FRSTBUWRJMMAI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/RIRPTGIVTUUUG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/QZXHMIOHKT KH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/FMAXTHSWUHAN</td>
</tr>
</tbody>
</table>
| | | | Asia Pacific (Tokyo) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.EFS.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6(2)</td>
<td>• Enforce least privilege</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ IINULENBTWX</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ NLBIAOKRHRRAW</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ SMRVHSXRVJWI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ QSSJLANZTBW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ UMYRRBPEEWVO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ VBQLOLHXXKNI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-</td>
</tr>
</tbody>
</table>
### Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
SH.EKS.1 | NIST 800-53 Rev 5 AC-21 | Limit network access | US East (N. Virginia) arn:aws:controltower:us-east-1::control/0XIESZJRCGZM
Europe (Ireland) arn:aws:controltower:eu-west-1::control/DDGNCQCYAADS
Europe (London) arn:aws:controltower:eu-west-2::control/NLYPSJYEGSYH
Europe (Stockholm) arn:aws:controltower:eu-north-1::control/RUBEQKWWPQX
Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/HYFDEIVIDTOE
Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/LHCKUUHCRPBR
Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/XKCOVRIEKWFZ
Europe (Paris) arn:aws:controltower:eu-west-3::control/SMEIEQREFMG
South America (São Paulo) arn:aws:controltower:sa-east-1::control/NUPVFXUNVWQR
US West (N. California) arn:aws:controltower:us-west-1::control/0XIESZJRCGZM
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>east-1::control/</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>QSXPJMVUGBWl</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>US East (Ohio)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>JBGJBQFRJEFT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>US West (Oregon)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>UCMPEYSHGJVA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Canada (Central)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>TLPEVLKXHZP3J</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>SLOTDKVQKNMQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>HORWJXPMWEXY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>OCMAXHKFZKW</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>WPMCDIHHGGOQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (London)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>CPIXEUPEHPH</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>PLKWFUWEDYB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>HGFRLOAZSNPF</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>HFEPOKCGYUO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1|                        |                   | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.EKS.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- NIST 800-53 Rev 5 CA-9(1)
- NIST 800-53 Rev 5 CM-2
- NIST 800-53 Rev 5 SI-2
- NIST 800-53 Rev 5 SI-2(2)
- NIST 800-53 Rev 5 SI-2(4)
- NIST 800-53 Rev 5 SI-2(5)
- PCI DSS version 3.2.1 6.2
- Manage vulnerabilities

- US East (N. Virginia)
  arn:aws:controltower:us-east-1::control/
  RDAUUJAGICFK
- US East (Ohio)
  arn:aws:controltower:us-east-2::control/
  ZFJKLNNVBGRM
- US West (Oregon)
  arn:aws:controltower:us-west-2::control/
  KTLUSDFMIXF
- Canada (Central)
  arn:aws:controltower:ca-central-1::control/
  NXDAILOKJURD
- Asia Pacific (Sydney)
  arn:aws:controltower:ap-southeast-2::control/
  DAMQGUZZUZBH
- Asia Pacific (Singapore)
  arn:aws:controltower:ap-southeast-1::control/
  ZGYTSFAJVJCI
- Europe (Frankfurt)
  arn:aws:controltower:eu-
### SH.ELB.10

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ELB.10</td>
<td>• NIST 800-53 Rev 5 CP-10</td>
<td>• Improve availability</td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-6(2)</td>
<td>east-1::control/ FVCVSQHZTIZT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US East (Ohio)</td>
<td>arn:aws:controltower:us-east-2::control/ GPJSWKLIEBWUR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (Oregon)</td>
<td>arn:aws:controltower:us-west-2::control/ USWBDHC6VGRDW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/ RVBQKRTSIQHB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/ ZDVYGBSRJWYG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ FJZFXVJRPRAZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ NURKMCLEHUPH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ KXDJVFVEKKB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ FAOBZSYTPV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ XTYTRYANVABU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ SNUVEKZARWV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ KKJ2KDG3XTYM</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Asia Pacific (Tokyo) | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ELB.12</td>
<td></td>
<td>Protect data integrity</td>
<td>northeast-1::control/QCGDTTLRIYXP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/XBJIKRKMXAOD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:saeast-1::control/WDXWFRSIXIUZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/WSUSFKNXHPX</td>
</tr>
</tbody>
</table>

### SH.ELB.12

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ELB.12</td>
<td></td>
<td>Protect data integrity</td>
<td>• US East (N. Virginia) arn:aws:controltower:useast-1::control/ZLQPMXHBILJA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:useast-2::control/VGZVYNURB2DT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/LVFJKSJQZIH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/TUKTIBCDJAVB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/UXUMUBBGZH2O</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/HAAQAZMDW0YQQ</td>
</tr>
</tbody>
</table>
|                    |           |                  | • Europe (Frankfurt) arn:aws:controltower:eu-
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>central-1::control/VDPGRRYBGOV</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td>Improve availability</td>
<td>arn:aws:controltower:us-east-1::control/LBHHDJQVJH</td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td>Improve availability</td>
<td>arn:aws:controltower:eu-west-1::control/VPPWCERAPGT</td>
</tr>
<tr>
<td>Europe (London)</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td>Improve availability</td>
<td>arn:aws:controltower:eu-west-2::control/QUVSDQVQJ</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td>Improve availability</td>
<td>arn:aws:controltower:eu-north-1::control/JYQSYKANCT</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td>Improve availability</td>
<td>arn:aws:controltower:ap-south-1::control/LKVZNIHLSAG</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td>Improve availability</td>
<td>arn:aws:controltower:ap-northeast-2::control/QXHRCRDLPKYU</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td>Improve availability</td>
<td>arn:aws:controltower:ap-northeast-1::control/PUUVMQVZIPJ</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td>Improve availability</td>
<td>arn:aws:controltower:eu-west-3::control/JBHHDYCKJGIH</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td>Improve availability</td>
<td>arn:aws:controltower:sa-east-1::control/HQGAVJVBHZXY</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td>Improve availability</td>
<td>arn:aws:controltower:us-west-1::control/LRHZLHRJNUX</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>NIST 800-53 Rev 5</td>
<td>• NIST 800-53 Rev 5 SC-6(2)</td>
<td>east-1::control/KXYVYWSAVBJH</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>NIST 800-53 Rev 5 SC-36</td>
<td>• US East (Ohio)</td>
<td>arn:aws:controltower:us-east-2::control/UECMTXGSE0CG</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td>NIST 800-53 Rev 5 SI-13(5)</td>
<td>• Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/FXCYGAGEGPGU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/ZUSLMMQYOYOHO</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/TEGUOPRVXVVR</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/IHSKURWXXDUW</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/XLTLBTOQHXLF</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/QSDQGJCYOPYSA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/SRJXYMTWSTJE</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/WMXUZBXGIIQWF</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/RAMKNMUEEXG</td>
</tr>
</tbody>
</table>
| | | • Asia Pacific (Tokyo) | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.ELB.14          |           | Protect data integrity | US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/YFWVKLAFIBUY  
US East (Ohio)  
arn:aws:controltower:us-east-2::control/WCWDSWOQLVAX  
US West (Oregon)  
arn:aws:controltower:us-west-2::control/DQHJULQCNNCE  
Canada (Central)  
arn:aws:controltower:ca-central-1::control/HAB0KKLKBXF  
Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/NTKIROXXRLDD  
Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/WUXJUUZ0QMXC  
Europe (Frankfurt)  
arn:aws:controltower:eu-west-1::control/BXDUORERQDGQ  
Europe (Paris)  
arn:aws:controltower:eu-west-3::control/PIVSOAXMRWDEV  
South America (São Paulo)  
arn:aws:controltower:sa-east-1::control/PKDNMVJGP5HFK  
US West (N. California)  
arn:aws:controltower:us-west-1::control/BXDUORERQDGQ  |

- NIST 800-53 Rev 5 AC-4(21)  
- NIST 800-53 Rev 5 CA-9(1)  
- NIST 800-53 Rev 5 CM-2  
- PCI DSS version 3.2.1 1.2.1  
- PCI DSS version 3.2.1 1.3  
- PCI DSS version 3.2.1 1.3.1  
- PCI DSS version 3.2.1 1.3.2  
- PCI DSS version 3.2.1 2.2.3  
- PCI DSS version 3.2.1 6.6  
- US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/YFWVKLAFIBUY  
US East (Ohio)  
arn:aws:controltower:us-east-2::control/WCWDSWOQLVAX  
US West (Oregon)  
arn:aws:controltower:us-west-2::control/DQHJULQCNNCE  
Canada (Central)  
arn:aws:controltower:ca-central-1::control/HAB0KKLKBXF  
Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/NTKIROXXRLDD  
Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/WUXJUUZ0QMXC  
Europe (Frankfurt)  
arn:aws:controltower:eu-west-1::control/BXDUORERQDGQ  
Europe (Paris)  
arn:aws:controltower:eu-west-3::control/PIVSOAXMRWDEV  
South America (São Paulo)  
arn:aws:controltower:sa-east-1::control/PKDNMVJGP5HFK  
US West (N. California)  
arn:aws:controltower:us-west-1::control/BXDUORERQDGQ  |
### SH.ELB.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ELB.2</td>
<td></td>
<td>Encrypt data in transit</td>
<td>US East (N. Virginia) arn:aws:controltower:us-west-1::control/OAUQWMMSCVFX</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td>east-1::control/CDLXUWUBOOTY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23(5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US East (Ohio)</td>
<td>arn:aws:controltower:us-east-2::control/GIDGHLCTSHTW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (Oregon)</td>
<td>arn:aws:controltower:us-west-2::control/SBRXFCDRVYFI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/GWNPDCMTNYXF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/HQUTVBZCPUEL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/FNNZMAARRNKG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/TZOKXXANFHQY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/FVPMNSNNEBNB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ZDDENALCTJRR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/QIAVFQEMYPRM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ULTLWZ3KGQSNN</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Asia Pacific (Tokyo) | arn:aws:controltower:ap-
### SH.ELB.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.ELB.3           | • NIST 800-53 Rev 5 AC-17(2)  
                     • NIST 800-53 Rev 5 AC-4  
                     • NIST 800-53 Rev 5 IA-5(1)  
                     • NIST 800-53 Rev 5 SC-12(3)  
                     • NIST 800-53 Rev 5 SC-13  
                     • NIST 800-53 Rev 5 SC-23  
                     • NIST 800-53 Rev 5 SC-23(3)  
                     • NIST 800-53 Rev 5 SC-7(4)  
                     • NIST 800-53 Rev 5 SC-8  
                     • NIST 800-53 Rev 5 SC-8(1)  
                     • NIST 800-53 Rev 5 SC-8(2)  
                     • NIST 800-53 Rev 5 SI-7(6) | • Encrypt data in transit | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/FWOYTUWHEYQ  
• US East (Ohio) arn:aws:controltower:us-east-2::control/YWXMTFLLBGJP  
• US West (Oregon) arn:aws:controltower:us-west-2::control/DFCYTONBHIGM  
• Canada (Central) arn:aws:controltower:ca-central-1::control/GVQQDFJYLZWC  
• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/WLNVBASSPYBO  
• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/BG0EIOEXPOID  
• Europe (Frankfurt) arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.ELB.4           | • PCI DSS version 3.2.1 2.3  
                     • PCI DSS version 3.2.1 4.1  
                     • PCI DSS version 3.2.1 8.2.1 | central-1::control/BUKUULNOSCWA  

SH.ELB.4

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ELB.4</td>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td>• Protect configurations</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-west-1::control/ZGOIVNURPERH</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>----------------------------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td>• US East (Ohio)</td>
<td>east-1::control/HBTZGRURMOKM</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td>• US West (Oregon)</td>
<td>US east-2::control/ROBASCYMSHHJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• Canada (Central)</td>
<td>US west-2::control/OELFZGUMNKNU</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• Asia Pacific (Sydney)</td>
<td>US east-central-1::control/ EPRDRSPZQGPS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• Asia Pacific (Singapore)</td>
<td>US southeast-2::control/ FIPLHETXVCE</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• Europe (Frankfurt)</td>
<td>US southeast-1::control/TGUHGXFNQXKW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• Europe (Ireland)</td>
<td>TBBRKUWLCCBO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• Europe (London)</td>
<td>IMZPHJIOZRLA</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• Europe (Stockholm)</td>
<td>PWVTDMKGKMJD</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• Asia Pacific (Mumbai)</td>
<td>MWRJRKTUHHJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• Asia Pacific (Seoul)</td>
<td>YCLAVFMLZXCO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• Asia Pacific (Tokyo)</td>
<td>TEPRPAIKHSCW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.ELB.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **NIST 800-53 Rev 5 AC-4(26)**
- **NIST 800-53 Rev 5 AU-10**
- **NIST 800-53 Rev 5 AU-12**
- **NIST 800-53 Rev 5 AU-2**
- **NIST 800-53 Rev 5 AU-3**
- **NIST 800-53 Rev 5 AU-6(3)**
- **NIST 800-53 Rev 5 AU-6(4)**
- **NIST 800-53 Rev 5 CA-7**
- **NIST 800-53 Rev 5 SC-7(9)**
- **NIST 800-53 Rev 5 SI-7(8)**
- **PCI DSS version 3.2.1 10.1**
- **PCI DSS version 3.2.1 10.3.1**
- **Establish logging and monitoring**

- **US East (N. Virginia)**
  - arn:aws:controltower:us-east-1::control/RRDKKWVTNZOH
- **US East (Ohio)**
  - arn:aws:controltower:us-east-2::control/VURKNNKDBOFS
- **US West (Oregon)**
  - arn:aws:controltower:us-west-2::control/VVOADNJLLYGS
- **Canada (Central)**
  - arn:aws:controltower:ca-central-1::control/FBADZSAQTFEX
- **Asia Pacific (Sydney)**
  - arn:aws:controltower:ap-southeast-2::control/HPXOCKUZZONE
- **Asia Pacific (Singapore)**
  - arn:aws:controltower:ap-southeast-1::control/NKENZBRJJP0Z
- **Europe (Frankfurt)**
  - arn:aws:controltower:eu-
### SH.ELB.6

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.ELB.6            | NIST 800-53 Rev 5 CA-9(1) | Improve availability | US East (N. Virginia)  
<p>|                     |                    |                         |arn:aws:controltower:us-east-1::control/EYYHLPZCJJV|</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td></td>
<td>east-1::control/ SYVZPNNPLEGU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ GXDETIMMTQLK</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-3</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ HVEKNEMKLWBH</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ UBKSMZHRBUQV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ PJAZYXFFMUW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ BDRMHLFBGUEP</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ WRSISOEDDWSD</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ DELHOMCMSGRF</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/ ZVGHQEHEVMAJ</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ POKCJDINNSVR</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ QECHNAARNAON</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ ZONLNMDDOGJO</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-south-2::control/ PVPPPMAQNZX</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-2::control/ ZONLNMDDOGJO</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.ELB.7</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Improve resiliency</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/WHVUNZVVTRSQ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/NY02BRSAFFEVE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/HXVRPCPCCRZYE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/RRQTKFRGJHIU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/LPNJZVNGKJYJN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/FIASTWNRWVCE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-2591</td>
</tr>
</tbody>
</table>
### AWS Control Tower User Guide
#### SH.ELB.8

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ELB.8</td>
<td>NIST 800-53 Rev 5 AC-17(2)</td>
<td>Limit network access</td>
<td>US East (N. Virginia) arn:aws:controltower:us-west-1::control/</td>
</tr>
</tbody>
</table>

Central-1::control/ MASPIMNSXITG

- **Europe (Ireland)**
  arn:aws:controltower:eu-west-1::control/ THSXYDLYFVSSS

- **Europe (London)**
  arn:aws:controltower:eu-west-2::control/ VEJYGLULPHKG

- **Europe (Stockholm)**
  arn:aws:controltower:eu-north-1::control/ SHYPAFLBHAML

- **Asia Pacific (Mumbai)**
  arn:aws:controltower:ap-south-1::control/ IKKHFUAQZUVN

- **Asia Pacific (Seoul)**
  arn:aws:controltower:ap-northeast-2::control/ NKYEWNLZPPQC

- **Asia Pacific (Tokyo)**
  arn:aws:controltower:ap-northeast-1::control/ ZRQGKZBOWPZN

- **Europe (Paris)**
  arn:aws:controltower:eu-west-3::control/ NMSVIJUWETDU

- **South America (São Paulo)**
  arn:aws:controltower:sa-east-1::control/ FMFSHPQKEUCC

- **US West (N. California)**
  arn:aws:controltower:us-west-1::control/ VNDDGFWXWULL

---
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
<td>east-1::control/BORQQLMFKKU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/LJKJKRDIYJNY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/FEXUwZRI87JR</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:can-central-1::control/GFVYJMPG5XT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/LBDQCIATJBB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/WHZUTCZD6V6XU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eucentral-1::control/YQLCUFAOJXUX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/GADJYIJL6USKE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/DSKPMWLYPDM</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/IJXHDULMKRD</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/BBKARSAMZQQX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.3</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/LSDFYBAGXZRB</td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 4.1 |       |                   | Asia Pacific (Tokyo) arn:aws:controltower:ap- 
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ELB.9</td>
<td></td>
<td>Improve availability</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/LYMRJYHLDSDO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/JHHGKBILPUKI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/DFCKOHVLNFDB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/NIQNQIVT08LT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/PYRVSCBYFIYM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/UPDNDZTPZAIN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>SH.ELBv2.1</td>
<td>NIST 800-53 Rev 5 AC-17(2)</td>
<td>Encrypt data in transit</td>
<td>US East (N. Virginia) arn:aws:controltower:us-west-1::control/BYOUUCZLQEVR</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------------------------------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td>framework</td>
<td></td>
<td>east-1::control/PPNNYFOYS8QX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/LNITYBGXKRUZ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td>framework</td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/VPBPIJKJLEYJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/YGASWQGDRBGT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td>framework</td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/FJVEBRUCKXPRO</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/AJRCPZGMLOTJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.3</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/SIPOMQYYFWGO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td>framework</td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/PGKSEAYOWAOJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/LOWUMPQRPIGR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/ZQCDKAMUINPZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/BATAGMHPWYONM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/KCWNeMFFUYLN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
</tbody>
</table>
| SH.EMR.1           |           | Limit network access | · US East (N. Virginia)  
arrn:aws:controltower:us-east-1::control/IFSMMPPVKOTA  
· US East (Ohio)  
arrn:aws:controltower:us-east-2::control/JETOPUCSYFAI  
· US West (Oregon)  
arrn:aws:controltower:us-west-2::control/JGCWFSRMUIIO  
· Canada (Central)  
arrn:aws:controltower:central-1::control/EPAGOHDKWZGV  
· Asia Pacific (Sydney)  
arrn:aws:controltower:ap-southeast-2::control/GJCORWHPFGQY  
· Asia Pacific (Singapore)  
arrn:aws:controltower:ap-southeast-1::control/LCGUHRODQWNGL  
· Europe (Frankfurt)  
arrn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ES.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **NIST 800-53 Rev 5 SC-7(4)**
- **NIST 800-53 Rev 5 SC-7(9)**
- **PCI DSS version 3.2.1 1.2.1**
- **PCI DSS version 3.2.1 1.3**
- **PCI DSS version 3.2.1 1.3.1**
- **PCI DSS version 3.2.1 1.3.2**
- **PCI DSS version 3.2.1 1.3.4**
- **PCI DSS version 3.2.1 2.2.2**

- **Europe (Ireland)**
  - `arn:aws:controltower:eu-west-1::control/RAIJHFBNQNJQ`
- **Europe (London)**
  - `arn:aws:controltower:eu-west-2::control/IGGIYASTPRJG`
- **Europe (Stockholm)**
  - `arn:aws:controltower:eu-north-1::control/IBLZUDBNMLLT`
- **Asia Pacific (Mumbai)**
  - `arn:aws:controltower:ap-south-1::control/NOTXPWZXUBGQ`
- **Asia Pacific (Seoul)**
  - `arn:aws:controltower:ap-northeast-2::control/FUWGQXDEJHLV`
- **Asia Pacific (Tokyo)**
  - `arn:aws:controltower:ap-northeast-1::control/SBGVRVKPCNKE`
- **Europe (Paris)**
  - `arn:aws:controltower:eu-west-3::control/SEFFPSXRZCDD`
- **South America (São Paulo)**
  - `arn:aws:controltower:saeast-1::control/IMKFPVGRPHC`
- **US West (N. California)**
  - `arn:aws:controltower:us-west-1::control/FKPHOKJPXQV`
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td></td>
<td>east-1::control/ NKJERYKJBFVF</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ UCHAADGIVPUY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ MDTDTZWSIGIP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ POZXDXUYCPRU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ SFSPFD2NCYaN</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ BIMQVMMQISKP</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ PFHFMYLPYI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ FMHZDQYFRJTA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/ GQVDQOIVYG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ PTTSHGGLKLHPY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ SCVOJNHGDOLO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ LASVWDCLYLGG</td>
</tr>
</tbody>
</table>
| | | | Asia Pacific (Tokyo) arn:aws:controltower:ap-
### SH.ES.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.ES.2            | • NIST 800-53 Rev 5 AC-21  
                  |           | • Limit network access | • US East (N. Virginia)  
                  |           |                      | arn:aws:controltower:us-east-1::control/  
                  |           |                      | QCHIJWURAOYF  
                  |           |                      | • US East (Ohio)  
                  |           |                      | arn:aws:controltower:us-east-2::control/  
                  |           |                      | ZOTKTSFENTUJ  
                  |           |                      | • US West (Oregon)  
                  |           |                      | arn:aws:controltower:us-west-2::control/  
                  |           |                      | HDSBLJREMRYRX  
                  |           |                      | • Canada (Central)  
                  |           |                      | arn:aws:controltower:ca-central-1::control/  
                  |           |                      | SZZLDHEGHCRE  
                  |           |                      | • Asia Pacific (Sydney)  
                  |           |                      | arn:aws:controltower:ap-southeast-2::control/  
                  |           |                      | BAAAMCMLMWUE  
                  |           |                      | • Asia Pacific (Singapore)  
                  |           |                      | arn:aws:controltower:ap-southeast-1::control/  
                  |           |                      | FUGYRQZUEJV  
                  |           |                      | • Europe (Frankfurt)  
                  |           |                      | arn:aws:controltower:eu-  

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.ES.3            | • NIST 800-53 Rev 5 SC-7(4)  
• NIST 800-53 Rev 5 SC-7(9)  
• PCI DSS version 3.2.1 1.2.1  
• PCI DSS version 3.2.1 1.3  
• PCI DSS version 3.2.1 1.3.1  
• PCI DSS version 3.2.1 1.3.2  
• PCI DSS version 3.2.1 1.3.4  
• PCI DSS version 3.2.1 1.3.6 | • Encrypt data in transit | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/152601
<p>|</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>east-1::control/QYNCJNDFT8XE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US East (Ohio)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/ULPXARUKLUVO</td>
</tr>
<tr>
<td>• US West (Oregon)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/FMBZHQPTZTW</td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/XLMZTTAIZFJ</td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/LDLVUC0J3ZXV</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/PYYOPHNGFCAW</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/QQBVZHTC6J8J</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/YMPGRSPCJBBD</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/DLCH0ACBHILF</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/IOPRWMTVBBSN</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/0ZYVQTZLO6Q0</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/WJVNWWGFDDK</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/BWPWOZTDREDN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/SJLJVDZSATIT</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/DHRREWWMKFNT</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/NTWHSQ1KOPQ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/GFKAIZZPILLQ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.ES.5</td>
<td>NIST 800-53 Rev 5 SI-4(20)</td>
<td>Establish logging and monitoring</td>
<td>EU Central (Ireland) arn:aws:controltower:eu-west-1::control/LTWGEJUMYGH</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.1</td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/WZYPFCRTWXIX</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/TIPBMSRPMONC</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.2</td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/SYUVAHWZNFNM</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.3</td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/HNFCSNRZEIRX</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/NCUHDFHMXXWJ</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.5</td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:sa-east-1::control/HHDZXJRNTOKS</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.7</td>
<td></td>
<td>US West (N. California) arn:aws:controltower:us-west-1::control/PWMKZWORUTC</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td></td>
<td>east-1::control/MMCPMMUFIYU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/XMJYMUZGYCDL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/CJEOHRVXITWI</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/FUEFZWKCJABK</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/HBJICLMPQAQO</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/AKWSXUSZDGPZ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/TEKQHCHVTJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ZAABYBSNALV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/WJGQNETAVNGC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/YBTLUGMFRDZE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/YVMKOVTHFRNH</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ECKECTWTCCE</td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 10.1 | | | Asia Pacific (Tokyo) arn:aws:controltower:ap- 
| • PCI DSS version 3.2.1 10.2.1 | | | 
| • PCI DSS version 3.2.1 10.2.2 | | | 
| • PCI DSS version 3.2.1 10.2.3 | | | 
| • PCI DSS version 3.2.1 10.2.4 | | | 
| • PCI DSS version 3.2.1 10.2.5 | | | 
| • PCI DSS version 3.2.1 10.2.7 | | | 
| • PCI DSS version 3.2.1 10.3.1 | | | 
| • PCI DSS version 3.2.1 10.3.2 | | | 
| • PCI DSS version 3.2.1 10.3.3 | | | 
| • PCI DSS version 3.2.1 10.3.4 | | | 
| • PCI DSS version 3.2.1 east-1::control/MMCPMMUFIYU | | | 
| • PCI DSS version 3.2.1 US East (Ohio) arn:aws:controltower:us-east-2::control/XMJYMUZGYCDL | | | 
| • PCI DSS version 3.2.1 US West (Oregon) arn:aws:controltower:us-west-2::control/CJEOHRVXITWI | | | 
| • PCI DSS version 3.2.1 Canada (Central) arn:aws:controltower:ca-central-1::control/FUEFZWKCJABK | | | 
| • PCI DSS version 3.2.1 Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/HBJICLMPQAQO | | | 
| • PCI DSS version 3.2.1 Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/AKWSXUSZDGPZ | | | 
| • PCI DSS version 3.2.1 Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/TEKQHCHVTJ | | | 
| • PCI DSS version 3.2.1 Europe (Ireland) arn:aws:controltower:eu-west-1::control/ZAABYBSNALV | | | 
| • PCI DSS version 3.2.1 Europe (London) arn:aws:controltower:eu-west-2::control/WJGQNETAVNGC | | | 
| • PCI DSS version 3.2.1 Europe (Stockholm) arn:aws:controltower:eu-north-1::control/YBTLUGMFRDZE | | | 
| • PCI DSS version 3.2.1 Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/YVMKOVTHFRNH | | | 
| • PCI DSS version 3.2.1 Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ECKECTWTCCE | | | 
| • PCI DSS version 3.2.1 Asia Pacific (Tokyo) arn:aws:controltower:ap- | | | 
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
|                     | • PCI DSS version 3.2.1 10.3.5  
• PCI DSS version 3.2.1 10.3.6 |                   | northeast-1::control/ELQAASFTEWWI |
|                     | • Europe (Paris)  
arn:aws:controltower:eu-west-3::control/XUDITOXGLVI |                   | Europe (Paris)  
ar:aws:controltower:eu-west-3::control/XUDITOXGLVI |
|                     | • South America (São Paulo)  
ar:aws:controltower:sa-east-1::control/EFCMMUJLPXPU |                   | South America (São Paulo)  
ar:aws:controltower:sa-east-1::control/EFCMMUJLPXPU |
| SH.ES.6             | • NIST 800-53 Rev 5 CP-10  
• NIST 800-53 Rev 5 CP-6(2)  
• NIST 800-53 Rev 5 SC-36  
• NIST 800-53 Rev 5 SC-5(2)  
• NIST 800-53 Rev 5 SI-13(5) | • Improve availability | US East (N. Virginia)  
ar:aws:controltower:us-east-1::control/RVPSMUYBMOHQ |
|                     |                                            |                   | US East (Ohio)  
ar:aws:controltower:us-east-2::control/URIOOADAOQPW |
|                     |                                            |                   | US West (Oregon)  
ar:aws:controltower:us-west-2::control/VWKJFNZAPCDY |
|                     |                                            |                   | Canada (Central)  
ar:aws:controltower:ca-central-1::control/FAJDNSWEYJTJ |
|                     |                                            |                   | Asia Pacific (Sydney)  
ar:aws:controltower:ap-southeast-2::control/LSVJLTKRGRL |
|                     |                                            |                   | Asia Pacific (Singapore)  
ar:aws:controltower:ap-southeast-1::control/GSKYICEFCYUL |
|                     |                                            |                   | Europe (Frankfurt)  
ar:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ES.7</td>
<td></td>
<td></td>
<td>central-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>THCGKvuQLE6GV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IJBRHMLEUQOW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>RVWKSCG6EWP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GZYPQIA5B8IJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GLOMYATY6LRZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>KSBF6V2AUVIG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>WDCZTLFYSN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IIUFDVUSUNLT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>CLXEBIXECBLK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
</tbody>
</table>

**SH.ES.7**

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ES.7</td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 CP-10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Improve availability</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-6(2)</td>
<td></td>
<td></td>
<td>east-1::control/BHBTVOFTLCSB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-36</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/KAFELHVBFCKB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/KDDVJHAFANAS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/RTHTIINVLDRG</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/YKZLIAMKUETJ</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/QORXBYKQ0WGO</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/GZWHLSAGPLNZ</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/LETWZOWEVBTI</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/JAJCFTHPCQKI</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/JHNMRAPWCSXQ</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/PTXYSYHARCVA</td>
</tr>
<tr>
<td>•</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ABAXYOWHPDKC</td>
</tr>
</tbody>
</table>
| • | | | Asia Pacific (Tokyo) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.ES.8            | • NIST 800-53 Rev 5 AC-17(2)  
                     • NIST 800-53 Rev 5 AC-4  
                     • NIST 800-53 Rev 5 IA-5(1)  
                     • NIST 800-53 Rev 5 SC-12(3)  
                     • NIST 800-53 Rev 5 SC-13  
                     • NIST 800-53 Rev 5 SC-23  
                     • NIST 800-53 Rev 5 SC-23(3)  
                     • NIST 800-53 Rev 5 SC-7(4)  
                     • NIST 800-53 Rev 5 SC-8  
                     • NIST 800-53 Rev 5 SC-8(1)  
                     • NIST 800-53 Rev 5 SC-8(2)  
                     • NIST 800-53 Rev 5 SI-7(6)  | • Encrypt data in transit |  
|                    |           |                   | • US East (N. Virginia)  
|                    |           |                   | arn:aws:controltower:us-east-1::control/  
|                    |           |                   | FZIUUYKFDZJJ0  
|                    |           |                   | • US East (Ohio)  
|                    |           |                   | arn:aws:controltower:us-east-2::control/  
|                    |           |                   | AUHGLFUEHAPR  
|                    |           |                   | • US West (Oregon)  
|                    |           |                   | arn:aws:controltower:us-west-2::control/  
|                    |           |                   | QVHFDLZIKRZW  
|                    |           |                   | • Canada (Central)  
|                    |           |                   | arn:aws:controltower:ca-central-1::control/  
|                    |           |                   | EJOTPAVNDFJH  
|                    |           |                   | • Asia Pacific (Sydney)  
|                    |           |                   | arn:aws:controltower:ap-southeast-2::control/  
|                    |           |                   | CHITVXZCWFAK  
|                    |           |                   | • Asia Pacific (Singapore)  
|                    |           |                   | arn:aws:controltower:ap-southeast-1::control/  
|                    |           |                   | VWZXXJAVDVY  
|                    |           |                   | • Europe (Frankfurt)  
|                    |           |                   | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.ElastiCache.3   | • PCI DSS version 3.2.1 2.3 <br> • PCI DSS version 3.2.1 4.1 | Prepare for disaster recovery | central-1::control/OPQGRNKSBRMF  
Europe (Ireland) <br>arn:aws:controltower:eu-west-1::control/KLGGCWMMZGVI  
Europe (London) <br>arn:aws:controltower:eu-west-2::control/ISVOJHDBVFJJ  
Europe (Stockholm) <br>arn:aws:controltower:eu-north-1::control/SIBUGFYSXGEW  
Asia Pacific (Mumbai) <br>arn:aws:controltower:ap-south-1::control/QVPGWCRCBGPS  
Asia Pacific (Seoul) <br>arn:aws:controltower:ap-northeast-2::control/WZWUGROTVPXC  
Asia Pacific (Tokyo) <br>arn:aws:controltower:ap-northeast-1::control/RMOCTANNUNFN  
Europe (Paris) <br>arn:aws:controltower:eu-west-3::control/AWDIDNMOVPQY  
South America (São Paulo) <br>arn:aws:controltower:sa-east-1::control/UCYKCMEFOPSY  
US West (N. California) <br>arn:aws:controltower:us-west-1::control/WIHBLMwBUKEA |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-36</td>
<td></td>
<td></td>
<td>east-1::control/URINWMLAKAI0</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/QXRLPYEN2JCP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/HKFIZIPQYALLF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/KGADKRAUIFQN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/IRLBPCLBFSF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/AWAGCJQXXEJB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/QXSNUTUUGEAZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/UEJWOKFTRSVZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/RTYCBUHACGDJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/SAKTZXWAAYOV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/YFFUVDJOSQ8Z</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/TUBWWAKIRKHM</td>
</tr>
</tbody>
</table>
| | | | Asia Pacific (Tokyo) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Encrypt data at rest</td>
<td>SH.ElastiCache.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Encrypt data at rest</td>
<td>SH.ElastiCache.4</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.ElastiCache.5</td>
<td></td>
<td></td>
<td>central-1::control/ TULMANTMOIIU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ AXTVUKTDCTMC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ BKPITJHEYZJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ WMUXTHVGQTVF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ VFVPEETPEQEZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ EVVXTCRGQFLR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ HDKDHUAIWMQA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ MIWPGWTCPNRQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/ GHMJIJSAGKRN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/ XUXCOXBMUZAW</td>
</tr>
</tbody>
</table>

**SH.ElastiCache.5**

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ElastiCache.5</td>
<td>• NIST 800-53 Rev 5 AC-17(2)</td>
<td>• Encrypt data in transit</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td>east-1::control/_PWYQKXALPDRY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ HYCAQOLSMZCV</td>
<td>east-2::control/ HYCAQOLSMZCV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ BNPHNRTPVKRPQ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ OUPAKTMMSMUB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ YYYYCNFWOQ0K</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ LFEMWHEAIGECJ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ RYKMECNHFEEHH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ TUWANWNLHVLHL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ IZMXBQXWVJQR</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ RNEMCHYHNZIR</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ IZBMLBVA5G7I</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ MOZEHOPJBUAL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>SH.ElastiCache.6</td>
<td></td>
<td>Use strong</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>authentication</td>
<td></td>
</tr>
</tbody>
</table>

- **NIST 800-53 Rev 5**
  - AC-2(1)
  - AC-3
  - AC-3(15)
  - AC-3(7)

- **PCI DSS version 3.2.1**
  - 7.1.1

- **PCI DSS version 3.2.1**
  - 7.2.1

- **PCI DSS version 3.2.1**
  - 7.2.2

- **US East (N. Virginia)**
  - arn:aws:controltower:us-east-1::control/UMVEAKCEXKTZ

- **US East (Ohio)**
  - arn:aws:controltower:us-east-2::control/FCYIJPJ0ZUEC

- **US West (Oregon)**
  - arn:aws:controltower:us-west-2::control/BZVATKLFDD

- **Canada (Central)**
  - arn:aws:controltower:ca-central-1::control/BVJRPUJXJNH

- **Asia Pacific (Sydney)**
  - arn:aws:controltower:ap-southeast-2::control/BMQHZUZDYVZZ

- **Asia Pacific (Singapore)**
  - arn:aws:controltower:ap-southeast-1::control/AIFKQIPQMNEX

- **Europe (Frankfurt)**
  - arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.ElasticBeanstalk.1</td>
<td>NIST 800-53 Rev 5 CA-7</td>
<td>Improve resiliency</td>
<td>US East (N. Virginia) arn:aws:controltower:us-west-1::control/KAJUCVYTWZHC</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-2</td>
<td>east-1::control/ HFVMYSPEYDN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US East (Ohio)</td>
<td>arn:aws:controltower:us-east-2::control/ VVCFXNZNIDRP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (Oregon)</td>
<td>arn:aws:controltower:us-west-2::control/ CUVOLGXTISMS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/ BDAQDLACRNUJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/ IVNFFJMNODX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ QTKGHIDCNQWL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ XXHCDRWHQSCP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ QFIFLVLQSZTQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ HYKCKALQSVGN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ AOEPTPWCMPHA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ TJVUCTRUJZXI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ GXYXMD3PQWS</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • Asia Pacific (Tokyo) | arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.ElasticBeanstalk.2 | • NIST 800-53 Rev 5 SI-2  
• NIST 800-53 Rev 5 SI-2(2)  
• NIST 800-53 Rev 5 SI-2(4)  
• NIST 800-53 Rev 5 SI-2(5)  
• PCI DSS version 3.2.1 6.2 | • Manage vulnerabilities | • US East (N. Virginia)  
ar:aws:controltower:us-east-1::control/  
CIYPAZNJKRRG  
• US East (Ohio)  
ar:aws:controltower:us-east-2::control/  
UPAWTQLRRSZX  
• US West (Oregon)  
ar:aws:controltower:us-west-2::control/  
IJZKGIDVPZUE  
• Canada (Central)  
ar:aws:controltower:ca-central-1::control/  
WIFJQEAWBYYY  
• Asia Pacific (Sydney)  
ar:aws:controltower:ap-southeast-2::control/  
ALIABGGIBJQX  
• Asia Pacific (Singapore)  
ar:aws:controltower:ap-southeast-1::control/  
UZMJMWJXYBRE  
• Europe (Frankfurt)  
ar:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.EventBridge.3</td>
<td>NIST 800-53 Rev 5 AC-2</td>
<td>Enforce least privilege</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td>east-1::control/ CVKWOZJRGJWS</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ XXEZKDTEIZLY</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-5</td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ FFODCLSFQTON</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td>NIST 800-53 Rev 5 AC-6(3)</td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ GUUWDKSVVMBO</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td>PCI DSS version 3.2.1 7.2.1</td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ AKIQQCPERZBO</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ VQFSGMZQOXVFB</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ AUPPFVDVTTBR</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ JALKERKCEHJ</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/ OGHYSXXZSTRA</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ OVFHMRMQMYLB</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ RUXVSIGISQEA</td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ BOCATJEKJNPZ</td>
<td></td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 7.2.2 | | Asia Pacific (Tokyo) arn:aws:controltower:ap-
## SH.GuardDuty.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.GuardDuty.1     | • NIST 800-53 Rev 5 AC-2(12)  
|                    | • NIST 800-53 Rev 5 AU-6(1)  
|                    | • NIST 800-53 Rev 5 AU-6(5)  
|                    | • NIST 800-53 Rev 5 CA-7    
|                    | • NIST 800-53 Rev 5 CM-8(3)  
|                    | • NIST 800-53 Rev 5 RA-3(4)  
|                    | • NIST 800-53 Rev 5 SA-11(1)  
|                    | • NIST 800-53 Rev 5 SA-11(6)  
|                    | • NIST 800-53 Rev 5 SA-15(2)  
|                    | • NIST 800-53 Rev 5 SA-15(8)  
|                    | • NIST 800-53 Rev 5 SA-8(19)  
|                    | • NIST 800-53 Rev 5 SA-8(21)  | • Prepare for incident response | • US East (N. Virginia)  
|                    |                                      |                                  | arn:aws:controltower:us-east-1::control/HHVKNVANXXAA  
|                    |                                      |                                  | • US East (Ohio)  
|                    |                                      |                                  | arn:aws:controltower:us-east-2::control/LDUGVICWFOGH  
|                    |                                      |                                  | • US West (Oregon)  
|                    |                                      |                                  | arn:aws:controltower:us-west-2::control/APFIGXPGUEUMB  
|                    |                                      |                                  | • Canada (Central)  
|                    |                                      |                                  | arn:aws:controltower:ca-central-1::control/MPEMCZUTKJSC  
|                    |                                      |                                  | • Asia Pacific (Sydney)  
|                    |                                      |                                  | arn:aws:controltower:ap-southeast-2::control/SEPVALESYFHN  
|                    |                                      |                                  | • Asia Pacific (Singapore)  
|                    |                                      |                                  | arn:aws:controltower:ap-southeast-1::control/NOLGMPHOAPVF  
|                    |                                      |                                  | • Europe (Frankfurt)  
|                    |                                      |                                  | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-2</td>
<td></td>
<td></td>
<td>east-1::control/GQRKBUMEAUXJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/AMOSAUZUCENC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/BYCPKMWRCXUS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/UIUZQGWPBMOAM</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-5</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/LFXQGUJ03ZIVJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/JUUQVSCCZAMM</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6(10)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/RWLDODTORAP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6(2)</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/GPMRUNIPAAH</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6(3)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/XZFJHDDJRZN</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/AFVWEIUEO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/TENOMRDBHHD</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/MFXIIBSNHDF</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------------------------------</td>
<td>-------------------------------------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.IAM.2</td>
<td>• CIS AWS Benchmark 1.4 1.15</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/CKRCAIBXILFK</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2</td>
<td></td>
<td>• US East (Ohio)                  arn:aws:controltower:us-east-2::control/GNUNOTQMCLNP</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
<td></td>
<td>• US West (Oregon)                arn:aws:controltower:us-west-2::control/VBOICSFJPyqV</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>• Canada (Central)                arn:aws:controltower:ca-central-1::control/BCESNVPCO8GD</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/YKNIXGERUKGE</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/NYVWQVOKPQZU</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-5</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6(10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

AWS Control Tower User Guide
SH.IAM.2
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.IAM.21</td>
<td>NIST 800-53 Rev 5 AC-2</td>
<td>Enforce least privilege</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/QOUCRVYJ1WU0</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
<td>east-1::control/HQVLATIMVODA</td>
<td>by Region</td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/WUAKZMFMASZA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/FEPDEQJBEFJE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/PPLFAEVCJSZX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-5</td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/CWYTQQUVNSL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/WUHBFCQMVRD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6(10)</td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/VIPDQGLTFRV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6(2)</td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/PQTGHIEDIPD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6(3)</td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/USZNDZRQBFZJR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/HCJUBNEAECY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/WFVNBPRNTREIU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.2</td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/MXPBNMAHOMHQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.IAM.3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**CIS AWS Benchmark**
- 1.4 1.14
- NIST 800-53 Rev 5 AC-2(1)
- NIST 800-53 Rev 5 AC-2(3)
- NIST 800-53 Rev 5 AC-3(15)
- PCI DSS version 3.2.1 2.2
- PCI DSS version 3.2.1 8.2.4

**Enforce least privilege**

**US East (N. Virginia)**
arn:aws:controltower:us-east-1::control/ZEJBJAEOSPURY

**US East (Ohio)**
arn:aws:controltower:us-east-2::control/DWHOHNHGLIYZ

**US West (Oregon)**
arn:aws:controltower:us-west-2::control/NJX5DDNUGFJT

**Canada (Central)**
arnc:aws:controltower:ca-central-1::control/ZBPRPUSKMGALZ

**Asia Pacific (Sydney)**
arnc:aws:controltower:ap-southeast-2::control/ZWZX5XOWDRJN

**Asia Pacific (Singapore)**
arnc:aws:controltower:ap-southeast-1::control/ZQDCZNSVWOO

**Europe (Frankfurt)**
arnc:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>central-1::control/</td>
<td></td>
<td>by Region</td>
<td>NYWZTJUICRUT</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td>by Region</td>
<td>RHVPZJVBVRVIC</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td>by Region</td>
<td>WBMPXAAQFWFJ</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td>by Region</td>
<td>QCUVUTVQDRTV</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td>by Region</td>
<td>RFHKMYZYMHYO</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td>by Region</td>
<td>MCTNEBTXCMPPF</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td>by Region</td>
<td>EGBXSELJNDTO</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td>by Region</td>
<td>XQFZKZXQPJLG</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td>by Region</td>
<td>TIINYBAUSDLA</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td>by Region</td>
<td>DGSPIXKNFKXW</td>
</tr>
</tbody>
</table>

**SH.IAM.4**

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.IAM.4           | • CIS AWS Benchmark 1.4 1.4 | • Enforce least privilege | • US East (N. Virginia) arn:aws:controltower:us-
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
<td>US East (Ohio)</td>
<td>east-1::control/MLZMKASTNAMJ</td>
<td>arn:aws:controltower:us-east-2::control/BWMCEWYPOOFV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td>Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/LFHALIRSAOMG</td>
<td>arn:aws:controltower:ca-central-1::control/USMCFQJXJY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td>Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/CVTQOHXCHYJ</td>
<td>arn:aws:controltower:ap-southeast-2::control/CVTQOHXCHYJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6(10)</td>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/KRKFAUZIAZCH</td>
<td>arn:aws:controltower:ap-southeast-1::control/KRKFAUZIAZCH</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eucentral-1::control/FVFAHXXHVEDZ</td>
<td>arn:aws:controltower:eucentral-1::control/FVFAHXXHVEDZ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:euwest-1::control/NEALLBIMAHYU</td>
<td>arn:aws:controltower:euwest-1::control/NEALLBIMAHYU</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.2</td>
<td>Europe (London)</td>
<td>arn:aws:controltower:euwest-2::control/PQZNTWBDMA</td>
<td>arn:aws:controltower:euwest-2::control/PQZNTWBDMA</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eunorth-1::control/WMMEOLOBHWLP</td>
<td>arn:aws:controltower:eunorth-1::control/WMMEOLOBHWLP</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:apsouth-1::control/MYNFRQFMIDRC</td>
<td>arn:aws:controltower:apsouth-1::control/MYNFRQFMIDRC</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.1.1</td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:apnortheast-2::control/KNDGXYOAJBAD</td>
<td>arn:aws:controltower:apnortheast-2::control/KNDGXYOAJBAD</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:apjapan-east-1::control/</td>
<td>arn:aws:controltower:apjapan-east-1::control/</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.IAM.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.IAM.6</td>
<td>• CIS AWS Benchmark 1.4 1.6</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-west-1::control/ CWPEYHMAQLIX</td>
</tr>
</tbody>
</table>

**SH.IAM.6**
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
<td>SH.IAM.6</td>
<td></td>
<td>east-1::control/YXQAYRGZITSE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 IA-2(1)</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/VMFIYFNTTOHK</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 IA-2(2)</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/MEFMIQZLYFAO</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 IA-2(6)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/RBIDFUADIDZW</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 IA-2(8)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/DJMIVZQKQLWHP</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/PUNPGEQKLGNW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.3.1</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/NKLMWNYZKALI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.3.2</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/FSWHMTMWCPCU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/EQQYPBMTXUZP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/RiYGDTNPQPDH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/HIVWSOUPEDI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/BOIRCXQYEYNLQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-</td>
</tr>
</tbody>
</table>
### SH.IAM.7

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.IAM.7           | • CIS AWS Benchmark 1.4 1.8  
• CIS AWS Benchmark 1.4 1.9  
• NIST 800-53 Rev 5 AC-2(1)  
• NIST 800-53 Rev 5 AC-2(3)  
• NIST 800-53 Rev 5 AC-3(15)  
• NIST 800-53 Rev 5 IA-5(1)  
• PCI DSS version 3.2.1 8.2.3  
• PCI DSS version 3.2.1 8.2.4  
• PCI DSS version 3.2.1 8.2.5 | • Protect configurations |  
• US East (N. Virginia)  
ar:aws:controltower:us-east-1::control/YJDQWPMKBQWV  
• US East (Ohio)  
ar:aws:controltower:us-east-2::control/QJKCDNAHSGNU  
• US West (Oregon)  
ar:aws:controltower:us-west-2::control/VBKLNMEHVTZB  
• Canada (Central)  
ar:aws:controltower:ca-central-1::control/ZUYARIGWZBSL  
• Asia Pacific (Sydney)  
ar:aws:controltower:ap-southeast-2::control/XLUHJBTPSEGR  
• Asia Pacific (Singapore)  
ar:aws:controltower:ap-southeast-1::control/GLWFUPESYOC  
• Europe (Frankfurt)  
ar:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.IAM.8</td>
<td></td>
<td></td>
<td>central-1::control/IQPAHZJVRRMC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/ASYFZUOMHFUQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/AKBREXBVUKLY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/LIUJKZCJEXKB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/XADXTOPDEFZN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/KGKMVFKEKJMLZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/FRIQSUKOEAUV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/IEVZFDCMJQBO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/WJKCHOEITNXY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/GJMEDGOCQHMC</td>
</tr>
</tbody>
</table>

**SH.IAM.8**

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.IAM.8</td>
<td>CIS AWS Benchmark 1.4 1.12</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-west-1::control/GJMEDGOCQHMC</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>east-1::control/DYZBFP1WFDCI</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/JQZWJZWMTCQCI</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/VUQQVIQVRPBS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/SDK2NRQZVJYU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/HEXKEUETWUJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ALXCCRNHIHQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/XZDDELXKYDNY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/OTDQBWVYVJE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/UNYQZPHYTYB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ABCVAFYFOUZL</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>2.2</td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/FK PJQKA0DREW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>8.1.4</td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/LLXPAYEHWBTA</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1</td>
<td>8.1.4</td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.KMS.1           | • NIST 800-53 Rev 5 AC-2  
• NIST 800-53 Rev 5 AC-2(1)  
• NIST 800-53 Rev 5 AC-3  
• NIST 800-53 Rev 5 AC-3(15)  
• NIST 800-53 Rev 5 AC-7  
• NIST 800-53 Rev 5 AC-5  
• NIST 800-53 Rev 5 AC-6  
• NIST 800-53 Rev 5 AC-6(3)  
• PCI DSS version 3.2.1 3.5.2  
• PCI DSS version 3.2.1 7.1.1  
• PCI DSS version 3.2.1 7.1.2  
• PCI DSS version 3.2.1 7.2.1 | • Enforce least privilege | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/ ZYVSVOFNLNQ  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/ NUJRZCEGSRSQ  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/ OONPBHUUNTP  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/ VZYJNVATGQY  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/ YBJERSBVCEHS  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/ IWKWHAGMHDQ  
• Europe (Frankfurt)  
arn:aws:controltower:eu-
### SH.KMS.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.KMS.2</td>
<td>• NIST 800-53 Rev 5 AC-2</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/BBQ2Q6MMYVXU</td>
</tr>
</tbody>
</table>

### SH.KMS.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.KMS.2</td>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td>central-1::control/QGQGZMRWIRVZ</td>
</tr>
<tr>
<td></td>
<td>• Europe (Ireland)</td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/YIKIWDHYLGBP</td>
</tr>
<tr>
<td></td>
<td>• Europe (London)</td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/ZHHPIYVVGYPR</td>
</tr>
<tr>
<td></td>
<td>• Europe (Stockholm)</td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/QKTHXYQPLNYY</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/IGBZSWRYBK0J</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/HEQYHQMTWVE</td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/BYXPFJHFUZOU</td>
</tr>
<tr>
<td></td>
<td>• Europe (Paris)</td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/GTNCXJXJAMYN</td>
</tr>
<tr>
<td></td>
<td>• South America (São Paulo)</td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/IIMAAOEMTFUC</td>
</tr>
<tr>
<td></td>
<td>• US West (N. California)</td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/BWCBIWNVWIXU</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
<td></td>
<td></td>
<td>east-1::control/ QNVYEARPCKHY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ LTNDXSCGBACC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-7</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ KOWUMYGVIEUY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-5</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ IXRRCZUELMDU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ NHKYZBQUEQPJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.5.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ KSMDOJXHBPMW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ PKKAOFTFYDJQQ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.2</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ YGKEXZMFRPPN</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/ PKKCOIZMWYXC</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ WTDVCDHOVVI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ JBJOZLAJZRTHT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ CUJHPIMJUHF</td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 7.2.2 | | | Asia Pacific (Tokyo) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.KMS.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-12</td>
<td>• Protect data integrity</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/CKCEVZPVWRJV</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-12(2)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/HKNGPDPGWREN</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 3.6.5</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/JNOLPJAADRU</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 3.6.7</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/QRKASNXFSCRTZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/BDIQMPNVEKNT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/TUHCPYQGZEHJ</td>
</tr>
</tbody>
</table>
|                    | | | • Europe (Frankfurt) arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.KMS.4</td>
<td>• CIS AWS Benchmark 1.4 3.8</td>
<td>• Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ WVDONOWFFERT</td>
</tr>
</tbody>
</table>

- **Europe (Ireland)**
  - arn:aws:controltower:eu-west-1::control/ VLVZELIVKMKED
- **Europe (London)**
  - arn:aws:controltower:eu-west-2::control/ MVMZXTDTZZOF
- **Europe (Stockholm)**
  - arn:aws:controltower:eu-north-1::control/ UESQJJTMCLKN
- **Asia Pacific (Mumbai)**
  - arn:aws:controltower:ap-south-1::control/ APZNZRNDYXHH
- **Asia Pacific (Seoul)**
  - arn:aws:controltower:ap-northeast-2::control/ IRPUDLZBQWO
- **Asia Pacific (Tokyo)**
  - arn:aws:controltower:ap-northeast-1::control/ SMQGPFWVOPUB
- **Europe (Paris)**
  - arn:aws:controltower:eu-west-3::control/ HSHQQZG1QHCR
- **South America (São Paulo)**
  - arn:aws:controltower:sa-east-1::control/ XIVTDDCWRGYG
- **US West (N. California)**
  - arn:aws:controltower:us-west-1::control/ WVDONOWFFERT
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-12</td>
<td></td>
<td></td>
<td>east-1::control/KCRHF3YLWGRJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-12(2)</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/NSBUGYBQMNCC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(3)</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ZISYMNHRKXUX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/CGOLOMNECFEN</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.6.4</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/XMHSZGFVUCKV</td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/XJHAYWLPKCMW</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/THPIDDSSFYIT</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/PFKREHBIDPLH</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/PFYJKVBDZVPK</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/EZTPQMVHTQTO</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/SIAZYKIXAWVM</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/YSEVCOKRFQT</td>
</tr>
</tbody>
</table>
| • Asia Pacific (Tokyo) | | | Asia Pacific (Tokyo) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.Kinesis.1</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Encrypt data at rest</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/LKIIISYYCVINO</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/LFMGOMwWMIzYW</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/MGBKmMLyFDEg</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/XWJFEUSBZYWC</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/LJRFPkWNzHCF</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/YTWGDULHCP</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-</td>
</tr>
</tbody>
</table>
### SH.Lambda.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.Lambda.1</td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td>Limit network access</td>
<td>US East (N. Virginia) arn:aws:controltower:us-west-1::control/CZCPIUJBEXHI</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td>east-1::control/ SRLPVJHNHYTD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ ORS0XPSFFMAIB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ BNIHRCLLGNHH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ BOWRFNRRKVWJH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ UQXXELUQDDB0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ VTLSMHLQZNAJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ WXFRGPFWBNLR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ JADBMJXDJEUI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ TYK0SEICGFCJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ EEWUILLNDCOW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ WLOTGENGLMYP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ FQMQXEDYMYNK</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| • NIST 800-53 Rev 5 SC-7(9) | • Asia Pacific (Tokyo) arn:aws:controltower:ap-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.Lambda.2        |           | Manage vulnerabilities | • US East (N. Virginia)arn:aws:controltower:useast-1::control/IOGKXEBCGDDUW  
|                    |           |                  | • US East (Ohio)arn:aws:controltower:useast-2::control/MUKLGCYGHQK  
|                    |           |                  | • US West (Oregon)arn:aws:controltower:uswest-2::control/KIONODJWVSXV  
|                    |           |                  | • Canada (Central)arn:aws:controltower:ccentral-1::control/FCQWRAUMZQGM  
|                    |           |                  | • Asia Pacific (Sydney)arn:aws:controltower:ap-southeast-2::control/TOCWOCANSFU  
|                    |           |                  | • Asia Pacific (Singapore)arn:aws:controltower:ap-southeast-1::control/NPXHIQYCWKOR  
|                    |           |                  | • Europe (Frankfurt)arn:aws:controltower:europe-ec2::control/FCQWRAUMZQGM  

### SH.Lambda.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
|                    | NIST 800-53 Rev 5 SI-2(2) |                  | • Canada (Central)arn:aws:controltower:ccentral-1::control/FCQWRAUMZQGM  
|                    | NIST 800-53 Rev 5 SI-2(4) |                  | • Asia Pacific (Sydney)arn:aws:controltower:ap-southeast-2::control/TOCWOCANSFU  
|                    | NIST 800-53 Rev 5 SI-2(5) |                  | • Asia Pacific (Singapore)arn:aws:controltower:ap-southeast-1::control/NPXHIQYCWKOR  
|                    | PCI DSS version 3.2.1 2.2 |                  | • Europe (Frankfurt)arn:aws:controltower:europe-ec2::control/FCQWRAUMZQGM  
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.Lambda.3</td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td>Limit network access</td>
<td>US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ZLUQNBGOPGBC</td>
</tr>
</tbody>
</table>

SH.Lambda.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.Lambda.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ZLUQNBGOPGBC</td>
</tr>
</tbody>
</table>
## Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
• NIST 800-53 Rev 5 AC-3  |  |  | east-1::control/PEKUMESILPF
• NIST 800-53 Rev 5 AC-3(7)  |  |  | US East (Ohio)arn:aws:controltower:us-east-2::control/XCWRDKSXIABC
• NIST 800-53 Rev 5 AC-4  |  |  | US West (Oregon)arn:aws:controltower:us-west-2::control/UIUZSSUBLVZZ
• NIST 800-53 Rev 5 AC-6  |  |  | Canada (Central)arn:aws:controltower:ca-central-1::control/WQKOVTMBTFSI
• NIST 800-53 Rev 5 SC-7  |  |  | Asia Pacific (Sydney)arn:aws:controltower:ap-southeast-2::control/EUFJHWDURPMH
• NIST 800-53 Rev 5 SC-7(11)  |  |  | Asia Pacific (Singapore)arn:aws:controltower:ap-southeast-1::control/B3GEEEFFFTPQV
• NIST 800-53 Rev 5 SC-7(16)  |  |  | Europe (Frankfurt)arn:aws:controltower:eu-central-1::control/IWVKFZXRHHS
• NIST 800-53 Rev 5 SC-7(20)  |  |  | Europe (Ireland)arn:aws:controltower:eu-west-1::control/ILRWQBZXYBBL
• NIST 800-53 Rev 5 SC-7(21)  |  |  | Europe (London)arn:aws:controltower:eu-west-2::control/VTJHPAMJPS
• NIST 800-53 Rev 5 SC-7(3)  |  |  | Europe (Stockholm)arn:aws:controltower:eu-north-1::control/YMEOWGILVDC
• NIST 800-53 Rev 5 SC-7(4)  |  |  | Asia Pacific (Mumbai)arn:aws:controltower:ap-south-1::control/EUDGMAMQFGDU
• NIST 800-53 Rev 5 SC-7(9)  |  |  | Asia Pacific (Seoul)arn:aws:controltower:ap-northeast-2::control/MIYYSFEIQ3YE
• PCI DSS version 3.2.1 1.2.1  |  |  | Asia Pacific (Tokyo)arn:aws:controltower:ap-
## SH.Lambda.5

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.Lambda.5        | - NIST 800-53 Rev 5 CP-10  
|                    | - NIST 800-53 Rev 5 CP-6(2)  
|                    | - NIST 800-53 Rev 5 SC-36  
|                    | - NIST 800-53 Rev 5 SC-5(2)  
|                    | - NIST 800-53 Rev 5 SI-13(5)  | • Improve availability | - US East (N. Virginia)  
|                    |                       |                  | arn:aws:controltower:us-east-1::control/  
|                    |                       |                  | MHEKRUMWQLBJ  
|                    |                       |                  | - US East (Ohio)  
|                    |                       |                  | arn:aws:controltower:us-east-2::control/  
|                    |                       |                  | LWOJRFFJEDHR  
|                    |                       |                  | - US West (Oregon)  
|                    |                       |                  | arn:aws:controltower:us-west-2::control/  
|                    |                       |                  | QTBXGAAGFVRJ  
|                    |                       |                  | - Canada (Central)  
|                    |                       |                  | arn:aws:controltower:ca-central-1::control/  
|                    |                       |                  | XFYQBLRUDYNB  
|                    |                       |                  | - Asia Pacific (Sydney)  
|                    |                       |                  | arn:aws:controltower:ap-southeast-2::control/  
|                    |                       |                  | WTXQRFALXGYL  
|                    |                       |                  | - Asia Pacific (Singapore)  
|                    |                       |                  | arn:aws:controltower:ap-southeast-1::control/  
|                    |                       |                  | BNVVXZALMUPF  
|                    |                       |                  | - Europe (Frankfurt)  
|                    |                       |                  | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.MQ.5</td>
<td></td>
<td></td>
<td>central-1::control/NAQQDSSDPLIK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/FBQP6GETXZRC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/OVFVGQGZLEZR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/IICOIMCGFGGP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/PYKSDWCTUPJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/KSCPKEAMJICJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/EAYLGRQVQPQZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/CJBTYDOANLPH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/AUWVLGTJACCW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/JSXPJEPESCWV</td>
</tr>
</tbody>
</table>

**SH.MQ.5**

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.MQ.5</td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 CP-10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Improve availability</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/JSXPJEPESCWV</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>east-1::control/IOJURKAHDJMK</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/NRCJELYAOPPRR</td>
</tr>
<tr>
<td>CP-6(2)</td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/NMKTHYJZCOIT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ANJDRBFUQKHR</td>
</tr>
<tr>
<td>SC-36</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/BXDSOSNWHWBB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/RVHWTOZMZZUC</td>
</tr>
<tr>
<td>SC-5(2)</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/KGCBNMWIURNX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/JJVAOTYWEWKV</td>
</tr>
<tr>
<td>SI-13(5)</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/MWCMTRXTJIVB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/CWMCQNYSVMCK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/GHRHLPKDQNUD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/HVKNXPZTQPPN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| SH.MQ.6            | • NIST 800-53 Rev 5 CP-10  
|                    | • NIST 800-53 Rev 5 CP-6(2)  
|                    | • NIST 800-53 Rev 5 SC-36  
|                    | • NIST 800-53 Rev 5 SC-5(2)  
|                    | • NIST 800-53 Rev 5 SI-13(5) | • Improve availability | • US East (N. Virginia)  
|                    |                        |                               | arn:aws:controltower:us-east-1::control/JDWPBMAQOJIU |
|                    |                        |                               | • US East (Ohio)  
|                    |                        |                               | arn:aws:controltower:us-east-2::control/QUICIQKYMPLV |
|                    |                        |                               | • US West (Oregon)  
|                    |                        |                               | arn:aws:controltower:us-west-2::control/WPETNRUNQIYJ |
|                    |                        |                               | • Canada (Central)  
|                    |                        |                               | arn:aws:controltower:ca-central-1::control/WHBLMHZIKBCR |
|                    |                        |                               | • Asia Pacific (Sydney)  
|                    |                        |                               | arn:aws:controltower:ap-southeast-2::control/BXVOZYIINNMW |
|                    |                        |                               | • Asia Pacific (Singapore)  
|                    |                        |                               | arn:aws:controltower:ap-southeast-1::control/EDUJATALIZV |
|                    |                        |                               | • Europe (Frankfurt)  
|                    |                        |                               | arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.MSK.1</td>
<td></td>
<td></td>
<td>central-1::control/PILNOLMETQBJ</td>
</tr>
<tr>
<td></td>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/LVPBTGSSLQOL</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/CDUYEYRCARPN</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/FLTITDXFEQZG</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ATXQBWMKKEUE</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/PHYTUYFNLIYS</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/DTPEGZXDCAFA</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/VCJWHVALYQMC</td>
<td></td>
</tr>
<tr>
<td></td>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/HDKUIDUXEZBT</td>
<td></td>
</tr>
<tr>
<td></td>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/WGTNZMKTGNLH</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>east-1::control/ ZCBBRHHTQIQTGB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US East (Ohio)</td>
<td>arn:aws:controltower:us-east-2::control/ AIEOAKHYQUJQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (Oregon)</td>
<td>arn:aws:controltower:us-west-2::control/ RUIQWDXOUUKP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Canada (Central)</td>
<td>arn:aws:controltower:ca-central-1::control/ CDBVKPRQKJYK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Sydney)</td>
<td>arn:aws:controltower:ap-southeast-2::control/ AKMDCPLQ3ICTK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ NNUGSISVJIGP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ XNGBVCCEGVLW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ TWJDIQOIAVHG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ ZQWGLUDTFVAS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ VNXUVZMIZSNK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ JVUELRTAE0RI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ EIPLVFPXPLAW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| SH.Neptune.1       |           | Encrypt data at rest | • **US East (N. Virginia)** arn:aws:controltower:us-east-1::control/ERKIRHGBAAOK  
• **US East (Ohio)** arn:aws:controltower:us-east-2::control/PRPAALVXURGL  
• **US West (Oregon)** arn:aws:controltower:us-west-2::control/JWHKRTXTDDMQ  
• **Canada (Central)** arn:aws:controltower:ca-central-1::control/PWBVwS5WBTDQAD  
• **Asia Pacific (Sydney)** arn:aws:controltower:ap-southeast-2::control/YIRYWNNTLLE  
• **Asia Pacific (Singapore)** arn:aws:controltower:ap-southeast-1::control/QYYYRRLWADM  
• **Europe (Frankfurt)** arn:aws:controltower:eu-
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td></td>
<td>east-1::control/ NZSQKKEOQDXLVL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ QHCYPCQDPBEK</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ JWQLYMAHKVL0</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ NUNSEOUQVSHL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ FUPOVEEUOSWA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ GUOLSHIXWFMQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(1)</td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ ZDQKOVBBQWRP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ NEEDBPTKGKNCL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/ COXZKYYKBNXQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-6(5)</td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ UMZNLNFREFXWU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-7(1)</td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ ZPGKOGHUPPR</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-9(7)</td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ HQGZCYUDHVRM</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-south-2::control/ NZSQKKEOQDQX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------------------------------------------</td>
<td>-------------------</td>
<td>---------------------------------------------------------</td>
</tr>
<tr>
<td>SH.Neptune.3</td>
<td>• NIST 800-53 Rev 5 AC-21</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/QXwJVOYQNEKQ</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/KJDLRYEAIYSB</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/QXwJVOYQNEKQ</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:central-1::control/UPGOTKZMWPV</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/GPRIYFLJKTB</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/QTLTUBCUAGTR</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.5</td>
<td>• Enforce least privilege</td>
<td>northeast-1::control/SKHXXOXXAWZZH</td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/IVQMALLVRGXM</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.2.7</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:saeast-1::control/PJBDTIYTNLGL</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/BUNWDCJNVGIG</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controlltower:eu-central-1::control/ZKDTBATDAALE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controlltower:eu-west-1::control/GPMZXXKOJOEE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London) arn:aws:controlltower:eu-west-2::control/YXJIW6XJ3EKIM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm) arn:aws:controlltower:eu-north-1::control/EREEUEZTQVI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controlltower:ap-south-1::control/MWNOLNFGIQDK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controlltower:ap-northeast-2::control/AGQDWLBSVZHWH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controlltower:ap-northeast-1::control/FTUDBPPTFLVO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Paris) arn:aws:controlltower:eu-west-3::control/AZVYVLXSEMIH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>South America (São Paulo) arn:aws:controlltower:sa-east-1::control/JNYGVGSCVBI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (N. California) arn:aws:controlltower:us-west-1::control/XLFTYXPMGMTB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PCI DSS version 3.2.1 1.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PCI DSS version 3.2.1 1.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PCI DSS version 3.2.1 1.3.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PCI DSS version 3.2.1 1.3.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PCI DSS version 3.2.1 1.3.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PCI DSS version 3.2.1 1.3.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PCI DSS version 3.2.1 2.2.2</td>
</tr>
</tbody>
</table>
## SH.Neptune.4

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.Neptune.4</td>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td>• Improve availability</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/KYVCQZLJTYAV</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td>• Protect configurations</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ILBNGYEWNVEW</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/RBAJHJOAQMVK</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-3</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/OWVJICMFBDRQ</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/TUXNKQCYFAHX</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ODXEWSFKGMDG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eucentral-1::control/KQNOJHPSWZH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:europe-west-1::control/DMWICKIQVGC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:europe-west-2::control/RINTJPA3KWU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:europe-north-1::control/ADORVDRQVPA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/WYUHCKLJMJN</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.Neptune.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Control identifier**: SH.Neptune.5

**Framework**
- NIST 800-53 Rev 5 SI-12
- PCI DSS version 3.2.1

**Control objective**: Improve resiliency

**Control API identifiers, by Region**
- **US East (N. Virginia)**
  - arn:aws:controltower:us-east-1::control/ZYAJHMJFHKWJ

- **US East (Ohio)**
  - arn:aws:controltower:us-east-2::control/CKIKYVTTLNFL

- **US West (Oregon)**
  - arn:aws:controltower:us-west-2::control/LCPESGNCLWT

- **Canada (Central)**
  - arn:aws:controltower:ca-central-1::control/DHYIFIEGKCKH

- **Asia Pacific (Sydney)**
  - arn:aws:controltower:ap-southeast-2::control/IEOEHVHFUPUO
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/ AHWGAETJPNM</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/ ETRKDEYMOPRO</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/ KPAXHNZWSWE</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/ DCOYCPDNY3UE</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/ PFZNFCAU7FW</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/ DFLUIGICKB</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/ VZANDNGXXTNF</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ OHKXCRQJ2FT</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/ IPXRSRRYRJCV</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/ FFMGXSRLTRM</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/ PCCBHGBJUDJZ</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| SH.Neptune.6       | • NIST 800-53 Rev 5 CA-9(1)  
                   | • NIST 800-53 Rev 5 CM-3(6)  
                   | • NIST 800-53 Rev 5 SC-13  
                   | • NIST 800-53 Rev 5 SC-28  
                   | • NIST 800-53 Rev 5 SC-28(1)  
                   | • NIST 800-53 Rev 5 SC-7(10)  
                   | • NIST 800-53 Rev 5 SI-7(6)  
                   | • PCI DSS version 3.2.1  
                   | • PCI DSS version 3.2.1  
                   | Encrypt data at rest | • US East (N. Virginia)  
                   |                    |                    | arn:aws:controltower:us-east-1::control/FUHJOTQRVJKS |
|                    |          |                   | • US East (Ohio)  
                   |          |                   | arn:aws:controltower:us-east-2::control/OWJHHGLSKKCS |
|                    |          |                   | • US West (Oregon)  
                   |          |                   | arn:aws:controltower:us-west-2::control/WGJJYXWBSKA |
|                    |          |                   | • Canada (Central)  
                   |          |                   | arn:aws:controltower:ca-central-1::control/VRMZTNTY0FHJ |
|                    |          |                   | • Asia Pacific (Sydney)  
                   |          |                   | arn:aws:controltower:ap-southeast-2::control/KMNEEERHOZWO |
|                    |          |                   | • Asia Pacific (Singapore)  
                   |          |                   | arn:aws:controltower:ap-southeast-1::control/KYGVJYXTEIYZ |
|                    |          |                   | • Europe (Frankfurt)  
                   |          |                   | arn:aws:controltower:eu-central-1::control/ROV1KNQOEUEA |
|                    |          |                   | • Europe (Ireland)  
                   |          |                   | arn:aws:controltower:eu-west-1::control/FSEXTXDBFHGZ |
|                    |          |                   | • Europe (London)  
                   |          |                   | arn:aws:controltower:eu-west-2::control/MZGGVWMWREOLW |
|                    |          |                   | • Europe (Stockholm)  
                   |          |                   | arn:aws:controltower:eu-north-1::control/CQH2FMPTV0VN |
|                    |          |                   | • Asia Pacific (Mumbai)  
<pre><code>               |          |                   | arn:aws:controltower:ap-south-1::control/RGTMIUHB3C3ER |
</code></pre>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.Neptune.7</td>
<td></td>
<td>Use strong</td>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>authentication</td>
<td>• NIST 800-53 Rev 5 AC-3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 7.1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 7.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 8.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 8.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 7.1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 7.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 8.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 7.1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 7.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 8.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 7.1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 7.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 8.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 7.1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 7.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 8.7</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/HTMETSUNKKNC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ZWMMOWACAAKX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/JUDPXQZMWMHP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ZSKMJGSZJRJOL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/WJIXMOGGTB8R</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ZREIJBCXRJC0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/USIGWXBCXXC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/SMQUYAKAPI8Q</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/YYRZENLBFWMKW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/POBIUAEMUMJJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/RZVQJWSEMVOJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.Neptune.8</td>
<td>• NIST 800-53 Rev 5 CA-9(1) &lt;br&gt;• NIST 800-53 Rev 5 CM-2 &lt;br&gt;• NIST 800-53 Rev 5 CM-2(2) &lt;br&gt;• PCI DSS version 3.2.1 2.2 &lt;br&gt;• PCI DSS version 3.2.1 2.4</td>
<td>• Protect configurations</td>
<td>• <strong>US East (N. Virginia)</strong>&lt;br&gt;arn:aws:controltower:us-east-1::control/VVPIJUDQURCA &lt;br&gt;• <strong>US East (Ohio)</strong>&lt;br&gt;arn:aws:controltower:us-east-2::control/RFZSTHMECLZN &lt;br&gt;• <strong>US West (Oregon)</strong>&lt;br&gt;arn:aws:controltower:us-west-2::control/HZVBDZLPLYJP &lt;br&gt;• <strong>Canada (Central)</strong>&lt;br&gt;arn:aws:controltower:ca-central-1::control/MNSQQMMBYSSN &lt;br&gt;• <strong>Asia Pacific (Sydney)</strong>&lt;br&gt;arn:aws:controltower:ap-southeast-2::control/FLKRTTMMLUMN &lt;br&gt;• <strong>Asia Pacific (Singapore)</strong>&lt;br&gt;arn:aws:controltower:ap-southeast-1::control/POJMDJSLIUJF &lt;br&gt;• <strong>Europe (Frankfurt)</strong>&lt;br&gt;arn:aws:controltower:eu-central-1::control/PNMLKBCTHPLN &lt;br&gt;• <strong>Europe (Ireland)</strong>&lt;br&gt;arn:aws:controltower:eu-west-1::control/IPODQTVQNOEC &lt;br&gt;• <strong>Europe (London)</strong>&lt;br&gt;arn:aws:controltower:eu-west-2::control/KYNITBYARJGK &lt;br&gt;• <strong>Europe (Stockholm)</strong>&lt;br&gt;arn:aws:controltower:eu-north-1::control/BEUAZKYAMIKM &lt;br&gt;• <strong>Asia Pacific (Mumbai)</strong>&lt;br&gt;arn:aws:controltower:ap-south-1::control/IQNCAGYRQMAC</td>
</tr>
</tbody>
</table>
### SH.NetworkFirewall.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.NetworkFirewall.3 | NIST 800-53 Rev 5 CA-9(1) | Limit network access | **US East (N. Virginia)**
|                     | NIST 800-53 Rev 5 CM-2 |                     | arn:aws:controltower:us-east-1::control/DAEZMRPYHW}
|                     | PCI DSS version 3.2.1 1.3.6 |                     | **US East (Ohio)**
|                     | PCI DSS version 3.2.1 11.4 |                     | arn:aws:controltower:us-east-2::control/ZQA0KRZIJKCKK
|                     | **South America (São Paulo)** |                     | **US West (Oregon)**
|                     | arn:aws:controltower:sa-east-1::control/UGAKIQSFN2MU |                     | arn:aws:controltower:us-west-1::control/MNFWKRSELQI
|                     | **Europe (Paris)** |                     | **Canada (Central)**
|                     | arn:aws:controltower:eu-west-3::control/YLGUUJTSQLD |                     | arn:aws:controltower:ca-central-1::control/OVLTEUUAAYRM
|                     | **Asia Pacific (Sydney)** |                     | **Asia Pacific (Seoul)**
|                     | **Asia Pacific (Tokyo)** |                     | arn:aws:controltower:ap-northeast-1::control/FFYZZCNCNFOI
|                     | arn:aws:controltower:ap-northeast-2::control/WHZKUALDWLXH |                     | **South America (São Paulo)**
|                     | arn:aws:controltower:ap-northeast-1::control/FFYZZCNCNFOI |                     | arn:aws:controltower:sa-east-1::control/UGAKIQSFN2MU
|                     | arn:aws:controltower:eu-west-3::control/YLGUUJTSQLD | **US East (Paris)** | arn:aws:controltower:us-east-2::control/ZQA0KRZIJKCKK
|                     | **South America (São Paulo)** |                     | **US West (Oregon)**
|                     | arn:aws:controltower:sa-east-1::control/UGAKIQSFN2MU |                     | arn:aws:controltower:us-west-1::control/MNFWKRSELQI
|                     | **Europe (Paris)** |                     | **Canada (Central)**
|                     | arn:aws:controltower:eu-west-3::control/YLGUUJTSQLD |                     | arn:aws:controltower:ca-central-1::control/OVLTEUUAAYRM
|                     | **South America (São Paulo)** |                     | **Asia Pacific (Sydney)**
|                     | arn:aws:controltower:sa-east-1::control/UGAKIQSFN2MU | arn:aws:controltower:ap-southeast-2::control/TIPAE3GHI5PE
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/JVTCWOYSPTGH</td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/TFSSQYTBRMND</td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/JTCGWNUCWXGP</td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/SJFAUJIKKWZPF</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/OWFEMSEFETJT</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/KXECUOXPWAE</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/SIHZYNYKUXBD</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ECCRBKUVRMPY</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/PRDCUMROGQNB</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/NBAGBDCLBADT</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/VQSI2TLFDMPV</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| SH.NetworkFirewall.4 | • NIST 800-53 Rev 5 CA-9(1)  
• NIST 800-53 Rev 5 CM-2  
• PCI DSS version 3.2.1 1.2.1  
• PCI DSS version 3.2.1 1.3  
• PCI DSS version 3.2.1 1.3.1  
• PCI DSS version 3.2.1 1.3.2  
• PCI DSS version 3.2.1 1.3.4  
• PCI DSS version 3.2.1 1.3.6 | • Limit network access | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/HGOJKKYHHZHXX  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/NTLDJCLFBWUL  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/CWNUOQDLQLSL  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/NDXZOSZBZAZP  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/EVSNHFCDZNEP  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/CEQJGZLWHOZ  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/CKQTVQDBLJXU  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/IDRAWMSHTQAB  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/SBJTKQLKUMRB  
• Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/VFYJNCARANB  
• Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/HAHWSPLBYDHY |
### SH.NetworkFirewall.5

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.NetworkFirewall.5 | • NIST 800-53 Rev 5 CA-9(1)  
• NIST 800-53 Rev 5 CM-2  
• PCI DSS version 3.2.1 1.2.1  
• PCI DSS version 3.2.1 1.3  
• PCI DSS version 3.2.1 1.3.1  
• PCI DSS version 3.2.1 1.3.2  
• PCI DSS version 3.2.1 1.3.4  
• PCI DSS version 3.2.1 1.3.6 | • Limit network access | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/BATNHYB00GVK  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/CECJUCSKGADN  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/AWRAGIQYHJIDZ  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/UYDVGEXROLLF  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/VZMVHIMBIXOW |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/XGOFVGCGBCMZ</td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/EAJHPCQELMZV</td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/WWSRLJHIIWPV</td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/ZEENWXCHUOHMG</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/GJZCYPNSNOAFF</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/OWXSVHKINPIX</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/RCAFDPAGIMPZ</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ERGWLQR5NYOZ</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/BVMXMMWXNCKR</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:saeast-1::control/IPOXUDFDGKOD</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/DEXQDIFLMJXV</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------------------------------------------</td>
<td>-------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>SH.NetworkFirewall.6</td>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td>• Limit network access</td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td>KMTLZUHSLMDH</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(5)</td>
<td></td>
<td>VITJPDKJTMBU</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td>SCVMOZZWOZTV</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td>MKM0EILV5SHM</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.8</td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.9</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.10</td>
<td></td>
<td>MMCBTVVVBFMM</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.11</td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.12</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.13</td>
<td></td>
<td>GWDDTUMKSHU</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.14</td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.15</td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.16</td>
<td></td>
<td>BOWRAWGFVFVRG</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.17</td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.18</td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.19</td>
<td></td>
<td>ZUUHBQYIQ3W5S</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.20</td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.21</td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.22</td>
<td></td>
<td>PDJFTGZ0NXV8</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.23</td>
<td></td>
<td>• Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.24</td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.25</td>
<td></td>
<td>LSUBVHESMXCJ</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.26</td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.27</td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.28</td>
<td></td>
<td>AYDXHUXYPDCX</td>
</tr>
</tbody>
</table>
### Control identifier | Framework | Control objective | Control API identifiers, by Region
--- | --- | --- | ---
**SH.Opensearch.1** |  |  |  
- NIST 800-53 Rev 5 CA-9(1)
- NIST 800-53 Rev 5 CM-3(6)
- NIST 800-53 Rev 5 SC-13
- NIST 800-53 Rev 5 SC-28
- NIST 800-53 Rev 5 SC-28(1)
- NIST 800-53 Rev 5 SI-7(6)
- PCI DSS version 3.2.1 3.4
- PCI DSS version 3.2.1 8.2.1
- Encrypt data at rest
- US East (N. Virginia)
  arn:aws:controltower:us-east-1::control/IHCAIGKUVWBB
- US East (Ohio)
  arn:aws:controltower:us-east-2::control/HTPRMMEXYQLS
- US West (Oregon)
  arn:aws:controltower:us-west-2::control/QOEVDDAFSXDN
- Canada (Central)
  arn:aws:controltower:ca-central-1::control/DHTDOXXDDWKT
- Asia Pacific (Sydney)
  arn:aws:controltower:ap-southeast-2::control/GNNUAYUHJXLT
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ISPPUNAOJKJTL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ZPPLHWWOMKJDA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/LJDAJTIIFMBW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/VRW5AVPPXPXKH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/SSBMEZOMBXUD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/UBZMNDYJFFGL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/EUSIHTCWFMOW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/YHHTXPNVSSCLL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/NRDKLFIUEHUR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/TFIVPOESOEHS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/TWLXKVBLCCQZ</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## SH.Opensearch.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.Opensearch.2</td>
<td>• NIST 800-53 Rev 5 AC-21</td>
<td>• Limit network access</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/GABXYPFSQLCM</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/NVSQFLJUXNEJ</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/QAPHAIOJQJGS</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/VHKUJNWUZHWF</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-6</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/QWJLMXTGTTHY</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/PIQINMIMKBJU</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ELGALPGEXDOI</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/UFAZXZNULUJM</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/FQPSSRYBKFB</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/EYYDONBGMWXAG</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/HTJOZSBBCWOS</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.3.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/NPHMMQWTNQIA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/GKQYHNVCZXUM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/LCPPNUYQSNQC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/MSRYQGHHWEPW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/BFCZCVISWLS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.Opensearch.3</td>
<td></td>
<td>Encrypt data in transit</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/DPIE0ZV00BXD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/JXNDKUHKUPE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/MSRORG0IEHF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:central-1::control/VEHXNDRMXXFQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/QPRZHOWCOFOW</td>
</tr>
</tbody>
</table>

SH.Opensearch.3

- NIST 800-53 Rev 5 AC-4
- NIST 800-53 Rev 5 SC-13
- NIST 800-53 Rev 5 SC-23
- NIST 800-53 Rev 5 SC-23(3)
- NIST 800-53 Rev 5 SC-7(4)
- NIST 800-53 Rev 5 SC-8
- NIST 800-53 Rev 5 SC-8(1)
- NIST 800-53 Rev 5 SC-8(2)
- PCI DSS version 3.2.1 4.1

- Encrypt data in transit
- US East (N. Virginia) arn:aws:controltower:us-east-1::control/DPIE0ZV00BXD
- US East (Ohio) arn:aws:controltower:us-east-2::control/JXNDKUHKUPE
- US West (Oregon) arn:aws:controltower:us-west-2::control/MSRORG0IEHF
- Canada (Central) arn:aws:controltower:central-1::control/VEHXNDRMXXFQ
- Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/QPRZHOWCOFOW
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/IMPWKHACFWKWN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/CBWBMTSYADVE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/XUAAEQGCCKZF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/DAUGSZZUKKCD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/NZT60XILALHZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/LDDCEQCAMDTZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/GGXZVSAXJ3DO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/MLXUGQDBTLDS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/OZKIJCNPYBYQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/UUHIFUJCREJE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/CIJEXNXYHHBI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.Opensearch.4</td>
<td></td>
<td>• Establish logging and monitoring</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/GADHHKSJUALK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ONGPXFNPQBSA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/IPGTNQNCVEH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/MTRETSLLQNM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/YGRKTWGZGYP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/VENRTMNHFVDY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/SYCPGPFVCE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/SOQCBCP3HEE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/JPSTSWTJEDDK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/KGHPMJBWTZNM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/FBETLNTPXiH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2(4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(26)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6(9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AU-10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AU-12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AU-2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AU-3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 CA-7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 10.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 10.2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 10.2.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 10.2.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 10.2.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 10.2.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 10.2.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 10.3.1</td>
</tr>
</tbody>
</table>
### SH.Opensearch.5

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.Opensearch.5</td>
<td>NIST 800-53 Rev 5 AC-2(4)</td>
<td>• Establish logging and monitoring</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/WAOBYBQZJHTA</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ABHACZZZEKDD</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/YTI0EUV3XBVO</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:central-1::control/ZWUQUZVGRFGN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/OZIJZGYJIAUK</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>---------------------------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/MXRREADODGVF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/QAXUNQCUXSA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/XUQONDDOGRUR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/FSORDAEQFTUW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/MCFVGQDHUXSS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/GZUMMDQRRYGL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/HMQDJFSYXHRC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/JJWIXLWUYBCV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/WYXULLGHGHOF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/RRBSFP0EGLJLV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/UJPMWYJTEGIU</td>
</tr>
</tbody>
</table>

- NIST 800-53 Rev 5 SC-7(9)
- NIST 800-53 Rev 5 SI-3(8)
- NIST 800-53 Rev 5 SI-4(20)
- NIST 800-53 Rev 5 SI-7(8)
- PCI DSS version 3.2.1 10.1
- PCI DSS version 3.2.1 10.2.1
- PCI DSS version 3.2.1 10.2.2
- PCI DSS version 3.2.1 10.2.3
- PCI DSS version 3.2.1 10.2.4
- PCI DSS version 3.2.1 10.2.5
- PCI DSS version 3.2.1 10.2.7
- PCI DSS version 3.2.1 10.3.1
- PCI DSS version 3.2.1 10.3.2
- PCI DSS version 3.2.1 10.3.3
- PCI DSS version 3.2.1 10.3.4
- PCI DSS version 3.2.1 10.3.5
- PCI DSS version 3.2.1 10.3.6
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.Opensearch.6      | • NIST 800-53 Rev 5 CP-10          | • Improve availability | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/UHLK1WGiXH00  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/INAHZRRREYHK5  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/GRZ3BENTFMIR  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/UFN3JUYUNHP0U  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/FTZ100VBEHSU  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/THCUKEEVGVR5  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/IQTWVHRNNLNT  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/HXIVGAXBPFH  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/KPYNKEFVVFLG  
• Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/NBJRUMLUPZK  
• Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/AHZDADVZEIKPI |
### SH.Opensearch.7

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.Opensearch.7</td>
<td></td>
<td>Enforce least privilege</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>US East (N. Virginia)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/ TMJKCOOOPZDS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>US East (Ohio)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/ HYJEBTQLGRWB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>US West (Oregon)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/ XJACAJPWJYEG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Canada (Central)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/ CDTQYPILPGYQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Sydney)</strong></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/ EGTEXCKXTWYU</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-2(1)</td>
<td>Enforce least privilege</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td>Enforce least privilege</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(15)</td>
<td>Enforce least privilege</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td>Enforce least privilege</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-5</td>
<td>Enforce least privilege</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td>Enforce least privilege</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.1.1</td>
<td>Enforce least privilege</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.1</td>
<td>Enforce least privilege</td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 7.2.2</td>
<td>Enforce least privilege</td>
<td></td>
</tr>
</tbody>
</table>

### Control identifier: SH.Opensearch.7

#### Frameworks
- NIST 800-53 Rev 5
- PCI DSS version 3.2.1

#### Control objectives
- Enforce least privilege

#### Control API identifiers, by Region
- Asia Pacific (Seoul): arn:aws:controltower:ap-northeast-2::control/NALYWTOTQSQM
- Asia Pacific (Tokyo): arn:aws:controltower:ap-northeast-1::control/BRKBMKFMLHEQ
- Europe (Paris): arn:aws:controltower:eu-west-3::control/TRTPXUQNQSK
- South America (São Paulo): arn:aws:controltower:saeast-1::control/BYZZFSUVEFIH
- US West (N. California): arn:aws:controltower:us-west-1::control/WOYZNDSBYFMD

#### Additional Regions
- US East (N. Virginia): arn:aws:controltower:us-east-1::control/TMJKC000PZDS
- US East (Ohio): arn:aws:controltower:us-east-2::control/HYJEBTQLGRWB
- US West (Oregon): arn:aws:controltower:us-west-2::control/XJACAJPWJYEG
- Canada (Central): arn:aws:controltower:ca-central-1::control/CDTQYPILPGYQ
- Asia Pacific (Sydney): arn:aws:controltower:ap-southeast-2::control/EGTEXCKXTWYU
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/YNDFKJTPFDGL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/HBOVIWODSIIQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/QIUXDLURBXQH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/SQMDHKIDEBFB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/UBSEPWEOEVHB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/AWWBNORXHGFQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/JVLECKNIHJFT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/QGKGUEKWKELB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/QHKUXLTQGOPU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/KJJGFQQDNIUUG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/KAYPQKVRYEC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>--------------------------------</td>
<td>-----------------------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>SH.Opensearch.8</td>
<td>• NIST 800-53 Rev 5 AC-17(2)</td>
<td>• Encrypt data in transit</td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>arn:aws:controltower:us-east-1::control/OEGCJFDHPGEM</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 IA-5(1)</td>
<td></td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-12(3)</td>
<td></td>
<td>arn:aws:controltower:us-east-2::control/MIUYZGCZSCNK</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td>arn:aws:controltower:us-west-2::control/ZYMOYFTGCZ00</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td>arn:aws:controltower:ca-central-1::control/CLTBPMINSNR</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-2::control/MQGZXOCEDKKX</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/YQCKQPEAIJQT</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.3</td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td>arn:aws:controltower:eucentral-1::control/QBMJTLWWCPB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/CCKMAIZNSPH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/UBUBNOTQLYHV</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eunorth-1::control/HUPEGIPAJUZG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:apsouth-1::control/YRWIMCSZLLAG</td>
</tr>
</tbody>
</table>
### SH.RDS.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.RDS.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
<td></td>
<td>Enforce least privilege</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/UWMYPVTQGECU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-21</td>
<td></td>
<td>Protect data integrity</td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/OYYKDBQTGTYU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/CAGKPAGDCTC</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/NZXCAQOXCCUB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/KMPUUHKSUHBG</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/Q2XCSYNMQWZ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/NCZTIRGKTDTQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-10</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/GWPDEHULWHVB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-6</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ELQQDOSZOPY</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-6(1)</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/RONREVDQJLHJ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-9</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/EMHNWHTQUNQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-36</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/JZXYUUXYDVE</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/TOUGHROQOUP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/BJULHBBYPSZ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:south-east-1::control/DRLOIMLWYCCX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/EFSULLGMVDIB</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.RDS.10</td>
<td></td>
<td>• Use strong authentication</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/QKWQNGCDPYW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/JRCVwZHHQKOW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ EFAPZPONOBQN</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ PRHACJRAZPNL</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ SMAVVT0YJNJT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ JUHUNMEAVSXZ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.7</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ SXLQIDOEF9RI</td>
</tr>
<tr>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ YPEONMSLBPNI</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ BLXPGHVCWRQD</td>
</tr>
<tr>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ BTPGJCTLR0YLN</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ RYHNWNML0DQ</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ MOLCFSB0QVJ</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ HCCCLB8USXOTA</td>
</tr>
<tr>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ DKTIAFZFWVQA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------------------------------------------</td>
<td>---------------------------</td>
<td>------------------------------------------------------------------------</td>
</tr>
<tr>
<td>SH.RDS.11</td>
<td>• NIST 800-53 Rev 5 CP-10</td>
<td>• Improve resiliency</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/IFMREHTYREKZ</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CP-6</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/JXWBLIPXTXFMM</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CP-6(1)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/EXXRISQZELSP</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CP-9</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/TPWBDXCLLFKX</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/PVJEIOWFEXGW</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-12</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/JKXCQSHKOFWD</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/EXPWZLXBJOBNE</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.7</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/NKIMJVTDDZKZ</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.RDS.12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-2(1)</td>
<td></td>
<td>• Use strong authentication</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/SMFUECIOXWRX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/XPQKK0X3FOJU</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>--------------------</td>
<td>------------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ HGQGAKCYLYSU</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ WLJSEVCPUVGTX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ BMLXMSRNEDOJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ BBFDNNNCBMAOT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.7</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ YCYHJVTMNPPX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/ JSYSYGUPHDMPX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ KWPJSLPTKZRB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/ VGUCUQAUXAQZ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/ YDFQASDBRMIK</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ TUCHTSHHPPAUT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ APLECYBWMJVR</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.2</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ VHGHDTUEGUU</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.RDS.13</td>
<td></td>
<td>Manage vulnerabilities</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/ GUYPLHFGVYSR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ SVRYURDPWZDY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ WLWAWVKRSUMI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ PTCFMAVPZ3NJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ SFKATYNUSZRY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ PJLXYFZCQDDF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ GCFQCJMRPAWO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ XIRVQKZQFELN</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------</td>
<td>---------------------</td>
<td>---------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>SH.RDS.15</td>
<td>NIST 800-53 Rev 5 CP-10</td>
<td>Improve availability</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/WEBMACIXPMUV</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CP-6(2)</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/OXZG6J3GH5WO</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-36</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-5(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| NIST 800-53 Rev 5 SI-13(5) | • US West (Oregon)  
ar:nw:controltower:us-west-2::control/IJVHZTDIWOAW  
• Canada (Central)  
ar:nw:controltower:ca-central-1::control/VUXWHQTMDUIL  
• Asia Pacific (Sydney)  
ar:nw:controltower:ap-southeast-2::control/CXRHC5GCTDUZ  
• Asia Pacific (Singapore)  
ar:nw:controltower:ap-southeast-1::control/XVSMSTMPWPPO  
• Europe (Frankfurt)  
ar:nw:controltower:eu-central-1::control/CVMCODCPUMR  
• Europe (Ireland)  
ar:nw:controltower:eu-west-1::control/QBPBORNXALB  
• Europe (London)  
ar:nw:controltower:eu-west-2::control/QGMFCZGTPRHD  
• Europe (Stockholm)  
ar:nw:controltower:eu-north-1::control/KJTOOKWYWP  
• Asia Pacific (Mumbai)  
ar:nw:controltower:ap-south-1::control/ALNCIDFJXFY  
• Asia Pacific (Seoul)  
ar:nw:controltower:ap-northeast-2::control/SEHEGBDGFYAC  
• Asia Pacific (Tokyo)  
ar:nw:controltower:ap-northeast-1::control/VBNKWDNFAZW  
• Europe (Paris)  
ar:nw:controltower:eu-west-3::control/QBRSRTJPWBO
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.RDS.17</td>
<td></td>
<td>Protect configurations</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/ DTZXJLHKFLEJ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ TUGTHWRGHGVM</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ THIMEGDOQLQT</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ AUGOGJCNNLCH</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ SRFNCDMSX2NT</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.4</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/ SRQHDGHEOMQL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ DJZAPEFIHNFU</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/ BFNXHULOJVIP</td>
</tr>
</tbody>
</table>

SH.RDS.17
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.RDS.18</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
|                    | NIST 800-53 Rev 5 AC-4 | Limit network access | • US East (N. Virginia)  
ar:aws:controltower:us-east-1::control/PXYEQHPGSBAU |
|                    | NIST 800-53 Rev 5 AC-4(21) |                  | • US East (Ohio)  
ar:aws:controltower:us-east-2::control/JYLXQUQQFAHZ |
<p>|                    | NIST 800-53 Rev 5 SC-7 |                  |                                   |
|                    | NIST 800-53 Rev 5 SC-7(11) |                  |                                   |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/QFDDMLBXZFMD</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/WGELDILYYVXL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/RBYPDKTCHCVN</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/FLLXFLHIFSMQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/BPCAMESMWAHB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/PSTYGKOBDDUTG</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ZZHOCZFFHRAS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/EJNZYMO2MYXX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/WUNIHEUEMUJR</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/NNRQJBASRGFM</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/JSNSKZQFYVBT</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/SWEQGXIMHXT</td>
</tr>
</tbody>
</table>
## SH.RDS.19

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.RDS.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td>Limit network access</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/WDBVVIVSLRNF</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/JOYEWALSGIFL</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**SH.RDS.2**

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.RDS.2</td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td>Limit network access</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/WDBVVIVSLRNF</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/JOYEWALSGIFL</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **US West (Oregon)**
  arn:aws:controltower:us-west-2::control/MZHJXJENYHPM

- **Canada (Central)**
  arn:aws:controltower:ca-central-1::control/LVTJHEQBWJXI

- **Asia Pacific (Sydney)**
  arn:aws:controltower:ap-southeast-2::control/IWPFNXJZXAXAD

- **Asia Pacific (Singapore)**
  arn:aws:controltower:ap-southeast-1::control/FXNNEWJUXUKUT

- **Europe (Frankfurt)**
  arn:aws:controltower:eu-central-1::control/MONJXJZJWZJZ

- **Europe (Ireland)**
  arn:aws:controltower:eu-west-1::control/ZNRDFQKBVSBM

- **Europe (London)**
  arn:aws:controltower:eu-west-2::control/SLIBAUCRMDJZ

- **Europe (Stockholm)**
  arn:aws:controltower:eu-north-1::control/LRLYXEVQGTYM

- **Asia Pacific (Mumbai)**
  arn:aws:controltower:ap-south-1::control/QPX0S0JQDD00

- **Asia Pacific (Seoul)**
  arn:aws:controltower:ap-northeast-2::control/LVCJBGBIJAD

- **Asia Pacific (Tokyo)**
  arn:aws:controltower:ap-northeast-1::control/RY2QHDVVDJDS

- **Europe (Paris)**
  arn:aws:controltower:eu-west-3::control/WLPKIQHJVXSI
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.RDS.20</td>
<td>NIST 800-53 Rev 5 CA-7</td>
<td>Prepare for incident response</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/BZKHLGWSEYGS</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-2</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/QKBXURIFEDNR</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 11.5</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/EZKYVDMHEXTT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/OODDUWOHHNMJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/SIZRZVALISEG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/2700</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective, by Region</td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------------</td>
<td>-----------------------------</td>
<td></td>
</tr>
<tr>
<td>southeast-1:control/QMPWTHDYXPNF</td>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1:control/MGGSWFNHYEYW</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1:control/00ZTVTPLFUZE</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2:control/SCDHEPMDRZYD</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1:control/AYTEEMREPGTY</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1:control/NVFJXDYXEZUI</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2:control/HVLENLXSMYVM</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1:control/YMSJKTCPZVLQ</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3:control/JWYATNKBGECV</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1:control/OAIMBCJMFKNH</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1:control/ZWIFHLDJHCYK</td>
<td></td>
</tr>
</tbody>
</table>
## SH.RDS.21

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.RDS.21          | • NIST 800-53 Rev 5 CA-7  
                     • NIST 800-53 Rev 5 SI-2  
                     • PCI DSS version 3.2.1 11.5 | • Prepare for incident response | • US East (N. Virginia)  
                      arn:aws:controltower:us-east-1::control/LSOCQKOMTNUV  
                     • US East (Ohio)  
                      arn:aws:controltower:us-east-2::control/HXSMRIUXHEQL  
                     • US West (Oregon)  
                      arn:aws:aws:controltower:us-west-2::control/VNVOSKGSBKYM  
                     • Canada (Central)  
                      arn:aws:controltower:ca-central-1::control/JUUCAVNVKIFZ  
                     • Asia Pacific (Sydney)  
                      arn:aws:controltower:ap-southeast-2::control/BEAJMSHPLZAF  
                     • Asia Pacific (Singapore)  
                      arn:aws:controltower:ap-southeast-1::control/SFJABILZRZSE  
                     • Europe (Frankfurt)  
                      arn:aws:controltower:eu-central-1::control/BDSWAPWAEEJ00  
                     • Europe (Ireland)  
                      arn:aws:controltower:eu-west-1::control/FKEYGXPKFLG  
                     • Europe (London)  
                      arn:aws:controltower:eu-west-2::control/IREBWNCCJFNQ  
                     • Europe (Stockholm)  
                      arn:aws:controltower:eu-north-1::control/XZAJRQOSAIYS  
                     • Asia Pacific (Mumbai)  
                      arn:aws:controltower:ap-south-1::control/MUDGOLDWJQFJ  |
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.RDS.22          |                            | • Prepare for incident response     | • US East (N. Virginia) 
arn:aws:controltower:us-east-1::control/APIPOBXRVOAY  
• US East (Ohio) 
arn:aws:controltower:us-east-2::control/XNOPTYHHXQYF  
• US West (Oregon) 
arn:aws:controltower:us-west-2::control/YNHFAJNIYTDT  
• Canada (Central) 
arn:aws:controltower:ca-central-1::control/ZGIGHJOY0XRWY  
• Asia Pacific (Sydney) 
arn:aws:controltower:ap-southeast-2::control/HGUNBQWZZZT |
|                    |                            |                                    | • Asia Pacific (Seoul) 
arn:aws:controltower:ap-northeast-2::control/GZCLBNPKORNZ  
• Asia Pacific (Tokyo) 
arn:aws:controltower:ap-northeast-1::control/YXJRMNYQXFBFJ  
• Europe (Paris) 
arn:aws:controltower:eu-west-3::control/UEMPPORPOEXD  
• South America (São Paulo) 
arn:aws:controltower:sa-east-1::control/ONKVQCHAHDMMG  
• US West (N. California) 
arn:aws:controltower:us-west-1::control/GTXGBGCVGHQI |

SH.RDS.22

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.RDS.22          |                            | • Prepare for incident response     | • US East (N. Virginia) 
arn:aws:controltower:us-east-1::control/APIPOBXRVOAY  
• US East (Ohio) 
arn:aws:controltower:us-east-2::control/XNOPTYHHXQYF  
• US West (Oregon) 
arn:aws:controltower:us-west-2::control/YNHFAJNIYTDT  
• Canada (Central) 
arn:aws:controltower:ca-central-1::control/ZGIGHJOY0XRWY  
• Asia Pacific (Sydney) 
arn:aws:controltower:ap-southeast-2::control/HGUNBQWZZZT |
|                    |                            |                                    | • Asia Pacific (Seoul) 
arn:aws:controltower:ap-northeast-2::control/GZCLBNPKORNZ  
• Asia Pacific (Tokyo) 
arn:aws:controltower:ap-northeast-1::control/YXJRMNYQXFBFJ  
• Europe (Paris) 
arn:aws:controltower:eu-west-3::control/UEMPPORPOEXD  
• South America (São Paulo) 
arn:aws:controltower:sa-east-1::control/ONKVQCHAHDMMG  
• US West (N. California) 
arn:aws:controltower:us-west-1::control/GTXGBGCVGHQI |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ EQAAWXJPTMKT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ NOQNKAMBARQQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ FHEENQFCWVOV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ USADZKONGEWL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ WCCGPOESKUN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ QUVLHKDDEGEY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ XGNLIOGTVPW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ EXEHMGVOGPEL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ MEMSFTMAYJCK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ ZIKCBMBKOVQG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ QMZEDTMNIZLU</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Control identifier

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.RDS.23          | • NIST 800-53 Rev 5 AC-4  
• NIST 800-53 Rev 5 AC-4(21)  
• NIST 800-53 Rev 5 SC-7  
• NIST 800-53 Rev 5 SC-7(11)  
• NIST 800-53 Rev 5 SC-7(16)  
• NIST 800-53 Rev 5 SC-7(21)  
• NIST 800-53 Rev 5 SC-7(4)  
• NIST 800-53 Rev 5 SC-7(5)  
• PCI DSS version 3.2.1 1.2.1  
• PCI DSS version 3.2.1 1.3.1  
• PCI DSS version 3.2.1 1.3.2  
• PCI DSS version 3.2.1 1.3.4  
• PCI DSS version 3.2.1 2.2 | • Limit network access |  
• US East (N. Virginia)  
ar:n:aws:controltower:us-east-1::control/YMXSTCEYXBPV  
• US East (Ohio)  
ar:n:aws:controltower:us-east-2::control/BMHOKULQTGAT  
• US West (Oregon)  
ar:n:aws:controltower:us-west-2::control/TJALNCJQYRFH  
• Canada (Central)  
ar:n:aws:controltower:ca-central-1::control/WSSFKIXFVIRY  
• Asia Pacific (Sydney)  
ar:n:aws:controltower:ap-southeast-2::control/ZRQKSDQFNGQJ  
• Asia Pacific (Singapore)  
ar:n:aws:controltower:ap-southeast-1::control/QXHTVIKMWTV  
• Europe (Frankfurt)  
ar:n:aws:controltower:eu-central-1::control/VXAKLAUJEMPU  
• Europe (Ireland)  
ar:n:aws:controltower:eu-west-1::control/RASOHQDBMGUM  
• Europe (London)  
ar:n:aws:controltower:eu-west-2::control/PLKDXQDDBGMUM  
• Europe (Stockholm)  
ar:n:aws:controltower:eu-north-1::control/IVCTUYYNHZKS  
• Asia Pacific (Mumbai)  
ar:n:aws:controltower:ap-south-1::control/FAFQHCMRANW
### SH.RDS.25

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.RDS.25         |           | Protect configurations | US East (N. Virginia) arn:aws:controltower:us-east-1::control/BBSLGPRKDCNJ  
|                   |           |                   | US East (Ohio) arn:aws:controltower:us-east-2::control/RLYGPPANIDPZ  
|                   |           |                   | US West (Oregon) arn:aws:controltower:us-west-2::control/QCWMEMJWPWTVG  
|                   |           |                   | Canada (Central) arn:aws:controltower:ca-central-1::control/HKYZMPYFMAFO  
<p>|                   |           |                   | Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/DBGPIYTQCFCX |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/NDCFQRXZYLG</td>
<td>by Region</td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/GROVRZIBJCL</td>
<td>by Region</td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/MZHTGUBEWDXJ</td>
<td>by Region</td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/RVSMKX00BZS</td>
<td>by Region</td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ONRGZMZOPBUF</td>
<td>by Region</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/AWJUNLMLTRRD</td>
<td>by Region</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/YFLHZPIZNNYT</td>
<td>by Region</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/GFQGKQGMTLQY</td>
<td>by Region</td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/QBJWTHMNMSS</td>
<td>by Region</td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:south-america-east-1::control/PWFHIJDDFBFT</td>
<td>by Region</td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/XIDGGFKVQTBY</td>
<td>by Region</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| SH.RDS.27          | • NIST 800-53 Rev 5 CA-9(1)  
                    |           | Encrypt data at rest | • US East (N. Virginia)  
                    |           |                              | arn:aws:controltower:us-east-1::control/  
                    |           |                              | DROQPQLJBTES |
|                    | • NIST 800-53 Rev 5 CM-3(6)   
                    |           |                              | • US East (Ohio)  
                    |           |                              | arn:aws:controltower:us-east-2::control/  
                    |           |                              | YOTEPOZWWVTA |
|                    | • NIST 800-53 Rev 5 SC-13      
                    |           |                              | • US West (Oregon)  
                    |           |                              | arn:aws:controltower:us-west-2::control/  
                    |           |                              | AEXJPTLILJT |
|                    | • NIST 800-53 Rev 5 SC-28      
                    |           |                              | • Canada (Central)  
                    |           |                              | arn:aws:controltower:ca-central-1::control/  
                    |           |                              | HYHKJXEPHP |
|                    | • NIST 800-53 Rev 5 SC-28(1)   
                    |           |                              | • Asia Pacific (Sydney)  
                    |           |                              | arn:aws:controltower:ap-southeast-2::control/  
                    |           |                              | YIQWYGANUPYO |
|                    | • NIST 800-53 Rev 5 SC-7(10)   
                    |           |                              | • Asia Pacific  
                    |           |                              | (Singapore)  
                    |           |                              | arn:aws:controltower:ap-southeast-1::control/  
                    |           |                              | UEUHZXQANBCQ |
|                    | • PCI DSS version 3.2.1 3.4    
                    |           |                              | • Europe (Frankfurt)  
                    |           |                              | arn:aws:controltower:eu-central-1::control/  
                    |           |                              | YHFDAYZPEW |
|                    | • PCI DSS version 3.2.1 8.2.1  
                    |           |                              | • Europe (Ireland)  
                    |           |                              | arn:aws:controltower:eu-west-1::control/  
                    |           |                              | SMQWYFRNIEJ |
|                    |           |                              | • Europe (London)  
                    |           |                              | arn:aws:controltower:eu-west-2::control/  
                    |           |                              | TZIPAEKMTMH |
|                    |           |                              | • Europe (Stockholm)  
                    |           |                              | arn:aws:controltower:eu-north-1::control/  
                    |           |                              | SHKEUJZRGZDP |
|                    |           |                              | • Asia Pacific  
                    |           |                              | (Mumbai)  
                    |           |                              | arn:aws:controltower:ap-south-1::control/  
<pre><code>                |           |                              | VLLLIVEMUGOC |
</code></pre>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.RDS.3</td>
<td></td>
<td>Encrypt data at rest</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CIS AWS Benchmark 1.4 2.3.1</td>
<td></td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/ VGWJZZHSYIBM</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ VCGAQC3JC3VXR</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ NMQXECEAOQCB</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ KAZMYJAUYZSY</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ OKWMXNZYRVUV</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/ DRFBXTXBNRCS</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/ ONFIOHPFSGHK</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/ DJZYDUIVJLQI</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 3.4</td>
<td></td>
<td>South America (São Paulo) arn:aws:controltower:south-america-east-1::control/ WAAVLKURPRRE</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td>US West (N. California) arn:aws:controltower:us-west-1::control/ WCGSVVJYKJKB</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/DUPIMTBMZJBD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/KNPNIWDEVFJEJG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/HBTSVIZWIAQY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ZQCGVRDNLZEU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/QGGSRCNFPB0N</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/QLBPHXRQYFTE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/VMJOVSIBHNL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ICYIAUGUTWUB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ABSIY2AIWNCN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:south-america-east-1::control/WWSVRYZVWIDTXW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/TGJXCMCDKMP</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## SH.RDS.4

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.RDS.4           | - NIST 800-53 Rev 5 CA-9(1)  
- NIST 800-53 Rev 5 CM-3(6)  
- NIST 800-53 Rev 5 SC-13  
- NIST 800-53 Rev 5 SC-28  
- NIST 800-53 Rev 5 SC-28(1)  
- NIST 800-53 Rev 5 SC-7(10)  
- NIST 800-53 Rev 5 SI-7(6)  
- PCI DSS version 3.2.1 3.4  
- PCI DSS version 3.2.1 8.2.1 | - Encrypt data at rest | - US East (N. Virginia)  
ar:aws:controltower:us-east-1::control/  
BZBLCONTBAMD  
- US East (Ohio)  
ar:aws:controltower:us-east-2::control/  
JFTFUHKRKNSA  
- US West (Oregon)  
ar:aws:controltower:us-west-2::control/  
OGAIZAJBSGBT  
- Canada (Central)  
ar:aws:controltower:ca-central-1::control/  
VXUQLNFZHRXA  
- Asia Pacific (Sydney)  
ar:aws:controltower:ap-southeast-2::control/  
UOCQAVOKOBTPOP  
- Asia Pacific (Singapore)  
ar:aws:controltower:ap-southeast-1::control/  
SWWDMMPJTVUT  
- Europe (Frankfurt)  
ar:aws:controltower:eu-central-1::control/  
KZQFIPMORTE  
- Europe (Ireland)  
ar:aws:controltower:eu-west-1::control/  
LREEKPJSYDJ  
- Europe (London)  
ar:aws:controltower:eu-west-2::control/  
CZGUUSLYJXEQ  
- Europe (Stockholm)  
ar:aws:controltower:eu-north-1::control/  
BBV5FCJBDKUZ  
- Asia Pacific (Mumbai)  
ar:aws:controltower:ap-south-1::control/  
DACICEFQauls |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.RDS.5</td>
<td></td>
<td>Improve availability</td>
<td></td>
</tr>
</tbody>
</table>

**Control API identifiers, by Region**

- **Asia Pacific (Seoul)**  
  arn:aws:controltower:ap-northeast-2::control/ TXZGWJTMYAS
- **Asia Pacific (Tokyo)**  
  arn:aws:controltower:ap-northeast-1::control/ CLRBHZMKGNAH
- **Europe (Paris)**  
  arn:aws:controltower:eu-west-3::control/ BKZVWBCMGEUF
- **South America (São Paulo)**  
  arn:aws:controltower:saeast-1::control/ RZHJRQPRPGVR
- **US West (N. California)**  
  arn:aws:controltower:us-west-1::control/ NOZHCEDTOTS
- **US East (N. Virginia)**  
  arn:aws:controltower:useast-1::control/ WAIIDVEUUPWI
- **US East (Ohio)**  
  arn:aws:controltower:useast-2::control/ NTFDQTWL2ZWO
- **US West (Oregon)**  
  arn:aws:controltower:us-west-2::control/ WQRKCNCGXMEZ
- **Canada (Central)**  
  arn:aws:controltower:ca-central-1::control/ XMPOBIWBCBI
- **Asia Pacific (Sydney)**  
  arn:aws:controltower:ap-southeast-2::control/ IRSIBRZRNPGJ
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/NNYNUMCTQ2CZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/RDRYYIDWYNY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ABTYUCPXKSGJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/HKTFGMWLCXVS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/YREOQGNQKBLJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/GPUFSACIRWXI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/QSPRBKYKNWKM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/OTHTPZRZHRYNM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/SEM3DNJPIZDI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:saeast-1::control/HDDRwBVHAHVK</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/IXXVGFGVMRZK</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.RDS.6           | • NIST 800-53 Rev 5 CA-7  
                      • NIST 800-53 Rev 5 SI-2 | • Establish logging and monitoring | • **US East (N. Virginia)**  
                      arn:aws:controltower:us-east-1::control/CQFNSAHGKXYR  
                      • **US East (Ohio)**  
                      arn:aws:controltower:us-east-2::control/QJCUZIBGHFIW  
                      • **US West (Oregon)**  
                      arn:aws:controltower:us-west-2::control/EYAIAJPSQRWR  
                      • **Canada (Central)**  
                      arn:aws:controltower:ca-central-1::control/DKSRZCX3NFHQ  
                      • **Asia Pacific (Sydney)**  
                      arn:aws:controltower:ap-southeast-2::control/LJQFIHV0JEWC  
                      • **Asia Pacific (Singapore)**  
                      arn:aws:controltower:ap-southeast-1::control/WGVCYIMZTDAYK  
                      • **Europe (Frankfurt)**  
                      arn:aws:controltower:eu-central-1::control/JKBKECQARADY  
                      • **Europe (Ireland)**  
                      arn:aws:controltower:eu-west-1::control/OEPI0AXLVVJQ  
                      • **Europe (London)**  
                      arn:aws:controltower:eu-west-2::control/FUVWSPBRWARMJ  
                      • **Europe (Stockholm)**  
                      arn:aws:controltower:eu-north-1::control/0ITUKLCXALQi  
                      • **Asia Pacific (Mumbai)**  
                      arn:aws:controltower:ap-south-1::control/VHPWTYRBFSMR |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.RDS.8</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/MEYNQQLIBFVH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/BKCRQHWTODQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/XOMAAAMDKJSN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/KLAQLDQDQNQCO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/EAZJCJVTNTTK</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.RDS.8</td>
<td></td>
<td>Improve availability</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/OHXOGCEUBHWF</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/CCQXXARGJAR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/EZGQFHTMBAWO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/WFLIUEPSIAYX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/CDKCDVDAZJE</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/GINLEIXHNSYL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/SQHTJKLMQJGB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/XBIZWFFXCON</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/VQMCVFXHFAQQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/NMWOUNPNAHOL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/LWZRQWERBHQG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/EWKOXIOSNJCZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/KVSVIPSPZIPAS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/GERDMSRMMFYK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:saeast-1::control/BQHOIAHINFUY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/EPAIKXSPXSCA</td>
</tr>
</tbody>
</table>
### SH.RDS.9

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.RDS.9</td>
<td>• NIST 800-53 Rev 5 AC-2(4)</td>
<td>• Establish logging and monitoring</td>
<td>• [US East (N. Virginia)] arn:aws:controltower:us-east-1::control/BCVVFPDVGISN</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td>• [US East (Ohio)] arn:aws:controltower:us-east-2::control/OTXQBSYGPGYU</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td>• [US West (Oregon)] arn:aws:controltower:us-west-2::control/DBSDVNSHWIOG</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td>• [Canada (Central)] arn:aws:controltower:ca-central-1::control/RYUXCWVBRCAD</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td>• [Asia Pacific (Sydney)] arn:aws:controltower:ap-southeast-2::control/FPPDNGIQPZQT</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td>• [Asia Pacific (Singapore)] arn:aws:controltower:ap-southeast-1::control/TBIMMPTMBJTL</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td>• [Europe (Frankfurt)] arn:aws:controltower:eu-central-1::control/GXZYLMPFPQWWD</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td>• [Europe (Ireland)] arn:aws:controltower:eu-west-1::control/IIFLSTVTRDZG</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td>• [Europe (London)] arn:aws:controltower:eu-west-2::control/KMLDBVZXXKCT</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td>• [Europe (Stockholm)] arn:aws:controltower:eu-north-1::control/REJGKLYPHVDN</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td>• [Asia Pacific (Mumbai)] arn:aws:controltower:ap-south-1::control/KAQQDXQFJYRU</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.2.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.2.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| SH.Redshift.1      |           | Limit network access | • US East (N. Virginia)
|                    |           |                  | arn:aws:controltower:us-east-1::control/QG6YRDNRLLPZ |
|                    |           |                  | • US East (Ohio)
|                    |           |                  | arn:aws:controltower:us-east-2::control/VRMIAJEHXVEF |
|                    |           |                  | • US West (Oregon)
|                    |           |                  | arn:aws:controltower:us-west-2::control/KHOSQGUZTNH |
|                    |           |                  | • Canada (Central)
|                    |           |                  | arn:aws:controltower:ca-central-1::control/RSFNNTQDNSXM |
|                    |           |                  | • Asia Pacific (Sydney)
|                    |           |                  | arn:aws:controltower:ap-southeast-2::control/WVIYUKDGONSX |

The tables provided for SH.Redshift.1 include the following information:

- **Control identifier:** SH.Redshift.1
- **Framework:**
  - NIST 800-53 Rev 5 AC-21
  - NIST 800-53 Rev 5 AC-3
  - NIST 800-53 Rev 5 AC-3(7)
  - NIST 800-53 Rev 5 AC-4
  - NIST 800-53 Rev 5 AC-4(21)
  - NIST 800-53 Rev 5 AC-6
  - NIST 800-53 Rev 5 CA-9(1)
  - NIST 800-53 Rev 5 CM-3(6)
  - NIST 800-53 Rev 5 SC-13
  - NIST 800-53 Rev 5 SC-28

- **Control objective:** Limit network access

The tables also list the Control API identifiers for various regions:

- **Asia Pacific (Seoul)**
  arn:aws:controltower:ap-northeast-2::control/PSHCDLXAFPIZ

- **Asia Pacific (Tokyo)**
  arn:aws:controltower:ap-northeast-1::control/EIZJBDXPFPGK

- **Europe (Paris)**
  arn:aws:controltower:eu-west-3::control/HNXTEFHVVVUV

- **South America (São Paulo)**
  arn:aws:controltower:sa-east-1::control/NDKTXPFKNJXF

- **US West (N. California)**
  arn:aws:controltower:us-west-1::control/IXAUVMTYOJFU
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/AWCJAMQENDQO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/IYGOKELWJWMB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/CCXNECVPRVHL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/RHXEMVQGGMNY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/LZKIQTREDTFY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/WXXRGRFXMKHZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/KUKRAWPCWPWD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/AYTBPCVDXBOV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/XJVAUJAVHWDX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td>• South America (São Paulo) arn:aws:controltower:saeast-1::control/YQJNEMQSMPCG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/WUADYLMPFVG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.5.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## SH.Redshift.10

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.Redshift.10     | • NIST 800-53 Rev 5 CA-9(1)  
                    • NIST 800-53 Rev 5 CM-3(6)  
                    • NIST 800-53 Rev 5 SC-13  
                    • NIST 800-53 Rev 5 SC-28  
                    • NIST 800-53 Rev 5 SC-28(1)  
                    • NIST 800-53 Rev 5 SI-7(6)  
                    • PCI DSS version 3.2.1 3.4  
                    • PCI DSS version 3.2.1 3.5.3  
                    • PCI DSS version 3.2.1 8.2.1 | • Encrypt data at rest | • US East (N. Virginia)  
arn:aws:ctl:us-east-1::control/  
NMNBOPYCIYIAW  
• US East (Ohio)  
arn:aws:ctl:us-east-2::control/  
FGDKUQOJDCQG  
• US West (Oregon)  
arn:aws:ctl:us-west-2::control/  
CLQQXXAYJAFH  
• Canada (Central)  
arn:aws:ctl:ca-central-1::control/  
SFTASJFBQOZK  
• Asia Pacific (Sydney)  
arn:aws:ctl:ap-southeast-2::control/  
LQIBXYSZTOD  
• Asia Pacific (Singapore)  
arn:aws:ctl:ap-southeast-1::control/  
FEQ0FZLBVENOD  
• Europe (Frankfurt)  
arn:aws:ctl:eu-central-1::control/  
APZBNDSLBEHY  
• Europe (Ireland)  
arn:aws:ctl:eu-west-1::control/  
TZZYEMVXIONE  
• Europe (London)  
arn:aws:ctl:eu-west-2::control/  
ZVKXZTUNFLSZ  
• Europe (Stockholm)  
arn:aws:ctl:eu-north-1::control/  
LUUIEVUKWMMHU  
• Asia Pacific (Mumbai)  
arn:aws:ctl:ap-south-1::control/  
WJWRWAESUUMDCO |
### SH.Redshift.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.Redshift.2</td>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-23</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-23(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Encrypt data in transit</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/ GJLYVQTNPXNP</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ QZALUPNZSSAE</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/ YHXWAUSZW5SC</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ YMGGCUBQWEZW</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ ORJWWXAPJACW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| • PCI DSS version 3.2.1 8.2.1 | | | • Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/JBOXYUPVWNZO  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/HFS1BFDEDEQY  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/BSBJQSWTSRSX  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/BAZMHRYHVCQG  
• Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/QXUXFMMQNNJV  
• Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/NDBMIIUJFYKY  
• Asia Pacific (Seoul)  
arn:aws:controltower:ap-northeast-2::control/QINDHCURJDPR  
• Asia Pacific (Tokyo)  
arn:aws:controltower:ap-northeast-1::control/ORADMUNKKIYS  
• Europe (Paris)  
arn:aws:controltower:eu-west-3::control/YQJYRYKLYYT  
• South America (São Paulo)  
arn:aws:controltower:sa-east-1::control/PUKFRILSTDCGTP  
• US West (N. California)  
arn:aws:controltower:us-west-1::control/MABMUFJZSIUD
## SH.Redshift.4

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.Redshift.4</td>
<td>NIST 800-53 Rev 5 AC-2(4)</td>
<td>Establish logging and monitoring</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/UGPCVGZGVBGN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(26)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/VVVXOKKREWDD</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6(9)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/HREVCGLTRGZP</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-10</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/JWQMOSWEPWQU</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-12</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/UNNOEVFPBMC</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/FZJIXFLBDRAM</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-3</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/TXHHSJDFRTML</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-6(3)</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/WNXRQFACPRHJ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-6(4)</td>
<td></td>
<td>Europe (London) arn:aws:controltower:eu-west-2::control/JLWGRFBBTBOI</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/HGPLAVRGKLHM</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/JHIVYPB000DHHM</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-3(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-4(20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-7(8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.2.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 10.3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.Redshift.6</td>
<td></td>
<td>Manage vulnerabilities</td>
<td></td>
</tr>
</tbody>
</table>

**Control identifier**
- SH.Redshift.6

**Framework**
- NIST 800-53 Rev 5 CA-9(1)
- NIST 800-53 Rev 5 CM-2
- NIST 800-53 Rev 5 CP-9
- NIST 800-53 Rev 5 SC-5(2)
- NIST 800-53 Rev 5 SI-2
- NIST 800-53 Rev 5 SI-2(2)
- NIST 800-53 Rev 5 SI-2(4)
- NIST 800-53 Rev 5 SI-2(5)
- PCI DSS version 3.2.1 6.2

**Control API identifiers, by Region**
- **US East (N. Virginia)**
  - arn:aws:controltower:us-east-1::control/TK5ZMFLVELU8E
- **US East (Ohio)**
  - arn:aws:controltower:us-east-2::control/JHAJNIIIVUZK
- **US West (Oregon)**
  - arn:aws:controltower:us-west-2::control/TTPCFJGMJZS3J
- **Canada (Central)**
  - arn:aws:controltower:ca-central-1::control/MWBNTMYO8BQK
- **Asia Pacific (Sydney)**
  - arn:aws:controltower:ap-southeast-2::control/WMXBZOHKUOQ
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ DKJZUWRTDLHV</td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ TMJCFUA5VF0</td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ SNCYQNOVQMMH</td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ YGTSSKVHAGTU</td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ YRROEOF0YJQLY</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ WWTYVIKAEOM</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ LJCQVRORIRSP</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ UOQTHHTKOQAJS</td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ IOUWEZSPBNS</td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:saeast-1::control/ UGSNUMXXOSJU</td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ LGUQERXHEPZH</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
</tr>
</tbody>
</table>
| SH.Redshift.7      | • NIST 800-53 Rev 5 AC-4  
                  |           | • Limit network access | • US East (N. Virginia)  
                  |           |                     | arn:aws:controltower:us-east-1::control/EFKEW11FDJEZ |
|                    | • NIST 800-53 Rev 5 AC-4(21) |                   | • US East (Ohio)  
                  |           |                     | arn:aws:controltower:us-east-2::control/LRZEWAWVMHF |
|                    | • NIST 800-53 Rev 5 SC-7  
                  |           |                     | • US West (Oregon)  
                  |           |                     | arn:aws:controltower:us-west-2::control/JSLNDFAYMRXF |
|                    | • NIST 800-53 Rev 5 SC-7(11) |                   | • Canada (Central)  
                  |           |                     | arn:aws:controltower:ca-central-1::control/VZIZLXFWAEFL |
|                    | • NIST 800-53 Rev 5 SC-7(20) |                   | • Asia Pacific (Sydney)  
                  |           |                     | arn:aws:controltower:ap-southeast-2::control/MVNW0YAUMTGJ |
|                    | • NIST 800-53 Rev 5 SC-7(21) |                   | • Asia Pacific (Singapore)  
                  |           |                     | arn:aws:controltower:ap-southeast-1::control/RERSLKEIBQHG |
|                    | • NIST 800-53 Rev 5 SC-7(4) |                   | • Europe (Frankfurt)  
                  |           |                     | arn:aws:controltower:eu-central-1::control/HOISPCIAYQCB |
|                    | • NIST 800-53 Rev 5 SC-7(9) |                   | • Europe (Ireland)  
                  |           |                     | arn:aws:controltower:eu-west-1::control/WFFFLIXXSJYG |
|                    | • PCI DSS version 3.2.1 1.2.1 |                   | • Europe (London)  
                  |           |                     | arn:aws:controltower:eu-west-2::control/FDQXVYALJBAT |
|                    | • PCI DSS version 3.2.1 1.3 |                   | • Europe (Stockholm)  
                  |           |                     | arn:aws:controltower:eu-north-1::control/NDDIAQWLEPTB |
|                    | • PCI DSS version 3.2.1 1.3.1 |                   | • Asia Pacific (Mumbai)  
<pre><code>              |           |                     | arn:aws:controltower:ap-south-1::control/QTIUHWEMWAMC |
</code></pre>
<p>|                    | • PCI DSS version 3.2.1 1.3.2 |                   |                     |</p>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.Redshift.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Asia Pacific (Seoul)</strong>&lt;br&gt;arn:aws:controltower:ap-northeast-2::control/DBIOXKSCYZGD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Asia Pacific (Tokyo)</strong>&lt;br&gt;arn:aws:controltower:ap-northeast-1::control/DSKLSBLANWJM</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Europe (Paris)</strong>&lt;br&gt;arn:aws:controltower:eu-west-3::control/CUGFTMBJPKPT</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>South America (São Paulo)</strong>&lt;br&gt;arn:aws:controltower:sa-east-1::control/BLCLCFXYBPVR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>US West (N. California)</strong>&lt;br&gt;arn:aws:controltower:us-west-1::control/PKUZKCMQQKRR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>US East (N. Virginia)</strong>&lt;br&gt;arn:aws:controltower:us-east-1::control/DGUXCTZEDYI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>US East (Ohio)</strong>&lt;br&gt;arn:aws:controltower:us-east-2::control/BEPNPCQCPDQW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>US West (Oregon)</strong>&lt;br&gt;arn:aws:controltower:us-west-2::control/KLCNBPBVPMMD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Canada (Central)</strong>&lt;br&gt;arn:aws:controltower:ca-central-1::control/OUMGXBPLINOD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• <strong>Asia Pacific (Sydney)</strong>&lt;br&gt;arn:aws:controltower:ap-southeast-2::control/XIDWPJTUKALT</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-southeast-1::control/FREYXDZYZTBB</code></td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-central-1::control/XFBMDQEICXZM</code></td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-west-1::control/ROJQXUSTAPYS</code></td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-west-2::control/DIPEQYZCPMLE</code></td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-north-1::control/ABEXBGLMXTJB</code></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-south-1::control/LNLPIBKGAUQR</code></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-2::control/KHSJIQXMKUKN</code></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:ap-northeast-1::control/HQIOVIJMPDMP</code></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:eu-west-3::control/ZLWJDNJODZNI</code></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:saeast-1::control/XIJRAJTVHCJI</code></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td><code>arn:aws:controltower:us-west-1::control/OUYAXYXXNKVB</code></td>
</tr>
</tbody>
</table>
## SH.Redshift.9

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.Redshift.9      | • NIST 800-53 Rev 5 CA-9(1)  
                     • NIST 800-53 Rev 5 CM-2  
                     • PCI DSS version 3.2.1 2.1 | • Protect configurations | • **US East (N. Virginia)**  
                      arn:aws:controltower:us-east-1::control/SMGEELXNDDBKM  
                      • **US East (Ohio)**  
                      arn:aws:controltower:us-east-2::control/OVOHLKXBVPQL  
                      • **US West (Oregon)**  
                      arn:aws:controltower:us-west-2::control/UQQKZEWILTCV  
                      • **Canada (Central)**  
                      arn:aws:controltower:ca-central-1::control/CSOGIJBMPVER  
                      • **Asia Pacific (Sydney)**  
                      arn:aws:controltower:ap-southeast-2::control/TTPOHLO5ZBP0  
                      • **Asia Pacific (Singapore)**  
                      arn:aws:controltower:ap-southeast-1::control/THQBUSXDSJML  
                      • **Europe (Frankfurt)**  
                      arn:aws:controltower:eu-central-1::control/TVVIZSSMLNIT  
                      • **Europe (Ireland)**  
                      arn:aws:controltower:eu-west-1::control/XSRKHMENVRZY  
                      • **Europe (London)**  
                      arn:aws:controltower:eu-west-2::control/PMKUADEMALEE  
                      • **Europe (Stockholm)**  
                      arn:aws:controltower:eu-north-1::control/UNTIRUWZWUNN  
                      • **Asia Pacific (Mumbai)**  
                      arn:aws:controltower:ap-south-1::control/DNJVACRRVQMJ |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.S3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**SH.S3.1**

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.S3.1</td>
<td>CIS AWS Benchmark 1.4 2.1.5</td>
<td>Enforce least privilege</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/ XKHROGVFBBHP</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-2(1)</td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/ JRCVWAZSRAPY</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/ PSJEDKJBNWR</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/ ARAAXROCJLMK</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(15)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ UBQSERAFQQLI</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AU-9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 AU-9(2)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/TFBJICHQSQCX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-7</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/UJQXNPZSGGLTA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/LSUJTPCOEECR</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/BFOHYIZSL0KR</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-10</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/DHADSFAEUWZ5</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-6(2)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/DDFXZZZGUALP</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CP-9</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/AGLATCNIJPRQ</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-12(2)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/VRH0XLIG00YV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ECBYLUUJDHST</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:saeast-1::control/EYOPEGKZSTTF</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/XWNNIUOSTDBE</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-4(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.5.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 11.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 3.5.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.1.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 7.2.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### SH.S3.10

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.S3.10           | • NIST 800-53 Rev 5 AU-9(2)  
• NIST 800-53 Rev 5 CP-10  
• NIST 800-53 Rev 5 CP-6(2)  
• NIST 800-53 Rev 5 CP-9  
• NIST 800-53 Rev 5 SC-5(2)  
• NIST 800-53 Rev 5 SI-13(5)  
• PCI DSS version 3.2.1 10.5.3  
• PCI DSS version 3.2.1 10.5.4  
• PCI DSS version 3.2.1 10.7  
• PCI DSS version 3.2.1 3.1 | • Optimize costs  
• Improve availability | • US East (N. Virginia)  
ar:aws:controltower:us-east-1::control/YXSHBLNRJEIL  
• US East (Ohio)  
ar:aws:controltower:us-east-2::control/RYZTTCAMHLSE  
• US West (Oregon)  
ar:aws:controltower:us-west-2::control/NNKPEWEOGGGE  
• Canada (Central)  
ar:aws:controltower:ca-central-1::control/MVWRAOTE0GFZ  
• Asia Pacific (Sydney)  
ar:aws:controltower:ap-southeast-2::control/OEWTPHSMPGYY  
• Asia Pacific (Singapore)  
ar:aws:controltower:ap-southeast-1::control/GEKKTSNJMZQE  
• Europe (Frankfurt)  
ar:aws:controltower:eu-central-1::control/CGPVJAMLPNCD  
• Europe (Ireland)  
ar:aws:controltower:eu-west-1::control/WYRBYRJBCFGJ  
• Europe (London)  
ar:aws:controltower:eu-west-2::control/JDVMZQVCGKGE  
• Europe (Stockholm)  
ar:aws:controltower:eu-north-1::control/UFOIHGFEAASV  
• Asia Pacific (Mumbai)  
ar:aws:controltower:ap-south-1::control/KPCTMBEDXBVA |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.S3.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td>Establish logging and monitoring</td>
<td>US East (N. Virginia)  arn:aws:controltower:us-east-1::control/NMYTVSNCIAIE</td>
</tr>
<tr>
<td>CA-7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>US East (Ohio)  arn:aws:controltower:us-east-2::control/KTXZKUGOIOZB</td>
</tr>
<tr>
<td>SI-3(8)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>US West (Oregon)  arn:aws:controltower:us-west-2::control/YEESXUDJFQTY</td>
</tr>
<tr>
<td>SI-4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NIST 800-53 Rev 5</td>
<td></td>
<td></td>
<td>Canada (Central)  arn:aws:controltower:ca-central-1::control/ITNNRYBVJGNI</td>
</tr>
<tr>
<td>SI-4(4)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCI DSS version 3.2.1 11.5</td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney)  arn:aws:controltower:ap-southeast-2::control/HYDZJVQV0SSG</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/DCZQYLV5SENF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/VPOJ5KP3MPTX</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/JGYWT0UCDBRI</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/JQLFNEUIAMQV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/BOYXQVGZIHKY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/RFTVUXD5PJSB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/LDPZBYDREOG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/UWDNCHQHTXVR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/IFMFF1FRexus</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/GMKHZANUDII</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ZOLMKQEAFCZIO</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## SH.S3.12

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.S3.12           | - NIST 800-53 Rev 5 AC-2(1)  
- NIST 800-53 Rev 5 AC-3  
- NIST 800-53 Rev 5 AC-3(15)  
- NIST 800-53 Rev 5 AC-3(7)  
- NIST 800-53 Rev 5 AC-6  
- PCI DSS version 3.2.1 7.1.1  
- PCI DSS version 3.2.1 7.2.3 | - Enforce least privilege | - **US East (N. Virginia)**  
arn:aws:controltower:us-east-1::control/ BKLSQSHMCKWE  
- **US East (Ohio)**  
arn:aws:controltower:us-east-2::control/ KTPCIMELTXVN  
- **US West (Oregon)**  
arn:aws:controltower:us-west-2::control/ SDRCGUUWECPW  
- **Canada (Central)**  
arn:aws:controltower:ca-central-1::control/ UNGOCLMLKNAH  
- **Asia Pacific (Sydney)**  
arn:aws:controltower:ap-southeast-2::control/ IYZUNEUFKEBY  
- **Asia Pacific (Singapore)**  
arn:aws:controltower:ap-southeast-1::control/ LEZPLYTTTVHV  
- **Europe (Frankfurt)**  
arn:aws:controltower:eu-central-1::control/ CHIDBJOCXIKM  
- **Europe (Ireland)**  
arn:aws:controltower:eu-west-1::control/ OCMEJBXKCWSF  
- **Europe (London)**  
arn:aws:controltower:eu-west-2::control/ WQICVAPWAYEZ  
- **Europe (Stockholm)**  
arn:aws:controltower:eu-north-1::control/ WYWTZOHUUUIA  
- **Asia Pacific (Mumbai)**  
arn:aws:controltower:ap-south-1::control/ QY5ZQBRLLIVHX |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.S3.13</td>
<td></td>
<td>• Optimize costs • Improve availability</td>
<td></td>
</tr>
</tbody>
</table>

### SH.S3.13

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.S3.13</td>
<td></td>
<td>• NIST 800-53 Rev 5 AU-9(2)</td>
<td>• US East (N. Virginia)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 CP-10</td>
<td>• US East (Ohio)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 CP-6(2)</td>
<td>• US West (Oregon)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 CP-9</td>
<td>• Canada (Central)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 SC-5(2)</td>
<td>• Asia Pacific (Sydney)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 SI-13(5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 10.5.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 10.5.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 10.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• PCI DSS version 3.2.1 3.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Optimize costs • Improve availability</td>
<td></td>
</tr>
</tbody>
</table>

Asia Pacific (Seoul)  
arn:aws:controltower:ap-northeast-2::control/UWBLTNMBDOOX

Asia Pacific (Tokyo)  
arn:aws:controltower:ap-northeast-1::control/WMGHTZRZASZI

Europe (Paris)  
arn:aws:controltower:eu-west-3::control/VXTCTFSIHMVK

South America (São Paulo)  
arn:aws:controltower:saeast-1::control/NXKTRBNXNLUY

US West (N. California)  
arn:aws:controltower:us-west-1::control/KLISSLUHUYPN

US East (N. Virginia)  
arn:aws:controltower:useast-1::control/UDFSBDLMCKHG

US East (Ohio)  
arn:aws:controltower:useast-2::control/DDDWXYAMKSZD

US West (Oregon)  
arn:aws:controltower:us-west-2::control/URNEOQLNCGXG

Canada (Central)  
arn:aws:controltower:ca-central-1::control/KPNAKOZEARRB

Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/TWWHDSTFPQWH
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/GCYHDAOAZEZQ</td>
<td>by Region</td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/GCYHDAOAZEZQ</td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/GYGCNLCLCMPEX</td>
<td>by Region</td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/GYGCNLCLCMPEX</td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/QPEXOFWNEEZY</td>
<td>by Region</td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/QPEXOFWNEEZY</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/LIVWOXMJIWLK</td>
<td>by Region</td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/LIVWOXMJIWLK</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/EKXSHHHTFGF</td>
<td>by Region</td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/EKXSHHHTFGF</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/MNDGHSQGIHSP</td>
<td>by Region</td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/MNDGHSQGIHSP</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/IUTUHTJTVTRUB</td>
<td>by Region</td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/IUTUHTJTVTRUB</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/HVXVUVRSLWK</td>
<td>by Region</td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/HVXVUVRSLWK</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/XZDSAKGUPQCB</td>
<td>by Region</td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/XZDSAKGUPQCB</td>
</tr>
</tbody>
</table>
## SH.S3.17

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.S3.17</td>
<td>• NIST 800-53 Rev 5 AU-9</td>
<td>Encrypt data at rest</td>
<td>• <strong>US East (N. Virginia)</strong>  arn:aws:controltower:us-east-1::control/HAATLCRYJXSX</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td>• <strong>US East (Ohio)</strong>  arn:aws:controltower:us-east-2::control/KKYS6WNADNE</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td>• <strong>US West (Oregon)</strong>  arn:aws:controltower:us-west-2::control/BPJKD6JRCEBE</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-12(2)</td>
<td></td>
<td>• <strong>Canada (Central)</strong>  arn:aws:controltower:ca-central-1::control/QXWLYUXVXIE</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td>• <strong>Asia Pacific (Sydney)</strong>  arn:aws:controltower:ap-southeast-2::control/RAKBNMGBWVPK</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td>• <strong>Asia Pacific (Singapore)</strong>  arn:aws:controltower:ap-southeast-1::control/ZMDRQJPWIBDD</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td>• <strong>Europe (Frankfurt)</strong>  arn:aws:controltower:eu-central-1::control/DGETTAJQXVAU</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td>• <strong>Europe (Ireland)</strong>  arn:aws:controltower:eu-west-1::control/LLS6HRBQ5BSE</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td>• <strong>Europe (London)</strong>  arn:aws:controltower:eu-west-2::control/SVUZ6OTRLSC0</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.5</td>
<td></td>
<td>• <strong>Europe (Stockholm)</strong>  arn:aws:controltower:eu-north-1::control/ITYNEBUPBYGG</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.5.2</td>
<td></td>
<td>• <strong>Asia Pacific (Mumbai)</strong>  arn:aws:controltower:ap-south-1::control/QKQ5GBKTQTNI</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| SH.S3.2           | • CIS AWS Benchmark 1.4 3.3  
                    • NIST 800-53 Rev 5 AC-21  
                    • NIST 800-53 Rev 5 AC-3  
                    • NIST 800-53 Rev 5 AC-3(7)  
                    • NIST 800-53 Rev 5 AC-4  
                    • NIST 800-53 Rev 5 AC-4(21)  
                    • NIST 800-53 Rev 5 AC-6  
                    • NIST 800-53 Rev 5 SC-7  
                    • NIST 800-53 Rev 5 SC-7(11)  
                    • NIST 800-53 Rev 5 SC-7(16) | • Enforce least privilege | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/ EUQZPHPTYCGS  
                    • US East (Ohio) arn:aws:controltower:us-east-2::control/ UWARQHCUKTW  
                    • US West (Oregon) arn:aws:controltower:us-west-2::control/ KCEBTQBPXB  
                    • Canada (Central) arn:aws:controltower:ca-central-1::control/ BPFIVHGTXOGG  
                    • Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ WUHZWRYEJOUJ |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controlltower:ap-southeast-1::control/LBKNUOHEDPK</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controlltower:eu-central-1::control/UXNOYWDDKFLN</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controlltower:eu-west-1::control/RNRFWUNSMVZ0</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controlltower:eu-west-2::control/TNVEODWBLQQT</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controlltower:eu-north-1::control/OELOVGEWUICF</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controlltower:ap-south-1::control/WQFTUQOYEPUO</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controlltower:ap-northeast-2::control/JVTGANIDGGRD</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controlltower:ap-northeast-1::control/FNAGBSJDNSMR</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controlltower:eu-west-3::control/DNOPTVOVRECR</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controlltower:sa-east-1::control/LEZLNXXWNOBS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controlltower:us-west-1::control/EUHTMNOVXIUP</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.S3.3</td>
<td>• CIS AWS Benchmark 1.4 3.3</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/OXQICLGDWVUS</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-21</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/NRDDEBVYUWNPQ</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/TSWBXJXBIHDOI</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/AQQIXVCNLDYX</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/YJQGDKELZCKA</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/LEHNNZDYPSC</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/ZTSEFWNWFBI</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/DUWNOGUJJEYE</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/ZQLFSFHMNBQF</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/LTIVGDFUERRIH</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/MUMHADVUHEXE</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.S3.5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.S3.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(1)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/BIELWGHJKGPA</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-8(2)</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/AUHCKLBMUEV</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/BPQXZTSPWVVX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/PRNYXIYGVRXN</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 4.1</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/VDLZMBUFATGB</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/OJXAXIGHYFQW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/OVTXWKOBZPZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/URNKTBOWAHSH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ULMDATXUHGXD</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/UZYVCOLSTZUL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/PNULPQNUPXRO</td>
</tr>
</tbody>
</table>
## SH.S3.6

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.S3.6            | - NIST 800-53 Rev 5 CA-9(1)  
- NIST 800-53 Rev 5 CM-2  
- PCI DSS version 3.2.1 7.1.1  
- PCI DSS version 3.2.1 7.2.3 | - Enforce least privilege |  
- **US East (N. Virginia)**  
  arn:aws:controltower:us-east-1::control/KTMNKSWVOVXN  
- **US East (Ohio)**  
  arn:aws:controltower:us-east-2::control/FZXE0IYLPPYYH  
- **US West (Oregon)**  
  arn:aws:controltower:us-west-2::control/TIXQXDZZZI0I  
- **Canada (Central)**  
  arn:aws:controltower:ca-central-1::control/TSCSMHZBPA0D  
- **Asia Pacific (Sydney)**  
  arn:aws:controltower:ap-southeast-2::control/FGNEAZJPH2UU  
- **Asia Pacific (Singapore)**  
  arn:aws:controltower:ap-southeast-1::control/AGZ5OSZUWIKH  
- **Europe (Frankfurt)**  
  arn:aws:controltower:eu-central-1::control/QNJWDZCIVDCH  
- **Europe (Ireland)**  
  arn:aws:controltower:eu-west-1::control/XMwBZXRYGTMC  
- **Europe (London)**  
  arn:aws:controltower:eu-west-2::control/MG0BAFXHHMUH  
- **Europe (Stockholm)**  
  arn:aws:controltower:eu-north-1::control/QKUSDPMWBMHZG  
- **Asia Pacific (Mumbai)**  
  arn:aws:controltower:ap-south-1::control/DBISINHULBGV  
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.S3.8</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/QJAYWXCXHDN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/XUHLFSNTEWFP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/AARUNPWNDELC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/WKWUMNSAANN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/WIYFXURQWZS</td>
</tr>
</tbody>
</table>

### SH.S3.8

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.S3.8</td>
<td>CIS AWS Benchmark 1.4 2.1.5</td>
<td>• Enforce least privilege</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/BPQJQKFITSWH</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-21</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/ZAAZUGROKPH</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/PDKYAANJEWJE</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-3(7)</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/RXZJMQEOILMGW</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/HISIOKDAAMQR</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(20)</td>
<td></td>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/NAQFFFFPSERVD</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/OGUOLZTXJTVW</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/SYIHFPPXEMOL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/LMEJYAPAVGXW</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/YUTTRNVCQCIJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/HTLHSBYDSNKX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/LNGHEQDYEQLV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/LUJLEORWUBI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/PNWCPAETGOAL</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/YFMJMXPVFUKX</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.6</td>
<td></td>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/RTJHMNHBMMAJ</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## SH.S3.9

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.S3.9            | • CIS AWS Benchmark 1.4 3.6  
                    • NIST 800-53 Rev 5 AC-2(4)  
                    • NIST 800-53 Rev 5 AC-4(26)  
                    • NIST 800-53 Rev 5 AC-6(9)  
                    • NIST 800-53 Rev 5 AU-10  
                    • NIST 800-53 Rev 5 AU-12  
                    • NIST 800-53 Rev 5 AU-2  
                    • NIST 800-53 Rev 5 AU-3  
                    • NIST 800-53 Rev 5 AU-6(3)  
                    • NIST 800-53 Rev 5 AU-6(4)  
                    • NIST 800-53 Rev 5 CA-7  
                    • NIST 800-53 Rev 5 SC-7(9)  
                    • NIST 800-53 Rev 5 SI-3(8)  
                    • NIST 800-53 Rev 5 SI-4(20)  
                    • NIST 800-53 Rev 5 SI-7(8)  
                    • PCI DSS version 3.2.1 10.1  
                    • PCI DSS version 3.2.1 10.2.1  
                    • PCI DSS version 3.2.1 10.2.3  
                    • PCI DSS version 3.2.1 10.2.4  
                    • PCI DSS version 3.2.1 10.3.1  
                    • PCI DSS version 3.2.1 10.3.2  
                    • PCI DSS version 3.2.1 10.3.3 | • Establish logging and monitoring  
|                    | **US East (N. Virginia)** arn:aws:controltower:us-east-1::control/QMwZZISJNGVG  
                    |                    | **US East (Ohio)** arn:aws:controltower:us-east-2::control/XEYTESFJYVRU  
                    |                    | **US West (Oregon)** arn:aws:controltower:us-west-2::control/UMKAXUFOAXGS  
                    |                    | **Canada (Central)** arn:aws:controltower:ca-central-1::control/GFOFPVQBFUVF  
                    |                    | **Asia Pacific (Sydney)** arn:aws:controltower:ap-southeast-2::control/ZPOEOPATKJIC  
                    |                    | **Asia Pacific (Singapore)** arn:aws:controltower:ap-southeast-1::control/MXLTHQZBCTDQ  
                    |                    | **Europe (Frankfurt)** arn:aws:controltower:eu-central-1::control/YWKWSZNPSSI  
                    |                    | **Europe (Ireland)** arn:aws:controltower:eu-west-1::control/HVKIHTICWHEL  
                    |                    | **Europe (London)** arn:aws:controltower:eu-west-2::control/TQZSNSXWNG  
                    |                    | **Europe (Stockholm)** arn:aws:controltower:eu-north-1::control/FSDRKINPPBD  
<pre><code>                |                    | **Asia Pacific (Mumbai)** arn:aws:controltower:ap-south-1::control/THYMKLHAVMWC |
</code></pre>
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.SNS.1</td>
<td></td>
<td>Encrypt data at rest</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td><strong>US East (N. Virginia)</strong> arn:aws:controltower:us-east-1::control/ DXZDOLIUCILU</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-3(6)</td>
<td></td>
<td><strong>US East (Ohio)</strong> arn:aws:controltower:us-east-2::control/ YPXKJYRNYYCKS</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-13</td>
<td></td>
<td><strong>US West (Oregon)</strong> arn:aws:controltower:us-west-2::control/ JTEBIKCLLRKC</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-28</td>
<td></td>
<td><strong>Canada (Central)</strong> arn:aws:controltower:ca-central-1::control/ HUNUJVRXGYJH</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-28(1)</td>
<td></td>
<td><strong>Asia Pacific (Sydney)</strong> arn:aws:controltower:ap-southeast-2::control/ RJPBPBVBLXQI</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SC-7(10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-7(6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 3.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 8.2.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.4</td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Seoul)</strong> arn:aws:controltower:ap-northeast-2::control/ XKQRAYJCRJRS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.5</td>
<td></td>
<td></td>
<td><strong>Asia Pacific (Tokyo)</strong> arn:aws:controltower:ap-northeast-1::control/ KHOWWKTFVNWS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 10.3.6</td>
<td></td>
<td></td>
<td><strong>Europe (Paris)</strong> arn:aws:controltower:eu-west-3::control/ XEVOZIAAWYKS</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td></td>
<td><strong>South America (São Paulo)</strong> arn:aws:controltower:sa-east-1::control/ YZMEODWAHVVDL</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td></td>
<td></td>
<td><strong>US West (N. California)</strong> arn:aws:controltower:us-west-1::control/ ZJRFWTSWEVB</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ EXVFJOMQYEPZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/ VFLOWOVMNFCQF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/ ATAMJPJTZVBT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/ AQEPYNTMVFZN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/ FZCVBXYYZEPW</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/ WDDSEPQGELD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/ MJERXRWABXQL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/ FQDPREMVBQDY</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/ MPWYPMECJHDO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/ YVTATHJHTJHD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/ EOHPUZHBQTSB</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### SH.SNS.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.SNS.2</td>
<td>• NIST 800-53 Rev 5 AU-12</td>
<td>• Establish logging and monitoring</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/UJGAATDFQPEB</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 AU-2</td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/OZGKTTXQNVJH</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 10.1</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/BQNJQZDDAPMH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/ZASOMECURBPO</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/YVTYTAYMHBIH</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/SPUXPIXTYXG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/FMBNUPQTJINA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/PEPGKWDQCCMZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/IFFLSEGZZOUB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/CTOVFQDVCJAA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/EFGSSRJSCQHJ</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>SH.SQS.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/EWMPINBPPCPC</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/DPMVGVDDIISI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/SODUCRSZJCQJ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/MFCJPYTVEGUW</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/NVTORKRXVIZCW</td>
</tr>
<tr>
<td>SH.SQS.1</td>
<td></td>
<td>Encrypt data at rest</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1::control/AQPZJAICUMOX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2::control/FSJSXWXDXTQG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2::control/DVIYOYZQ8BHZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1::control/YNRXRW9RTER</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/ENSHCNPLXZHXX</td>
</tr>
</tbody>
</table>

• NIST 800-53 Rev 5 CA-9(1)
• NIST 800-53 Rev 5 CM-3(6)
• NIST 800-53 Rev 5 SC-13
• NIST 800-53 Rev 5 SC-28
• NIST 800-53 Rev 5 SC-28(1)
• NIST 800-53 Rev 5 SC-7(10)
• NIST 800-53 Rev 5 SI-7(6)
• PCI DSS version 3.2.1 3.4
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/NZDJTQADTXGS</td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-central-1::control/SDQYTAUTUONG</td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/KKBOVJBZKRXH</td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/AREAYHKBSDVF</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/KBKQAWGKVVBK</td>
</tr>
<tr>
<td>Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/OCRDEAEBDMNJ</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/EAUIYIPCCXXZ</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/ZDMVZWYXPYNG</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/EMOPJHNXCSWH</td>
</tr>
<tr>
<td>South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/XCTLDMSISCM</td>
</tr>
<tr>
<td>US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/NKGRFJUHQFGJ</td>
</tr>
</tbody>
</table>
## SH.SSM.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.SSM.1</td>
<td>NIST 800-53 Rev 5 CA-9(1)</td>
<td>Manage vulnerabilities</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/LYPKGNLPNWHL</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2</td>
<td>Protect configurations</td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/STNJGGCQJCIIW</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/MJMHFBPPWLJ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-8</td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/XOUNWBPZJNVB</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-8(1)</td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/RRLRQAVPCAZI</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-8(2)</td>
<td></td>
<td>Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/NWSTAJGOQBJJ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 CM-8(3)</td>
<td></td>
<td>Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/RAPVUEVJEJBI</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SA-15(2)</td>
<td></td>
<td>Europe (Ireland) arn:aws:controltower:eu-west-1::control/RXNTSMQLKTSN</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SA-3</td>
<td></td>
<td>Europe (Stockholm) arn:aws:controltower:eu-north-1::control/KSKCLFWRETEJP</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SI-2(3)</td>
<td></td>
<td>Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/STITQJTNMGSD</td>
</tr>
<tr>
<td></td>
<td>PCI DSS version 3.2.1 2.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.SSM.2          |           | Manage vulnerabilities | US East (N. Virginia)  
arrn:aws:controltower:us-east-1::control/  
RDSQHZJJNJDY  
US East (Ohio)  
arrn:aws:controltower:us-east-2::control/  
JSMHJHLHELYO  
US West (Oregon)  
arrn:aws:controltower:us-west-2::control/  
FFOYUQF1GGQM  
Canada (Central)  
arrn:aws:controltower:ca-central-1::control/  
NMLXR8HLMGSL  
Asia Pacific (Sydney)  
arrn:aws:controltower:ap-southeast-2::control/  
LARTAAZHXQGH |

- **Asia Pacific (Seoul)**  
arrn:aws:controltower:ap-northeast-2::control/  
SOADYNVMUUSE  
- **Asia Pacific (Tokyo)**  
arrn:aws:controltower:ap-northeast-1::control/  
HGKHLYMVCWXZ  
- **Europe (Paris)**  
arrn:aws:controltower:eu-west-3::control/  
QHTLZMCZKVAA  
- **South America (São Paulo)**  
arrn:aws:controltower:sa-east-1::control/  
PWIULRITCIKD  
- **US West (N. California)**  
arrn:aws:controltower:us-west-1::control/  
AHGSLJBGGRQD |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/ZAEIEMPTKSGD</td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-1::control/HSENLNFBHIHTF</td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-1::control/KUSFIFXCVYPN</td>
</tr>
<tr>
<td>• Europe (London)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-2::control/OMNUMQWSKXXCR</td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-north-1::control/UAFFTPQZIXDJ</td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/CWXNZUPFQUJG</td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/YPZMNGTR0KXXV</td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/GYGBASAI0IXS</td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/NZGSDZDPQLI</td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/LNHSBYYVRTVG</td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/OCZSGXLBRYOH</td>
</tr>
</tbody>
</table>
## Control identifier: SH.SSM.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.SSM.3</td>
<td>• NIST 800-53 Rev 5 CA-9(1)</td>
<td>• Manage vulnerabilities</td>
<td>• US East (N. Virginia) arn:aws:controltower:us-east-1:control/KBRZYOMGLHXE</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2</td>
<td>• Protect configurations</td>
<td>• US East (Ohio) arn:aws:controltower:us-east-2:control/FUUFUNICZWAN</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-2(2)</td>
<td></td>
<td>• US West (Oregon) arn:aws:controltower:us-west-2:control/RDXQFI0FSBGG</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-8</td>
<td></td>
<td>• Canada (Central) arn:aws:controltower:ca-central-1:control/FVQFKOJUNLOY</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-8(1)</td>
<td></td>
<td>• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2:control/SFESCRTZJFXB</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 CM-8(3)</td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1:control/DWXVJLGLHICA</td>
</tr>
<tr>
<td></td>
<td>• NIST 800-53 Rev 5 SI-2(3)</td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1:control/BUFFWCQVUNMG</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 2.2</td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1:control/EQMJTEGXWFOU</td>
</tr>
<tr>
<td></td>
<td>• PCI DSS version 3.2.1 6.2</td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2:control/ICKTKXTHFZDK</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1:control/SNLNXHNYMTS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1:control/CVEGZW0LQVU</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>----------------</td>
<td>------------------</td>
<td>-----------------------------------</td>
</tr>
</tbody>
</table>
| SH.SSM.4           | NIST 800-53 Rev 5 AC-21 | Limit network access | • US East (N. Virginia) arn:aws:controltower:us-east-1::control/QPOQERPDKUUL  
• US East (Ohio) arn:aws:controltower:us-east-2::control/NGXEGNPKLRFM  
• US West (Oregon) arn:aws:controltower:us-west-2::control/FBHANBZBEATL  
• Canada (Central) arn:aws:controltower:ca-central-1::control/CRPLDMGZVNX  
• Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/RKBCVE0AAXFA |

|                  | NIST 800-53 Rev 5 AC-3 |                  | • Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/UAWRVXEHXONI  
• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/KPMCXMAZTWYO  
• Europe (Paris) arn:aws:controltower:eu-west-3::control/OBWPGGUSJHOL  
• South America (São Paulo) arn:aws:controltower:sa-east-1::control/DQOIXCSNNCLV  
• US West (N. California) arn:aws:controltower:us-west-1::control/NRHVHLWZMMA |
|                  | NIST 800-53 Rev 5 AC-3(7) |                  |       |
|                  | NIST 800-53 Rev 5 AC-4 |                  |       |
|                  | NIST 800-53 Rev 5 AC-4(21) |                  |       |
|                  | NIST 800-53 Rev 5 AC-6 |                  |       |
|                  | NIST 800-53 Rev 5 SC-7 |                  |       |
|                  | NIST 800-53 Rev 5 SC-7(11) |                  |       |
|                  | NIST 800-53 Rev 5 SC-7(16) |                  |       |
|                  | NIST 800-53 Rev 5 SC-7(20) |                  |       |

SH.SSM.4
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td></td>
<td>• Asia Pacific (Singapore) arn:aws:controltower:ap-southeast-1::control/JG5YATCRDPGX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(3)</td>
<td></td>
<td></td>
<td>• Europe (Frankfurt) arn:aws:controltower:eu-central-1::control/VAYHIYPEEDS</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(4)</td>
<td></td>
<td></td>
<td>• Europe (Ireland) arn:aws:controltower:eu-west-1::control/VWFNFRROBVOX</td>
</tr>
<tr>
<td>• NIST 800-53 Rev 5 SC-7(9)</td>
<td></td>
<td></td>
<td>• Europe (London) arn:aws:controltower:eu-west-2::control/VJYRNGSBXCNM</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.2.1</td>
<td></td>
<td></td>
<td>• Europe (Stockholm) arn:aws:controltower:eu-north-1::control/SAGBQDVUTVPI</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3</td>
<td></td>
<td></td>
<td>• Asia Pacific (Mumbai) arn:aws:controltower:ap-south-1::control/XRDYUTEVYMMA</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.1</td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/UDAQAMUOGDDV</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.2</td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/IUFHQEARVUHK</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 1.3.4</td>
<td></td>
<td></td>
<td>• Europe (Paris) arn:aws:controltower:eu-west-3::control/ATGIDTBHLUTW</td>
</tr>
<tr>
<td>• PCI DSS version 3.2.1 2.2.2</td>
<td></td>
<td></td>
<td>• South America (São Paulo) arn:aws:controltower:sa-east-1::control/ZGSGXXWGZYKA</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California) arn:aws:controltower:us-west-1::control/MNCPCUXYPLYN</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>------------------</td>
<td>------------------------------------</td>
</tr>
</tbody>
</table>
| SH.SageMaker.1     | • NIST 800-53 Rev 5 AC-21  
                      | • NIST 800-53 Rev 5 AC-3  
                      | • NIST 800-53 Rev 5 AC-3(7)  
                      | • NIST 800-53 Rev 5 AC-4  
                      | • NIST 800-53 Rev 5 AC-4(21)  
                      | • NIST 800-53 Rev 5 AC-6  
                      | • NIST 800-53 Rev 5 SC-7  
                      | • NIST 800-53 Rev 5 SC-7(11)  
                      | • NIST 800-53 Rev 5 SC-7(16)  
                      | • NIST 800-53 Rev 5 SC-7(20)  
                      | • NIST 800-53 Rev 5 SC-7(21)  
                      | • NIST 800-53 Rev 5 SC-7(3)  
                      | • NIST 800-53 Rev 5 SC-7(4)  
                      | • NIST 800-53 Rev 5 SC-7(9)  
                      | • PCI DSS version 3.2.1 1.2.1  
                      | • PCI DSS version 3.2.1 1.3  
                      | • PCI DSS version 3.2.1 1.3.1  
                      | • PCI DSS version 3.2.1 1.3.2  
                      | • PCI DSS version 3.2.1 1.3.4  
                      | • PCI DSS version 3.2.1 1.3.6  
                      | • PCI DSS version 3.2.1 2.2.2  
                      | • Limit network access  | • US East (N. Virginia)  
                      | arn:aws:controltower:us-east-1::control/RKGYZUOFZLRQ  
                      | • US East (Ohio)  
                      | arn:aws:controltower:us-east-2::control/TMAFWQWAQ0AY  
                      | • US West (Oregon)  
                      | arn:aws:aws:controltower:us-west-2::control/KSWIQETFUQN  
                      | • Canada (Central)  
                      | arn:aws:controltower:ca-central-1::control/SQZAFTIIXELN  
                      | • Asia Pacific (Sydney)  
                      | arn:aws:controltower:ap-southeast-2::control/LYBVTPQFKFUM  
                      | • Asia Pacific (Singapore)  
                      | arn:aws:controltower:ap-southeast-1::control/OIWALMEQVBYZ  
                      | • Europe (Frankfurt)  
                      | arn:aws:controltower:eu-central-1::control/WRTYZGZDWCQY  
                      | • Europe (Ireland)  
                      | arn:aws:controltower:eu-west-1::control/NUSFXDTJ3WGYD  
                      | • Europe (London)  
                      | arn:aws:controltower:eu-west-2::control/TUI0OPQFSYBC  
                      | • Europe (Stockholm)  
                      | arn:aws:controltower:eu-north-1::control/XTDALWADUVAQ  
                      | • Asia Pacific (Mumbai)  
                      | arn:aws:controltower:ap-south-1::control/DGBAJFF0FTUB  
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### SH.SageMaker.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.SageMaker.2     |           | Limit network access | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/
PMUACTTBWUIR  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/
VDBLYABRAGVK  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/
EVWTVVCSKQM1  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/
RAPZNYOHIVYB  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/
XWKDVYDAVXSW  
• NIST 800-53 Rev 5  
AC-21  
• NIST 800-53 Rev 5  
AC-3  
• NIST 800-53 Rev 5  
AC-3(7)  
• NIST 800-53 Rev 5  
AC-4  
• NIST 800-53 Rev 5  
AC-4(21)  
• NIST 800-53 Rev 5  
AC-6  
• NIST 800-53 Rev 5  
SC-7  
• NIST 800-53 Rev 5  
SC-7(11)  
• NIST 800-53 Rev 5  
SC-7(16)  
• NIST 800-53 Rev 5  
SC-7(20)  
|}
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-southeast-1::control/TTNXTLKLRLUQI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eucentral-1::control/UNJAXNVPKDKY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-west-1::control/TLNAQJQANTYZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (London)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-west-2::control/CQECIKXJUJN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-north-1::control/XJUIETBSJOWP</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-south-1::control/PLPatenuqnnz</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/01KBXEOZOYQ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/MCLMAWQKBTWG</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:europe-west-3::control/QRSGBKHDVZGRN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/UUWNNUMSGTIYI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/PLVBDYQDOLK</td>
</tr>
</tbody>
</table>

- NIST 800-53 Rev 5 SC-7(21)
- NIST 800-53 Rev 5 SC-7(3)
- NIST 800-53 Rev 5 SC-7(4)
- NIST 800-53 Rev 5 SC-7(9)
- PCI DSS version 3.2.1 1.2.1
- PCI DSS version 3.2.1 1.3
- PCI DSS version 3.2.1 1.3.1
- PCI DSS version 3.2.1 1.3.2
- PCI DSS version 3.2.1 1.3.4
- PCI DSS version 3.2.1 1.3.6
- PCI DSS version 3.2.1 2.2.2
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### SH.SageMaker.3

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.SageMaker.3      | • NIST 800-53 Rev 5 AC-2(1)  
                     |           | • Enforce least privilege | • US East (N. Virginia)  
                     |           |                               | arn:aws:controltower:us-east-1::control/FLKLRKSRQR  
                     |           |                               | • US East (Ohio)  
                     |           |                               | arn:aws:controltower:us-east-2::control/ZYWOLSUFYNHX  
                     |           |                               | • US West (Oregon)  
                     |           |                               | arn:aws:aws:controltower:us-west-2::control/LWNZCRKRHHIB  
                     |           |                               | • Canada (Central)  
                     |           |                               | arn:aws:controltower:ca-central-1::control/GBJUIOMQLVOT  
                     |           |                               | • Asia Pacific (Sydney)  
                     |           |                               | arn:aws:controltower:ap-southeast-2::control/GHYJWOGIPDS  
                     |           |                               | • Asia Pacific (Singapore)  
                     |           |                               | arn:aws:controltower:ap-southeast-1::control/HPLWOBUPSF  
                     |           |                               | • Europe (Frankfurt)  
                     |           |                               | arn:aws:controltower:eu-central-1::control/OJPMwQSLZIGR  
                     |           |                               | • Europe (Ireland)  
                     |           |                               | arn:aws:controltower:eu-west-1::control/QTVCTBLIKXTQ  
                     |           |                               | • Europe (London)  
                     |           |                               | arn:aws:controltower:eu-west-2::control/PHGBYKRRHVPZ  
                     |           |                               | • Europe (Stockholm)  
                     |           |                               | arn:aws:controltower:europe-north-1::control/QOYZ0FZYUVBP  
                     |           |                               | • Asia Pacific (Mumbai)  
                     |           |                               | arn:aws:controltower:ap-south-1::control/LMYFYNKDC0KV  

<table>
<thead>
<tr>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
|           |                   | • PCI DSS version 3.2.1 2.2  
                     |                   | • PCI DSS version 3.2.1 1.1  
                     |                   | • PCI DSS version 3.2.1 1.1  
                     |                   | • PCI DSS version 3.2.1 7.1.1  
                     |                   | • PCI DSS version 3.2.1 7.1.2  
                     |                   | • PCI DSS version 3.2.1 7.2.1  
                     |                   | • PCI DSS version 3.2.1 7.2.2  
                     |                   | • PCI DSS version 3.2.1 8.1.1  

**Note:** The Control API identifiers are specific to AWS Control Tower and are used to identify and manage controls across different regions.
### SH.SecretsManager.1

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.SecretsManager.1</td>
<td></td>
<td>Manage secrets</td>
<td>• US East (N. Virginia) &lt;br&gt;arn:aws:controltower:us-east-1::control/&lt;br&gt;NVINDDWBCJ3ID &lt;br&gt;• US East (Ohio) &lt;br&gt;arn:aws:controltower:us-east-2::control/&lt;br&gt;YRB0LGMRVCTS &lt;br&gt;• US West (Oregon) &lt;br&gt;arn:aws:controltower:us-west-2::control/&lt;br&gt;FSFKVERCZULZ &lt;br&gt;• Canada (Central) &lt;br&gt;arn:aws:controltower:ca-central-1::control/&lt;br&gt;ABZHCDTAXCTD &lt;br&gt;• Asia Pacific (Sydney) &lt;br&gt;arn:aws:controltower:ap-southeast-2::control/&lt;br&gt;PIPRTUKNSOCCX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• NIST 800-53 Rev 5 AC-2(1) &lt;br&gt;• NIST 800-53 Rev 5 AC-3(15) &lt;br&gt;• PCI DSS version 3.2.1 8.2.4</td>
</tr>
</tbody>
</table>

### Control identifier

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul) &lt;br&gt;arn:aws:controltower:ap-northeast-2::control/&lt;br&gt;GRZCUFFQGKEK</td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
<td>Control API identifiers, by Region</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>-------------------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/ABWGMGKAZWBJ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/VPLLHIVPDDZ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/PPXTTTZZQJWC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/PAPTNHXGBYVU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/CKUSCVVHKNIR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/VCDOMBQOZAKF</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/GPALVEMMRVJO</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/LSEQYMIYIBNA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/DZAFJWOHCCOH</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:sa-east-1::control/IHQTQRKAFULLV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/NPFKTIKTONEU</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## SH.SecretsManager.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.SecretsManager.2 | • NIST 800-53 Rev 5 AC-2(1)
  • NIST 800-53 Rev 5 AC-3(15)
  • PCI DSS version 3.2.1 8.2.4 | • Manage secrets | • **US East (N. Virginia)**
  arn:aws:controltower:us-east-1::control/
  WMGPNBVAGVFK
  • **US East (Ohio)**
  arn:aws:controltower:us-east-2::control/
  NBCDBWRQFNMA
  • **US West (Oregon)**
  arn:aws:controltower:us-west-2::control/
  MEFMYKVDMLIQ
  • **Canada (Central)**
  arn:aws:controltower:ca-central-1::control/
  STQSZAQDRYTI
  • **Asia Pacific (Sydney)**
  arn:aws:controltower:ap-southeast-2::control/
  HOQMRBMNIKAW
  • **Asia Pacific (Singapore)**
  arn:aws:controltower:ap-southeast-1::control/
  ODPPJQBZCOTX
  • **Europe (Frankfurt)**
  arn:aws:controltower:eu-central-1::control/
  NNBWANKZRGIB
  • **Europe (Ireland)**
  arn:aws:controltower:eu-west-1::control/
  STHNSKDZTLYY
  • **Europe (London)**
  arn:aws:controltower:eu-west-2::control/
  HKCSAHJCY0BE
  • **Europe (Stockholm)**
  arn:aws:controltower:eu-north-1::control/
  ZASYFRCXDOII
  • **Asia Pacific (Mumbai)**
  arn:aws:controltower:ap-south-1::control/
  LOGBIWTP0FLX |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.SecretsManager.3</td>
<td></td>
<td>Manage secrets</td>
<td></td>
</tr>
</tbody>
</table>

- **US East (N. Virginia)**
  - `arn:aws:controltower:us-east-1::control/QQURRKYALIYF`
- **US East (Ohio)**
  - `arn:aws:controltower:us-east-2::control/DPKZCRDWFPC`
- **US West (Oregon)**
  - `arn:aws:controltower:us-west-2::control/IVSZZVBQUNG`
- **Canada (Central)**
  - `arn:aws:controltower:ca-central-1::control/ZKLBBEFBUMDR`
- **Asia Pacific (Sydney)**
  - `arn:aws:controltower:ap-southeast-2::control/FNKXYQS2MWQM`
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Asia Pacific (Singapore)</td>
<td>arn:aws:controltower:ap-southeast-1::control/DVRPVFHPQOQI</td>
<td></td>
</tr>
<tr>
<td>• Europe (Frankfurt)</td>
<td>arn:aws:controltower:eu-central-1::control/PXRUQAQCPNSNY</td>
<td></td>
</tr>
<tr>
<td>• Europe (Ireland)</td>
<td>arn:aws:controltower:eu-west-1::control/KRZOMMDWLCU</td>
<td></td>
</tr>
<tr>
<td>• Europe (London)</td>
<td>arn:aws:controltower:eu-west-2::control/HNLBTXE0Y2HV</td>
<td></td>
</tr>
<tr>
<td>• Europe (Stockholm)</td>
<td>arn:aws:controltower:eu-north-1::control/GIFLRVEYHEHL</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Mumbai)</td>
<td>arn:aws:controltower:ap-south-1::control/DRWDDUMJXGDX</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Seoul)</td>
<td>arn:aws:controltower:ap-northeast-2::control/MSPQXYBGOSXA</td>
<td></td>
</tr>
<tr>
<td>• Asia Pacific (Tokyo)</td>
<td>arn:aws:controltower:ap-northeast-1::control/FNOJORYKEHUT</td>
<td></td>
</tr>
<tr>
<td>• Europe (Paris)</td>
<td>arn:aws:controltower:eu-west-3::control/GEOKFDUAKJUK</td>
<td></td>
</tr>
<tr>
<td>• South America (São Paulo)</td>
<td>arn:aws:controltower:south-america-east-1::control/SXONJYBKZCIN</td>
<td></td>
</tr>
<tr>
<td>• US West (N. California)</td>
<td>arn:aws:controltower:us-west-1::control/LXFYEIRGOXXV</td>
<td></td>
</tr>
<tr>
<td>Control identifier</td>
<td>Framework</td>
<td>Control objective</td>
</tr>
<tr>
<td>--------------------</td>
<td>-----------</td>
<td>------------------</td>
</tr>
</tbody>
</table>
| SH.SecretsManager.4 | • NIST 800-53 Rev 5 AC-2(1)  
• NIST 800-53 Rev 5 AC-3(15)  
• PCI DSS version 3.2.1 8.2.4 | • Manage secrets | • US East (N. Virginia)  
ar:n:aws:controltower:us-east-1::control/SWGHBAYWQTEU  
• US East (Ohio)  
ar:n:aws:controltower:us-east-2::control/LVTTSUIMJUHB  
• US West (Oregon)  
ar:n:aws:controltower:us-west-2::control/WIRZVNDRETYM  
• Canada (Central)  
ar:n:aws:controltower:ca-central-1::control/BNCMSILPESRZ  
• Asia Pacific (Sydney)  
ar:n:aws:controltower:ap-southeast-2::control/PTCINVDOZREK  
• Asia Pacific (Singapore)  
ar:n:aws:controltower:ap-southeast-1::control/LLXUCSEGVUUZ  
• Europe (Frankfurt)  
ar:n:aws:controltower:eu-central-1::control/YIDNVPANOFJF  
• Europe (Ireland)  
ar:n:aws:controltower:eu-west-1::control/JKDFTFHBSEK  
• Europe (London)  
ar:n:aws:controltower:eu-west-2::control/QNRCHTJKUIIZ  
• Europe (Stockholm)  
ar:n:aws:controltower:eu-north-1::control/TIDMOKHUNNBS  
• Asia Pacific (Mumbai)  
ar:n:aws:controltower:ap-south-1::control/MFXRVGDHFFAU |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.WAF.10          | • NIST 800-53 Rev 5 CA-9(1)  
• NIST 800-53 Rev 5 CM-2  
• PCI DSS version 3.2.1 6.6 | • Limit network access            | • US East (N. Virginia)  
ar:aws:controltower:us-east-1::control/KBBIQTAMWCXK  
• US East (Ohio)  
ar:aws:controltower:us-east-2::control/WUVIE3DDNZKJ  
• US West (Oregon)  
ar:aws:controltower:us-west-2::control/ANZLGRLEJATU  
• Canada (Central)  
ar:aws:controltower:ca-central-1::control/KZXB00IWPJML  
• Asia Pacific (Sydney)  
ar:aws:controltower:ap-southeast-2::control/ZMFZRNVVUDDS |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Singapore)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-southeast-1::control/VTALPZJYLJOC</td>
</tr>
<tr>
<td>Europe (Frankfurt)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-central-1::control/QNQKBXYJBFJ</td>
</tr>
<tr>
<td>Europe (Ireland)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-west-1::control/XTRYNOHVRZV</td>
</tr>
<tr>
<td>Europe (London)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-west-2::control/WWOBVBWIGZC</td>
</tr>
<tr>
<td>Europe (Stockholm)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-north-1::control/IZGQEIGCNXHB</td>
</tr>
<tr>
<td>Asia Pacific</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Mumbai)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-south-1::control/DZCJRBFWFVYA</td>
</tr>
<tr>
<td>Asia Pacific (Seoul)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-northeast-2::control/SDFINEZEUSJY</td>
</tr>
<tr>
<td>Asia Pacific (Tokyo)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:ap-northeast-1::control/QJDMOHVCOVCC</td>
</tr>
<tr>
<td>Europe (Paris)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:eu-west-3::control/QHQLZNXMRRMJAS</td>
</tr>
<tr>
<td>South America</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(São Paulo)</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:sa-east-1::control/UXJNMZSDHBJG</td>
</tr>
<tr>
<td>US West (N.</td>
<td></td>
<td></td>
<td>Arn:aws:controltower:us-west-1::control/KJPOXHOSICGE</td>
</tr>
<tr>
<td>California)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## SH.WAF.2

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.WAF.2           | • NIST 800-53 Rev 5 AC-4(21)  
• NIST 800-53 Rev 5 SC-7  
• NIST 800-53 Rev 5 SC-7(11)  
• NIST 800-53 Rev 5 SC-7(16)  
• NIST 800-53 Rev 5 SC-7(21)  
• PCI DSS version 3.2.1 6.6 | • Limit network access | • US East (N. Virginia)  
arn:aws:controltower:us-east-1::control/HMAUVMDZUKN  
• US East (Ohio)  
arn:aws:controltower:us-east-2::control/IZERZZJXURES  
• US West (Oregon)  
arn:aws:controltower:us-west-2::control/HVPCLRFDJZZ  
• Canada (Central)  
arn:aws:controltower:ca-central-1::control/PGGMESVIZFFP  
• Asia Pacific (Sydney)  
arn:aws:controltower:ap-southeast-2::control/YJAUIVTCTYRJW  
• Asia Pacific (Singapore)  
arn:aws:controltower:ap-southeast-1::control/MCGLKIFMEWCW  
• Europe (Frankfurt)  
arn:aws:controltower:eu-central-1::control/YNDAPXATUIOY  
• Europe (Ireland)  
arn:aws:controltower:eu-west-1::control/HOFUVZWNCCCT  
• Europe (London)  
arn:aws:controltower:eu-west-2::control/CBNPHNXPNMZG  
• Europe (Stockholm)  
arn:aws:controltower:eu-north-1::control/ZYSHREMBYDPM  
• Asia Pacific (Mumbai)  
arn:aws:controltower:ap-south-1::control/DLOLIYYVEVKV |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH.WAF.3</td>
<td></td>
<td>Limit network access</td>
<td>US East (N. Virginia) arn:aws:controltower:us-east-1::control/KONSORMMHUB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US East (Ohio) arn:aws:controltower:us-east-2::control/KRWNFORBWIPZ</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>US West (Oregon) arn:aws:controltower:us-west-2::control/LUZSILPCBB0K</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada (Central) arn:aws:controltower:ca-central-1::control/TEFNOEPILSHB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Asia Pacific (Sydney) arn:aws:controltower:ap-southeast-2::control/CYGNEESCWZXG</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 AC-4(21)</td>
<td>Limit network access</td>
<td>Asia Pacific (Seoul) arn:aws:controltower:ap-northeast-2::control/TMCZBYVXVTJ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7</td>
<td></td>
<td>Asia Pacific (Tokyo) arn:aws:controltower:ap-northeast-1::control/DLQOSLPESPJR</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(11)</td>
<td></td>
<td>Europe (Paris) arn:aws:controltower:eu-west-3::control/TJGYMRUITIEJ</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(16)</td>
<td>J</td>
<td>South America (São Paulo) arn:aws:controltower:sa-east-1::control/SRGTMUGMZWSS</td>
</tr>
<tr>
<td></td>
<td>NIST 800-53 Rev 5 SC-7(21)</td>
<td></td>
<td>US West (N. California) arn:aws:controltower:us-west-1::control/YGFAOMXOUWHM</td>
</tr>
</tbody>
</table>
|                    | PCI DSS version 3.2.1 6.6 | J| }
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Singapore)</td>
<td><code>arn:aws:controltower:ap-southeast-1::control/TFCNQSIYJFYC</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Frankfurt)</td>
<td><code>arn:aws:controltower:eu-central-1::control/VNFBLCXUEWUA</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Ireland)</td>
<td><code>arn:aws:controltower:eu-west-1::control/LSRTYDUWQTAE</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (London)</td>
<td><code>arn:aws:controltower:eu-west-2::control/MUHOVSWIEMKQ</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Stockholm)</td>
<td><code>arn:aws:controltower:eu-north-1::control/HOLXVCBPWTJX</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Mumbai)</td>
<td><code>arn:aws:controltower:ap-south-1::control/BXSAQBULUHIU</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Seoul)</td>
<td><code>arn:aws:controltower:ap-northeast-2::control/YMBNBHLDYVOC</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Asia Pacific (Tokyo)</td>
<td><code>arn:aws:controltower:ap-northeast-1::control/YRQAZZKPDDPI</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Europe (Paris)</td>
<td><code>arn:aws:controltower:eu-west-3::control/YPYYCPXNLRIH</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>South America (São Paulo)</td>
<td><code>arn:aws:controltower:sa-east-1::control/MDUPXZAXTPRC</code></td>
</tr>
<tr>
<td></td>
<td></td>
<td>US West (N. California)</td>
<td><code>arn:aws:controltower:us-west-1::control/BUWKEMZLQXRX</code></td>
</tr>
</tbody>
</table>
## SH.WAF.4

<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
</table>
| SH.WAF.4           | • NIST 800-53 Rev 5 CA-9(1)  
                     • NIST 800-53 Rev 5 CM-2  
                     • PCI DSS version 3.2.1 6.6 | • Limit network access | • **US East (N. Virginia)** arn:aws:controltower:us-east-1::control/EDXGDDVAPQUE  
                     • **US East (Ohio)** arn:aws:controltower:us-east-2::control/ZCXGWVTGXMV  
                     • **US West (Oregon)** arn:aws:controltower:us-west-2::control/BFJEJS0YREH  
                     • **Canada (Central)** arn:aws:controltower:ca-central-1::control/WQWNMDARNQD  
                     • **Asia Pacific (Sydney)** arn:aws:controltower:ap-southeast-2::control/LYLSATWXXWZ  
                     • **Asia Pacific (Singapore)** arn:aws:controltower:ap-southeast-1::control/RWKJ0QGECYVA  
                     • **Europe (Frankfurt)** arn:aws:controltower:eu-central-1::control/FXIUUDQLP00X  
                     • **Europe (Ireland)** arn:aws:controltower:eu-west-1::control/KGKFNHJFEKZX  
                     • **Europe (London)** arn:aws:controltower:eu-west-2::control/XKBUFFXZKXSUP  
                     • **Europe (Stockholm)** arn:aws:controltower:eu-north-1::control/LKOWMMBVXXZ  
                     • **Asia Pacific (Mumbai)** arn:aws:controltower:ap-south-1::control/ZGIHYMZBHXMV |
<table>
<thead>
<tr>
<th>Control identifier</th>
<th>Framework</th>
<th>Control objective</th>
<th>Control API identifiers, by Region</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Seoul)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-2::control/IVEPLVNECSLY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Asia Pacific (Tokyo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:ap-northeast-1::control/BEIGEZGMNWRL</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Europe (Paris)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:eu-west-3::control/GTNPVMNBKDAE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• South America (São Paulo)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:sa-east-1::control/EVTLKICADRVX</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• US West (N. California)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>arn:aws:controltower:us-west-1::control/IZXJKPGEKAKL</td>
</tr>
</tbody>
</table>
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