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What is Amazon EKS?

Amazon Elastic Kubernetes Service (Amazon EKS) is a managed service that eliminates the need to
install, operate, and maintain your own Kubernetes control plane on Amazon Web Services (AWS).
Kubernetes is an open-source system that automates the management, scaling, and deployment of
containerized applications.

Features of Amazon EKS

The following are key features of Amazon EKS:

Secure networking and authentication

Amazon EKS integrates your Kubernetes workloads with AWS networking and security services.
It also integrates with AWS Identity and Access Management (IAM) to provide authentication for
your Kubernetes clusters.

Easy cluster scaling

Amazon EKS enables you to scale your Kubernetes clusters up and down easily based on the
demand of your workloads. Amazon EKS supports horizontal Pod autoscaling based on CPU or
custom metrics, and cluster autoscaling based on the demand of the entire workload.

Managed Kubernetes experience

You can make changes to your Kubernetes clusters using eksctl, AWS Management Console,
AWS Command Line Interface (AWS CLI), the API, kubectl, and Terraform.

High availability

Amazon EKS provides high availability for your control plane across multiple Availability Zones.

Integration with AWS services

Amazon EKS integrates with other AWS services, providing a comprehensive platform for
deploying and managing your containerized applications. You can also more easily troubleshoot
your Kubernetes workloads with various observability tools.

For details about other features of Amazon EKS, see Amazon EKS features.

Features 1
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Get started with Amazon EKS

To create your first cluster and its associated resources, see Getting started with Amazon EKS. In

general, getting started with Amazon EKS involves the following steps.
1. Create a cluster — Start by creating your cluster using eksctl, AWS Management Console,
AWS CLI, or one of the AWS SDKs.

2. Choose your approach to compute resources — Decide between AWS Fargate, Karpenter,
managed node groups, and self-managed nodes.

3. Setup - Set up the necessary controllers, drivers, and services.

4. Deploy workloads - Tailor your Kubernetes workloads to best utilize the resources and
capabilities of your chosen node type.

5. Management - Oversee your workloads, integrating AWS services to streamline operations

and enhance workload performance. You can view information about your workloads using the

AWS Management Console.

The following diagram shows a basic flow of running Amazon EKS in the cloud. To learn about
other Kubernetes deployment options, see Deployment options.
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Pricing for Amazon EKS

An Amazon EKS cluster consists of a control plane and the Amazon Elastic Compute Cloud

(Amazon EC2) or Fargate compute that you run Pods on. For more information about pricing for
the control plane, see Amazon EKS pricing. Both Amazon EC2 and Fargate provide:

On-Demand Instances

Pay for the instances that you use by the second, with no long-term commitments or upfront
payments. For more information, see Amazon EC2 On-Demand Pricing and AWS Fargate Pricing.

, Savings Plans

You can reduce your costs by making a commitment to a consistent amount of usage, in USD
per hour, for a term of one or three years. For more information, see Pricing with Savings Plans.

Common use cases in Amazon EKS

Amazon EKS offers robust managed Kubernetes services on AWS, designed to optimize
containerized applications. The following are a few of the most common use cases of Amazon EKS,
helping you leverage its strengths for your specific needs.

Deploying high-availability applications

Using Elastic Load Balancing, you can make sure that your applications are highly available
across multiple Availability Zones.

Building microservices architectures

Use Kubernetes service discovery features with AWS Cloud Map or Amazon VPC Lattice to build
resilient systems.

Automating software release process

Manage continuous integration and continuous deployment (CICD) pipelines that simplify the
process of automated building, testing, and deployment of applications.

Running serverless applications

Use AWS Fargate with Amazon EKS to run serverless applications. This means you can focus
solely on application development, while Amazon EKS and Fargate handle the underlying
infrastructure.

Pricing 3
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Executing machine learning workloads

Amazon EKS is compatible with popular machine learning frameworks such as TensorFlow,
MXNet, and PyTorch. With GPU support, you can handle even complex machine learning tasks
effectively.

Deploying consistently on premises and in the cloud

Use Amazon EKS Anywhere to operate Kubernetes clusters on your own infrastructure using
tools that are consistent with Amazon EKS in the cloud.

Running cost-effective batch processing and big data workloads

Utilize Spot Instances to run your batch processing and big data workloads such as Apache
Hadoop and Spark, at a fraction of the cost. This lets you take advantage of unused Amazon
EC2 capacity at discounted prices.

Securing application and ensuring compliance

Implement strong security practices and maintain compliance with Amazon EKS, which
integrates with AWS security services such as AWS Identity and Access Management (IAM),
Amazon Virtual Private Cloud (Amazon VPC), and AWS Key Management Service (AWS KMS).
This ensures data privacy and protection as per industry standards.

Amazon EKS architecture

Amazon EKS aligns with the general cluster architecture of Kubernetes. For more information, see
Kubernetes Components in the Kubernetes documentation. The following sections summarize
some extra architecture details for Amazon EKS.

Control plane

Amazon EKS ensures every cluster has its own unique Kubernetes control plane. This design keeps
each cluster's infrastructure separate, with no overlaps between clusters or AWS accounts. The
setup includes:

Distributed components

The control plane positions at least two API server instances and three etcd instances across
three AWS Availability Zones within an AWS Region.

Architecture 4


https://www.tensorflow.org/
https://mxnet.apache.org/
https://pytorch.org/
https://aws.amazon.com/eks/eks-anywhere/
https://aws.amazon.com/ec2/spot/
https://aws.amazon.com/emr/details/hadoop/what-is-hadoop/
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Optimal performance

Amazon EKS actively monitors and adjusts control plane instances to maintain peak
performance.

Resilience

If a control plane instance falters, Amazon EKS quickly replaces it, using different Availability
Zone if needed.

Consistent uptime

By running clusters across multiple Availability Zones, a reliable API server endpoint availability

Service Level Agreement (SLA) is achieved.

Amazon EKS uses Amazon Virtual Private Cloud (Amazon VPC) to limit traffic between control
plane components within a single cluster. Cluster components can't view or receive communication
from other clusters or AWS accounts, except when authorized by Kubernetes role-based access
control (RBAC) policies.

Compute

In addition to the control plane, an Amazon EKS cluster has a set of worker machines called
nodes. Selecting the appropriate Amazon EKS cluster node type is crucial for meeting your specific
requirements and optimizing resource utilization. Amazon EKS offers the following primary node

types:

AWS Fargate

Fargate is a serverless compute engine for containers that eliminates the need to manage

the underlying instances. With Fargate, you specify your application's resource needs, and
AWS automatically provisions, scales, and maintains the infrastructure. This option is ideal for
users who prioritize ease-of-use and want to concentrate on application development and
deployment rather than managing infrastructure.

Karpenter

Karpenter is a flexible, high-performance Kubernetes cluster autoscaler that helps improve
application availability and cluster efficiency. Karpenter launches right-sized compute resources
in response to changing application load. This option can provision just-in-time compute
resources that meet the requirements of your workload.

Compute 5
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Managed node groups

Managed node groups are a blend of automation and customization for managing a collection
of Amazon EC2 instances within an Amazon EKS cluster. AWS takes care of tasks like patching,
updating, and scaling nodes, easing operational aspects. In parallel, custom kubelet
arguments are supported, opening up possibilities for advanced CPU and memory management
policies. Moreover, they enhance security via AWS Identity and Access Management (IAM) roles
for service accounts, while curbing the need for separate permissions per cluster.

Self-managed nodes

Self-managed nodes offer full control over your Amazon EC2 instances within an Amazon

EKS cluster. You are in charge of managing, scaling, and maintaining the nodes, giving you
total control over the underlying infrastructure. This option is suitable for users who need
granular control and customization of their nodes and are ready to invest time in managing and
maintaining their infrastructure.

Deployment options

You can deploy Amazon EKS using any of the following options:

Amazon EKS in the cloud

You can run Kubernetes in the AWS cloud without needing to install, operate, and maintain your
own Kubernetes control plane or nodes. This option is what is covered in this guide.

Amazon EKS on Outposts

AWS Outposts enables native AWS services, infrastructure, and operating models in your on-
premises facilities. With Amazon EKS on Outposts, you can choose to run extended or local
clusters. With extended clusters, the Kubernetes control plane runs in an AWS Region, and
the nodes run on Outposts. With local clusters, the entire Kubernetes cluster runs locally on
Outposts, including both the Kubernetes control plane and nodes. For more information, see
Amazon EKS on AWS Outposts.

Amazon EKS Anywhere

Amazon EKS Anywhere is a deployment option for Amazon EKS that enables you to easily
create and operate Kubernetes clusters on-premises. Both Amazon EKS and Amazon EKS
Anywhere are built on the Amazon EKS Distro. To learn more about Amazon EKS Anywhere,
and its differences with Amazon EKS, see Overview and Comparing Amazon EKS Anywhere

Deployment options 6
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to Amazon EKS in the Amazon EKS Anywhere documentation. For answers to some common

questions, see Amazon EKS Anywhere FAQs.

Amazon EKS Distro

Amazon EKS Distro is a distribution of the same open-source Kubernetes software and
dependencies deployed by Amazon EKS in the cloud. Amazon EKS Distro follows the same
Kubernetes version release cycle as Amazon EKS and is provided as an open-source project. To
learn more, see Amazon EKS Distro. You can also view and download the source code for the
Amazon EKS Distro on GitHub.

When choosing which deployment options to use for your Kubernetes cluster, consider the

following:

Feature

Hardware

Deployment
location

Kubernetes
control plane
location

Kubernetes data
plane location

Support

Amazon EKS

AWS-supplied

AWS cloud

AWS cloud

AWS cloud

AWS Support

Amazon EKS
on Outposts

AWS-supplied

Your data center

AWS cloud or
your data center

Your data center

AWS Support

Amazon EKS
Anywhere

Supplied by you

Your data center

Your data center

Your data center

AWS Support

Amazon
EKS Distro

Supplied by you

Your data center

Your data center

Your data center

OSS community
support
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Setting up to use Amazon EKS

AWS resources typically have access restrictions that limit access to the AWS entity that created
them. Therefore, it's crucial to establish proper user configuration in the AWS Command Line
Interface from the beginning. Additionally, you need to equip your local machine with essential
tools for efficient command-line management of your Amazon EKS cluster. This topic will help you
prepare for the command-line management of your cluster.

Step 1: Set up the AWS CLI

The AWS CLI is a command line tool for working with AWS services, including Amazon EKS. It is
also used to authenticate IAM users or roles for access to the Amazon EKS cluster and other AWS
resources from your local machine. To provision resources in AWS from the command line, you
need to obtain an AWS access key ID and secret key to use in the command line. Then you need to
configure these credentials in the AWS CLI. If you haven't already installed the AWS CLI, see Install
or update the latest version of the AWS CLI in the AWS Command Line Interface User Guide.

To create an access key

1. Sign into the AWS Management Console.

2. In the top right, choose your AWS user name to open the navigation menu. For example,
choose webadmin. Then choose Security credentials.

3. Under Access keys, choose Create access key.

4. Choose Command Line Interface (CLI), then choose Next.

5. Choose Create access key.

6. Choose Download .csv file.

To configure the AWS CLI

After installing the AWS CLI, do the following steps to configure it. For more information, see
Configure the AWS CLI in the AWS Command Line Interface User Guide.

1. In a terminal window, enter the following command:

aws configure

Step 1: Set up the AWS CLI 8
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Optionally, you can configure a named profile, such as --profile cluster-admin. If
you configure a named profile in the AWS CLI, you must always pass this flag in subsequent
commands.

2. Enter your AWS credentials. For example:

AWS Access Key ID [None]: AKIAIOSFODNN7EXAMPLE

AWS Secret Access Key [None]: wJalxXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY
Default region name [None]: region-code

Default output format [None]: json

To get a security token

If needed, run the following command to get a new security token for the AWS CLI. For more
information, see get-session-token in the AWS CLI Command Reference.

By default, the token is valid for 15 minutes. To change the default session timeout, pass the - -
duration-seconds flag. For example:

aws sts get-session-token --duration-seconds 3600

This command returns the temporary security credentials for an AWS CLI session. You should see
the following response output:

{
"Credentials": {
"AccessKeyId": "ASIASFTRU3LOEXAMPLE",
"SecretAccessKey": "InKgvwfqUDOmNsPoi9IbxAYEXAMPLE",
"SessionToken": "VERYLONGSESSIONTOKENSTRING",
"Expiration": "2023-02-17T03:14:24+00:00"
}
}

To verify the user identity

If needed, run the following command to verify the AWS credentials for your IAM user identity
(such as ClusterAdmin) for the terminal session.

aws sts get-caller-identity

To get a security token 9
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This command returns the Amazon Resource Name (ARN) of the IAM entity that's configured for
the AWS CLI. You should see the following example response output:

{

"UserId": "AKIAIOSFODNN7EXAMPLE",

"Account": "01234567890",

"Arn": "arn:aws:iam::01234567890:usexr/ClusterAdmin"
}

Step 2: Install Kubernetes tools

To communicate with a Kubernetes cluster, you will need a tool to interact with the Kubernetes
API. Additionally, you need a few other tools, such as one to manage Kubernetes environments on
your local machine.

To create AWS resources

« Amazon EKS cluster resources - If you're new to AWS, we recommend installing eksctl.
eksctl is an infrastructure as code (IaC) utility that uses AWS CloudFormation to easily
create your Amazon EKS cluster. It also creates additional Kubernetes resources, such as
service accounts. For instructions on how to install eksctl, see Installation in the eksctl
documentation.

« AWS resources - If you're accustomed to automating the provisioning and deployment of
your AWS infrastructure, we recommend installing Terraform. Terraform is an open-source
infrastructure as code (IaC) tool developed by HashiCorp. It allows you to define and provision
infrastructure using a high-level configuration language such as HashiCorp Configuration
Language (HCL) or JSON. For instructions on how to install Terraform, see Install Terraform in

the Terraform documentation.

To install kubectl

kubectl is an open source command line tool used to communicate with the Kubernetes API
server on your Amazon EKS cluster. If you don't already have it installed on your local machine,
choose from the following options.

« AWS versions — To install an Amazon EKS-supported kubectl version, see Installing or updating
kubectl.

Step 2: Install Kubernetes tools 10
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« Community versions — To install the latest community version of kubectl, see the Install tools
page in Kubernetes documentation.

To set up a development environment

» Local deployment tool - If you're new to Kubernetes, consider installing a local deployment tool
like minikube or kind. These tools allow you to manage an Amazon EKS cluster on your local

machine.

« Package manager — Helm is a popular package manager for Kubernetes that simplifies the
installation and management of complex packages. With Helm, it's easier to install and manage
packages like the AWS Load Balancer Controller on your Amazon EKS cluster.

Next steps

o Getting started with Amazon EKS

Installing or updating kubectl

Kubectl is a command line tool that you use to communicate with the Kubernetes API server.
The kubectl binary is available in many operating system package managers. Using a package
manager for your installation is often easier than a manual download and install process.

This topic helps you to download and install, or update, the kubectl binary on your device. The
binary is identical to the upstream community versions. The binary is not unique to Amazon EKS or
AWS.

(® Note

You must use a kubectl version that is within one minor version difference of your
Amazon EKS cluster control plane. For example, a 1. 28 kubectl client works with
Kubernetes 1.27, 1.28, and 1. 29 clusters.

To install or update kubectl

1. Determine whether you already have kubect1l installed on your device.

To set up a development environment 11
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kubectl version --client

If you have kubectl installed in the path of your device, the example output includes
information similar to the following. If you want to update the version that you currently have
installed with a later version, complete the next step, making sure to install the new version in
the same location that your current version is in.

Client Version: v1.29.X-eks-1234567

If you receive no output, then you either don't have kubectl installed, or it's not installed in a
location that's in your device's path.

2. Install or update kubectl on macOS, Linux, and Windows operating systems.
macOS
To install or update kubectl on mac0S
1. Download the binary for your cluster's Kubernetes version from Amazon S3.

o Kubernetes 1.29

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.29.0/2024-01-04/bin/
darwin/amd64/kubectl

e Kubernetes 1.28

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.28.5/2024-01-04/bin/
darwin/amd64/kubectl

e Kubernetes1.27

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.27.9/2024-01-04/bin/
darwin/amd64/kubectl

e Kubernetes 1.26

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.26.12/2024-01-04/
bin/darwin/amd64/kubectl

« Kubernetes 1.25
Installing kubectl 12
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curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.25.16/2024-01-04/
bin/darwin/amd64/kubectl

e« Kubernetes 1.24

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.24.17/2024-01-04/
bin/darwin/amd64/kubectl

e Kubernetes1.23

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.23.17/2024-01-04/
bin/darwin/amd64/kubectl

2. (Optional) Verify the downloaded binary with the SHA-256 checksum for your binary.
a. Download the SHA-256 checksum for your cluster's Kubernetes version.

e Kubernetes 1.29

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.29.0/2024-01-04/
bin/darwin/amd64/kubectl.sha256

Kubernetes 1.28

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.28.5/2024-01-04/
bin/darwin/amd64/kubectl.sha256

Kubernetes 1.27

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.27.9/2024-01-04/
bin/darwin/amd64/kubectl.sha256

Kubernetes 1. 26

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.26.12/2024-01-04/
bin/darwin/amd64/kubectl.sha256

Kubernetes 1.25

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.25.16/2024-01-04/
bin/darwin/amd64/kubectl.sha256
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o Kubernetes 1.24

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.24.17/2024-01-04/
bin/darwin/amd64/kubectl.sha256

e Kubernetes 1.23

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.23.17/2024-01-04/
bin/darwin/amd64/kubectl.sha256

b. Check the SHA-256 checksum for your downloaded binary.

openssl shal -sha256 kubectl

¢. Make sure that the generated checksum in the output matches in the checksum in the
downloaded kubectl.sha256 file.

3. Apply execute permissions to the binary.
chmod +x ./kubectl

4. Copy the binary to a folder in your PATH. If you have already installed a version of
kubectl, then we recommend creating a $HOME /bin/kubectl and ensuring that
$HOME/bin comes first in your $PATH.

mkdir -p $HOME/bin && cp ./kubectl $HOME/bin/kubectl && export PATH=$HOME/bin:
$PATH

5. (Optional) Add the $HOME /bin path to your shell initialization file so that it is
configured when you open a shell.

echo 'export PATH=$HOME/bin:$PATH' >> ~/.bash_profile

Linux (amd64)

To install or update kubectl on Linux (amd64)

1. Download the kubectl binary for your cluster's Kubernetes version from Amazon S3.

e Kubernetes 1.29
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curl -0 https://s3.us-west-2.

linux/amd64/kubectl

Kubernetes 1.28

curl -0 https://s3.us-west-2.

linux/amd64/kubectl

Kubernetes 1.27

curl -0 https://s3.us-west-2.

linux/amd64/kubectl

Kubernetes 1. 26

curl -0 https://s3.us-west-2.

bin/linux/amd64/kubectl

Kubernetes 1. 25

curl -0 https://s3.us-west-2.

bin/linux/amd64/kubectl

Kubernetes 1. 24

curl -0 https://s3.us-west-2.

bin/linux/amd64/kubectl

Kubernetes 1.23

curl -0 https://s3.us-west-2.

bin/linux/amd64/kubectl

amazonaws

amazonaws

amazonaws

amazonaws

amazonaws

amazonaws

damazonaws

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

29.

28.

27.

26.

25.

24,

23

0/2024-01-04/bin/

5/2024-01-04/bin/

9/2024-01-04/bin/

12/2024-01-04/

16/2024-01-04/

17/2024-01-04/

.17/2024-01-04/

2. (Optional) Verify the downloaded binary with the SHA-256 checksum for your binary.

a. Download the SHA-256 checksum for your cluster's Kubernetes version from Amazon

S3 using the command for your device's hardware platform. The first link for each

version is for amd64 and the second link is for arm64.

e Kubernetes 1.29

Installing kubectl
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curl -0 https://s3.us-west-2.amazonaws
bin/linux/amd64/kubectl.sha256

Kubernetes 1.28

curl -0 https://s3.us-west-2.amazonaws
bin/linux/amd64/kubectl.sha256

Kubernetes 1.27

curl -0 https://s3.us-west-2.amazonaws
bin/linux/amd64/kubectl.sha256

Kubernetes 1. 26

curl -0 https://s3.us-west-2.amazonaws
bin/linux/amd64/kubectl.sha256

Kubernetes 1. 25

curl -0 https://s3.us-west-2.amazonaws
bin/linux/amd64/kubectl.sha256

Kubernetes 1. 24

curl -0 https://s3.us-west-2.amazonaws
bin/linux/amd64/kubectl.sha256

Kubernetes 1.23

curl -0 https://s3.us-west-2.amazonaws
bin/linux/amd64/kubectl.sha256

commands.

sha256sum -c kubectl.sha256

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

29.

28.

27.

26.

25.

24,

23

0/2024-01-04/

5/2024-01-04/

9/2024-01-04/

12/2024-01-04/

16/2024-01-04/

17/2024-01-04/

.17/2024-01-04/

. Check the SHA-256 checksum for your downloaded binary with one of the following

When using this command, make sure that you see the following output:

Installing kubectl
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kubectl: OK

openssl shal -sha256 kubectl

When using this command, make sure that the generated checksum in the output
matches in the checksum in the downloaded kubectl.sha256 file.

3. Apply execute permissions to the binary.

chmod +x ./kubectl

4. Copy the binary to a folder in your PATH. If you have already installed a version of
kubectl, then we recommend creating a $HOME /bin/kubectl and ensuring that
$HOME/bin comes first in your $PATH.

mkdir -p $HOME/bin && cp ./kubectl $HOME/bin/kubectl && export PATH=$HOME/bin:
$PATH

5. (Optional) Add the $HOME /bin path to your shell initialization file so that it is

configured when you open a shell.

® Note

This step assumes you are using the Bash shell; if you are using another shell,
change the command to use your specific shell initialization file.

echo 'export PATH=$HOME/bin:$PATH' >> ~/.bashxc

Linux (arm64)

To install or update kubectl on Linux (axrm64)

1. Download the kubectl binary for your cluster's Kubernetes version from Amazon S3.

e Kubernetes 1.29
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curl -0 https://s3.us-west-2.

linux/arm64/kubectl

Kubernetes 1.28

curl -0 https://s3.us-west-2.

linux/arm64/kubectl

Kubernetes 1.27

curl -0 https://s3.us-west-2.

linux/arm64/kubectl

Kubernetes 1. 26

curl -0 https://s3.us-west-2.

bin/linux/axrm64/kubectl

Kubernetes 1. 25

curl -0 https://s3.us-west-2.

bin/linux/arm64/kubectl

Kubernetes 1. 24

curl -0 https://s3.us-west-2.

bin/linux/arm64/kubectl

Kubernetes 1.23

curl -0 https://s3.us-west-2.

bin/linux/arm64/kubectl

amazonaws

amazonaws

amazonaws

amazonaws

amazonaws

amazonaws

damazonaws

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

29.

28.

27.

26.

25.

24,

23

0/2024-01-04/bin/

5/2024-01-04/bin/

9/2024-01-04/bin/

12/2024-01-04/

16/2024-01-04/

17/2024-01-04/

.17/2024-01-04/

2. (Optional) Verify the downloaded binary with the SHA-256 checksum for your binary.

a. Download the SHA-256 checksum for your cluster's Kubernetes version from Amazon

S3 using the command for your device's hardware platform. The first link for each

version is for amd64 and the second link is for arm64.

e Kubernetes 1.29

Installing kubectl
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curl -0 https://s3.us-west-2.amazonaws
bin/linux/axrm64/kubectl.sha256

Kubernetes 1.28

curl -0 https://s3.us-west-2.amazonaws
bin/linux/axrm64/kubectl.sha256

Kubernetes 1.27

curl -0 https://s3.us-west-2.amazonaws
bin/linux/arm64/kubectl.sha256

Kubernetes 1. 26

curl -0 https://s3.us-west-2.amazonaws
bin/linux/axm64/kubectl.sha256

Kubernetes 1. 25

curl -0 https://s3.us-west-2.amazonaws
bin/linux/arm64/kubectl.sha256

Kubernetes 1. 24

curl -0 https://s3.us-west-2.amazonaws
bin/linux/arm64/kubectl.sha256

Kubernetes 1.23

curl -0 https://s3.us-west-2.amazonaws
bin/linux/arm64/kubectl.sha256

commands.

sha256sum -c kubectl.sha256

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

.com/amazon-eks/1.

29.

28.

27.

26.

25.

24,

23

0/2024-01-04/

5/2024-01-04/

9/2024-01-04/

12/2024-01-04/

16/2024-01-04/

17/2024-01-04/

.17/2024-01-04/

. Check the SHA-256 checksum for your downloaded binary with one of the following

When using this command, make sure that you see the following output:

Installing kubectl
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kubectl: OK

openssl shal -sha256 kubectl

When using this command, make sure that the generated checksum in the output
matches in the checksum in the downloaded kubectl.sha256 file.

3. Apply execute permissions to the binary.

chmod +x ./kubectl

4. Copy the binary to a folder in your PATH. If you have already installed a version of
kubectl, then we recommend creating a $HOME /bin/kubectl and ensuring that
$HOME/bin comes first in your $PATH.

mkdir -p $HOME/bin && cp ./kubectl $HOME/bin/kubectl && export PATH=$HOME/bin:
$PATH

5. (Optional) Add the $HOME /bin path to your shell initialization file so that it is

configured when you open a shell.

® Note

This step assumes you are using the Bash shell; if you are using another shell,
change the command to use your specific shell initialization file.

echo 'export PATH=$HOME/bin:$PATH' >> ~/.bashxc

Windows

To install or update kubectl on Windows

1. Open a PowerShell terminal.
2. Download the kubectl binary for your cluster's Kubernetes version from Amazon S3.

e Kubernetes 1.29
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curl.exe -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.29.0/2024-01-04/
bin/windows/amd64/kubectl.exe

e Kubernetes 1.28

curl.exe -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.28.5/2024-01-04/
bin/windows/amd64/kubectl.exe

e Kubernetes1.27

curl.exe -0 https://s3.us-west-2.amazonaws.com/amazon-eks/1.27.9/2024-01-04/
bin/windows/amd64/kubectl.exe

e Kubernetes 1.26

curl.exe -0 https://s3.us-west-2.amazonaws.com/amazon-
eks/1.26.12/2024-01-04/bin/windows/amd64/kubectl.exe

e Kubernetes 1.25

curl.exe -0 https://s3.us-west-2.amazonaws.com/amazon-
eks/1.25.16/2024-01-04/bin/windows/amd64/kubectl.exe

e Kubernetes 1.24

curl.exe -0 https://s3.us-west-2.amazonaws.com/amazon-
eks/1.24.17/2024-01-04/bin/windows/amd64/kubectl.exe

e Kubernetes 1.23

curl.exe -0 https://s3.us-west-2.amazonaws.com/amazon-
eks/1.23.17/2024-01-04/bin/windows/amd64/kubectl.exe

3. (Optional) Verify the downloaded binary with the SHA-256 checksum for your binary.
a. Download the SHA-256 checksum for your cluster's Kubernetes version for Windows.

e Kubernetes 1.29

curl.exe -0 https://s3.us-west-2.amazonaws.com/amazon-
eks/1.29.0/2024-01-04/bin/windows/amd64/kubectl.exe.sha256
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e Kubernetes 1.28

curl.exe -0 https://s3.us-west-2.amazonaws.com/amazon-
eks/1.28.5/2024-01-04/bin/windows/amd64/kubectl.exe.sha256

e« Kubernetes1.27

curl.exe -0 https://s3.us-west-2.amazonaws.com/amazon-
eks/1.27.9/2024-01-04/bin/windows/amd64/kubectl.exe.sha256

e Kubernetes 1.26

curl.exe -0 https://s3.us-west-2.amazonaws.com/amazon-
eks/1.26.12/2024-01-04/bin/windows/amd64/kubectl.exe.sha256

e Kubernetes1.25

curl.exe -0 https://s3.us-west-2.amazonaws.com/amazon-
eks/1.25.16/2024-01-04/bin/windows/amd64/kubectl.exe.sha256

e« Kubernetes 1.24

curl.exe -0 https://s3.us-west-2.amazonaws.com/amazon-
eks/1.24.17/2024-01-04/bin/windows/amd64/kubectl.exe.sha256

e Kubernetes1.23

curl.exe -0 https://s3.us-west-2.amazonaws.com/amazon-
eks/1.23.17/2024-01-04/bin/windows/amd64/kubectl.exe.sha256

b. Check the SHA-256 checksum for your downloaded binary.

Get-FileHash kubectl.exe

c. Make sure that the generated checksum in the output matches in the checksum in the
downloaded kubectl.sha256 file. The PowerShell output should be an uppercase
equivalent string of characters.

4. Copy the binary to a folder in your PATH. If you have an existing directory in your PATH
that you use for command line utilities, copy the binary to that directory. Otherwise,
complete the following steps.
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a. Create a new directory for your command line binaries, such as C:\bin.
b. Copy the kubectl.exe binary to your new directory.

c. Edit your user or system PATH environment variable to add the new directory to your
PATH.

d. Close your PowerShell terminal and open a new one to pick up the new PATH variable.

3. After you install kubectl, you can verify its version.

kubectl version --client
When first installing kubectl, it isn't yet configured to communicate with any server. We will cover
this configuration as needed in other procedures. If you ever need to update the configuration to

communicate with a particular cluster, you can run the following command. Replace region-code
with the AWS Region that your cluster is in. Replace my-cluster with the name of your cluster.

aws eks update-kubeconfig --region region-code --name my-cluster
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Getting started with Amazon EKS

Make sure that you are set up to use Amazon EKS before going through the getting started guides.
For more information, see Setting up to use Amazon EKS.

There are two getting started guides available for creating a new Kubernetes cluster with nodes in
Amazon EKS:

» Getting started with Amazon EKS — eksctl - This getting started guide helps you to install all
of the required resources to get started with Amazon EKS using eksctl, a simple command
line utility for creating and managing Kubernetes clusters on Amazon EKS. At the end of the
tutorial, you will have a running Amazon EKS cluster that you can deploy applications to. This is
the fastest and simplest way to get started with Amazon EKS.

» Getting started with Amazon EKS — AWS Management Console and AWS CLI - This getting
started guide helps you to create all of the required resources to get started with Amazon EKS
using the AWS Management Console and AWS CLI. At the end of the tutorial, you will have a

running Amazon EKS cluster that you can deploy applications to. In this guide, you manually
create each resource required for an Amazon EKS cluster. The procedures give you visibility into
how each resource is created and how they interact with each other.

We also offer a curated collection of hands-on tutorials. For more information, see Navigating
Amazon EKS on AWS Community.

Getting started with Amazon EKS - eksctl

This guide helps you to create all of the required resources to get started with Amazon Elastic
Kubernetes Service (Amazon EKS) using eksctl, a simple command line utility for creating and
managing Kubernetes clusters on Amazon EKS. At the end of this tutorial, you will have a running
Amazon EKS cluster that you can deploy applications to.

The procedures in this guide create several resources for you automatically that you have to

create manually when you create your cluster using the AWS Management Console. If you'd rather
manually create most of the resources to better understand how they interact with each other,
then use the AWS Management Console to create your cluster and compute. For more information,
see Getting started with Amazon EKS — AWS Management Console and AWS CLI.
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Prerequisites

Before starting this tutorial, you must install and configure the following tools and resources that
you need to create and manage an Amazon EKS cluster.

« kubectl - A command line tool for working with Kubernetes clusters. For more information, see
Installing or updating kubectl.

« eksctl - A command line tool for working with EKS clusters that automates many individual
tasks. For more information, see Installation in the eksctl documentation.

» Required IAM permissions — The IAM security principal that you're using must have permissions
to work with Amazon EKS IAM roles, service linked roles, AWS CloudFormation, a VPC, and
related resources. For more information, see Actions, resources, and condition keys for Amazon

Elastic Container Service for Kubernetes and Using service-linked roles in the IAM User Guide.

You must complete all steps in this guide as the same user. To check the current user, run the
following command:

aws sts get-caller-identity

Step 1: Create your Amazon EKS cluster and nodes

/A Important

To get started as simply and quickly as possible, this topic includes steps to create a cluster
and nodes with default settings. Before creating a cluster and nodes for production use,
we recommend that you familiarize yourself with all settings and deploy a cluster and
nodes with the settings that meet your requirements. For more information, see Creating
an Amazon EKS cluster and Amazon EKS nodes. Some settings can only be enabled when
creating your cluster and nodes.

You can create a cluster with one of the following node types. To learn more about each type, see
Amazon EKS nodes. After your cluster is deployed, you can add other node types.

« Fargate - Linux — Select this type of node if you want to run Linux applications on AWS Fargate.
Fargate is a serverless compute engine that lets you deploy Kubernetes Pods without managing
Amazon EC2 instances.
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« Managed nodes - Linux - Select this type of node if you want to run Amazon Linux applications
on Amazon EC2 instances. Though not covered in this guide, you can also add Windows self-
managed and Bottlerocket nodes to your cluster.

Create your Amazon EKS cluster with the following command. You can replace my-cluster
with your own value. The name can contain only alphanumeric characters (case-sensitive) and
hyphens. It must start with an alphabetic character and can't be longer than 100 characters.
Replace region-code with any AWS Region that is supported by Amazon EKS. For a list of AWS
Regions, see Amazon EKS endpoints and quotas in the AWS General Reference guide.

Fargate - Linux
eksctl create cluster --name my-cluster --region region-code --fargate
Managed nodes - Linux

eksctl create cluster --name my-cluster --region region-code

Cluster creation takes several minutes. During creation you'll see several lines of output. The last
line of output is similar to the following example line.

[...]

[# EKS cluster "my-cluster" in "region-code" region is ready

eksctl created a kubectl config filein ~/.kube or added the new cluster's configuration
within an existing config file in ~/. kube on your computer.

After cluster creation is complete, view the AWS CloudFormation stack named eksctl-my-
cluster-cluster in the AWS CloudFormation console at https://console.aws.amazon.com/

cloudformation to see all of the resources that were created.

Step 2: View Kubernetes resources
1. View your cluster nodes.

kubectl get nodes -o wide

An example output is as follows.
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Fargate — Linux

NAME STATUS ROLES AGE
VERSION INTERNAL-IP EXTERNAL-IP  0S-IMAGE KERNEL -
VERSION CONTAINER-RUNTIME
fargate-ip-192-0-2-0.region-code.compute.internal Ready <none>
8m3s vl.2.3-eks-1234567 192.0.2.0 <none> Amazon Linux 2
1.23.456-789.012.amzn2.x86_64 containerd://1.2.3
fargate-ip-192-0-2-1.region-code.compute.internal Ready <none>
7/m30s vl.2.3-eks-1234567 192-0-2-1 <none> Amazon Linux 2

1.23.456-789.012.amzn2.x86_64 containerd://1.2.3

Managed nodes — Linux

NAME STATUS ROLES AGE VERSION
INTERNAL-IP EXTERNAL-IP 0S-IMAGE KERNEL-VERSION
CONTAINER-RUNTIME

ip-192-0-2-0.region-code.compute.internal Ready <none> 6m7s
vl.2.3-eks-1234567 192.0.2.0 192.0.2.2 Amazon Linux 2
1.23.456-789.012.amzn2.x86_64 containerd://1.2.3

ip-192-0-2-1.region-code.compute.internal  Ready <none>  6m4s
vl.2.3-eks-1234567 192.0.2.1 192.0.2.3 Amazon Linux 2

1.23.456-789.012.amzn2.x86_64 containerd://1.2.3

For more information about what you see in the output, see View Kubernetes resources.

2. View the workloads running on your cluster.

kubectl get pods -A -o wide

An example output is as follows.

Fargate - Linux

NAMESPACE NAME READY  STATUS RESTARTS AGE IP
NODE NOMINATED NODE
READINESS GATES
kube-system coredns-1234567890-abcde 1/1 Running @ 18m
192.0.2.0  fargate-ip-192-0-2-0.region-code.compute.internal <none>
<none>
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kube-system coredns-1234567890-12345 1/1 Running 0 18m
192.0.2.1  fargate-ip-192-0-2-1.region-code.compute.internal <none>
<none>

Managed nodes - Linux

NAMESPACE NAME READY STATUS RESTARTS AGE IP
NODE NOMINATED NODE READINESS
GATES
kube-system aws-node-12345 1/1 Running @ 7m43s
192.0.2.1 ip-192-0-2-1.region-code.compute.internal <none>
<none>
kube-system  aws-node-67890 1/1 Running @ 7m46s
192.0.2.0 ip-192-0-2-0.region-code.compute.internal <none>
<none>
kube-system coredns-1234567890-abcde 1/1 Running 0 14m
192.0.2.3  ip-192-0-2-3.region-code.compute.internal <none>
<none>
kube-system coredns-1234567890-12345 1/1 Running @ 14m
192.0.2.4 ip-192-0-2-4.region-code.compute.internal <none>
<none>
kube-system  kube-proxy-12345 1/1 Running @ 7m46s
192.0.2.0  ip-192-0-2-0.region-code.compute.internal <none>
<none>
kube-system  kube-proxy-67890 1/1 Running @ 7m43s

192.0.2.1 ip-192-0-2-1.region-code.compute.internal <none>
<none>

For more information about what you see in the output, see View Kubernetes resources.

Step 3: Delete your cluster and nodes
After you've finished with the cluster and nodes that you created for this tutorial, you should clean
up by deleting the cluster and nodes with the following command. If you want to do more with this

cluster before you clean up, see Next steps.

eksctl delete cluster --name my-cluster --region region-code

Step 3: Delete cluster and nodes 28



Amazon EKS User Guide

Next steps

The following documentation topics help you to extend the functionality of your cluster.

» Deploy a sample application to your cluster.

« The IAM principal that created the cluster is the only principal that can make calls to the
Kubernetes API server with kubectl or the AWS Management Console. If you want other IAM
principals to have access to your cluster, then you need to add them. For more information, see
Enabling IAM principal access to your cluster and Required permissions.

» Before deploying a cluster for production use, we recommend familiarizing yourself with all of
the settings for clusters and nodes. Some settings (such as enabling SSH access to Amazon EC2

nodes) must be made when the cluster is created.

» To increase security for your cluster, configure the Amazon VPC Container Networking Interface

plugin to use IAM roles for service accounts.

Getting started with Amazon EKS — AWS Management Console
and AWS CLI

This guide helps you to create all of the required resources to get started with Amazon Elastic
Kubernetes Service (Amazon EKS) using the AWS Management Console and the AWS CLI. In this
guide, you manually create each resource. At the end of this tutorial, you will have a running
Amazon EKS cluster that you can deploy applications to.

The procedures in this guide give you complete visibility into how each resource is created and
how the resources interact with each other. If you'd rather have most of the resources created for
you automatically, use the eksctl CLI to create your cluster and nodes. For more information, see
Getting started with Amazon EKS — eksctl.

Prerequisites

Before starting this tutorial, you must install and configure the following tools and resources that
you need to create and manage an Amazon EKS cluster.

o AWS CLI - A command line tool for working with AWS services, including Amazon EKS. For more
information, see Installing, updating, and uninstalling the AWS CLI in the AWS Command Line

Interface User Guide. After installing the AWS CLI, we recommend that you also configure it. For
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more information, see Quick configuration with aws configure in the AWS Command Line

Interface User Guide.

kubectl - A command line tool for working with Kubernetes clusters. For more information, see
Installing or updating kubectl.

Required IAM permissions — The |IAM security principal that you're using must have permissions
to work with Amazon EKS IAM roles, service linked roles, AWS CloudFormation, a VPC, and
related resources. For more information, see Actions, resources, and condition keys for Amazon
Elastic Kubernetes Service and Using service-linked roles in the IAM User Guide. You must
complete all steps in this guide as the same user. To check the current user, run the following

command:

aws sts get-caller-identity

We recommend that you complete the steps in this topic in a Bash shell. If you aren't using a
Bash shell, some script commands such as line continuation characters and the way variables are
set and used require adjustment for your shell. Additionally, the quoting and escaping rules for
your shell might be different. For more information, see Using quotation marks with strings in
the AWS CLI in the AWS Command Line Interface User Guide.

Step 1: Create your Amazon EKS cluster

/A Important

To get started as simply and quickly as possible, this topic includes steps to create a cluster
with default settings. Before creating a cluster for production use, we recommend that you
familiarize yourself with all settings and deploy a cluster with the settings that meet your
requirements. For more information, see Creating an Amazon EKS cluster. Some settings

can only be enabled when creating your cluster.

To create your cluster

1.

Create an Amazon VPC with public and private subnets that meets Amazon EKS requirements.
Replace region-code with any AWS Region that is supported by Amazon EKS. For a list of
AWS Regions, see Amazon EKS endpoints and quotas in the AWS General Reference guide. You
can replace my-eks-vpc-stack with any name you choose.
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aws cloudformation create-stack \

--region region-code \

--stack-name my-eks-vpc-stack \

--template-url https://s3.us-west-2.amazonaws.com/amazon-
eks/cloudformation/2020-10-29/amazon-eks-vpc-private-subnets.yaml

® Tip
For a list of all the resources the previous command creates, open the AWS
CloudFormation console at https://console.aws.amazon.com/cloudformation. Choose

the my-eks-vpc-stack stack and then choose the Resources tab.

2. Create a cluster IAM role and attach the required Amazon EKS IAM managed policy to it.
Kubernetes clusters managed by Amazon EKS make calls to other AWS services on your behalf
to manage the resources that you use with the service.

a. Copy the following contents to a file named eks-cluster-role-trust-policy. json.

"Version": "2012-10-17",
"Statement": [

{
"Effect": "Allow",
"Principal": {
"Service": "eks.amazonaws.com"

}

"Action": "sts:AssumeRole"

b. Create the role.

aws iam create-role \
--role-name myAmazonEKSClusterRole \
--assume-role-policy-document file://"eks-cluster-role-trust-policy.json"

c. Attach the required Amazon EKS managed IAM policy to the role.

aws iam attach-role-policy \
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10.

--policy-arn arn:aws:iam::aws:policy/AmazonEKSClustexPolicy \
--role-name myAmazonEKSClusterRole

Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/clusters.

Make sure that the AWS Region shown in the upper right of your console is the AWS Region
that you want to create your cluster in. If it's not, choose the dropdown next to the AWS
Region name and choose the AWS Region that you want to use.

Choose Add cluster, and then choose Create. If you don't see this option, then choose Clusters
in the left navigation pane first.

On the Configure cluster page, do the following:
a. Enter a Name for your cluster, such as my-cluster. The name can contain only

alphanumeric characters (case-sensitive) and hyphens. It must start with an alphabetic
character and can't be longer than 100 characters.

b. For Cluster Service Role, choose myAmazonEKSClusterRole.

c. Leave the remaining settings at their default values and choose Next.

On the Specify networking page, do the following:

a. Choose the ID of the VPC that you created in a previous step from the VPC dropdown list.
It is something like vpc-00x0000x000x0x000 | my-eks-vpc-stack-VPC.

b. Leave the remaining settings at their default values and choose Next.

On the Configure observability page, choose Next.

On the Select add-ons page, choose Next.

For more information on add-ons, see Amazon EKS add-ons.

On the Configure selected add-ons settings page, choose Next.

On the Review and create page, choose Create.

To the right of the cluster's name, the cluster status is Creating for several minutes until the
cluster provisioning process completes. Don't continue to the next step until the status is
Active.

® Note

You might receive an error that one of the Availability Zones in your request doesn't
have sufficient capacity to create an Amazon EKS cluster. If this happens, the error
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output contains the Availability Zones that can support a new cluster. Retry creating
your cluster with at least two subnets that are located in the supported Availability
Zones for your account. For more information, see Insufficient capacity.

Step 2: Configure your computer to communicate with your cluster

In this section, you create a kubeconfig file for your cluster. The settings in this file enable the
kubectl CLI to communicate with your cluster.

To configure your computer to communicate with your cluster

1. Create or update a kubeconfig file for your cluster. Replace region-code with the AWS
Region that you created your cluster in. Replace my-cluster with the name of your cluster.

aws eks update-kubeconfig --region region-code --name my-cluster

By default, the config file is created in ~/ . kube or the new cluster's configuration is added
to an existing config file in ~/. kube.

2. Test your configuration.
kubectl get svc

® Note

If you receive any authorization or resource type errors, see Unauthorized or access
denied (kubectl) in the troubleshooting topic.

An example output is as follows.

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
svc/kubernetes ClusterIP 10.100.0.1 <none> 443/TCP Im
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Step 3: Create nodes

/A Important

To get started as simply and quickly as possible, this topic includes steps to create nodes
with default settings. Before creating nodes for production use, we recommend that you
familiarize yourself with all settings and deploy nodes with the settings that meet your
requirements. For more information, see Amazon EKS nodes. Some settings can only be

enabled when creating your nodes.

You can create a cluster with one of the following node types. To learn more about each type, see
Amazon EKS nodes. After your cluster is deployed, you can add other node types.

» Fargate - Linux — Choose this type of node if you want to run Linux applications on AWS Fargate.
Fargate is a serverless compute engine that lets you deploy Kubernetes Pods without managing
Amazon EC2 instances.

« Managed nodes - Linux — Choose this type of node if you want to run Amazon Linux
applications on Amazon EC2 instances. Though not covered in this guide, you can also add
Windows self-managed and Bottlerocket nodes to your cluster.

Fargate — Linux

Create a Fargate profile. When Kubernetes Pods are deployed with criteria that matches the
criteria defined in the profile, the Pods are deployed to Fargate.

To create a Fargate profile

1. Create an IAM role and attach the required Amazon EKS IAM managed policy to it. When
your cluster creates Pods on Fargate infrastructure, the components running on the
Fargate infrastructure must make calls to AWS APIs on your behalf. This is so that they can
do actions such as pull container images from Amazon ECR or route logs to other AWS
services. The Amazon EKS Pod execution role provides the IAM permissions to do this.

a. Copy the following contents to a file named pod-execution-role-trust-
policy.json. Replace region-code with the AWS Region that your cluster is in. If
you want to use the same role in all AWS Regions in your account, replace region-
code with *. Replace 111122223333 with your account ID and my-cluster with the
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name of your cluster. If you want to use the same role for all clusters in your account,
replace my-cluster with *.

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Condition": {
"ArnLike": {
"aws:SourceArn": "arn:aws:eks:region-
code:111122223333:fargateprofile/my-cluster/*"
}
b
"Principal": {
"Service": "eks-fargate-pods.amazonaws.com"
},
"Action": "sts:AssumeRole"
}
]
}

b. Create a Pod execution |AM role.

aws iam create-role \
--role-name AmazonEKSFargatePodExecutionRole \
--assume-role-policy-document file://"pod-execution-role-trust-
policy.json"

c. Attach the required Amazon EKS managed IAM policy to the role.

aws iam attach-role-policy \
--policy-arn arn:aws:iam::aws:policy/
AmazonEKSFargatePodExecutionRolePolicy \
--role-name AmazonEKSFargatePodExecutionRole

2. Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/clusters.

3. On the Clusters page, choose the my-cluster cluster.

4. Onthemy-cluster page, do the following:

a. Choose the Compute tab.
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b. Under Fargate Profiles, choose Add Fargate Profile.
5. On the Configure Fargate Profile page, do the following:

a. For Name, enter a unique name for your Fargate profile, such as my-profile.

b. For Pod execution role, choose the AmazonEKSFargatePodExecutionRole that you
created in a previous step.

¢. Choose the Subnets dropdown and deselect any subnet with Public in its name. Only
private subnets are supported for Pods that are running on Fargate.

d. Choose Next.

6. On the Configure Pod selection page, do the following:

a. For Namespace, enter default.
b. Choose Next.

7. On the Review and create page, review the information for your Fargate profile and choose
Create.

8. After a few minutes, the Status in the Fargate Profile configuration section will change
from Creating to Active. Don't continue to the next step until the status is Active.

9. If you plan to deploy all Pods to Fargate (none to Amazon EC2 nodes), do the following to
create another Fargate profile and run the default name resolver (CoreDNS) on Fargate.

(® Note

If you don't do this, you won't have any nodes at this time.

a. Onthe Fargate Profile page, choose my-profile.
b. Under Fargate profiles, choose Add Fargate Profile.
c. For Name, enter CoxreDNS.

d. For Pod execution role, choose the AmazonEKSFargatePodExecutionRole that you
created in a previous step.

e. Choose the Subnets dropdown and deselect any subnet with Public in its name. Only
private subnets are supported for Pods running on Fargate.

f. Choose Next.
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h. Choose Match labels, and then choose Add label.

i. Enter k8s-app for Key and kube-dns for value. This is necessary for the default name
resolver (CoreDNS) to deploy to Fargate.

j- Choose Next.

k. On the Review and create page, review the information for your Fargate profile and
choose Create.

. Run the following command to remove the default eks.amazonaws.com/compute-
type : ec2 annotation from the CoreDNS Pods.

kubectl patch deployment coredns \

-n kube-system \

--type json \

-p="[{"op": "remove", "path": "/spec/template/metadata/annotations/
eks.amazonaws.com~1lcompute-type"}]’

(@ Note

The system creates and deploys two nodes based on the Fargate profile label you
added. You won't see anything listed in Node groups because they aren't applicable
for Fargate nodes, but you will see the new nodes listed in the Overview tab.

Managed nodes - Linux

Create a managed node group, specifying the subnets and node IAM role that you created in
previous steps.

To create your Amazon EC2 Linux managed node group

1. Create a node IAM role and attach the required Amazon EKS IAM managed policy to it. The
Amazon EKS node kubelet daemon makes calls to AWS APIs on your behalf. Nodes receive
permissions for these API calls through an IAM instance profile and associated policies.

a. Copy the following contents to a file named node-role-trust-policy. json.

{
"Version": "2012-10-17",
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"Statement": [

{
"Effect": "Allow",
"Principal": {
"Service": "ec2.amazonaws.com"
I
"Action": "sts:AssumeRole"
}

b. Create the node IAM role.

aws iam create-role \
--role-name myAmazonEKSNodeRole \
--assume-role-policy-document file://"node-role-trust-policy.json"

c. Attach the required managed IAM policies to the role.

aws iam attach-role-policy \
--policy-arn arn:aws:iam::aws:policy/AmazonEKSWorkerNodePolicy \
--role-name myAmazonEKSNodeRole

aws iam attach-role-policy \
--policy-arn arn:aws:iam::aws:policy/AmazonEC2ContainerRegistryReadOnly \
--role-name myAmazonEKSNodeRole

aws iam attach-role-policy \
--policy-arn arn:aws:iam::aws:policy/AmazonEKS_CNI_Policy \
--role-name myAmazonEKSNodeRole

2. Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/clusters.

3. Choose the name of the cluster that you created in Step 1: Create your Amazon EKS cluster,

such asmy-cluster.

4. Onthemy-cluster page, do the following:

a. Choose the Compute tab.
b. Choose Add Node Group.
5. On the Configure Node Group page, do the following:

a. For Name, enter a unique name for your managed node group, such as my -
nodegroup. The node group name can't be longer than 63 characters. It must start
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with letter or digit, but can also include hyphens and underscores for the remaining
characters.

b. For Node IAM role name, choose myAmazonEKSNodeRole role that you created in a
previous step. We recommend that each node group use its own unique IAM role.

c. Choose Next.

6. On the Set compute and scaling configuration page, accept the default values and choose
Next.

7. On the Specify networking page, accept the default values and choose Next.

8. On the Review and create page, review your managed node group configuration and
choose Create.

9. After several minutes, the Status in the Node Group configuration section will change
from Creating to Active. Don't continue to the next step until the status is Active.

Step 4: View resources

You can view your nodes and Kubernetes workloads.
To view your nodes and workloads
1. In the left navigation pane, choose Clusters. In the list of Clusters, choose the name of the
cluster that you created, such as my-cluster.
2. Onthemy-cluster page, choose the following:
a. Compute tab - You see the list of Nodes that were deployed for the cluster. You can
choose the name of a node to see more information about it.

b. Resources tab — You see all of the Kubernetes resources that are deployed by default to an
Amazon EKS cluster. Select any resource type in the console to learn more about it.

Step 5: Delete resources

After you've finished with the cluster and nodes that you created for this tutorial, you should
delete the resources that you created. If you want to do more with this cluster before you delete
the resources, see Next steps.
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To delete the resources that you created in this guide
1. Delete any node groups or Fargate profiles that you created.

a. Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/clusters.

b. Inthe left navigation pane, choose Clusters. In the list of clusters, choose my-cluster.
¢. Choose the Compute tab.

d. If you created a node group, choose the my-nodegroup node group and then choose
Delete. Enter my-nodegroup, and then choose Delete.

e. For each Fargate profile that you created, choose it and then choose Delete. Enter the
name of the profile, and then choose Delete.

(® Note

When deleting a second Fargate profile, you may need to wait for the first one to
finish deleting.

f.  Don't continue until the node group or Fargate profiles are deleted.

2. Delete the cluster.

a. Inthe left navigation pane, choose Clusters. In the list of clusters, choose my-cluster.

b. Choose Delete cluster.

c. Entermy-cluster and then choose Delete. Don't continue until the cluster is deleted.
3. Delete the VPC AWS CloudFormation stack that you created.

a. Open the AWS CloudFormation console at https://console.aws.amazon.com/
cloudformation.

b. Choose the my-eks-vpc-stack stack, and then choose Delete.
c. Inthe Delete my-eks-vpc-stack confirmation dialog box, choose Delete stack.

4. Delete the IAM roles that you created.

a. Open the IAM console at https://console.aws.amazon.com/iam/.

b. Inthe left navigation pane, choose Roles.

c. Select each role you created from the list (nyAmazonEKSClusterRole, as well as
AmazonEKSFargatePodExecutionRole or myAmazonEKSNodeRole). Choose Delete, enter

Step 5: Delete resource! ! - 40


https://console.aws.amazon.com/eks/home#/clusters
https://console.aws.amazon.com/cloudformation/
https://console.aws.amazon.com/cloudformation/
https://console.aws.amazon.com/iam/

Amazon EKS User Guide

Next steps

The following documentation topics help you to extend the functionality of your cluster.

« The IAM principal that created the cluster is the only principal that can make calls to the
Kubernetes API server with kubectl or the AWS Management Console. If you want other IAM
principals to have access to your cluster, then you need to add them. For more information, see
Enabling IAM principal access to your cluster and Required permissions.

» Deploy a sample application to your cluster.

» Before deploying a cluster for production use, we recommend familiarizing yourself with all of
the settings for clusters and nodes. Some settings (such as enabling SSH access to Amazon EC2
nodes) must be made when the cluster is created.

» To increase security for your cluster, configure the Amazon VPC Container Networking Interface
plugin to use IAM roles for service accounts.
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Amazon EKS clusters

An Amazon EKS cluster consists of two primary components:

« The Amazon EKS control plane

« Amazon EKS nodes that are registered with the control plane

The Amazon EKS control plane consists of control plane nodes that run the Kubernetes software,
such as etcd and the Kubernetes API server. The control plane runs in an account managed by
AWS, and the Kubernetes API is exposed via the Amazon EKS endpoint associated with your cluster.
Each Amazon EKS cluster control plane is single-tenant and unique, and runs on its own set of
Amazon EC2 instances.

All of the data stored by the etcd nodes and associated Amazon EBS volumes is encrypted using
AWS KMS. The cluster control plane is provisioned across multiple Availability Zones and fronted
by an Elastic Load Balancing Network Load Balancer. Amazon EKS also provisions elastic network
interfaces in your VPC subnets to provide connectivity from the control plane instances to the
nodes (for example, to support kubectl exec logs proxy data flows).

/A Important

In the Amazon EKS environment, etcd storage is limited to 8 GiB as per upstream
guidance. You can monitor a metric for the current database size by running the
following command. If your cluster has a Kubernetes version below 1. 28, replace
apiserver_storage_size_bytes with the following:

o Kubernetes version1.27 and 1.26 -
apiserver_storage_db_total_size_in_bytes

» Kubernetes version 1.25 and below — etcd_db_total_size_in_bytes

kubectl get --raw=/metrics | grep "apiserver_storage_size_bytes"

Amazon EKS nodes run in your AWS account and connect to your cluster's control plane via the API
server endpoint and a certificate file that is created for your cluster.
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® Note

» You can find out how the different components of Amazon EKS work in Amazon EKS

networking.

» For connected clusters, see Amazon EKS Connector.

Topics

Creating an Amazon EKS cluster

Cluster insights

Updating an Amazon EKS cluster Kubernetes version

Deleting an Amazon EKS cluster

Amazon EKS cluster endpoint access control

Enabling secret encryption on an existing cluster

Enabling Windows support for your Amazon EKS cluster

Private cluster requirements

Amazon EKS Kubernetes versions

Amazon EKS platform versions

Autoscaling

Creating an Amazon EKS cluster

This topic provides an overview of the available options and describes what to consider when you

create an Amazon EKS cluster. If you need to create a cluster on an AWS Outpost, see Local clusters

for Amazon EKS on AWS Outposts. If this is your first time creating an Amazon EKS cluster, we

recommend that you follow one of our Getting started with Amazon EKS guides. These guides help

you to create a simple, default cluster without expanding into all of the available options.

Prerequisites

An existing VPC and subnets that meet Amazon EKS requirements. Before you deploy a cluster

for production use, we recommend that you have a thorough understanding of the VPC and
subnet requirements. If you don't have a VPC and subnets, you can create them using an Amazon

EKS provided AWS CloudFormation template.

Creating a cluster
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e The kubectl command line tool is installed on your device or AWS CloudShell. The version can
be the same as or up to one minor version earlier or later than the Kubernetes version of your
cluster. For example, if your cluster version is 1. 28, you can use kubectl version 1.27,1.28, or
1.29 with it. To install or upgrade kubectl, see Installing or updating kubectl.

« Version 2.12.3 or later or version 1.27.160 or later of the AWS Command Line Interface (AWS
CLI) installed and configured on your device or AWS CloudShell. To check your current version,
use aws --version | cut -d / -f2 | cut -d ' ' -fl1. Package managers such yum,
apt-get, or Homebrew for macOS are often several versions behind the latest version of the
AWS CLI. To install the latest version, see Installing, updating, and uninstalling the AWS CLI and
Quick configuration with aws configure in the AWS Command Line Interface User Guide. The AWS
CLI version that is installed in AWS CloudShell might also be several versions behind the latest
version. To update it, see Installing AWS CLI to your home directory in the AWS CloudShell User
Guide.

e An IAM principal with permissions to create and describe an Amazon EKS cluster. For more
information, see Create a local Kubernetes cluster on an Outpost and List or describe all clusters.

When an Amazon EKS cluster is created, the IAM principal that creates the cluster is permanently
added to the Kubernetes RBAC authorization table as the administrator. This principal has
system:masters permissions. This principal isn't visible in your cluster configuration. So, it's
important to note the principal that created the cluster and make sure that you never delete it.
Initially, only the IAM principal that created the server can make calls to the Kubernetes API server
using kubectl. If you use the console to create the cluster, you must ensure that the same IAM
credentials are in the AWS SDK credential chain when you run kubectl commands on your cluster.
After your cluster is created, you can grant other IAM principals access to your cluster.

To create an Amazon EKS cluster

1. If you already have a cluster IAM role, or you're going to create your cluster with eksctl, then
you can skip this step. By default, eksctl creates a role for you.

To create an Amazon EKS cluster IAM role

1. Run the following command to create an IAM trust policy JSON file.

cat >eks-cluster-role-trust-policy.json <<EOF
{

"Version": "2012-10-17",

"Statement": [
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{
"Effect": "Allow",
"Principal": {
"Sexvice": "eks.amazonaws.com"
},
"Action": "sts:AssumeRole"
}
]
}
EOF

2. Create the Amazon EKS cluster IAM role. If necessary, preface eks-cluster-role-trust-
policy. json with the path on your computer that you wrote the file to in the previous
step. The command associates the trust policy that you created in the previous step to the
role. To create an IAM role, the IAM principal that is creating the role must be assigned the
iam:CreateRole action (permission).

aws iam create-role --role-name myAmazonEKSClusterRole --assume-role-policy-
document file://"eks-cluster-role-trust-policy.json"

3. You can assign either the Amazon EKS managed policy or create your own custom policy.
For the minimum permissions that you must use in your custom policy, see Amazon EKS
cluster IAM role.

Attach the Amazon EKS managed policy named AmazonEKSClusterPolicy to the role.
To attach an IAM policy to an IAM principal, the principal that is attaching the policy must
be assigned one of the following IAM actions (permissions): iam: AttachUserPolicy or
iam:AttachRolePolicy.

aws iam attach-role-policy --policy-arn arn:aws:iam::aws:policy/
AmazonEKSClusterPolicy --role-name myAmazonEKSClusterRole

2. Create an Amazon EKS cluster.

You can create a cluster by using eksctl, the AWS Management Console, or the AWS CLI.

eksctl

Prerequisite
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Version @.172.0 or later of the eksctl command line tool installed on your device
or AWS CloudShell. To install or update eksctl, see Installation in the eksctl
documentation.

To create your cluster

Create an Amazon EKS IPv4 cluster with the Amazon EKS default Kubernetes version in
your default AWS Region. Before running command, make the following replacements:

Replace region-code with the AWS Region that you want to create your cluster in.

« Replace my-cluster with a name for your cluster. The name can contain only
alphanumeric characters (case-sensitive) and hyphens. It must start with an alphabetic
character and can't be longer than 100 characters. The name must be unique within the
AWS Region and AWS account that you're creating the cluster in.

Replace 1. 28 with any Amazon EKS supported version.

Change the values for vpc-private-subnets to meet your requirements. You can also
add additional IDs. You must specify at least two subnet IDs. If you'd rather specify public
subnets, you can change --vpc-private-subnets to --vpc-public-subnets.
Public subnets have an associated route table with a route to an internet gateway, but
private subnets don't have an associated route table. We recommend using private
subnets whenever possible.

The subnets that you choose must meet the Amazon EKS subnet requirements. Before

selecting subnets, we recommend that you're familiar with all of the Amazon EKS VPC

and subnet requirements and considerations.

eksctl create cluster --name my-cluster --region region-code --version 1.28 --
vpc-private-subnets subnet-ExampleID1,subnet-ExampleID2 --without-nodegroup

Cluster provisioning takes several minutes. While the cluster is being created, several lines
of output appear. The last line of output is similar to the following example line.

[#] EKS cluster "my-cluster" in "region-code" region is ready
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® Tip
To see the most options that you can specify when creating a cluster with eksctl,
use the eksctl create cluster --help command. To see all the available
options, you can use a config file. For more information, see Using config files

and the config file schema in the eksctl documentation. You can find config file
examples on GitHub.

Optional settings

The following are optional settings that, if required, must be added to the previous
command. You can only enable these options when you create the cluster, not after. If you
need to specify these options, you must create the cluster with an eksct1 config file and

specify the settings, rather than using the previous command.

« If you want to specify one or more security groups that Amazon EKS assigns to the
network interfaces that it creates, specify the securityGroup option.

Whether you choose any security groups or not, Amazon EKS creates a security group
that enables communication between your cluster and your VPC. Amazon EKS associates
this security group, and any that you choose, to the network interfaces that it creates.
For more information about the cluster security group that Amazon EKS creates, see the
section called “Security group requirements”. You can modify the rules in the cluster

security group that Amazon EKS creates.

« If you want to specify which IPv4 Classless Inter-domain Routing (CIDR) block
Kubernetes assigns service IP addresses from, specify the serviceIPv4CIDR option.

Specifying your own range can help prevent conflicts between Kubernetes services and
other networks peered or connected to your VPC. Enter a range in CIDR notation. For
example: 10.2.0.0/16.

The CIDR block must meet the following requirements:

» Be within one of the following ranges: 10.0.0.0/8,172.16.0.0/12, or
192.168.0.0/16.

« Have a minimum size of /24 and a maximum size of /12.

» Not overlap with the range of the VPC for your Amazon EKS resources.
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You can only specify this option when using the IPv4 address family and only at cluster
creation. If you don't specify this, then Kubernetes assigns service IP addresses from
either the 10.100.0.0/16 or 172.20.0.0/16 CIDR blocks.

If you're creating cluster and want the cluster to assign IPv6 addresses to Pods and
services instead of IPv4 addresses, specify the ipFamily option.

Kubernetes assigns IPv4 addresses to Pods and services, by default. Before deciding
to use the IPv6 family, make sure that you're familiar with all of the considerations
and requirements in the the section called “"VPC requirements and considerations”, the

section called “Subnet requirements and considerations”, the section called “Security

group requirements”, and the section called "“IPv6" topics. If you choose the IPv6 family,

you can't specify an address range for Kubernetes to assign IPv6 service addresses from
like you can for the IPv4 family. Kubernetes assigns service addresses from the unique
local address range (fc00: : /7).

AWS Management Console

To create your cluster

1. Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/clusters.

2. Choose Add cluster and then choose Create.

3. On the Configure cluster page, enter the following fields:

« Name - A name for your cluster. It must be unique in your AWS account. The name can
contain only alphanumeric characters (case-sensitive) and hyphens. It must start with
an alphabetic character and can't be longer than 100 characters. The name must be
unique within the AWS Region and AWS account that you're creating the cluster in.

« Kubernetes version — The version of Kubernetes to use for your cluster. We
recommend selecting the latest version, unless you need an earlier version.

o Cluster service role — Choose the Amazon EKS cluster IAM role that you created to
allow the Kubernetes control plane to manage AWS resources on your behalf.

» Secrets encryption — (Optional) Choose to enable secrets encryption of Kubernetes
secrets using a KMS key. You can also enable this after you create your cluster. Before
you enable this capability, make sure that you're familiar with the information in
Enabling secret encryption on an existing cluster.
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Tags — (Optional) Add any tags to your cluster. For more information, see Tagging your
Amazon EKS resources.

When you're done with this page, choose Next.

4. On the Specify networking page, select values for the following fields:

VPC - Choose an existing VPC that meets Amazon EKS VPC requirements to create
your cluster in. Before choosing a VPC, we recommend that you're familiar with all of
the requirements and considerations in Amazon EKS VPC and subnet requirements

and considerations. You can't change which VPC you want to use after cluster creation.
If no VPCs are listed, then you need to create one first. For more information, see
Creating a VPC for your Amazon EKS cluster.

Subnets - By default, all available subnets in the VPC specified in the previous field
are preselected. You must select at least two.

The subnets that you choose must meet the Amazon EKS subnet requirements. Before

selecting subnets, we recommend that you're familiar with all of the Amazon EKS VPC

and subnet requirements and considerations.

Security groups - (Optional) Specify one or more security groups that you want
Amazon EKS to associate to the network interfaces that it creates.

Whether you choose any security groups or not, Amazon EKS creates a security

group that enables communication between your cluster and your VPC. Amazon EKS
associates this security group, and any that you choose, to the network interfaces that
it creates. For more information about the cluster security group that Amazon EKS
creates, see the section called “Security group requirements”. You can modify the rules
in the cluster security group that Amazon EKS creates.

Choose cluster IP address family — You can choose either IPv4 and IPv6.

Kubernetes assigns IPv4 addresses to Pods and services, by default. Before deciding
to use the IPv6 family, make sure that you're familiar with all of the considerations
and requirements in the the section called “"VPC requirements and considerations”, the

section called “Subnet requirements and considerations”, the section called “Security

group requirements”, and the section called "IPv6" topics. If you choose the IPv6

family, you can't specify an address range for Kubernetes to assign IPv6 service
addresses from like you can for the IPv4 family. Kubernetes assigns service addresses
from the unique local address range (fc0: : /7).

Creating a cluster
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» (Optional) Choose Configure Kubernetes Service IP address range and specify a
Service IPv4 range.

Specifying your own range can help prevent conflicts between Kubernetes services
and other networks peered or connected to your VPC. Enter a range in CIDR notation.
For example: 10.2.0.0/16.

The CIDR block must meet the following requirements:

« Be within one of the following ranges: 10.0.0.0/8,172.16.0.0/12, or
192.168.0.0/16.

e Have a minimum size of /24 and a maximum size of /12.

» Not overlap with the range of the VPC for your Amazon EKS resources.

You can only specify this option when using the IPv4 address family and only at
cluster creation. If you don't specify this, then Kubernetes assigns service IP addresses
from either the 10.100.0.0/16 or 172.20.0.0/16 CIDR blocks.

« For Cluster endpoint access, select an option. After your cluster is created, you can
change this option. Before selecting a non-default option, make sure to familiarize
yourself with the options and their implications. For more information, see Amazon
EKS cluster endpoint access control.

When you're done with this page, choose Next.

. (Optional) On the Configure observability page, choose which Metrics and Control

plane logging options to turn on. By default, each log type is turned off.

» For more information about the Prometheus metrics option, see Turn on Prometheus

metrics when creating a cluster.

« For more information about the Control plane logging options, see Amazon EKS
control plane logging.

When you're done with this page, choose Next.

. On the Select add-ons page, choose the add-ons that you want to add to your cluster.

You can choose as many Amazon EKS add-ons and AWS Marketplace add-ons as you
require. If the AWS Marketplace add-ons that you want to install isn't listed, you can
search for available AWS Marketplace add-ons by entering text in the search box. You
can also search by category, vendor, or pricing model and then choose the add-ons
from the search results. When you're done with this page, choose Next.
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7. On the Configure selected add-ons settings page, select the version that you want to
install. You can always update to a later version after cluster creation. You can update
the configuration of each add-on after cluster creation. For more information about
configuring add-ons, see Updating an add-on. When you're done with this page, choose
Next.

8. On the Review and create page, review the information that you entered or selected
on the previous pages. If you need to make changes, choose Edit. When you're satisfied,
choose Create. The Status field shows CREATING while the cluster is provisioned.

® Note

You might receive an error that one of the Availability Zones in your request
doesn't have sufficient capacity to create an Amazon EKS cluster. If this happens,
the error output contains the Availability Zones that can support a new cluster.
Retry creating your cluster with at least two subnets that are located in the
supported Availability Zones for your account. For more information, see
Insufficient capacity.

Cluster provisioning takes several minutes.

AWS CLI

To create your cluster

1. Create your cluster with the command that follows. Before running the command, make
the following replacements:
» Replace region-code with the AWS Region that you want to create your cluster in.

» Replace my-cluster with a name for your cluster. The name can contain only
alphanumeric characters (case-sensitive) and hyphens. It must start with an alphabetic
character and can't be longer than 100 characters. The name must be unique within
the AWS Region and AWS account that you're creating the cluster in.

» Replace 1.29 with any Amazon EKS supported version.

» Replace 111122223333 with your account ID and myAmazonEKSCLusterRole with
the name of your cluster IAM role.
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» Replace the values for subnetIds with your own. You can also add additional IDs. You

must specify at least two subnet IDs.

The subnets that you choose must meet the Amazon EKS subnet requirements. Before

selecting subnets, we recommend that you're familiar with all of the Amazon EKS VPC

and subnet requirements and considerations.

If you don't want to specify a security group ID, remove
,securityGroupIds=sg-ExampleID1 from the command. If you want to specify
one or more security group IDs, replace the values for securityGroupIds with your
own. You can also add additional IDs.

Whether you choose any security groups or not, Amazon EKS creates a security

group that enables communication between your cluster and your VPC. Amazon EKS
associates this security group, and any that you choose, to the network interfaces that
it creates. For more information about the cluster security group that Amazon EKS
creates, see the section called “Security group requirements”. You can modify the rules

in the cluster security group that Amazon EKS creates.

aws eks create-cluster --region region-code --name my-cluster --kubernetes-
version 1.29 \
--role-arn arn:aws:iam::111122223333:role/myAmazonEKSClusterRole \
--resources-vpc-config
subnetIds=subnet-ExampleID1,subnet-ExampleID2,securityGroupIds=sg-ExampleID1

(@ Note

You might receive an error that one of the Availability Zones in your request
doesn't have sufficient capacity to create an Amazon EKS cluster. If this happens,
the error output contains the Availability Zones that can support a new cluster.
Retry creating your cluster with at least two subnets that are located in the
supported Availability Zones for your account. For more information, see
Insufficient capacity.

Optional settings

The following are optional settings that, if required, must be added to the previous
command. You can only enable these options when you create the cluster, not after.

Creating a cluster
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« If you want to specify which IPv4 Classless Inter-domain Routing (CIDR) block

Kubernetes assigns service IP addresses from, you must specify it by adding the - -
kubernetes-network-config servicelIpv4Cidr=CIDR block to the following
command.

Specifying your own range can help prevent conflicts between Kubernetes services
and other networks peered or connected to your VPC. Enter a range in CIDR notation.
For example: 10.2.0.0/16.

The CIDR block must meet the following requirements:

« Be within one of the following ranges: 10.0.0.0/8,172.16.0.0/12, or
192.168.0.0/16.

e Have a minimum size of /24 and a maximum size of /12.

» Not overlap with the range of the VPC for your Amazon EKS resources.

You can only specify this option when using the IPv4 address family and only at
cluster creation. If you don't specify this, then Kubernetes assigns service IP addresses
from either the 10.100.0.0/16 0r 172.20.0.0/16 CIDR blocks.

If you're creating a cluster and want the cluster to assign IPv6 addresses to Pods
and services instead of IPv4 addresses, add --kubernetes-network-config
ipFamily=ipv6 to the following command.

Kubernetes assigns IPv4 addresses to Pods and services, by default. Before deciding
to use the IPv6 family, make sure that you're familiar with all of the considerations
and requirements in the the section called “"VPC requirements and considerations”, the

section called “Subnet requirements and considerations”, the section called “Security

group requirements”, and the section called "“IPv6" topics. If you choose the IPv6

family, you can't specify an address range for Kubernetes to assign IPv6 service
addresses from like you can for the IPv4 family. Kubernetes assigns service addresses
from the unique local address range (fc0: : /7).

2. It takes several minutes to provision the cluster. You can query the status of your cluster

with the following command.

aws eks describe-cluster --region region-code --name my-cluster --query
"clustex.status"
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Don't proceed to the next step until the output returned is ACTIVE.

3. If you created your cluster using eksctl, then you can skip this step. This is because eksctl
already completed this step for you. Enable kubectl to communicate with your cluster by
adding a new context to the kubectl config file. For more information about how to create
and update the file, see Creating or updating a kubeconfig file for an Amazon EKS cluster.

aws eks update-kubeconfig --region region-code --name my-cluster

An example output is as follows.

Added new context arn:aws:eks:region-code:111122223333:cluster/my-cluster to /home/
username/.kube/config

4. Confirm communication with your cluster by running the following command.

kubectl get svc

An example output is as follows.

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
kubernetes ClusterIP 10.100.0.1 <none> 443 /TCP 28h

5. (Recommended) To use some Amazon EKS add-ons, or to enable individual Kubernetes
workloads to have specific AWS Identity and Access Management (IAM) permissions, create an
IAM OpenlID Connect (OIDC) provider for your cluster. You only need to create an IAM OIDC
provider for your cluster once. To learn more about Amazon EKS add-ons, see Amazon EKS

add-ons. To learn more about assigning specific IAM permissions to your workloads, see |IAM
roles for service accounts.

6. (Recommended) Configure your cluster for the Amazon VPC CNI plugin for Kubernetes plugin
before deploying Amazon EC2 nodes to your cluster. By default, the plugin was installed with
your cluster. When you add Amazon EC2 nodes to your cluster, the plugin is automatically
deployed to each Amazon EC2 node that you add. The plugin requires you to attach one of the
following IAM policies to an IAM role:

AmazonEKS_CNI_Policy managed IAM policy

If your cluster uses the IPv4 family
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10.

An IAM policy that you create

If your cluster uses the IPv6 family

The IAM role that you attach the policy to can be the node IAM role, or a dedicated role used
only for the plugin. We recommend attaching the policy to this role. For more information
about creating the role, see Configuring the Amazon VPC CNI plugin for Kubernetes to use IAM
roles for service accounts (IRSA) or Amazon EKS node |IAM role.

If you deployed your cluster using the AWS Management Console, you can skip this step. The
AWS Management Console deploys the Amazon VPC CNI plugin for Kubernetes, CoreDNS, and
kube-proxy Amazon EKS add-ons, by default.

If you deploy your cluster using either eksctl or the AWS CLI, then the Amazon VPC CNI
plugin for Kubernetes, CoreDNS, and kube-proxy self-managed add-ons are deployed. You
can migrate the Amazon VPC CNI plugin for Kubernetes, CoreDNS, and kube-proxy self-
managed add-ons that are deployed with your cluster to Amazon EKS add-ons. For more
information, see Amazon EKS add-ons.

(Optional) If you haven't already done so, you can enable Prometheus metrics for your cluster.
For more information, see Create a scraper in the Amazon Managed Service for Prometheus
User Guide.

If you enabled Prometheus metrics, you must set up your aws-auth ConfigMap to give the
scraper in-cluster permissions. For more information, see Configuring your Amazon EKS cluster
in the Amazon Managed Service for Prometheus User Guide.

If you plan to deploy workloads to your cluster that use Amazon EBS volumes, and you
created a 1.23 or later cluster, then you must install the Amazon EBS CSI driver to your cluster
before deploying the workloads.

Recommended next steps:

« The IAM principal that created the cluster is the only principal that has access to the cluster.
Grant permissions to other IAM principals so they can access your cluster.

« If the IAM principal that created the cluster only has the minimum IAM permissions referenced
in the prerequisites, then you might want to add additional Amazon EKS permissions for that
principal. For more information about granting Amazon EKS permissions to IAM principals, see
Identity and access management for Amazon EKS.
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« If you want the IAM principal that created the cluster, or any other principals to view Kubernetes
resources in the Amazon EKS console, grant the Required permissions to the entities.

« If you want nodes and IAM principals to access your cluster from within your VPC, enable the
private endpoint for your cluster. The public endpoint is enabled by default. You can disable the
public endpoint once you've enabled the private endpoint, if desired. For more information, see
Amazon EKS cluster endpoint access control.

« Enable secrets encryption for your cluster.

« Configure logging for your cluster.

« Add nodes to your cluster.

Cluster insights

Amazon EKS cluster insights provide recommendations to help you follow Amazon EKS and
Kubernetes best practices. Every Amazon EKS cluster undergoes automatic, recurring checks
against an Amazon EKS curated list of insights. These insight checks are fully managed by Amazon
EKS and offer recommendations on how to address any findings.

/A Important

Currently, Amazon EKS only returns insights related to Kubernetes version upgrade
readiness.

Upgrade insights identify possible issues that could impact Kubernetes cluster upgrades. This
minimizes the effort that administrators spend preparing for upgrades and increases the reliability
of applications on newer Kubernetes versions. Clusters are automatically scanned by Amazon EKS
against a list of possible Kubernetes version upgrade impacting issues. Amazon EKS frequently
updates the list of insight checks based on reviews of changes made in each Kubernetes version
release.

Amazon EKS upgrade insights speed up the testing and verification process for new versions. They
also allow cluster administrators and application developers to leverage the newest Kubernetes
capabilities by highlighting concerns and offering remediation advice. To see the list of insight
checks performed and any relevant issues that Amazon EKS has identified, you can call the Amazon
EKS ListInsights APl operation or look in the Amazon EKS console.
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AWS Management Console

To view the insights of an Amazon EKS cluster

a. Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/clusters.

b. From the cluster list, choose the name of the Amazon EKS cluster for which you want to see

the insights.

c. Choose the Upgrade Insights tab.

d. On the Upgrade Insights page you will see the following fields:

Name - The check that was performed by Amazon EKS against the cluster.

Insight status — An insight with a status of "Error" typically means the impacted
Kubernetes version is N+1 of the current cluster version, while a status of "Warning" means
the insight applies to a future Kubernetes version N+2 or more. An insight with status of
"Passing" means Amazon EKS has not found any issues associated with this insight check in
your cluster. An insight status of "Unknown" means Amazon EKS is unable to determine if
your cluster is impacted by this insight check.

Version — The Kubernetes version that the insight checked for possible issues.

Last refresh time (UTC-5:00) — The time the status of the insight was last refreshed for
this cluster.

Last transition time (UTC-5:00) — The time the status of this insight last changed.

Description — Information from the insight check, which includes the alert and
recommended actions for remediation.

AWS CLI

To view the insights of an Amazon EKS cluster

a. Determine which cluster you would like to check for insights. The following command lists

the insights for a specified cluster. Make the following modifications to the command as

needed and then run the modified command:

Replace region-code with the code for your AWS Region.

Replace my-cluster with the name of your cluster.

aws eks list-insights --region region-code --cluster-name my-cluster

An example output is as follows.
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{
"insights": [
{
"category": "UPGRADE_READINESS",
"name": "Deprecated APIs removed in Kubernetes v1.29",
"insightStatus": {
"status": "PASSING",
"reason": "No deprecated API usage detected within the last 30
days."
1,
"kubernetesVersion": "1.29",

"lastTransitionTime": 1698774710.0,

"lastRefreshTime": 1700157422.0,

"id": "123e4567-e89b-42d3-a456-579642341238",

"description": "Checks for usage of deprecated APIs that are scheduled
for removal in Kubernetes v1.29. Upgrading your cluster before migrating to the
updated APIs supported by v1.29 could cause application impact."

}

b. For descriptive information about the insight, run the following command. Make the
following modifications to the command as needed and then run the modified command:

« Replace region-code with the code for your AWS Region.

» Replace 123e4567-e89b-42d3-a456-579642341238 with the insight ID retrieved from
listing the cluster insights.

» Replace my-cluster with the name of your cluster.

aws eks describe-insight --region region-code --id 123e4567-e89b-42d3-
a456-579642341238 --cluster-name my-cluster

An example output is as follows.

"insight": {
"category": "UPGRADE_READINESS",
"additionalInfo": {
"EKS update cluster documentation": "https://docs.aws.amazon.com/eks/
latest/userguide/update-cluster.html",
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"Kubernetes v1.29 deprecation guide": "https://kubernetes.io/docs/
reference/using-api/deprecation-gquide/#v1-29"
1,
"name": "Deprecated APIs removed in Kubernetes v1.29",
"insightStatus": {
"status": "PASSING",
"reason": "No deprecated API usage detected within the last 30 days."

},
"kubernetesVersion": "1.29",
"recommendation": "Update manifests and API clients to use newer

Kubernetes APIs if applicable before upgrading to Kubernetes v1.29.",
"lastTransitionTime": 1698774710.0,
"lastRefreshTime": 1700157422.0,
"categorySpecificSummary": {
"deprecationDetails": [

{
"usage": "/apis/flowcontrol.apiserver.k8s.io/vlbeta2/
flowschemas",
"replacedwWith": "/apis/flowcontrol.apiserver.k8s.io/vlbeta3/
flowschemas",
"stopServingVersion": "1.29",
"clientStats": [],
"startServingReplacementVersion": "1.26"
I
{
"usage": "/apis/flowcontrol.apiserver.k8s.io/vlbeta2/

prioritylevelconfigurations",
"replacedWith": "/apis/flowcontrol.apiserver.k8s.io/vlbeta3/
prioritylevelconfigurations",

"stopServingVersion": "1.29",
"clientStats": [],
"startServingReplacementVersion": "1.26"

1,

"id": "f6allfe4-77f7-48c6-8326-9a13f022echb3",

"resources": [],

"description": "Checks for usage of deprecated APIs that are scheduled
for removal in Kubernetes v1.29. Upgrading your cluster before migrating to the
updated APIs supported by v1.29 could cause application impact."

}
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Updating an Amazon EKS cluster Kubernetes version

When a new Kubernetes version is available in Amazon EKS, you can update your Amazon EKS
cluster to the latest version.

/A Important

Once you upgrade a cluster, you can't downgrade to a previous version. We recommend
that, before you update to a new Kubernetes version, you review the information in
Amazon EKS Kubernetes versions and also review in the update steps in this topic.

New Kubernetes versions sometimes introduce significant changes. Therefore, we recommend that
you test the behavior of your applications against a new Kubernetes version before you update
your production clusters. You can do this by building a continuous integration workflow to test
your application behavior before moving to a new Kubernetes version.

The update process consists of Amazon EKS launching new API server nodes with the updated
Kubernetes version to replace the existing ones. Amazon EKS performs standard infrastructure and
readiness health checks for network traffic on these new nodes to verify that they're working as
expected. However, once you've started the cluster upgrade, you can't pause or stop it. If any of
these checks fail, Amazon EKS reverts the infrastructure deployment, and your cluster remains on
the prior Kubernetes version. Running applications aren't affected, and your cluster is never left in
a non-deterministic or unrecoverable state. Amazon EKS regularly backs up all managed clusters,
and mechanisms exist to recover clusters if necessary. We're constantly evaluating and improving
our Kubernetes infrastructure management processes.

To update the cluster, Amazon EKS requires up to five available IP addresses from the subnets
that you specified when you created your cluster. Amazon EKS creates new cluster elastic network
interfaces (network interfaces) in any of the subnets that you specified. The network interfaces
may be created in different subnets than your existing network interfaces are in, so make sure that
your security group rules allow required cluster communication for any of the subnets that you

specified when you created your cluster. If any of the subnets that you specified when you created
the cluster don't exist, don't have enough available IP addresses, or don't have security group rules
that allows necessary cluster communication, then the update can fail.
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® Note

To ensure that the API server endpoint for your cluster is always accessible, Amazon EKS
provides a highly available Kubernetes control plane and performs rolling updates of API
server instances during update operations. In order to account for changing IP addresses

of API server instances supporting your Kubernetes API server endpoint, you must ensure
that your API server clients manage reconnects effectively. Recent versions of kubectl and
the Kubernetes client libraries that are officially supported, perform this reconnect process
transparently.

Update the Kubernetes version for your Amazon EKS cluster

To update the Kubernetes version for your cluster

1.

Compare the Kubernetes version of your cluster control plane to the Kubernetes version of
your nodes.

» Get the Kubernetes version of your cluster control plane.

kubectl version

» Get the Kubernetes version of your nodes. This command returns all self-managed and
managed Amazon EC2 and Fargate nodes. Each Fargate Pod is listed as its own node.

kubectl get nodes

Before updating your control plane to a new Kubernetes version, make sure that the
Kubernetes minor version of both the managed nodes and Fargate nodes in your cluster are
the same as your control plane's version. For example, if your control plane is running version
1.28 and one of your nodes is running version 1. 27, then you must update your nodes to
version 1. 28 before updating your control plane to 1.29. We also recommend that you update
your self-managed nodes to the same version as your control plane before updating the
control plane. For more information, see Updating a managed node group and Self-managed
node updates. If you have Fargate nodes with a minor version lower than the control plane
version, first delete the Pod that's represented by the node. Then update your control plane.
Any remaining Pods will update to the new version after you redeploy them.
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2. If the Kubernetes version that you originally deployed your cluster with was Kubernetes 1. 25
or later, skip this step.

By default, the Pod security policy admission controller is enabled on Amazon EKS clusters.
Before updating your cluster, ensure that the proper Pod security policies are in place. This is
to avoid potential security issues. You can check for the default policy with the kubectl get
psp eks.privileged command.

kubectl get psp eks.privileged

If you receive the following error, see Amazon EKS default Pod security policy before

proceeding.

Error from server (NotFound): podsecuritypolicies.extensions "eks.privileged" not
found

3. If the Kubernetes version that you originally deployed your cluster with was Kubernetes 1.18
or later, skip this step.

You might need to remove a discontinued term from your CoreDNS manifest.

a. Check to see if your CoreDNS manifest has a line that only has the word upstream.

kubectl get configmap coredns -n kube-system -o jsonpath='{$.data.Corefile}"' |
grep upstream

If no output is returned, this means that your manifest doesn't have the line. If this is the
case, skip to the next step. If the word upstream is returned, remove the line.

b. Remove the line near the top of the file that only has the word upstreamin the
configmap file. Don't change anything else in the file. After the line is removed, save the
changes.

kubectl edit configmap coredns -n kube-system -o yaml

4. Update your cluster using eksctl, the AWS Management Console, or the AWS CLI.
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/A Important

« If you're updating to version 1.23 and use Amazon EBS volumes in your cluster, then

you must install the Amazon EBS CSI driver in your cluster before updating your
cluster to version 1. 23 to avoid workload disruptions. For more information, see
Kubernetes 1.23 and Amazon EBS CSI driver.

o Kubernetes 1.24 and later use containerd as the default container runtime. If
you're switching to the containexrd runtime and already have Fluentd configured
for Container Insights, then you must migrate Fluentd to Fluent Bit before updating
your cluster. The Fluentd parsers are configured to only parse log messages in JSON
format. Unlike dockerd, the containerd container runtime has log messages that
aren't in JSON format. If you don't migrate to Fluent Bit, some of the configured
Fluentd's parsers will generate a massive amount of errors inside the Fluentd
container. For more information on migrating, see Set up Fluent Bit as a DaemonSet
to send logs to CloudWatch Logs.

» Because Amazon EKS runs a highly available control plane, you can update only
one minor version at a time. For more information about this requirement, see
Kubernetes Version and Version Skew Support Policy. Assume that your current

cluster version is version 1.27 and you want to update it to version 1. 29. You must
first update your version 1.27 cluster to version 1. 28 and then update your version
1.28 cluster to version 1. 29.

» Review the version skew between the Kubernetes kube-apiserver and the
kubelet on your nodes.

« Starting from Kubernetes version 1. 28, kubelet may be up to three minor
versions older than kube-apiserver. See Kubernetes upstream version skew

policy.

 If the kubelet on your managed and Fargate nodes is on Kubernetes version

1.25 or newer, you can update your cluster up to three versions ahead without
updating the kubelet version. For example, if the kubelet is on version 1.25,

you can update your Amazon EKS cluster version from 1.25to 1.26,t01.27, and

to 1. 28 while the kubelet remains on version 1. 25.

« If the kubelet on your managed and Fargate nodes is on Kubernetes version
1.24 or older, it may only be up to two minor versions older than the kube-
apiserver. In other words, if the kubelet is version 1. 24 or older, you can only
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update your cluster up to two versions ahead. For example, if the kubelet is on
version 1. 21, you can update your Amazon EKS cluster version from 1.21 to
1.22,and to 1. 23, but you will not be able to update the cluster to 1. 24 while
the kubelet remainson 1.21.

« As a best practice before starting an update, make sure that the kubelet on your
nodes is at the same Kubernetes version as your control plane.

o If your cluster is configured with a version of the Amazon VPC CNI plugin for
Kubernetes that is earlier than 1.8.0, then we recommend that you update the
plugin to the latest version before updating your cluster. To update the plugin, see
Working with the Amazon VPC CNI plugin for Kubernetes Amazon EKS add-on.

« If you're updating your cluster to version 1. 25 or later and have the AWS Load
Balancer Controller deployed in your cluster, then update the controller to version
2.4.7 or later before updating your cluster version to 1.25. For more information,
see the Kubernetes 1.25 release notes.

eksctl

This procedure requires eksctl version @.172.0 or later. You can check your version with
the following command:

eksctl version

For instructions on how to install and update eksctl, see Installation in the eksctl
documentation.

Update the Kubernetes version of your Amazon EKS control plane. Replace my-cluster
with your cluster name. Replace 1. 29 with the Amazon EKS supported version number that
you want to update your cluster to. For a list of supported version numbers, see Amazon
EKS Kubernetes versions.

eksctl upgrade cluster --name my-cluster --version 1.29 --approve

The update takes several minutes to complete.
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b. Choose the name of the Amazon EKS cluster to update and choose Update cluster
version.

c. For Kubernetes version, select the version to update your cluster to and choose Update.

d. For Cluster name, enter the name of your cluster and choose Confirm.

The update takes several minutes to complete.

AWS CLI

a. Update your Amazon EKS cluster with the following AWS CLI command. Replace the
example values with your own. Replace 1.29 with the Amazon EKS supported version
number that you want to update your cluster to. For a list of supported version numbers,
see Amazon EKS Kubernetes versions.

aws eks update-cluster-version --region region-code --name my-cluster --
kubernetes-version 1.29

An example output is as follows.

{
"update": {
"id": "b5f0bal8-9a87-4450-b5a0-825e6e84496f",
"status": "InProgress",
"type": "VersionUpdate",
"params": [
{
"type": "Version",
"value": "1.29"
I
{
"type": "PlatformVersion",
"value": "eks.1"
}
1,
[...]
"errors": []
}
}
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b. Monitor the status of your cluster update with the following command. Use the cluster
name and update ID that the previous command returned. When a Successful status
is displayed, the update is complete. The update takes several minutes to complete.

aws eks describe-update --region region-code --name my-cluster --update-
id b5f0bal18-9a87-4450-b5a0-825e6e84496f

An example output is as follows.

{
"update": {
"id": "b5f0bal8-9a87-4450-b5a0-825e6e84496f",
"status": "Successful",
"type": "VersionUpdate",
"params": [
{
"type": "Version",
"value": "1.29"
1,
{
"type": "PlatformVersion",
"value": "eks.1"
}
1,
[...]
"errors": []
}
}

5. After your cluster update is complete, update your nodes to the same Kubernetes minor
version as your updated cluster. For more information, see Self-managed node updates and
Updating a managed node group. Any new Pods that are launched on Fargate have a kubelet
version that matches your cluster version. Existing Fargate Pods aren't changed.

6. (Optional) If you deployed the Kubernetes Cluster Autoscaler to your cluster before updating

the cluster, update the Cluster Autoscaler to the latest version that matches the Kubernetes
major and minor version that you updated to.

a. Open the Cluster Autoscaler releases page in a web browser and find the latest Cluster
Autoscaler version that matches your cluster's Kubernetes major and minor version. For

example, if your cluster's Kubernetes version is 1. 29 find the latest Cluster Autoscaler
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release that begins with 1.29. Record the semantic version number (1.29.n, for example)
for that release to use in the next step.

b. Set the Cluster Autoscaler image tag to the version that you recorded in the previous step
with the following command. If necessary, replace 1.29.n with your own value.

kubectl -n kube-system set image deployment.apps/cluster-autoscaler cluster-
autoscaler=registry.k8s.io/autoscaling/cluster-autoscaler:v1.29.n

7. (Clusters with GPU nodes only) If your cluster has node groups with GPU support (for example,
p3.2xlarge), you must update the NVIDIA device plugin for Kubernetes DaemonSet on your
cluster. Replace vX. X. X with your desired NVIDIA/k8s-device-plugin version before running
the following command.

kubectl apply -f https://raw.githubusexcontent.com/NVIDIA/k8s-device-plugin/vX.X.X/
nvidia-device-plugin.yml

8. Update the Amazon VPC CNI plugin for Kubernetes, CoreDNS, and kube-proxy add-ons. We
recommend updating the add-ons to the minimum versions listed in Service account tokens.

« If you are using Amazon EKS add-ons, select Clusters in the Amazon EKS console, then
select the name of the cluster that you updated in the left navigation pane. Notifications
appear in the console. They inform you that a new version is available for each add-on that
has an available update. To update an add-on, select the Add-ons tab. In one of the boxes
for an add-on that has an update available, select Update now, select an available version,
and then select Update.

 Alternately, you can use the AWS CLI or eksctl to update add-ons. For more information,
see Updating an add-on.

9. If necessary, update your version of kubectl. You must use a kubectl version that is within
one minor version difference of your Amazon EKS cluster control plane. For example, a 1.28
kubectl client works with Kubernetes 1.27, 1.28, and 1. 29 clusters. You can check your
currently installed version with the following command.

kubectl version --client
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Deleting an Amazon EKS cluster

When you're done using an Amazon EKS cluster, you should delete the resources associated with it
so that you don't incur any unnecessary costs.

To remove a connected cluster, see Deregistering a cluster

/A Important

« If you have active services in your cluster that are associated with a load balancer, you
must delete those services before deleting the cluster so that the load balancers are
deleted properly. Otherwise, you can have orphaned resources in your VPC that prevent
you from being able to delete the VPC.

« If you receive an error because the cluster creator has been removed, see this article to
resolve.

« Amazon Managed Service for Prometheus resources are outside of the cluster lifecycle
and need to be maintained independent of the cluster. When you delete your cluster,
make sure to also delete any applicable scrapers to stop applicable costs. For more
information, see Find and delete scrapers in the Amazon Managed Service for Prometheus
User Guide.

You can delete a cluster with eksctl, the AWS Management Console, or the AWS CLI.
eksctl

To delete an Amazon EKS cluster and nodes with eksctl

This procedure requires eksctl version @.172.0 or later. You can check your version with the
following command:

eksctl version

For instructions on how to install or upgrade eksctl, see Installation in the eksctl
documentation.

1. List all services running in your cluster.
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kubectl get svc --all-namespaces

2. Delete any services that have an associated EXTERNAL - IP value. These services are fronted
by an Elastic Load Balancing load balancer, and you must delete them in Kubernetes to
allow the load balancer and associated resources to be properly released.

kubectl delete svc service-name

3. Delete the cluster and its associated nodes with the following command, replacing prod
with your cluster name.

eksctl delete cluster --name prod

Output:

[#] using region region-code

[#] deleting EKS cluster "prod"

[#] will delete stack "eksctl-prod-nodegroup-standard-nodes"

[#] waiting for stack "eksctl-prod-nodegroup-standard-nodes" to get deleted
[#] will delete stack "eksctl-prod-cluster"

[#] the following EKS cluster resource(s) for "prod" will be deleted: cluster.
If in doubt, check CloudFormation console

AWS Management Console
To delete an Amazon EKS cluster with the AWS Management Console

1. List all services running in your cluster.

kubectl get svc --all-namespaces

2. Delete any services that have an associated EXTERNAL - IP value. These services are fronted
by an Elastic Load Balancing load balancer, and you must delete them in Kubernetes to
allow the load balancer and associated resources to be properly released.

kubectl delete svc service-name

3. Delete all node groups and Fargate profiles.
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a. Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/

clusters.

b. In the left navigation pane, choose Amazon EKS Clusters, and then in the tabbed list of

clusters, choose the name of the cluster that you want to delete.

c. Choose the Compute tab and choose a node group to delete. Choose Delete, enter the
name of the node group, and then choose Delete. Delete all node groups in the cluster.

® Note

The node groups listed are managed node groups only.

d. Choose a Fargate Profile to delete, select Delete, enter the name of the profile, and
then choose Delete. Delete all Fargate profiles in the cluster.

4. Delete all self-managed node AWS CloudFormation stacks.

a. Open the AWS CloudFormation console at https://console.aws.amazon.com/

cloudformation.

b. Choose the node stack to delete, and then choose Delete.

c. Inthe Delete stack confirmation dialog box, choose Delete stack. Delete all self-
managed node stacks in the cluster.

5. Delete the cluster.

a. Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/

clusters.

b. choose the cluster to delete and choose Delete.
c. On the delete cluster confirmation screen, choose Delete.

6. (Optional) Delete the VPC AWS CloudFormation stack.

a. Open the AWS CloudFormation console at https://console.aws.amazon.com/

cloudformation.

b. Select the VPC stack to delete, and then choose Delete.

c. Inthe Delete stack confirmation dialog box, choose Delete stack.
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AWS CLI
To delete an Amazon EKS cluster with the AWS CLI

1. List all services running in your cluster.

kubectl get svc --all-namespaces

2. Delete any services that have an associated EXTERNAL - IP value. These services are fronted
by an Elastic Load Balancing load balancer, and you must delete them in Kubernetes to
allow the load balancer and associated resources to be properly released.

kubectl delete svc service-name

3. Delete all node groups and Fargate profiles.

a. List the node groups in your cluster with the following command.

aws eks list-nodegroups --cluster-name my-cluster

(® Note

The node groups listed are managed node groups only.

b. Delete each node group with the following command. Delete all node groups in the
cluster.

aws eks delete-nodegroup --nodegroup-name my-nodegroup --cluster-name my-
cluster

c. List the Fargate profiles in your cluster with the following command.

aws eks list-fargate-profiles --cluster-name my-cluster

d. Delete each Fargate profile with the following command. Delete all Fargate profiles in
the cluster.

aws eks delete-fargate-profile --fargate-profile-name my-fargate-profile --
cluster-name my-cluster
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4. Delete all self-managed node AWS CloudFormation stacks.

a. List your available AWS CloudFormation stacks with the following command. Find the
node template name in the resulting output.

aws cloudformation list-stacks --query "StackSummaries[].StackName"

b. Delete each node stack with the following command, replacing node-stack with your
node stack name. Delete all self-managed node stacks in the cluster.

aws cloudformation delete-stack --stack-name node-stack

5. Delete the cluster with the following command, replacing my-cluster with your cluster
name.

aws eks delete-cluster --name my-cluster
6. (Optional) Delete the VPC AWS CloudFormation stack.

a. List your available AWS CloudFormation stacks with the following command. Find the
VPC template name in the resulting output.

aws cloudformation list-stacks --query "StackSummaries[].StackName"

b. Delete the VPC stack with the following command, replacing my-vpc-stack with your
VPC stack name.

aws cloudformation delete-stack --stack-name my-vpc-stack

Amazon EKS cluster endpoint access control

This topic helps you to enable private access for your Amazon EKS cluster's Kubernetes API server
endpoint and limit, or completely disable, public access from the internet.

When you create a new cluster, Amazon EKS creates an endpoint for the managed Kubernetes API
server that you use to communicate with your cluster (using Kubernetes management tools such
as kubectl). By default, this API server endpoint is public to the internet, and access to the API
server is secured using a combination of AWS Identity and Access Management (IAM) and native
Kubernetes Role Based Access Control (RBAC).
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You can enable private access to the Kubernetes API server so that all communication between
your nodes and the API server stays within your VPC. You can limit the IP addresses that can access
your API server from the internet, or completely disable internet access to the API server.

® Note

Because this endpoint is for the Kubernetes API server and not a traditional AWS
PrivateLink endpoint for communicating with an AWS API, it doesn't appear as an endpoint
in the Amazon VPC console.

When you enable endpoint private access for your cluster, Amazon EKS creates a Route 53 private
hosted zone on your behalf and associates it with your cluster's VPC. This private hosted zone is
managed by Amazon EKS, and it doesn't appear in your account's Route 53 resources. In order

for the private hosted zone to properly route traffic to your API server, your VPC must have
enableDnsHostnames and enableDnsSupport set to true, and the DHCP options set for your
VPC must include AmazonProvidedDNS in its domain name servers list. For more information, see
Updating DNS support for your VPC in the Amazon VPC User Guide.

You can define your API server endpoint access requirements when you create a new cluster, and
you can update the API server endpoint access for a cluster at any time.

Modifying cluster endpoint access

Use the procedures in this section to modify the endpoint access for an existing cluster. The
following table shows the supported API server endpoint access combinations and their associated
behavior.

API server endpoint access options
Endpoint public access Endpoint private access Behavior

Enabled Disabled o This is the default behavior
for new Amazon EKS
clusters.

o Kubernetes API requests
that originate from within
your cluster's VPC (such
as node to control plane
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Endpoint public access

Enabled

Endpoint private access

Enabled

Behavior

communication) leave the
VPC but not Amazon's
network.

Your cluster API server

is accessible from the
internet. You can, optionall
y, limit the CIDR blocks
that can access the public
endpoint. If you limit access
to specific CIDR blocks,
then it is recommended
that you also enable the
private endpoint, or ensure
that the CIDR blocks that
you specify include the
addresses that nodes and
Fargate Pods (if you use
them) access the public
endpoint from.

Kubernetes API requests
within your cluster's VPC
(such as node to control
plane communication) use
the private VPC endpoint.

Your cluster API server

is accessible from the
internet. You can, optionall
y, limit the CIDR blocks
that can access the public
endpoint.
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Endpoint public access

Disabled

Endpoint private access

Enabled

Behavior

« All traffic to your cluster

API server must come from
within your cluster's VPC or
a connected network.

There is no public access

to your API server from

the internet. Any kubectl
commands must come
from within the VPC or a
connected network. For
connectivity options, see
Accessing a private only API

server.

The cluster's API server
endpoint is resolved by
public DNS servers to a
private IP address from
the VPC. In the past, the
endpoint could only be
resolved from within the
VPC.

If your endpoint does not
resolve to a private IP
address within the VPC for
an existing cluster, you can:

« Enable public access and
then disable it again.
You only need to do so
once for a cluster and the
endpoint will resolve to
a private IP address from
that point forward.

« Update your cluster.
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You can modify your cluster API server endpoint access using the AWS Management Console or
AWS CLI.

AWS Management Console
To modify your cluster API server endpoint access using the AWS Management Console

1. Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/clusters.

2. Choose the name of the cluster to display your cluster information.
3. Choose the Networking tab and choose Update.
4

For Private access, choose whether to enable or disable private access for your cluster's
Kubernetes API server endpoint. If you enable private access, Kubernetes APl requests that
originate from within your cluster's VPC use the private VPC endpoint. You must enable
private access to disable public access.

5. For Public access, choose whether to enable or disable public access for your cluster's
Kubernetes API server endpoint. If you disable public access, your cluster's Kubernetes API
server can only receive requests from within the cluster VPC.

6. (Optional) If you've enabled Public access, you can specify which addresses from the
internet can communicate to the public endpoint. Select Advanced Settings. Enter a
CIDR block, such as 203.0.113.5/32. The block cannot include reserved addresses.
You can enter additional blocks by selecting Add Source. There is a maximum number of

CIDR blocks that you can specify. For more information, see Amazon EKS service quotas.

If you specify no blocks, then the public APl server endpoint receives requests from all
(0.0.0.0/0) IP addresses. If you restrict access to your public endpoint using CIDR blocks,
it is recommended that you also enable private endpoint access so that nodes and Fargate
Pods (if you use them) can communicate with the cluster. Without the private endpoint
enabled, your public access endpoint CIDR sources must include the egress sources from
your VPC. For example, if you have a node in a private subnet that communicates to the
internet through a NAT Gateway, you will need to add the outbound IP address of the NAT
gateway as part of an allowed CIDR block on your public endpoint.

7. Choose Update to finish.
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AWS CLI

To modify your cluster API server endpoint access using the AWS CLI

Complete the following steps using the AWS CLI version 1.27.160 or later. You can check your
current version with aws --version. To install or upgrade the AWS CLI, see Installing the AWS
CLI.

1. Update your cluster API server endpoint access with the following AWS CLI command.
Substitute your cluster name and desired endpoint access values. If you set
endpointPublicAccess=true, then you can (optionally) enter single CIDR block, or a
comma-separated list of CIDR blocks for publicAccessCidrs. The blocks cannot include
reserved addresses. If you specify CIDR blocks, then the public API server endpoint will
only receive requests from the listed blocks. There is a maximum number of CIDR blocks
that you can specify. For more information, see Amazon EKS service quotas. If you restrict
access to your public endpoint using CIDR blocks, it is recommended that you also enable
private endpoint access so that nodes and Fargate Pods (if you use them) can communicate
with the cluster. Without the private endpoint enabled, your public access endpoint CIDR
sources must include the egress sources from your VPC. For example, if you have a node in
a private subnet that communicates to the internet through a NAT Gateway, you will need
to add the outbound IP address of the NAT gateway as part of an allowed CIDR block on
your public endpoint. If you specify no CIDR blocks, then the public API server endpoint
receives requests from all (0.0.0.0/0) IP addresses.

(® Note

The following command enables private access and public access from a single IP

address for the API server endpoint. Replace 203.0.113.5/32 with a single CIDR
block, or a comma-separated list of CIDR blocks that you want to restrict network
access to.

aws eks update-clustexr-config \

--region region-code \

--name my-cluster \

--resources-vpc-config
endpointPublicAccess=true,publicAccessCidrs="203.0.113.5/32",endpointPrivateAccess=truc
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An example output is as follows.

{
"update": {
"id": "e6f0905f-a5d4-4a2a-8c49-EXAMPLE0O0O0OOO",
"status": "InProgress",
"type": "EndpointAccessUpdate",
"params": [
{
"type": "EndpointPublicAccess",
"value": "true"
1,
{
"type": "EndpointPrivateAccess",
"value": "true"
1,
{
"type": "publicAccessCidrs",
"value": "[\203.0.113.5/32\"]"
}
1,
"createdAt": 1576874258.137,
"errors": []
}
}

2. Monitor the status of your endpoint access update with the following command, using the
cluster name and update ID that was returned by the previous command. Your update is
complete when the status is shown as Successful.

aws eks describe-update \
--region region-code \
--name my-cluster \
--update-id e6f0905f-a5d4-4a2a-8c49-EXAMPLE0000O

An example output is as follows.

{
"update": {
"id": "e6f0905f-a5d4-4a2a-8c49-EXAMPLE0O0Q0OOO",
"status": "Successful",
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"type": "EndpointAccessUpdate",
"params": [

{
"type": "EndpointPublicAccess",
"value": "true"

.

{
"type": "EndpointPrivateAccess",
"value": "true"

.

{
"type": "publicAccessCidrs",
"value": "[\203.0.113.5/32\"]"

}

iF
"createdAt": 1576874258.137,
"errors": []

Accessing a private only API server

If you have disabled public access for your cluster's Kubernetes API server endpoint, you can only
access the API server from within your VPC or a connected network. Here are a few possible ways
to access the Kubernetes API server endpoint:

Connected network

Connect your network to the VPC with an AWS transit gateway or other connectivity option and
then use a computer in the connected network. You must ensure that your Amazon EKS control
plane security group contains rules to allow ingress traffic on port 443 from your connected
network.

Amazon EC2 bastion host

You can launch an Amazon EC2 instance into a public subnet in your cluster's VPC and then
log in via SSH into that instance to run kubectl commands. For more information, see Linux

bastion hosts on AWS. You must ensure that your Amazon EKS control plane security group

contains rules to allow ingress traffic on port 443 from your bastion host. For more information,
see Amazon EKS security group requirements and considerations.
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When you configure kubect1 for your bastion host, be sure to use AWS credentials that

are already mapped to your cluster's RBAC configuration, or add the IAM principal that your
bastion will use to the RBAC configuration before you remove endpoint public access. For more
information, see Enabling IAM principal access to your cluster and Unauthorized or access
denied (kubectl).

AWS Cloud9 IDE

AWS Cloud9 is a cloud-based integrated development environment (IDE) that lets you write,
run, and debug your code with just a browser. You can create an AWS Cloud9 IDE in your
cluster's VPC and use the IDE to communicate with your cluster. For more information, see
Creating an environment in AWS Cloud9. You must ensure that your Amazon EKS control plane

security group contains rules to allow ingress traffic on port 443 from your IDE security group.
For more information, see Amazon EKS security group requirements and considerations.

When you configure kubectl for your AWS Cloud9 IDE, be sure to use AWS credentials that are
already mapped to your cluster's RBAC configuration, or add the IAM principal that your IDE will
use to the RBAC configuration before you remove endpoint public access. For more information,
see Enabling IAM principal access to your cluster and Unauthorized or access denied (kubectl).

Enabling secret encryption on an existing cluster

If you enable secrets encryption, the Kubernetes secrets are encrypted using the AWS KMS key that
you select. The KMS key must meet the following conditions:

Symmetric
Can encrypt and decrypt data
Created in the same AWS Region as the cluster

If the KMS key was created in a different account, the IAM principal must have access to the KMS
key.

For more information, see Allowing IAM principals in other accounts to use a KMS key in the AWS
Key Management Service Developer Guide.

/A Warning

You can't disable secrets encryption after enabling it. This action is irreversible.
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eksctl

You can enable encryption in two ways:

« Add encryption to your cluster with a single command.

To automatically re-encrypt your secrets, run the following command.

eksctl utils enable-secrets-encryption \
--cluster my-cluster \
--key-arn arn:aws:kms:region-code:account:key/key

To opt-out of automatically re-encrypting your secrets, run the following command.

eksctl utils enable-secrets-encryption
--cluster my-cluster \
--key-arn arn:aws:kms:region-code:account:key/key \
--encrypt-existing-secrets=false

« Add encryption to your cluster with a kms-cluster.yaml file.

apiVersion: eksctl.io/vlalpha5
kind: ClusterConfig

metadata:
name: my-cluster

region: region-code

secretsEncryption:
keyARN: arn:aws:kms:region-code:account:key/key

To have your secrets re-encrypt automatically, run the following command.

eksctl utils enable-secrets-encryption -f kms-cluster.yaml

To opt out of automatically re-encrypting your secrets, run the following command.

eksctl utils enable-secrets-encryption -f kms-cluster.yaml --encrypt-existing-
secrets=false
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AWS Management Console

1. Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/clusters.

Choose the cluster that you want to add KMS encryption to.
Choose the Overview tab (this is selected by default).

Scroll down to the Secrets encryption section and choose Enable.

Lok W

Select a key from the dropdown list and choose the Enable button. If no keys are listed,
you must create one first. For more information, see Creating keys

6. Choose the Confirm button to use the chosen key.

AWS CLI

1. Associate the secrets encryption configuration with your cluster using the following AWS
CLI command. Replace the example values with your own.

aws eks associate-encryption-config \

--cluster-name my-cluster \

--encryption-config '[{"resources":["secrets"],"provider":
{"keyAxrn":"arn:aws:kms:region-code:account:key/key"}}]"'

An example output is as follows.

{
"update": {
"id": "3141b835-8103-423a-8e68-12c2521ffa4d",
"status": "InProgress",
"type": "AssociateEncryptionConfig",
"params": [
{

"type": "EncryptionConfig",
"value": "[{\"resources\":[\"secrets\"],\"provider\":{\"keyArn\":
\"arn:aws:kms:region-code:account:key/key\"}3}1"
}
1,
"createdAt": 1613754188.734,
"errors": []
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2. You can monitor the status of your encryption update with the following command. Use
the specific cluster name and update ID that was returned in the previous output.
When a SuccessTful status is displayed, the update is complete.

aws eks describe-update \
--region region-code \
--name my-cluster \
--update-id 3141b835-8103-423a-8e68-12c2521ffa4d

An example output is as follows.

{
"update": {
"id": "3141b835-8103-423a-8e68-12c2521ffa4d",
"status": "Successful",
"type": "AssociateEncryptionConfig",
"params": [
{

"type": "EncryptionConfig",

"value": "[{\"resources\":[\"secrets\"],\"provider\":{\"keyArn\":
\"arn:aws:kms:region-code:account:key/key\"}3}1"

}
1,
"createdAt": 1613754188.734>,
"errors": []

3. To verify that encryption is enabled in your cluster, run the describe-cluster command.
The response contains an EncryptionConfig string.

aws eks describe-cluster --region region-code --name my-cluster

After you enabled encryption on your cluster, you must encrypt all existing secrets with the new
key:
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® Note

If you use eksctl, running the following command is necessary only if you opt out of re-
encrypting your secrets automatically.

kubectl get secrets --all-namespaces -o json | kubectl annotate --overwrite -f - kms-
encryption-timestamp="time value"

/A Warning

If you enable secrets encryption for an existing cluster and the KMS key that you use is
ever deleted, then there's no way to recover the cluster. If you delete the KMS key, you
permanently put the cluster in a degraded state. For more information, see Deleting AWS

KMS keys.

(® Note

By default, the create-key command creates a symmetric encryption KMS key with a
key policy that gives the account root admin access on AWS KMS actions and resources.
If you want to scope down the permissions, make sure that the kms : DescribeKey and
kms:CreateGrant actions are permitted on the policy for the principal that calls the

create-cluster API.

For clusters using KMS Envelope Encryption, kms :CreateGrant permissions are required.
The condition kms : GrantIsForAWSResource is not supported for the CreateCluster
action, and should not be used in KMS policies to control kms : CreateGrant permissions
for users performing CreateCluster.

Enabling Windows support for your Amazon EKS cluster

Before deploying Windows nodes, be aware of the following considerations.
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Considerations

» You can use host networking on Windows nodes using HostProcess Pods. For more
information, see Create a Windows HostProcessPod in the Kubernetes documentation.

« Amazon EKS clusters must contain one or more Linux or Fargate nodes to run core system Pods
that only run on Linux, such as CoreDNS.

« The kubelet and kube-proxy event logs are redirected to the EKS Windows Event Log and are
set to a 200 MB limit.

» You can't use Security groups for Pods with Pods running on Windows nodes.

» You can't use custom networking with Windows nodes.

e You can't use IPv6 with Windows nodes.

« Windows nodes support one elastic network interface per node. By default, the number of
Pods that you can run per Windows node is equal to the number of IP addresses available per
elastic network interface for the node's instance type, minus one. For more information, see IP
addresses per network interface per instance type in the Amazon EC2 User Guide for Windows
Instances.

« In an Amazon EKS cluster, a single service with a load balancer can support up to 1024 back-end
Pods. Each Pod has its own unique IP address. The previous limit of 64 Pods is no longer the case,
after a Windows Server update starting with OS Build 17763.2746.

« Windows containers aren't supported for Amazon EKS Pods on Fargate.

» You can't retrieve logs from the vpc-resource-controller Pod. You previously could when
you deployed the controller to the data plane.

» There is a cool down period before an IPv4 address is assigned to a new Pod. This prevents
traffic from flowing to an older Pod with the same IPv4 address due to stale kube-proxy rules.

« The source for the controller is managed on GitHub. To contribute to, or file issues against the
controller, visit the project on GitHub.

» When specifying a custom AMI ID for Windows managed node groups, add eks : kube-proxy-
windows to your AWS IAM Authenticator configuration map. For more information, see Limits
and conditions when specifying an AMI ID.

Prerequisites

 An existing cluster. The cluster must be running one of the Kubernetes versions and platform
versions listed in the following table. Any Kubernetes and platform versions later than those
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listed are also supported. If your cluster or platform version is earlier than one of the following
versions, you need to enable legacy Windows support on your cluster's data plane. Once your

cluster is at one of the following Kubernetes and platform versions, or later, you can remove
legacy Windows support and enable Windows support on your control plane.

Kubernetes version Platform version
1.29 eks.1
1.28 eks.1
1.27 eks.1
1.26 eks.1
1.25 eks.1
1.24 eks.2

» Your cluster must have at least one (we recommend at least two) Linux node or Fargate Pod to
run CoreDNS. If you enable legacy Windows support, you must use a Linux node (you can't use a
Fargate Pod) to run CoreDNS.

« An existing Amazon EKS cluster IAM role.

Enabling Windows support

If your cluster isn't at, or later, than one of the Kubernetes and platform versions listed in the
Prerequisites, you must enable legacy Windows support instead. For more information, see
Enabling legacy Windows support.

If you've never enabled Windows support on your cluster, skip to the next step.

If you enabled Windows support on a cluster that is earlier than a Kubernetes or platform version
listed in the Prerequisites, then you must first remove the vpc-resource-controller and vpc-

admission-webhook from your data plane. They're deprecated and no longer needed.
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To enable Windows support for your cluster

1. If you don't have Amazon Linux nodes in your cluster and use security groups for Pods, skip to
the next step. Otherwise, confirm that the AmazonEKSVPCResourceController managed
policy is attached to your cluster role. Replace eksClusterRole with your cluster role name.

aws iam list-attached-role-policies --role-name eksClusterRole

An example output is as follows.

{
"AttachedPolicies": [
{
"PolicyName": "AmazonEKSClusterPolicy",
"PolicyArn": "arn:aws:iam::aws:policy/AmazonEKSClusterPolicy"
1,
{
"PolicyName": "AmazonEKSVPCResourceController",
"PolicyArn": "arn:aws:iam::aws:policy/AmazonEKSVPCResourceController"
}
]
}

If the policy is attached, as it is in the previous output, skip the next step.

2. Attach the AmazonEKSVPCResourceController managed policy to your Amazon EKS cluster
IAM role. Replace eksClusterRole with your cluster role name.

aws iam attach-role-policy \
--role-name eksClusterRole \
--policy-arn arn:aws:iam::aws:policy/AmazonEKSVPCResourceController

3. Create a file named vpc-resource-controller-configmap.yaml with the following
contents.

apiVersion: vl
kind: ConfigMap
metadata:
name: amazon-vpc-cni
namespace: kube-system
data:
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enable-windows-ipam: "true"

4. Apply the ConfigMap to your cluster.

kubectl apply -f vpc-resource-controller-configmap.yaml

5. Verify that your aws-auth ConfigMap contains a mapping for the instance role of the
Windows node to include the eks: kube-proxy-windows RBAC permission group. You can
verify by running the following command.

kubectl get configmap aws-auth -n kube-system -o yaml

An example output is as follows.

apiVersion: vl
kind: ConfigMap
metadata:
name: aws-auth
namespace: kube-system
data:
mapRoles: |
- groups:
- system:bootstrappers
- system:nodes
- eks:kube-proxy-windows # This group is required for Windows DNS resolution
to work
rolearn: arn:aws:iam::111122223333:r0le/eksNodeRole
username: system:node:{{EC2PrivateDNSName}}

[...]

You should see eks: kube-proxy-windows listed under groups. If the group isn't specified,
you need to update your ConfigMap or create it to include the required group. For more
information about the aws-auth ConfigMap, see Apply the aws-auth ConfigMap to your
cluster.

Removing legacy Windows support from your data plane

If you enabled Windows support on a cluster that is earlier than a Kubernetes or platform version
listed in the Prerequisites, then you must first remove the vpc-resource-controller and vpc-
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admission-webhook from your data plane. They're deprecated and no longer needed because
the functionality that they provided is now enabled on the control plane.

1. Uninstall the vpc-resource-controller with the following command. Use this command
regardless of which tool you originally installed it with. Replace region-code (only the
instance of that text after /manifests/) with the AWS Region that your cluster is in.

kubectl delete -f https://s3.us-west-2.amazonaws.com/amazon-eks/manifests/region-
code/vpc-resouxrce-controller/latest/vpc-resource-controller.yaml

2. Uninstall the vpc-admission-webhook using the instructions for the tool that you installed
it with.

eksctl

Run the following commands.

kubectl delete deployment -n kube-system vpc-admission-webhook

kubectl delete service -n kube-system vpc-admission-webhook

kubectl delete mutatingwebhookconfigurations.admissionregistration.k8s.io vpc-
admission-webhook-cfg

kubectl on macOS or Windows

Run the following command. Replace region-code (only the instance of that text after /
manifests/) with the AWS Region that your cluster is in.

kubectl delete -f https://s3.us-west-2.amazonaws.com/amazon-
eks/manifests/region-code/vpc-admission-webhook/latest/vpc-admission-webhook-
deployment.yaml

3. Enable Windows support for your cluster on the control plane.

Disabling Windows support
To disable Windows support on your cluster

1. If your cluster contains Amazon Linux nodes and you use security groups for Pods with them,
then skip this step.
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Remove the AmazonVPCResourceController managed IAM policy from your cluster role.
Replace eksClusterRole with the name of your cluster role and 111122223333 with your
account ID.

aws iam detach-role-policy \
--role-name eksClusterRole \
--policy-arn arn:aws:iam::aws:policy/AmazonEKSVPCResourceController

2. Disable Windows IPAM in the amazon-vpc-cni ConfigMap.

kubectl patch configmap/amazon-vpc-cni \
-n kube-system \
--type merge \
-p '{"data":{"enable-windows-ipam":"false"}}'

Deploying Pods

When you deploy Pods to your cluster, you need to specify the operating system that they use if
you're running a mixture of node types.

For Linux Pods, use the following node selector text in your manifests.

nodeSelector:
kubernetes.io/os: linux
kubernetes.io/arch: amdé64

For Windows Pods, use the following node selector text in your manifests.

nodeSelector:
kubernetes.io/os: windows
kubernetes.io/arch: amdé64

You can deploy a sample application to see the node selectors in use.

Enabling legacy Windows support

If your cluster is at, or later, than one of the Kubernetes and platform versions listed in the
Prerequisites, then we recommend that you enable Windows support on your control plane
instead. For more information, see Enabling Windows support.
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The following steps help you to enable legacy Windows support for your Amazon EKS

cluster's data plane if your cluster or platform version are earlier than the versions listed in the
Prerequisites. Once your cluster and platform version are at, or later than a version listed in the
Prerequisites, we recommend that you remove legacy Windows support and enable it for your

control plane.

You can use eksctl, a Windows client, or a macOS or Linux client to enable legacy Windows
support for your cluster.

eksctl
To enable legacy Windows support for your cluster with eksctl
Prerequisite

This procedure requires eksctl version @.172.0 or later. You can check your version with the
following command.

eksctl version

For more information about installing or upgrading eksctl, see Installation in the eksctl
documentation.

1. Enable Windows support for your Amazon EKS cluster with the following eksctl
command. Replace my-cluster with the name of your cluster. This command deploys
the VPC resource controller and VPC admission controller webhook that are required on
Amazon EKS clusters to run Windows workloads.

eksctl utils install-vpc-controllers --cluster my-cluster --approve

/A Important

The VPC admission controller webhook is signed with a certificate that expires one
year after the date of issue. To avoid down time, make sure to renew the certificate
before it expires. For more information, see Renewing the VPC admission webhook

certificate.

2. After you have enabled Windows support, you can launch a Windows node group into your
cluster. For more information, see Launching self-managed Windows nodes.
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Windows

To enable legacy Windows support for your cluster with a Windows client

In the following steps, replace region-code with the AWS Region that your cluster resides in.

1. Deploy the VPC resource controller to your cluster.

kubectl apply -f https://s3.us-west-2.amazonaws.com/amazon-eks/manifests/region-
code/vpc-resource-controller/latest/vpc-resouxrce-controller.yaml

2. Deploy the VPC admission controller webhook to your cluster.

a. Download the required scripts and deployment files.

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/manifests/region-code/
vpc-admission-webhook/latest/vpc-admission-webhook-deployment.yaml;

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/manifests/region-code/
vpc-admission-webhook/latest/Setup-VPCAdmissionWebhook.psl;

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/manifests/region-code/
vpc-admission-webhook/latest/webhook-create-signed-cexrt.psl;

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/manifests/region-code/
vpc-admission-webhook/latest/webhook-patch-ca-bundle.psl;

b. Install OpenSSL and jg.
c. Set up and deploy the VPC admission webhook.

./Setup-VPCAdmissionWebhook.psl -DeploymentTemplate ".\vpc-admission-
webhook-deployment.yaml"

/A Important

The VPC admission controller webhook is signed with a certificate that expires
one year after the date of issue. To avoid down time, make sure to renew the
certificate before it expires. For more information, see Renewing the VPC
admission webhook certificate.

3. Determine if your cluster has the required cluster role binding.

kubectl get clusterrolebinding eks:kube-proxy-windows
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If output similar to the following example output is returned, then the cluster has the
necessary role binding.

NAME AGE
eks:kube-proxy-windows lod

If the output includes Exrror from server (NotFound), then the cluster does not have
the necessary cluster role binding. Add the binding by creating a file named eks-kube-
proxy-windows-crb.yaml with the following content.

kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/vlbetal
metadata:
name: eks:kube-proxy-windows
labels:
k8s-app: kube-proxy
eks.amazonaws.com/component: kube-proxy

subjects:
- kind: Group
name: "eks:kube-proxy-windows"
roleRef:

kind: ClusterRole
name: system:node-proxier
apiGroup: rbac.authorization.k8s.io

Apply the configuration to the cluster.

kubectl apply -f eks-kube-proxy-windows-crb.yaml

4. After you have enabled Windows support, you can launch a Windows node group into your
cluster. For more information, see Launching self-managed Windows nodes.

macOS and Linux

To enable legacy Windows support for your cluster with a macOS or Linux client

This procedure requires that the openssl library and jgq JSON processor are installed on your
client system.

In the following steps, replace region-code with the AWS Region that your cluster resides in.
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1. Deploy the VPC resource controller to your cluster.

kubectl apply -f https://s3.us-west-2.amazonaws.com/amazon-eks/manifests/region-
code/vpc-resource-controller/latest/vpc-resouxrce-controller.yaml

2. Create the VPC admission controller webhook manifest for your cluster.

a. Download the required scripts and deployment files.

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/manifests/region-code/
vpc-admission-webhook/latest/webhook-create-signed-cext.sh

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/manifests/region-code/
vpc-admission-webhook/latest/webhook-patch-ca-bundle.sh

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/manifests/region-code/
vpc-admission-webhook/latest/vpc-admission-webhook-deployment.yaml

b. Add permissions to the shell scripts so that they can be run.

chmod +x webhook-create-signed-cert.sh webhook-patch-ca-bundle.sh

c. Create a secret for secure communication.

./webhook-create-signed-cexrt.sh

d. Verify the secret.

kubectl get secret -n kube-system vpc-admission-webhook-certs

e. Configure the webhook and create a deployment file.

cat ./vpc-admission-webhook-deployment.yaml | ./webhook-patch-ca-bundle.sh >
vpc-admission-webhook.yaml

3. Deploy the VPC admission webhook.

kubectl apply -f vpc-admission-webhook.yaml

/A Important

The VPC admission controller webhook is signed with a certificate that expires one

year after the date of issue. To avoid down time, make sure to renew the certificate
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5.

before it expires. For more information, see Renewing the VPC admission webhook

certificate.
Determine if your cluster has the required cluster role binding.

kubectl get clusterrolebinding eks:kube-proxy-windows

If output similar to the following example output is returned, then the cluster has the
necessary role binding.

NAME ROLE AGE
eks:kube-proxy-windows  ClusterRole/system:node-proxier  19h

If the output includes Error from server (NotFound), then the cluster does not have
the necessary cluster role binding. Add the binding by creating a file named eks-kube-
proxy-windows-crb.yaml with the following content.

kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/vlbetal
metadata:
name: eks:kube-proxy-windows
labels:
k8s-app: kube-proxy
eks.amazonaws.com/component: kube-proxy

subjects:
- kind: Group
name: "eks:kube-proxy-windows"
roleRef:

kind: ClusterRole
name: system:node-proxier
apiGroup: rbac.authorization.k8s.io

Apply the configuration to the cluster.

kubectl apply -f eks-kube-proxy-windows-crb.yaml

After you have enabled Windows support, you can launch a Windows node group into your
cluster. For more information, see Launching self-managed Windows nodes.
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Renewing the VPC admission webhook certificate

The certificate used by the VPC admission webhook expires one year after issue. To avoid down
time, it's important that you renew the certificate before it expires. You can check the expiration
date of your current certificate with the following command.

kubectl get secret \
-n kube-system \
vpc-admission-webhook-certs -o json | \
jq -r '.data."cert.pem"' | \
base64 -decode | \
openssl x509 \
-noout \
-enddate | \
cut -d= -f2

An example output is as follows.

May 28 14:23:00 2022 GMT

You can renew the certificate using eksctl or a Windows or Linux/macOS computer. Follow the
instructions for the tool you originally used to install the VPC admission webhook. For example,
if you originally installed the VPC admission webhook using eksctl, then you should renew the
certificate using the instructions on the eksctl tab.

eksctl

1. Reinstall the certificate. Replace my-cluster with the name of your cluster.

eksctl utils install-vpc-controllexs -cluster my-cluster -approve

2. Verify that you receive the following output.

2021/05/28 ©5:24:59 [INFO] generate received request
2021/05/28 05:24:59 [INFO] received CSR
2021/05/28 ©5:24:59 [INFO] generating key: rsa-2048
2021/05/28 05:24:59 [INFO] encoded CSR

3. Restart the webhook deployment.
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kubectl rollout restart deployment -n kube-system vpc-admission-webhook
4. If the certificate that you renewed was expired, and you have Windows Pods stuck in the
Container creating state, then you must delete and redeploy those Pods.
Windows

1. Get the script to generate new certificate.

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/manifests/region-code/vpc-
admission-webhook/latest/webhook-create-signed-cert.psl;

2. Prepare parameter for the script.

./webhook-create-signed-cert.psl -SexviceName vpc-admission-webhook-svc -
SecretName vpc-admission-webhook-certs -Namespace kube-system

3. Restart the webhook deployment.

kubectl rollout restart deployment -n kube-system vpc-admission-webhook-deployment

4. If the certificate that you renewed was expired, and you have Windows Pods stuck in the
Container creating state, then you must delete and redeploy those Pods.

Linux and macOS
Prerequisite
You must have OpenSSL and jq installed on your computer.

1. Get the script to generate new certificate.

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/manifests/region-code/vpc-
admission-webhook/latest/webhook-create-signed-cert.sh

2. Change the permissions.

chmod +x webhook-create-signed-cert.sh
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3. Run the script.

./webhook-create-signed-cert.sh

4. Restart the webhook.

kubectl rollout restart deployment -n kube-system vpc-admission-webhook-deployment

5. If the certificate that you renewed was expired, and you have Windows Pods stuck in the
Container creating state, then you must delete and redeploy those Pods.

Supporting higher Pod density on Windows nodes

In Amazon EKS, each Pod is allocated an IPv4 address from your VPC. Due to this, the number
of Pods that you can deploy to a node is constrained by the available IP addresses, even if there
are sufficient resources to run more Pods on the node. Since only one elastic network interface is
supported by a Windows node, by default, the maximum number of available IP addresses on a
Windows node is equal to:

Number of private IPv4 addresses for each interface on the node - 1

One IP address is used as the primary IP address of the network interface, so it can't be allocated to
Pods.

You can enable higher Pod density on Windows nodes by enabling IP prefix delegation. This feature
enables you to assign a /28 IPv4 prefix to the primary network interface, instead of assigning
secondary IPv4 addresses. Assigning an IP prefix increases the maximum available IPv4 addresses
on the node to:

(Number of private IPv4 addresses assigned to the interface attached to the node - 1) *
16

With this significantly larger number of available IP addresses, available IP addresses shouldn't
limit your ability to scale the number of Pods on your nodes. For more information, see Increase
the amount of available IP addresses for your Amazon EC2 nodes.
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Private cluster requirements

This topic describes how to deploy an Amazon EKS cluster that is deployed on the AWS Cloud, but
doesn't have outbound internet access. If you have a local cluster on AWS Outposts, see Launching
self-managed Amazon Linux nodes on an Outpost, instead of this topic.

If you're not familiar with Amazon EKS networking, see De-mystifying cluster networking for

Amazon EKS worker nodes. If your cluster doesn't have outbound internet access, then it must
meet the following requirements:

 Your cluster must pull images from a container registry that's in your VPC. You can create an
Amazon Elastic Container Registry in your VPC and copy container images to it for your nodes
to pull from. For more information, see Copy a container image from one repository to another

repository.
 Your cluster must have endpoint private access enabled. This is required for nodes to register

with the cluster endpoint. Endpoint public access is optional. For more information, see Amazon
EKS cluster endpoint access control.

 Self-managed Linux and Windows nodes must include the following bootstrap arguments before
they're launched. These arguments bypass Amazon EKS introspection and don't require access to
the Amazon EKS API from within the VPC.

1. Determine the value of your cluster's endpoint with the following command. Replace my -
cluster with the name of your cluster.

aws eks describe-cluster --name my-cluster --query cluster.endpoint --output text

An example output is as follows.

https://EXAMPLE108C897D9B2F1B21D5EXAMPLE . sk1.region-code.eks.amazonaws.com

2. Determine the value of your cluster's certificate authority with the following command.
Replace my-cluster with the name of your cluster.

aws eks describe-cluster --name my-cluster --query cluster.certificateAuthority --
output text

The returned output is a long string.
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3. Replace cluster-endpoint and certificate-authority in the following commands
with the values returned in the output from the previous commands. For more information
about specifying bootstrap arguments when launching self-managed nodes, see Launching
self-managed Amazon Linux nodes and Launching self-managed Windows nodes.

e For Linux nodes:

--apiserver-endpoint cluster-endpoint --b64-cluster-ca certificate-authority

For additional arguments, see the bootstrap script on GitHub.

« For Windows nodes:

® Note

If you're using custom service CIDR, then you need to specify it using the -
ServiceCIDR parameter. Otherwise, the DNS resolution for Pods in the cluster will
fail.

-APIServerEndpoint cluster-endpoint -Base64ClusterCA certificate-authority

For additional arguments, see Bootstrap script configuration parameters.

« Your cluster's aws-auth ConfigMap must be created from within your VPC. For more
information about creating and adding entries to the aws-auth ConfigMap, enter eksctl
create iamidentitymapping --help in your terminal. If the ConfigMap doesn't exist on
your server, eksctl will create it when you use the command to add an identity mapping.

» Pods configured with IAM roles for service accounts acquire credentials from an AWS Security
Token Service (AWS STS) API call. If there is no outbound internet access, you must create and
use an AWS STS VPC endpoint in your VPC. Most AWS v1 SDKs use the global AWS STS endpoint
by default (sts.amazonaws . com), which doesn't use the AWS STS VPC endpoint. To use the
AWS STS VPC endpoint, you might need to configure your SDK to use the regional AWS STS
endpoint (sts.region-code.amazonaws.com). For more information, see Configuring the
AWS Security Token Service endpoint for a service account.
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» Your cluster's VPC subnets must have a VPC interface endpoint for any AWS services that your
Pods need access to. For more information, see Access an AWS service using an interface VPC

endpoint. Some commonly-used services and endpoints are listed in the following table. For a
complete list of endpoints, see AWS services that integrate with AWS PrivateLink in the AWS
PrivateLink Guide.

Service Endpoint
Amazon EC2 com.amazonaws.region-code .ec2

Amazon Elastic Container Registry (for com.amazonaws.region-code .ecr.api, com.amazo
pulling container images) naws.region-code .ecr.dkr, and com.amazo
naws.region-code .s3

Application Load Balancers and com.amazonaws.region-code .elasticloadbalanc
Network Load Balancers ing

AWS X-Ray com.amazonaws.region-code .xray

Amazon CloudWatch Logs com.amazonaws.region-code .logs

AWS Security Token Service (required com.amazonaws.region-code .sts
when using IAM roles for service
accounts)

Considerations

« Any self-managed nodes must be deployed to subnets that have the VPC interface endpoints
that you require. If you create a managed node group, the VPC interface endpoint security group
must allow the CIDR for the subnets, or you must add the created node security group to the
VPC interface endpoint security group.

« If your Pods use Amazon EFS volumes, then before deploying the Amazon EFS CSI driver, the
driver's kustomization.yaml file must be changed to set the container images to use the same
AWS Region as the Amazon EKS cluster.

» You can use the AWS Load Balancer Controller to deploy AWS Application Load Balancers (ALB)
and Network Load Balancers to your private cluster. When deploying it, you should use command

line flags to set enable-shield, enable-waf, and enable-wafv2 to false. Certificate
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discovery with hostnames from Ingress objects isn't supported. This is because the controller
needs to reach AWS Certificate Manager, which doesn't have a VPC interface endpoint.

The controller supports network load balancers with IP targets, which are required for use with
Fargate. For more information, see Application load balancing on Amazon EKS and Create a

network load balancer.

« Cluster Autoscaler is supported. When deploying Cluster Autoscaler Pods, make sure that the
command line includes --aws-use-static-instance-list=true. For more information,
see Use Static Instance List on GitHub. The worker node VPC must also include the AWS STS VPC
endpoint and autoscaling VPC endpoint.

« Some container software products use API calls that access the AWS Marketplace Metering
Service to monitor usage. Private clusters do not allow these calls, so you can't use these
container types in private clusters.

Amazon EKS Kubernetes versions

Kubernetes rapidly evolves with new features, design updates, and bug fixes. The community
releases new Kubernetes minor versions (such as 1. 29) on average once every four months.
Amazon EKS follows the upstream release and deprecation cycle for minor versions. As new
Kubernetes versions become available in Amazon EKS, we recommend that you proactively update
your clusters to use the latest available version.

A minor version is under standard support in Amazon EKS for the first 14 months after it's released.
Once a version is past the end of standard support date, it automatically enters extended support
for the next 12 months. Extended support allows you to stay at a specific Kubernetes version

for longer at an additional cost per cluster hour. If you haven't updated your cluster before the
extended support period ends, your cluster is auto-upgraded to the oldest currently supported
extended version.

We recommend that you create your cluster with the latest available Kubernetes version supported
by Amazon EKS. If your application requires a specific version of Kubernetes, you can select older
versions. You can create new Amazon EKS clusters on any version offered in standard or extended
support.

Available versions on standard support

The following Kubernetes versions are currently available in Amazon EKS standard support:
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« 1.29
.28
.27
.26
.25

[ ]
N

For important changes to be aware of for each version in standard support, see Release notes for

standard support versions.

Available versions on extended support

The following Kubernetes versions are currently available in Amazon EKS extended support:

e 1.24
« 1.23

For important changes to be aware of for each version in extended support, see Release notes for

extended support versions.

Amazon EKS Kubernetes release calendar

The following table shows important release and support dates to consider for each Kubernetes
version.

(@ Note

Dates with only a month and a year are approximate and are updated with an exact date
when it's known.

Kubernetes Upstream Amazon EKS End of standard End of extended

version release release support support

1.29 December 13, January 23, March 23, 2025 March 23, 2026
2023 2024
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Kubernetes Upstream Amazon EKS End of standard End of extended
version release release support support
1.28 August 15, 2023  September 26, November 26, November 26,
2023 2024 2025
1.27 April 11, 2023 May 24, 2023 July 24, 2024 July 24, 2025
1.26 December 9, April 11, 2023 June 11, 2024 June 11, 2025
2022
1.25 August 23,2022  February 22, May 1, 2024 May 1, 2025
2023
1.24 May 3, 2022 November 15, January 31, January 31,
2022 2024 2025
1.23 December 7, August 11,2022  October 11, October 11,
2021 2023 2024

Amazon EKS version FAQs
How many Kubernetes versions are available in standard support?

In line with the Kubernetes community support for Kubernetes versions, Amazon EKS is
committed to offering standard support for at least four production-ready versions of
Kubernetes at any given time. We will announce the end of standard support date of a given
Kubernetes minor version at least 60 days in advance. Because of the Amazon EKS qualification
and release process for new Kubernetes versions, the end of standard support date of a
Kubernetes version on Amazon EKS will be on or after the date that the Kubernetes project
stops supporting the version upstream.

How long does a Kubernetes receive standard support by Amazon EKS?

A Kubernetes version received standard support for 14 months after first being available

on Amazon EKS. This is true even if upstream Kubernetes no longer support a version that's
available on Amazon EKS. We backport security patches that are applicable to the Kubernetes
versions that are supported on Amazon EKS.
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Am | notified when standard support is ending for a Kubernetes version on Amazon EKS?

Yes. If any clusters in your account are running the version nearing the end of support, Amazon
EKS sends out a notice through the AWS Health Dashboard approximately 12 months after the
Kubernetes version was released on Amazon EKS. The notice includes the end of support date.
This is at least 60 days from the date of the notice.

Which Kubernetes features are supported by Amazon EKS?

Amazon EKS supports all generally available (GA) features of the Kubernetes API. Starting
with Kubernetes version 1. 24, new beta APIs aren't enabled in clusters by default. However,
previously existing beta APIs and new versions of existing beta APIs continue to be enabled by
default. Alpha features aren't supported.

Are Amazon EKS managed node groups automatically updated along with the cluster control
plane version?

No. A managed node group creates Amazon EC2 instances in your account. These instances
aren't automatically upgraded when you or Amazon EKS update your control plane. For more
information, see Updating a managed node group. We recommend maintaining the same

Kubernetes version on your control plane and nodes.

Are self-managed node groups automatically updated along with the cluster control plane
version?

No. A self-managed node group includes Amazon EC2 instances in your account. These
instances aren't automatically upgraded when you or Amazon EKS update the control plane
version on your behalf. A self-managed node group doesn't have any indication in the console
that it needs updating. You can view the kubelet version installed on a node by selecting the
node in the Nodes list on the Overview tab of your cluster to determine which nodes need
updating. You must manually update the nodes. For more information, see Self-managed node
updates.

The Kubernetes project tests compatibility between the control plane and nodes for up to three
minor versions. For example, 1.26 nodes continue to operate when orchestrated by a 1. 29
control plane. However, running a cluster with nodes that are persistently three minor versions
behind the control plane isn't recommended. For more information, see Kubernetes version and

version skew support policy in the Kubernetes documentation. We recommend maintaining the

same Kubernetes version on your control plane and nodes.
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Are Pods running on Fargate automatically upgraded with an automatic cluster control plane
version upgrade?

No. We strongly recommend running Fargate Pods as part of a replication controller, such as
a Kubernetes deployment. Then do a rolling restart of all Fargate Pods. The new version of
the Fargate Pod is deployed with a kubelet version that's the same version as your updated
cluster control plane version. For more information, see Deployments in the Kubernetes
documentation.

/A Important

If you update the control plane, you must still update the Fargate nodes yourself. To
update Fargate nodes, delete the Fargate Pod represented by the node and redeploy the
Pod. The new Pod is deployed with a kubelet version that's the same version as your
cluster.

Amazon extended support FAQs

The standard support and extended support terminology is new to me. What do those terms
mean?

Standard support for a Kubernetes version in Amazon EKS begins when a Kubernetes version is
released on Amazon EKS, and will end 14 months after the release date. Extended support for a
Kubernetes version will begin immediately after the end of standard support, and will end after
the next 12 months. For example, standard support for version 1.23 in Amazon EKS ends on
October 11, 2023. Extended support for version 1.23 began on October 12, 2023 and will end
on October 11, 2024.

What do | need to do to get extended support for Amazon EKS clusters?

You don't have to take any action to get extended support for your Amazon EKS clusters.
Standard support will begin when a Kubernetes version is released on Amazon EKS, and will
end 14 months after the release date. Extended support for a Kubernetes version will begin
immediately after the end of standard support, and will end after the next 12 months. Clusters
that are running on a Kubernetes version past the end of standard support will automatically be
onboarded to extended support.
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For which Kubernetes versions can | get extended support?

Extended support is available for Kubernetes versions 1.23 and higher. You can run clusters on
any version for up to 12 months after the end of standard support for that version. This means
that each version will be supported for 26 months in Amazon EKS (14 months of standard
support plus 12 months of extended support).

What if | don’t want to use extended support?

If you don't want to be automatically enrolled in extended support, you can upgrade your
cluster to a Kubernetes version that's in standard Amazon EKS support. Clusters that aren’t
upgraded to a Kubernetes version in standard support will automatically enter extended
support.

What will happen at the end of 12 months of extended support?

Clusters running on a Kubernetes version that has completed its 26-month lifecycle (14 months
of standard support plus 12 months of extended support) will be auto-upgraded to the next
version.

On the end of extended support date, you can no longer create new Amazon EKS clusters with
the unsupported version. Existing control planes are automatically updated by Amazon EKS to
the earliest supported version through a gradual deployment process after the end of support
date. After the automatic control plane update, make sure to manually update cluster add-
ons and Amazon EC2 nodes. For more information, see Update the Kubernetes version for your

Amazon EKS cluster.

When exactly is my control plane automatically updated after the end of extended support
date?

Amazon EKS can't provide specific time frames. Automatic updates can happen at any time
after the end of extended support date. You won't receive any notification before the update.
We recommend that you proactively update your control plane without relying on the Amazon
EKS automatic update process. For more information, see Updating an Amazon EKS cluster

Kubernetes version.

Can | leave my control plane on a Kubernetes version indefinitely?

No. Cloud security at AWS is the highest priority. Past a certain point (usually one year), the
Kubernetes community stops releasing common vulnerabilities and exposures (CVE) patches
and discourages CVE submission for unsupported versions. This means that vulnerabilities
specific to an older version of Kubernetes might not even be reported. This leaves clusters
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exposed with no notice and no remediation options in the event of a vulnerability. Given this,
Amazon EKS doesn't allow control planes to stay on a version that reached end of extended
support.

Is there additional cost to get extended support?

Yes, there is additional cost for Amazon EKS clusters running in extended support. For pricing
details, see Amazon EKS extended support for Kubernetes version pricing on the AWS blog.

What is included in extended support?

Amazon EKS clusters in Extended Support receive ongoing security patches for the Kubernetes
control plane. Additionally, Amazon EKS will release patches for the Amazon VPC CNI, kube-
proxy, and CoreDNS add-ons for Extended Support versions. Amazon EKS will also release
patches for AWS-published Amazon EKS optimized AMIs for Amazon Linux, Bottlerocket, and
Windows, as well as Amazon EKS Fargate nodes for those versions. All clusters in Extended
Support will continue to get access to technical support from AWS.

(@ Note

Extended Support for Amazon EKS optimized Windows AMls that are published by AWS
isn't available for Kubernetes version 1.23 but is available for Kubernetes version 1.24
and higher.

Are there any limitations to patches for non-Kubernetes components in extended support?

While Extended Support covers all of the Kubernetes specific components from AWS, it

will only provide support for AWS-published Amazon EKS optimized AMlIs for Amazon

Linux, Bottlerocket, and Windows at all times. This means, you will potentially have newer
components (such as OS or kernel) on your Amazon EKS optimized AMI while using Extended
Support. For example, once Amazon Linux 2 reaches the end of its lifecycle in 2025, the
Amazon EKS optimized Amazon Linux AMlIs will be built using a newer Amazon Linux OS.
Amazon EKS will announce and document important support lifecycle discrepancies such as this
for each Kubernetes version.
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Release notes for standard support versions

This topic gives important changes to be aware of for each Kubernetes version in standard support.
When upgrading, carefully review the changes that have occurred between the old and new
versions for your cluster.

® Note

For 1. 24 and later clusters, officially published Amazon EKS AMls include containexrd as
the only runtime. Kubernetes versions earlier than 1. 24 use Docker as the default runtime.
These versions have a bootstrap flag option that you can use to test out your workloads on
any supported cluster with containexrd. For more information, see Amazon EKS ended
support for Dockershim.

Kubernetes 1.29

Kubernetes 1.29 is now available in Amazon EKS. For more information about Kubernetes 1. 29,
see the official release announcement.

/A Important

o The deprecated flowcontrol.apiserver.k8s.io/vlbeta2 API version of
FlowSchema and PrioritylLevelConfiguration are no longer served in Kubernetes
v1.29. If you have manifests or client software that uses the deprecated beta API group,
you should change these before you upgrade to v1.29.

» The .status.kubeProxyVersion field for Node objects is now deprecated, and the
Kubernetes project is proposing to remove that field in a future release. The deprecated field is
not accurate and has historically been managed by kubelet - which does not actually know the
kube-proxy version, or even whether kube-proxy is running. If you've been using this field in
client software, stop - the information isn't reliable and the field is now deprecated.

o In Kubernetes 1. 29 to reduce potential attack surface, the
LegacyServiceAccountTokenCleanUp feature labels legacy auto-generated secret-based
tokens as invalid if they have not been used for a long time (1 year by default), and automatically
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removes them if use is not attempted for a long time after being marked as invalid (1 additional
year by default). To identify such tokens, a you can run:

kubectl get cm kube-apiserver-legacy-service-account-token-tracking -nkube-system

For the complete Kubernetes 1.29 changelog, see https://github.com/kubernetes/kubernetes/
blob/master/CHANGELOG/CHANGELOG-1.29.md#changelog-since-v1280.

Kubernetes 1.28

Kubernetes 1. 28 is now available in Amazon EKS. For more information about Kubernetes 1. 28,
see the official release announcement.

o Kubernetes v1.28 expanded the supported skew between core node and control plane
components by one minor version, from n-2 to n-3, so that node components (kubelet and
kube-proxy) for the oldest supported minor version can work with control plane components
(kube-apiserver, kube-scheduler, kube-controller-manager, cloud-controller-
manager) for the newest supported minor version.

o Metrics force_delete_pods_total and force_delete_pod_errors_total in the Pod
GC Controller are enhanced to account for all forceful pods deletion. A reason is added to
the metric to indicate whether the pod is forcefully deleted because it's terminated, orphaned,
terminating with the out-of-service taint, or terminating and unscheduled.

e The PersistentVolume (PV) controller has been modified to automatically assign a default
StorageClass to any unbound PersistentVolumeClaim with the storageClassName
not set. Additionally, the PersistentVolumeClaim admission validation mechanism within
the API server has been adjusted to allow changing values from an unset state to an actual
StorageClass name.

For the complete Kubernetes 1.28 changelog, see https://github.com/kubernetes/kubernetes/
blob/master/CHANGELOG/CHANGELOG-1.28.md#changelog-since-v1270.

Kubernetes 1.27

Kubernetes 1.27 is now available in Amazon EKS. For more information about Kubernetes 1.27,
see the official release announcement.
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/A Important

» The support for the alpha seccomp annotations
seccomp.security.alpha.kubernetes.io/pod and
container.seccomp.security.alpha.kubernetes.io annotations was removed.
The alpha seccomp annotations was deprecated in 1.19, and with their removal in
1.27, seccomp fields will no longer auto-populate for Pods with seccomp annotations.
Instead, use the securityContext.seccompProfile field for Pods or containers
to configure seccomp profiles. To check whether you are using the deprecated alpha
seccomp annotations in your cluster, run the following command:

kubectl get pods --all-namespaces -o json | grep
-E 'seccomp.security.alpha.kubernetes.io/pod|
container.seccomp.security.alpha.kubernetes.io’

e The --container-runtime command line argument for the kubelet was removed.
The default container runtime for Amazon EKS has been containerd since 1. 24, which
eliminates the need to specify the container runtime. From 1.27 onwards, Amazon EKS
will ignore the --container-runtime argument passed to any bootstrap scripts. It is
important that you don't pass this argument to --kubelet-extra-args in order to
prevent errors during the node bootstrap process. You must remove the --container-
runtime argument from all of your node creation workflows and build scripts.

e The kubelet in Kubernetes 1.27 increased the default kubeAPIQPS to 50 and kubeAPIBurst
to 100. These enhancements allow the kubelet to handle a higher volume of API queries,
improving response times and performance. When the demands for Pods increase, due to
scaling requirements, the revised defaults ensure that the kubelet can efficiently manage
the increased workload. As a result, Pod launches are quicker and cluster operations are more
effective.

» You can use more fine grained Pod topology to spread policies such as minDomain. This
parameter gives you the ability to specify the minimum number of domains your Pods should
be spread across. nodeAffinityPolicy and nodeTaintPolicy allow for an extra level of
granularity in governing Pod distribution. This is in accordance to node affinities, taints, and the
matchLabelKeys field in the topologySpreadConstraints of your Pod's specification. This
permits the selection of Pods for spreading calculations following a rolling upgrade.
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o Kubernetesl. 27 promoted to beta a new policy mechanism for StatefulSets that controls
the lifetime of their PersistentVolumeClaims(PVCs). The new PVC retention policy lets
you specify if the PVCs generated from the StatefulSet spec template will be automatically
deleted or retained when the StatefulSet is deleted or replicas in the StatefulSet are
scaled down.

» The goaway-chance option in the Kubernetes API server helps prevent HTTP/2 client
connections from being stuck on a single API server instance, by randomly closing a connection.
When the connection is closed, the client will try to reconnect, and will likely land on a different
API server as a result of load balancing. Amazon EKS version 1.27 has enabled goaway-chance
flag. If your workload running on Amazon EKS cluster uses a client that is not compatible with
HTTP GOAWAY, we recommend that you update your client to handle GOAWAY by reconnecting

on connection termination.

For the complete Kubernetes 1.27 changelog, see https://github.com/kubernetes/kubernetes/
blob/master/CHANGELOG/CHANGELOG-1.27.md#changelog-since-v1260.

Kubernetes 1.26

Kubernetes 1. 26 is now available in Amazon EKS. For more information about Kubernetes 1. 26,
see the official release announcement.

/A Important

Kubernetes 1.26 no longer supports CRI vlalpha2. This results in the kubelet no longer
registering the node if the container runtime doesn't support CRI v1. This also means that
Kubernetes 1.26 doesn't support containerd minor version 1.5 and earlier. If you're using
containerd, you need to upgrade to containerd version 1.6.0 or later before you upgrade
any nodes to Kubernetes 1. 26. You also need to upgrade any other container runtimes that
only support the vlalpha2. For more information, defer to the container runtime vendor.
By default, Amazon Linux and Bottlerocket AMiIs include containerd version 1.6.6.

» Before you upgrade to Kubernetes 1. 26, upgrade your Amazon VPC CNI plugin for Kubernetes
to version 1.12 or later. If you don't upgrade to Amazon VPC CNI plugin for Kubernetes version
1.12 or later, the Amazon VPC CNI plugin for Kubernetes will crash. For more information, see
Working with the Amazon VPC CNI plugin for Kubernetes Amazon EKS add-on.
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» The goaway-chance option in the Kubernetes API server helps prevent HTTP/2 client
connections from being stuck on a single API server instance, by randomly closing a connection.

When the connection is closed, the client will try to reconnect, and will likely land on a different
API server as a result of load balancing. Amazon EKS version 1. 26 has enabled goaway-chance
flag. If your workload running on Amazon EKS cluster uses a client that is not compatible with
HTTP GOAWAY, we recommend that you update your client to handle GOAWAY by reconnecting
on connection termination.

For the complete Kubernetes 1. 26 changelog, see https://github.com/kubernetes/kubernetes/
blob/master/CHANGELOG/CHANGELOG-1.26.md#changelog-since-v1250.

Kubernetes 1.25

Kubernetes 1. 25 is now available in Amazon EKS. For more information about Kubernetes 1. 25,
see the official release announcement.

/A Important

« Starting with Kubernetes version 1. 25, you will no longer be able to use Amazon EC2
P2 instances with the Amazon EKS optimized accelerated Amazon Linux AMlIs out of the
box. These AMiIs for Kubernetes versions 1.25 or later will support NVIDIA 525 series
or later drivers, which are incompatible with the P2 instances. However, NVIDIA 525
series or later drivers are compatible with the P3, P4, and P5 instances, so you can use
those instances with the AMIs for Kubernetes version 1.25 or later. Before your Amazon
EKS clusters are upgraded to version 1.25, migrate any P2 instances to P3, P4, and
P5 instances. You should also proactively upgrade your applications to work with the
NVIDIA 525 series or later. We plan to back port the newer NVIDIA 525 series or later
drivers to Kubernetes versions 1.23 and 1. 24 in late January 2024.

e PodSecurityPolicy (PSP) is removed in Kubernetes 1.25. PSPs are replaced with Pod
Security Admission (PSA) and Pod Security Standards (PSS). PSA is a built-in admission
controller that implements the security controls outlined in the PSS . PSA and PSS are
graduated to stable in Kubernetes 1. 25 and are enabled in Amazon EKS by default. If
you have PSPs in your cluster, make sure to migrate from PSP to the built-in Kubernetes

PSS or to a policy-as-code solution before upgrading your cluster to version 1. 25. If you
don't migrate from PSP, you might encounter interruptions to your workloads. For more
information, see the Pod security policy (PSP) removal FAQ.
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» Kubernetes version 1.25 contains changes that alter the behavior of an existing feature
known as API Priority and Fairness (APF). APF serves to shield the API server from
potential overload during periods of heightened request volumes. It does this by
placing restrictions on the number of concurrent requests that can be processed at
any given time. This is achieved through the application of distinct priority levels and
limits to requests originating from various workloads or users. This approach ensures
that critical applications or high-priority requests receive preferential treatment, while
simultaneously preventing lower priority requests from overwhelming the API server. For
more information, see API Priority and Fairness in the Kubernetes documentation or AP|

Priority and Fairness in the EKS Best Practices Guide.

These updates were introduced in PR #10352 and PR #118601. Previously, APF treated
all types of requests uniformly, with each request consuming a single unit of the

concurrent request limit. The APF behavior change assigns higher units of concurrency
to LIST requests due to the exceptionally heavy burden put on the API server by these
requests. The API server estimates the number of objects that will be returned by a LIST
request. It assigns a unit of concurrency that is proportional to the number of objects
returned.

Upon upgrading to Amazon EKS version 1.25 or higher, this updated behavior might
cause workloads with heavy LIST requests (that previously functioned without issue)

to encounter rate limiting. This would be indicated by an HTTP 429 response code. To
avoid potential workload disruption due to LIST requests being rate limited, we strongly
encourage you to restructure your workloads to reduce the rate of these requests.
Alternatively, you can address this issue by adjusting the APF settings to allocate more
capacity for essential requests while reducing the capacity allocated to non-essential
ones. For more information about these mitigation techniques, see Preventing Dropped
Requests in the EKS Best Practices Guide.

« Amazon EKS 1. 25 includes enhancements to cluster authentication that contain updated
YAML libraries. If a YAML value in the aws-auth ConfigMap found in the kube-system
namespace starts with a macro, where the first character is a curly brace, you should
add quotation marks (“ ") before and after the curly braces ({ }). This is required to
ensure that aws-iam-authenticatoxr version v@.6. 3 accurately parses the aws-auth
ConfigMap in Amazon EKS 1. 25.

» The beta API version (discovery.k8s.io/vlbetal) of EndpointSlice was
deprecated in Kubernetes 1.21 and is no longer served as of Kubernetes 1. 25.
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This APl has been updated to discovery.k8s.io/v1. For more information, see
EndpointSlice in the Kubernetes documentation. The AWS Load Balancer Controller
v2.4.6 and earlier used the vlbetal endpoint to communicate with EndpointSlices.

If you're using the EndpointS1lices configuration for the AWS Load Balancer Controller,
you must upgrade to AWS Load Balancer Controller v2. 4.7 before upgrading your
Amazon EKS cluster to 1.25. If you upgrade to 1. 25 while using the EndpointSlices
configuration for the AWS Load Balancer Controller, the controller will crash and result in
interruptions to your workloads. To upgrade the controller, see Installing the AWS Load
Balancer Controller add-on.

« SeccompDefault is promoted to beta in Kubernetes 1.25. By setting the - -
seccomp-default flag when you configure kubelet, the container runtime uses its
RuntimeDefaultseccomp profile, rather than the unconfined (seccomp disabled) mode.
The default profiles provide a strong set of security defaults, while preserving the functionality
of the workload. Although this flag is available, Amazon EKS doesn't enable this flag by default,
so Amazon EKS behavior is effectively unchanged. If you want to, you can start enabling this on
your nodes. For more details, see the tutorial Restrict a Container's Syscalls with seccomp in the
Kubernetes documentation.

» Support for the Container Runtime Interface (CRI) for Docker (also known as Dockershim) was
removed from Kubernetes 1.24 and later. The only container runtime in Amazon EKS official
AMIs for Kubernetes 1.24 and later clusters is containerd. Before upgrading to Amazon EKS
1.24 or later, remove any reference to bootstrap script flags that aren't supported anymore. For
more information, see Amazon EKS ended support for Dockershim.

« The support for wildcard queries was deprecated in CoreDNS 1.8.7 and removed in CoreDNS
1.9. This was done as a security measure. Wildcard queries no longer work and return NXDOMAIN
instead of an IP address.

« The goaway-chance option in the Kubernetes API server helps prevent HTTP/2 client
connections from being stuck on a single API server instance, by randomly closing a connection.
When the connection is closed, the client will try to reconnect, and will likely land on a different
API server as a result of load balancing. Amazon EKS version 1.25 has enabled goaway-chance

flag. If your workload running on Amazon EKS cluster uses a client that is not compatible with
HTTP GOAWAY, we recommend that you update your client to handle GOAWAY by reconnecting
on connection termination.
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For the complete Kubernetes 1. 25 changelog, see https://github.com/kubernetes/kubernetes/
blob/master/CHANGELOG/CHANGELOG-1.25.md#changelog-since-v1240.

Release notes for extended support versions

This topic gives important changes to be aware of for each Kubernetes version in extended
support. When upgrading, carefully review the changes that have occurred between the old and
new versions for your cluster.

Kubernetes 1.24

Kubernetes 1. 24 is now available in Amazon EKS. For more information about Kubernetes 1. 24,
see the official release announcement.

/A Important

 Starting with Kubernetes 1. 24, new beta APIs aren't enabled in clusters by default. By
default, existing beta APIs and new versions of existing beta APIs continue to be enabled.
Amazon EKS follows the same behavior as upstream Kubernetes 1. 24. The feature
gates that control new features for both new and existing API operations are enabled
by default. This is in alignment with upstream Kubernetes. For more information, see
KEP-3136: Beta APIs Are Off by Default on GitHub.

« Support for Container Runtime Interface (CRI) for Docker (also known as Dockershim) is
removed from Kubernetes 1.24. Amazon EKS official AMIs have containerd as the only
runtime. Before moving to Amazon EKS 1. 24 or higher, you must remove any reference
to bootstrap script flags that aren't supported anymore. You must also make sure that
IP forwarding is enabled for your worker nodes. For more information, see Amazon EKS
ended support for Dockershim.

« If you already have Fluentd configured for Container Insights, then you must migrate
Fluentd to Fluent Bit before updating your cluster. The Fluentd parsers are configured to
only parse log messages in JSON format. Unlike dockerd, the containerd container
runtime has log messages that aren't in JSON format. If you don't migrate to Fluent Bit,
some of the configured Fluentd's parsers will generate a massive amount of errors inside
the Fluentd container. For more information on migrating, see Set up Fluent Bit as a
DaemonSet to send logs to CloudWatch Logs.

« In Kubernetes 1.23 and earlier, kubelet serving certificates with unverifiable IP and
DNS Subiject Alternative Names (SANs) are automatically issued with unverifiable SANs.
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These unverifiable SANs are omitted from the provisioned certificate. In version 1. 24
and later clusters, kubelet serving certificates aren't issued if any SAN can't be verified.
This prevents kubectl exec and kubectl logs commands from working. For more
information, see Certificate signing considerations before upgrading your cluster to
Kubernetes 1.24.

« When upgrading an Amazon EKS 1. 23 cluster that uses Fluent Bit, you must make sure
that it's running k8s/1.3.12 or later. You can do this by reapplying the latest applicable
Fluent Bit YAML file from GitHub. For more information, see Setting up Fluent Bit in the
Amazon CloudWatch User Guide.

» You can use Topology Aware Hints to indicate your preference for keeping traffic in zone when
cluster worker nodes are deployed across multiple availability zones. Routing traffic within a
zone can help reduce costs and improve network performance. By default, Topology Aware
Hints are enabled in Amazon EKS 1.24. For more information, see Topology Aware Hints in the
Kubernetes documentation.

« The PodSecurityPolicy (PSP) is scheduled for removal in Kubernetes 1.25. PSPs are being
replaced with Pod Security Admission (PSA). PSA is a built-in admission controller that uses
the security controls that are outlined in the Pod Security Standards (PSS) . PSA and PSS are
both beta features and are enabled in Amazon EKS by default. To address the removal of PSP in
version 1. 25, we recommend that you implement PSS in Amazon EKS. For more information, see
Implementing Pod Security Standards in Amazon EKS on the AWS blog.

e« The client.authentication.k8s.io/vlalphal ExecCredential is removed in Kubernetes
1.24. The ExecCredential APl was generally available in Kubernetes 1. 22. If you use a client-go
credential plugin that relies on the vlalphal API, contact the distributor of your plugin on how
to migrate to the v1 API.

» For Kubernetes 1.24, we contributed a feature to the upstream Cluster Autoscaler project that
simplifies scaling Amazon EKS managed node groups to and from zero nodes. Previously, for
the Cluster Autoscaler to understand the resources, labels, and taints of a managed node group
that was scaled to zero nodes, you needed to tag the underlying Amazon EC2 Auto Scaling group
with the details of the nodes that it was responsible for. Now, when there are no running nodes
in the managed node group, the Cluster Autoscaler calls the Amazon EKS DescribeNodegroup
API operation. This APl operation provides the information that the Cluster Autoscaler requires
of the managed node group's resources, labels, and taints. This feature requires that you add
the eks:DescribeNodegroup permission to the Cluster Autoscaler service account IAM policy.
When the value of a Cluster Autoscaler tag on the Auto Scaling group powering an Amazon EKS
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managed node group conflicts with the node group itself, the Cluster Autoscaler prefers the
value of the Auto Scaling group tag. This is so that you can override values as needed. For more
information, see Autoscaling.

« If you intend to use Inferentia or Trainium instance types with Amazon EKS 1.24, you must
upgrade to the AWS Neuron device plugin version 1.9.3.0 or later. For more information, see
Neuron K8 release [1.9.3.0] in the AWS Neuron Documentation.

« Containerd has IPv6 enabled for Pods, by default. It applies node kernel settings to Pod
network namespaces. Because of this, containers in a Pod bind to both IPv4 (127.0.0.1)
and IPv6 (::1) loopback addresses. IPv6 is the default protocol for communication. Before
updating your cluster to version 1. 24, we recommend that you test your multi-container Pods.
Modify apps so that they can bind to all IP addresses on loopback interfaces. The majority of
libraries enable IPv6 binding, which is backward compatible with IPv4. When it's not possible to
modify your application code, you have two options:

e Runan init container and set disable ipv6 to true (sysctl -w
net.ipv6.conf.all.disable_ipv6=1).

« Configure a mutating admission webhook to inject an init container alongside your

application Pods.

If you need to block IPv6 for all Pods across all nodes, you might have to disable IPv6 on your
instances.

» The goaway-chance option in the Kubernetes API server helps prevent HTTP/2 client
connections from being stuck on a single API server instance, by randomly closing a connection.
When the connection is closed, the client will try to reconnect, and will likely land on a different
API server as a result of load balancing. Amazon EKS version 1. 24 has enabled goaway-chance
flag. If your workload running on Amazon EKS cluster uses a client that is not compatible with
HTTP GOAWAY, we recommend that you update your client to handle GOAWAY by reconnecting
on connection termination.

For the complete Kubernetes 1. 24 changelog, see https://github.com/kubernetes/kubernetes/
blob/master/CHANGELOG/CHANGELOG-1.24.md#changelog-since-v1230.

Kubernetes 1.23

Kubernetes 1.23 is now available in Amazon EKS. For more information about Kubernetes 1.23,
see the official release announcement.
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/A Important

« The Kubernetes in-tree to container storage interface (CSI) volume migration feature is
enabled. This feature enables the replacement of existing Kubernetes in-tree storage
plugins for Amazon EBS with a corresponding Amazon EBS CSI driver. For more
information, see Kubernetes 1.17 Feature: Kubernetes In-Tree to CSI Volume Migration

Moves to Beta on the Kubernetes blog.

The feature translates in-tree APIs to equivalent CSI APIs and delegates operations

to a replacement CSI driver. With this feature, if you use existing StorageClass,
PersistentVolume, and PersistentVolumeClaim objects that belong to these
workloads, there likely won't be any noticeable change. The feature enables Kubernetes
to delegate all storage management operations from the in-tree plugin to the CSl driver.
If you use Amazon EBS volumes in an existing cluster, install the Amazon EBS CSI driver
in your cluster before you update your cluster to version 1.23. If you don't install the
driver before updating an existing cluster, interruptions to your workloads might occur.
If you plan to deploy workloads that use Amazon EBS volumes in a new 1. 23 cluster,
install the Amazon EBS CSI driver in your cluster before deploying the workloads your
cluster. For instructions on how to install the Amazon EBS CSI driver on your cluster, see
Amazon EBS CSI driver. For frequently asked questions about the migration feature, see
Amazon EBS CSI migration frequently asked questions.

» Extended Support for Amazon EKS optimized Windows AMIs that are published by AWS
isn't available for Kubernetes version 1.23 but is available for Kubernetes version 1. 24
and higher.

» Kubernetes stopped supporting dockershim in version 1.20 and removed dockershim
in version 1.24. For more information, see Kubernetes is Moving on From Dockershim:

Commitments and Next Steps in the Kubernetes blog. Amazon EKS will end support for

dockershim starting in Amazon EKS version 1. 24. Starting with Amazon EKS version 1. 24,
Amazon EKS official AMIs will have containerd as the only runtime.

Even though Amazon EKS version 1.23 continues to support dockershim, we recommend
that you start testing your applications now to identify and remove any Docker dependencies.
This way, you are prepared to update your cluster to version 1.24. For more information about
dockershim removal, see Amazon EKS ended support for Dockershim.
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» Kubernetes graduated IPv4/IPv6 dual-stack networking for Pods, services, and nodes to
general availability. However, Amazon EKS and the Amazon VPC CNI plugin for Kubernetes don't
support dual-stack networking. Your clusters can assign IPv4 or IPv6 addresses to Pods and
services, but can't assign both address types.

o Kubernetes graduated the Pod Security Admission (PSA) feature to beta. The feature is enabled
by default. For more information, see Pod Security Admission in the Kubernetes documentation.
PSA replaces the Pod Security Policy (PSP) admission controller. The PSP admission controller
isn't supported and is scheduled for removal in Kubernetes version 1.25.

The PSP admission controller enforces Pod security standards on Pods in a namespace based on
specific namespace labels that set the enforcement level. For more information, see Pod Security
Standards (PSS) and Pod Security Admission (PSA) in the Amazon EKS best practices guide.

« The kube-proxy image deployed with clusters is now the minimal base image maintained by
Amazon EKS Distro (EKS-D). The image contains minimal packages and doesn't have shells or

package managers.

» Kubernetes graduated ephemeral containers to beta. Ephemeral containers are temporary
containers that run in the same namespace as an existing Pod. You can use them to observe the
state of Pods and containers for troubleshooting and debugging purposes. This is especially
useful for interactive troubleshooting when kubectl exec is insufficient because either a
container has crashed or a container image doesn't include debugging utilities. An example of
a container that includes a debugging utility is distroless images. For more information, see

Debugging with an ephemeral debug container in the Kubernetes documentation.

« Kubernetes graduated the HorizontalPodAutoscaler autoscaling/v2 stable API
to general availability. The HorizontalPodAutoscaler autoscaling/v2beta2 APl is
deprecated. It will be unavailable in 1. 26.

» The goaway-chance option in the Kubernetes API server helps prevent HTTP/2 client

connections from being stuck on a single API server instance, by randomly closing a connection.
When the connection is closed, the client will try to reconnect, and will likely land on a different
API server as a result of load balancing. Amazon EKS version 1. 23 has enabled goaway-chance
flag. If your workload running on Amazon EKS cluster uses a client that is not compatible with
HTTP GOAWAY, we recommend that you update your client to handle GOAWAY by reconnecting
on connection termination.

For the complete Kubernetes 1.23 changelog, see https://github.com/kubernetes/kubernetes/
blob/master/CHANGELOG/CHANGELOG-1.23.md#changelog-since-v1220.

Extended support versions 120


https://kubernetes.io/docs/concepts/security/pod-security-admission/
https://aws.github.io/aws-eks-best-practices/security/docs/pods/#pod-security-solutions
https://aws.github.io/aws-eks-best-practices/security/docs/pods/#pod-security-standards-pss-and-pod-security-admission-psa
https://aws.github.io/aws-eks-best-practices/security/docs/pods/#pod-security-standards-pss-and-pod-security-admission-psa
https://gallery.ecr.aws/eks-distro-build-tooling/eks-distro-minimal-base-iptables
https://github.com/GoogleContainerTools/distroless#distroless-container-images
https://kubernetes.io/docs/tasks/debug/debug-application/debug-running-pod/#ephemeral-container
https://kubernetes.io/docs/reference/command-line-tools-reference/kube-apiserver/
https://www.rfc-editor.org/rfc/rfc7540#section-6.8
https://github.com/kubernetes/kubernetes/blob/master/CHANGELOG/CHANGELOG-1.23.md#changelog-since-v1220
https://github.com/kubernetes/kubernetes/blob/master/CHANGELOG/CHANGELOG-1.23.md#changelog-since-v1220

Amazon EKS User Guide

Amazon EKS platform versions

Amazon EKS platform versions represent the capabilities of the Amazon EKS cluster control plane,
such as which Kubernetes API server flags are enabled, as well as the current Kubernetes patch
version. Each Kubernetes minor version has one or more associated Amazon EKS platform versions.
The platform versions for different Kubernetes minor versions are independent. You can retrieve
your cluster's current platform version using the AWS CLI or AWS Management Console. If you have
a local cluster on AWS Outposts, see Amazon EKS local cluster platform versions instead of this
topic.

When a new Kubernetes minor version is available in Amazon EKS, such as 1.29, the initial Amazon
EKS platform version for that Kubernetes minor version starts at eks. 1. However, Amazon EKS
releases new platform versions periodically to enable new Kubernetes control plane settings and to
provide security fixes.

When new Amazon EKS platform versions become available for a minor version:

« The Amazon EKS platform version number is incremented (eks.n+1).

« Amazon EKS automatically upgrades all existing clusters to the latest Amazon EKS platform
version for their corresponding Kubernetes minor version. Automatic upgrades of existing
Amazon EKS platform versions are rolled out incrementally. The roll-out process might take
some time. If you need the latest Amazon EKS platform version features immediately, you should
create a new Amazon EKS cluster.

If your cluster is more than two platform versions behind the current platform version, then it's
possible that Amazon EKS wasn't able to automatically update your cluster. For details of what
may cause this, see Amazon EKS platform version is more than two versions behind the current
platform version.

« Amazon EKS might publish a new node AMI with a corresponding patch version. However,
all patch versions are compatible between the EKS control plane and node AMiIs for a given
Kubernetes minor version.

New Amazon EKS platform versions don't introduce breaking changes or cause service
interruptions.

Clusters are always created with the latest available Amazon EKS platform version (eks . n) for the
specified Kubernetes version. If you update your cluster to a new Kubernetes minor version, your

Platform versions 121



Amazon EKS User Guide

cluster receives the current Amazon EKS platform version for the Kubernetes minor version that
you updated to.

The current and recent Amazon EKS platform versions are described in the following tables.

Kubernetes version 1. 29

The following admission controllers are enabled for all 1. 29 platform versions:
NodeRestriction, ExtendedResourceToleration, NamespacelLifecycle,

LimitRanger, ServiceAccount, TaintNodesByCondition, PodSecurity, Priority,
DefaultTolerationSeconds, DefaultStorageClass, StorageObjectInUseProtection,
PersistentVolumeClaimResize, RuntimeClass, CertificateApproval,
CertificateSigning, CertificateSubjectRestriction, DefaultIngressClass,
MutatingAdmissionWebhook, ValidatingAdmissionWebhook, ResourceQuota.

Kubernetes EKS platform Release notes Release date
version version
1.29.1 eks.3 New platform version with security March 12, 2024

fixes and enhancements.

1.29.0 eks.1 Initial release of Kubernetes version  January 23,
1.29 for EKS. For more information, 2024
see Kubernetes 1.29.

Kubernetes version 1.28

The following admission controllers are enabled for all 1. 28 platform versions:
NodeRestriction, ExtendedResourceToleration, NamespacelLifecycle,

LimitRanger, ServiceAccount, TaintNodesByCondition, PodSecurity, Priority,
DefaultTolerationSeconds, DefaultStorageClass, StorageObjectInUseProtection,
PersistentVolumeClaimResize, RuntimeClass, CertificateApproval,
CertificateSigning, CertificateSubjectRestriction, DefaultIngressClass,
MutatingAdmissionWebhook, ValidatingAdmissionWebhook, ResourceQuota.
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Kubernetes EKS platform Release notes Release date
version version
1.28.6 eks.9 New platform version with security March 12, 2024
fixes and enhancements.

1.28.5 eks.7 New platform version with security January 17,
fixes and enhancements. 2024

1.28.4 eks.6 New platform version with December 14,
access entries, security fixes and 2023
enhancements.

1.28.4 eks.5 New platform version with security December 12,
fixes and enhancements. 2023

1.28.3 eks.4 New platform version with EKS November 10,
Pod Identities, security fixes and 2023
enhancements.

1.28.3 eks.3 New platform version with security November 3,
fixes and enhancements. 2023

1.28.2 eks.2 New platform version with security October 16,
fixes and enhancements. 2023

1.28.1 eks.1 Initial release of Kubernetes version  September 26,

1.28 for EKS. For more information, 2023
see Kubernetes 1.28.

Kubernetes version 1.27

The following admission controllers are enabled for all 1.27 platform versions:
NodeRestriction, ExtendedResourceToleration, NamespacelLifecycle,

LimitRanger, ServiceAccount, TaintNodesByCondition, PodSecurity, Priority,
DefaultTolerationSeconds, DefaultStorageClass, StorageObjectInUseProtection,
PersistentVolumeClaimResize, RuntimeClass, CertificateApproval,
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CertificateSigning, CertificateSubjectRestriction, DefaultIngressClass,
MutatingAdmissionWebhook, ValidatingAdmissionWebhook, ResourceQuota.

Kubernetes
version

1.27.10

EKS platform

version

eks.

eks.

eks.

eks.

eks.

eks.

eks.

eks.

eks.

eks.

13

11

10

Release notes

New platform version with security
fixes and enhancements.

New platform version with security
fixes and enhancements.

New platform version with
access entries, security fixes and

enhancements.

New platform version with security
fixes and enhancements.

New platform version with EKS
Pod Identities, security fixes and

enhancements.

New platform version with security
fixes and enhancements.

New platform version with security
fixes and enhancements.

New platform version with security
fixes and enhancements.

New platform version with security
fixes and enhancements.

New platform version with security
fixes and enhancements.

Release date

March 12, 2024

January 17,
2024

December 14,
2023

December 12,
2023

November 10,
2023

November 3,
2023

October 16,
2023
August 30, 2023

July 30, 2023

June 30, 2023

Kubernetes version 1.27
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Kubernetes EKS platform Release notes Release date
version version
1.27.2 eks.2 New platform version with security June 9, 2023

fixes and enhancements.
1.27.1 eks.1 Initial release of Kubernetes version May 24, 2023

Kubernetes version 1. 26

The following admission controllers are enabled for all 1. 26 platform versions:
NodeRestriction, ExtendedResourceToleration, NamespacelLifecycle,

1. 27 for EKS. For more information,

see Kubernetes 1.27.

LimitRanger, ServiceAccount, TaintNodesByCondition, PodSecurity, Priority,
DefaultTolerationSeconds, DefaultStorageClass, StorageObjectInUseProtection,

PersistentVolumeClaimResize, RuntimeClass, CertificateApproval,

CertificateSigning, CertificateSubjectRestriction, DefaultIngressClass,
MutatingAdmissionWebhook, ValidatingAdmissionWebhook, ResourceQuota.

Kubernetes EKS platform
version version
1.26.13 eks.14
1.26.12 eks.12
1.26.11 eks.11
1.26.11 eks.10

Release notes

New platform version with security
fixes and enhancements.

New platform version with security
fixes and enhancements.

New platform version with
access entries, security fixes and
enhancements.

New platform version with security
fixes and enhancements.

Release date

March 12, 2024

January 17,
2024

December 14,
2023

December 12,
2023

Kubernetes version 1.26
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Kubernetes EKS platform Release notes Release date
version version
1.26.10 eks.9 New platform version with EKS November 10,
Pod Identities, security fixes and 2023
enhancements.

1.26.10 eks.8 New platform version with security November 3,
fixes and enhancements. 2023

1.26.9 eks.7 New platform version with security October 16,
fixes and enhancements. 2023

1.26.7 eks.6 New platform version with security August 30, 2023
fixes and enhancements.

1.26.7 eks.5 New platform version with security July 30, 2023
fixes and enhancements.

1.26.6 eks.4 New platform version with security June 30, 2023
fixes and enhancements.

1.26.5 eks.3 New platform version with security June 9, 2023
fixes and enhancements.

1.26.4 eks.2 New platform version with security May 5, 2023
fixes and enhancements.

1.26.2 eks.1 Initial release of Kubernetes version April 11, 2023

Kubernetes version 1. 25

The following admission controllers are enabled for all 1. 25 platform versions:
NodeRestriction, ExtendedResourceToleration, NamespacelLifecycle,

1. 26 for EKS. For more information,

see Kubernetes 1.26.

LimitRanger, ServiceAccount, TaintNodesByCondition, PodSecurity, Priority,
DefaultTolerationSeconds, DefaultStorageClass, StorageObjectInUseProtection,

Kubernetes version 1.25
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PersistentVolumeClaimResize, RuntimeClass, CertificateApproval,

CertificateSigning, CertificateSubjectRestriction, DefaultIngressClass,
MutatingAdmissionWebhook, ValidatingAdmissionWebhook, ResourceQuota.

Kubernetes
version

1.25.16

EKS platform

version

eks.

eks.

eks.

eks.

eks.

eks.

eks.

eks.

eks.

eks.

16

13

12

11

10

Release notes

New platform version with security
fixes and enhancements.

New platform version with security
fixes and enhancements.

New platform version with
access entries, security fixes and

enhancements.

New platform version with security
fixes and enhancements.

New platform version with EKS
Pod Identities, security fixes and

enhancements.

New platform version with security
fixes and enhancements.

New platform version with security
fixes and enhancements.

New platform version with security
fixes and enhancements.

New platform version with security
fixes and enhancements.

New platform version with security
fixes and enhancements.

Release date

March 12, 2024

January 17,
2024

December 14,
2023

December 12,
2023

November 10,
2023

November 3,
2023

October 16,
2023
August 30, 2023

July 30, 2023

June 30, 2023

Kubernetes version 1.25
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Kubernetes EKS platform Release notes Release date
version version
1.25.10 eks.4 New platform version with security June 9, 2023
fixes and enhancements.

1.25.9 eks.3 New platform version with security May 5, 2023
fixes and enhancements.

1.25.8 eks.2 New platform version with security March 24, 2023
fixes and enhancements.

1.25.6 eks.1 Initial release of Kubernetes version February 21,
1. 25 for EKS. For more information, 2023

Kubernetes version 1. 24

The following admission controllers are enabled for all 1. 24 platform versions:

see Kubernetes 1.25.

CertificateApproval, CertificateSigning, CertificateSubjectRestriction,
DefaultIngressClass, DefaultStorageClass, DefaultTolerationSeconds,
ExtendedResourceToleration, LimitRanger, MutatingAdmissionWebhook,

NamespacelLifecycle, NodeRestriction, PersistentVolumeClaimResize,
Priority, PodSecurityPolicy, ResourceQuota, RuntimeClass, ServiceAccount,
StorageObjectInUseProtection, TaintNodesByCondition, and

ValidatingAdmissionWebhook.

Kubernetes EKS platform
version version
1.24.17 eks.18
1.24.17 eks.16

Release notes

New platform version with security
fixes and enhancements.

New platform version with security
fixes and enhancements.

Release date

March 12, 2024

January 17,
2024

Kubernetes version 1.24

128



Amazon EKS User Guide
Kubernetes EKS platform Release notes Release date
version version
1.24.17 eks.15 New platform version with December 14,
access entries, security fixes and 2023
enhancements.

1.24.17 eks.1l4 New platform version with security December 12,
fixes and enhancements. 2023

1.24.17 eks.13 New platform version with EKS November 10,
Pod Identities, security fixes and 2023
enhancements.

1.24.17 eks.12 New platform version with security November 3,
fixes and enhancements. 2023

1.24.17 eks.11 New platform version with security October 16,
fixes and enhancements. 2023

1.24.16 eks.10 New platform version with security August 30, 2023
fixes and enhancements.

1.24.16 eks.9 New platform version with security July 30, 2023
fixes and enhancements.

1.24.15 eks.8 New platform version with security June 30, 2023
fixes and enhancements.

1.24.14 eks.7 New platform version with security June 9, 2023
fixes and enhancements.

1.24.13 eks.6 New platform version with security May 5, 2023
fixes and enhancements.

1.24.12 eks.5 New platform version with security March 24, 2023

fixes and enhancements.

Kubernetes version 1.24
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Kubernetes EKS platform Release notes Release date
version version
1.24.8 eks.4 New platform version with security January 27,
fixes and enhancements. 2023

1.24.7 eks.3 New platform version with security December 5,
fixes and enhancements. 2022

1.24.7 eks.2 New platform version with security November 18,
fixes and enhancements. 2022

1.24.7 eks.1 Initial release of Kubernetes version November 15,

Kubernetes version 1.23

The following admission controllers are enabled for all 1. 23 platform versions:

1. 24 for EKS. For more information,

see Kubernetes 1.24.

2022

CertificateApproval, CertificateSigning, CertificateSubjectRestriction,

DefaultIngressClass, DefaultStorageClass, DefaultTolerationSeconds,

ExtendedResourceToleration, LimitRanger, MutatingAdmissionWebhook,

NamespacelLifecycle, NodeRestriction, PersistentVolumeClaimResize,

Priority, PodSecurityPolicy, ResourceQuota, RuntimeClass, ServiceAccount,
StorageObjectInUseProtection, TaintNodesByCondition, and

ValidatingAdmissionWebhook.

Kubernetes EKS platform
version version
1.23.17 eks.20
1.23.17 eks.18

Release notes

New platform version with security
fixes and enhancements.

New platform version with security
fixes and enhancements.

Release date

March 12, 2024

January 17,
2024

Kubernetes version 1.23
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Kubernetes EKS platform Release notes Release date
version version
1.23.17 eks.17 New platform version with December 14,
access entries, security fixes and 2023
enhancements.

1.23.17 eks.16 New platform version with security December 12,
fixes and enhancements. 2023

1.23.17 eks.15 New platform version with security November 10,
fixes and enhancements. 2023

1.23.17 eks.14 New platform version with security November 3,
fixes and enhancements. 2023

1.23.17 eks.13 New platform version with security October 16,
fixes and enhancements. 2023

1.23.17 eks.12 New platform version with security August 30, 2023
fixes and enhancements.

1.23.17 eks.11 New platform version with security July 30, 2023
fixes and enhancements.

1.23.17 eks.10 New platform version with security June 30, 2023
fixes and enhancements.

1.23.17 eks.9 New platform version with security June 9, 2023
fixes and enhancements.

1.23.17 eks.8 New platform version with security May 5, 2023
fixes and enhancements.

1.23.17 eks.7 New platform version with security March 24, 2023
fixes and enhancements.

1.23.14 eks.6 New platform version with security January 27,
fixes and enhancements. 2023

Kubernetes version 1.23
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Kubernetes EKS platform Release notes Release date

version version

1.23.13 eks.5 New platform version with security December 5,
fixes and enhancements. 2022

1.23.13 eks.4 New platform version with security November 18,
fixes and enhancements. 2022

1.23.12 eks.3 New platform version with security November 7,
fixes and enhancements. 2022

1.23.10 eks.2 New platform version with security September 21,
fixes and enhancements. 2022

1.23.7 eks.1 Initial release of Kubernetes version August 11, 2022

1.23 for EKS. For more information,
see Kubernetes 1.23.

Get current platform version

To get the current platform version for your cluster (console)

1.

vk WN

Open the Amazon EKS console.

In the navigation pane, choose Clusters.

In the list of clusters, choose the Cluster Name to check the platform version of.
Choose the Overview tab.

The Platform Version is available under in the Details section.

To get the current platform version for your cluster (AWS CLI)

1.
2.

Determine the Name of the cluster you want to check the platform version of.

Run the following command:

aws eks describe-cluster --name my-cluster --query cluster.platformVersion
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An example output is as follows.

"eks.10"

Autoscaling

Autoscaling is a function that automatically scales your resources out and in to meet changing
demands. This is a major Kubernetes function that would otherwise require extensive human
resources to perform manually.

Amazon EKS supports two autoscaling products:
Karpenter

Karpenter is a flexible, high-performance Kubernetes cluster autoscaler that helps improve
application availability and cluster efficiency. Karpenter launches right-sized compute

resources (for example, Amazon EC2 instances) in response to changing application load in
under a minute. Through integrating Kubernetes with AWS, Karpenter can provision just-in-
time compute resources that precisely meet the requirements of your workload. Karpenter
automatically provisions new compute resources based on the specific requirements of cluster
workloads. These include compute, storage, acceleration, and scheduling requirements.
Amazon EKS supports clusters using Karpenter, although Karpenter works with any conformant
Kubernetes cluster. For more information, see the Karpenter documentation.

Cluster Autoscaler

The Kubernetes Cluster Autoscaler automatically adjusts the number of nodes in your cluster
when pods fail or are rescheduled onto other nodes. The Cluster Autoscaler uses Auto Scaling
groups. For more information, see Cluster Autoscaler on AWS.
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Amazon EKS nodes

A Kubernetes node is a machine that runs containerized applications. Each node has the following
components:

« Container runtime — Software that's responsible for running the containers.

« kubelet - Makes sure that containers are healthy and running within their associated Pod.

e kube-proxy — Maintains network rules that allow communication to your Pods.

For more information, see Nodes in the Kubernetes documentation.

Your Amazon EKS cluster can schedule Pods on any combination of self-managed nodes, Amazon
EKS managed node groups, and AWS Fargate. To learn more about nodes deployed in your cluster,
see View Kubernetes resources.

/A Important

AWS Fargate with Amazon EKS isn't available in AWS GovCloud (US-East) and AWS
GovCloud (US-West).

(® Note

Nodes must be in the same VPC as the subnets you selected when you created the cluster.
However, the nodes don't have to be in the same subnets.

The following table provides several criteria to evaluate when deciding which options best meet
your requirements. This table doesn't include connected nodes that were created outside of
Amazon EKS, which can only be viewed.

(® Note

Bottlerocket has some specific differences from the general information in this table. For
more information, see the Bottlerocket documentation on GitHub.
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Criteria

Can be deployed to AWS Outposts

Can be deployed to an AWS Local
Zone

Can run containers that require
Windows

Can run containers that require
Linux

Can run workloads that require the
Inferentia chip

Can run workloads that require a
GPU

Can run workloads that require Arm
processors

Can run AWS Bottlerocket

Pods share a kernel runtime
environment with other Pods

EKS managed
node groups

No

No

Yes

Yes

Yes — Amazon
Linux nodes only

Yes — Amazon
Linux nodes only

Yes

Yes

Yes — All of your
Pods on each of
your nodes

Self managed
nodes

Yes

Yes — For more
information, see
Amazon EKS
and AWS Local
Zones,

Yes - Your
cluster still
requires at
least one (two
recommend

ed for availabil
ity) Linux node
though.

Yes

Yes — Amazon
Linux only

Yes — Amazon
Linux only

Yes

Yes

Yes — All of your
Pods on each of
your nodes

AWS Fargate

No

No

No

Yes

No

No

No

No

No - Each Pod

has a dedicated
kernel
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Criteria

Pods share CPU, memory, storage,
and network resources with other
Pods.

Pods can use more hardware and
memory than requested in Pod
specs

Must deploy and manage Amazon
EC2 instances

EKS managed
node groups

Yes — Can result
in unused
resources on
each node

Yes - If the
Pod requires
more resources
than requested
, and resources
are available
on the node,
the Pod can
use additional
resources.

Yes — automated
through Amazon
EKS if you
deployed an
Amazon EKS
optimized AMI.
If you deployed
a custom

AM]|, then you
must update
the instance
manually.

Self managed
nodes

Yes — Can result
in unused
resources on
each node

Yes - If the
Pod requires
more resources
than requested
, and resources
are available
on the node,
the Pod can
use additional
resources.

Yes — Manual
configuration or
using Amazon
EKS provided
AWS CloudForm
ation templates
to deploy

Linux (x86),
Linux (Arm), or
Windows nodes.

AWS Fargate

No - Each Pod
has dedicated
resources and
can be sized
independently
to maximize
resource utilizati
on.

No — The Pod
can be re-deploy
ed using a

larger vCPU

and memory
configuration
though.

No
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Criteria EKS managed Self managed AWS Fargate

node groups nodes

Must secure, maintain, and patch the Yes Yes No

operating system of Amazon EC2

instances

Can provide bootstrap arguments at  Yes — Using Yes — For more No

deployment of a node, such as extra  eksctl ora information, see

kubelet arguments. launch template  the bootstrap

with a custom script usage
AMI information on
GitHub.

Can assign IP addresses to Pods Yes — Using a Yes — For more No

from a different CIDR block than the  launch template information,

IP address assigned to the node. with a custom see Custom

AMI. For more networking for
information, pods.

see Customizing

managed nodes

with launch

templates.

Can SSH into node Yes Yes No — There's
no node host
operating
system to SSH
to.

Can deploy your own custom AMIto  Yes - Using a Yes No

nodes launch template

Can deploy your own custom CNIto  Yes - Using a Yes No

nodes launch template

with a custom
AMI
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Criteria

Must update node AMI on your own

EKS managed
node groups

Yes - If you
deployed an
Amazon EKS
optimized AMI,
you're notified
in the Amazon
EKS console
when updates
are available.
You can perform
the update with
one-click in
the console. If
you deployed
a custom AMI,
you're not
notified in the
Amazon EKS
console when
updates are
available. You
must perform
the update on
your own.

Self managed
nodes

AWS Fargate

Yes — Using No
tools other than

the Amazon

EKS console.

This is because

self managed

nodes can't be
managed with

the Amazon EKS
console.
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Criteria

Must update node Kubernetes
version on your own

Can use Amazon EBS storage with
Pods

Can use Amazon EFS storage with
Pods

Can use Amazon FSx for Lustre
storage with Pods

EKS managed
node groups

Yes - If you
deployed an
Amazon EKS
optimized AMI,
you're notified
in the Amazon
EKS console
when updates
are available.
You can perform
the update with
one-click in
the console. If
you deployed
a custom AMI,
you're not
notified in the
Amazon EKS
console when
updates are
available. You
must perform
the update on
your own.

Yes

Yes

Yes

Self managed
nodes

Yes — Using
tools other than
the Amazon

EKS console.
This is because
self managed
nodes can't be
managed with
the Amazon EKS
console.

Yes

Yes

Yes

AWS Fargate

No - You don't
manage nodes.

No

Yes

No
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Criteria

Can use Network Load Balancer for
services

Pods can run in a public subnet

Can assign different VPC security
groups to individual Pods

Can run Kubernetes DaemonSets

Support HostPort and HostNetwo
rk in the Pod manifest

AWS Region availability

Can run containers on Amazon EC2
dedicated hosts

Pricing

EKS managed
node groups

Yes

Yes

Yes — Linux
nodes only

Yes

Yes

All Amazon
EKS supported

Self managed
nodes

Yes

Yes

Yes — Linux
nodes only

Yes

Yes

All Amazon
EKS supported

AWS Fargate

Yes, when using
the Create a
network load
balancer

No

Yes

No

No

Some Amazon

EKS supported

regions

Yes

Cost of Amazon
EC2 instance
that runs
multiple Pods.
For more
information, see
Amazon EC2

pricing.

regions

Yes

Cost of Amazon
EC2 instance
that runs
multiple Pods.
For more
information, see
Amazon EC2

pricing.

regions

No

Cost of an
individual
Fargate memory
and CPU
configuration.
Each Pod has its
own cost. For
more informati
on, see AWS
Fargate pricing.
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Managed node groups

Amazon EKS managed node groups automate the provisioning and lifecycle management of nodes
(Amazon EC2 instances) for Amazon EKS Kubernetes clusters.

With Amazon EKS managed node groups, you don't need to separately provision or register the
Amazon EC2 instances that provide compute capacity to run your Kubernetes applications. You
can create, automatically update, or terminate nodes for your cluster with a single operation. Node
updates and terminations automatically drain nodes to ensure that your applications stay available.

Every managed node is provisioned as part of an Amazon EC2 Auto Scaling group that's managed
for you by Amazon EKS. Every resource including the instances and Auto Scaling groups runs within
your AWS account. Each node group runs across multiple Availability Zones that you define.

You can add a managed node group to new or existing clusters using the Amazon EKS console,
eksctl, AWS CLI; AWS API, or infrastructure as code tools including AWS CloudFormation. Nodes
launched as part of a managed node group are automatically tagged for auto-discovery by the
Kubernetes cluster autoscaler. You can use the node group to apply Kubernetes labels to nodes and
update them at any time.

There are no additional costs to use Amazon EKS managed node groups, you only pay for the AWS
resources you provision. These include Amazon EC2 instances, Amazon EBS volumes, Amazon

EKS cluster hours, and any other AWS infrastructure. There are no minimum fees and no upfront
commitments.

To get started with a new Amazon EKS cluster and managed node group, see Getting started with
Amazon EKS — AWS Management Console and AWS CLI.

To add a managed node group to an existing cluster, see Creating a managed node group.

Managed node groups concepts

» Amazon EKS managed node groups create and manage Amazon EC2 instances for you.

« Every managed node is provisioned as part of an Amazon EC2 Auto Scaling group that's
managed for you by Amazon EKS. Moreover, every resource including Amazon EC2 instances and
Auto Scaling groups run within your AWS account.

» The Auto Scaling group of a managed node group spans every subnet that you specify when you
create the group.
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« Amazon EKS tags managed node group resources so that they are configured to use the
Kubernetes Cluster Autoscaler.

/A Important

If you are running a stateful application across multiple Availability Zones that is backed
by Amazon EBS volumes and using the Kubernetes Autoscaling, you should configure
multiple node groups, each scoped to a single Availability Zone. In addition, you should
enable the --balance-similar-node-groups feature.

« You can use a custom launch template for a greater level of flexibility and customization when
deploying managed nodes. For example, you can specify extra kubelet arguments and use a
custom AMI. For more information, see Customizing managed nodes with launch templates. If

you don't use a custom launch template when first creating a managed node group, there is an
auto-generated launch template. Don't manually modify this auto-generated template or errors
occur.

« Amazon EKS follows the shared responsibility model for CVEs and security patches on managed
node groups. When managed nodes run an Amazon EKS optimized AMI, Amazon EKS is
responsible for building patched versions of the AMI when bugs or issues are reported. We can
publish a fix. However, you're responsible for deploying these patched AMI versions to your
managed node groups. When managed nodes run a custom AMI, you're responsible for building
patched versions of the AMI when bugs or issues are reported and then deploying the AMI. For
more information, see Updating a managed node group.

« Amazon EKS managed node groups can be launched in both public and private subnets. If you
launch a managed node group in a public subnet on or after April 22, 2020, the subnet must
have MapPublicIpOnLaunch set to true for the instances to successfully join a cluster. If the
public subnet was created using eksctl or the Amazon EKS vended AWS CloudFormation
templates on or after March 26, 2020, then this setting is already set to true. If the public
subnets were created before March 26, 2020, you must change the setting manually. For more

information, see Modifying the public IPv4 addressing attribute for your subnet.

« When deploying a managed node group in private subnets, you must ensure that it can access
Amazon ECR for pulling container images. You can do this by connecting a NAT gateway to the
route table of the subnet or by adding the following AWS PrivateLink VPC endpoints:

« Amazon ECR API endpoint interface - com.amazonaws.region-code.ecr.api

« Amazon ECR Docker registry APl endpoint interface — com.amazonaws.region-
code.ecr.dkr
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« Amazon S3 gateway endpoint — com.amazonaws.region-code.s3

For other commonly-used services and endpoints, see Private cluster requirements.

« Managed node groups can't be deployed on AWS Outposts or in AWS Wavelength or AWS Local
Zones.

» You can create multiple managed node groups within a single cluster. For example, you can
create one node group with the standard Amazon EKS optimized Amazon Linux AMI for some
workloads and another with the GPU variant for workloads that require GPU support.

« If your managed node group encounters an Amazon EC2 instance status check failure, Amazon
EKS returns an error code to help you to diagnose the issue. For more information, see Managed
node group error codes.

« Amazon EKS adds Kubernetes labels to managed node group instances. These Amazon EKS
provided labels are prefixed with eks.amazonaws. com.

« Amazon EKS automatically drains nodes using the Kubernetes APl during terminations or
updates.

» Pod disruption budgets aren't respected when terminating a node with AZRebalance or
reducing the desired node count. These actions try to evict Pods on the node. But if it takes
more than 15 minutes, the node is terminated regardless of whether all Pods on the node are
terminated. To extend the period until the node is terminated, add a lifecycle hook to the Auto
Scaling group. For more information, see Add lifecycle hooks in the Amazon EC2 Auto Scaling
User Guide.

 In order to run the drain process correctly after receiving a Spot interruption notification or a
capacity rebalance notification, CapacityRebalance must be set to true.

« Updating managed node groups respects the Pod disruption budgets that you set for your Pods.
For more information, see Managed node update behavior.

» There are no additional costs to use Amazon EKS managed node groups. You only pay for the
AWS resources that you provision.

« If you want to encrypt Amazon EBS volumes for your nodes, you can deploy the nodes using
a launch template. To deploy managed nodes with encrypted Amazon EBS volumes without
using a launch template, encrypt all new Amazon EBS volumes created in your account. For more
information, see Encryption by default in the Amazon EC2 User Guide for Linux Instances.
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Managed node group capacity types

When creating a managed node group, you can choose either the On-Demand or Spot capacity
type. Amazon EKS deploys a managed node group with an Amazon EC2 Auto Scaling group that
either contains only On-Demand or only Amazon EC2 Spot Instances. You can schedule Pods for
fault tolerant applications to Spot managed node groups, and fault intolerant applications to
On-Demand node groups within a single Kubernetes cluster. By default, a managed node group
deploys On-Demand Amazon EC2 instances.

On-Demand

With On-Demand Instances, you pay for compute capacity by the second, with no long-term
commitments.

How it works

By default, if you don't specify a Capacity Type, the managed node group is provisioned with On-
Demand Instances. A managed node group configures an Amazon EC2 Auto Scaling group on your
behalf with the following settings applied:

« The allocation strategy to provision On-Demand capacity is set to prioritized. Managed node
groups use the order of instance types passed in the API to determine which instance type to use
first when fulfilling On-Demand capacity. For example, you might specify three instance types
in the following order: c5.1arge, c4.large, and c3.large. When your On-Demand Instances
are launched, the managed node group fulfills On-Demand capacity by starting with c5.1arge,
then c4.large, and then c3.1large. For more information, see Amazon EC2 Auto Scaling group
in the Amazon EC2 Auto Scaling User Guide.

« Amazon EKS adds the following Kubernetes label to all nodes in your managed node group that
specifies the capacity type: eks.amazonaws.com/capacityType: ON_DEMAND. You can use
this label to schedule stateful or fault intolerant applications on On-Demand nodes.

Spot

Amazon EC2 Spot Instances are spare Amazon EC2 capacity that offers steep discounts off of On-
Demand prices. Amazon EC2 Spot Instances can be interrupted with a two-minute interruption
notice when EC2 needs the capacity back. For more information, see Spot Instances in the Amazon

EC2 User Guide for Linux Instances. You can configure a managed node group with Amazon EC2
Spot Instances to optimize costs for the compute nodes running in your Amazon EKS cluster.
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How it works

To use Spot Instances inside a managed node group, create a managed node group by setting the

capacity type as spot. A managed node group configures an Amazon EC2 Auto Scaling group on
your behalf with the following Spot best practices applied:

« To ensure that your Spot nodes are provisioned in the optimal Spot capacity pools, the allocation
strategy is set to one of the following:

price-capacity-optimized (PCO) - When creating new node groups in a cluster with
Kubernetes version 1.28 or higher, the allocation strategy is set to price-capacity-
optimized. However, the allocation strategy won't be changed for node groups already
created with capacity-optimized before Amazon EKS managed node groups started to
support PCO.

capacity-optimized (CO) - When creating new node groups in a cluster with Kubernetes
version 1. 27 or lower, the allocation strategy is set to capacity-optimized.

To increase the number of Spot capacity pools available for allocating capacity from, configure a
managed node group to use multiple instance types.

« Amazon EC2 Spot Capacity Rebalancing is enabled so that Amazon EKS can gracefully drain and
rebalance your Spot nodes to minimize application disruption when a Spot node is at elevated
risk of interruption. For more information, see Amazon EC2 Auto Scaling Capacity Rebalancing
in the Amazon EC2 Auto Scaling User Guide.

When a Spot node receives a rebalance recommendation, Amazon EKS automatically attempts
to launch a new replacement Spot node.

If a Spot two-minute interruption notice arrives before the replacement Spot node is in

a Ready state, Amazon EKS starts draining the Spot node that received the rebalance
recommendation. Amazon EKS drains the node on a best-effort basis. As a result, there's no
guarantee that Amazon EKS will wait for the replacement node to join the cluster before
draining the existing node.

When a replacement Spot node is bootstrapped and in the Ready state on Kubernetes,
Amazon EKS cordons and drains the Spot node that received the rebalance recommendation.
Cordoning the Spot node ensures that the service controller doesn't send any new requests to
this Spot node. It also removes it from its list of healthy, active Spot nodes. Draining the Spot
node ensures that running Pods are evicted gracefully.
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« Amazon EKS adds the following Kubernetes label to all nodes in your managed node group that
specifies the capacity type: eks.amazonaws.com/capacityType: SPOT. You can use this
label to schedule fault tolerant applications on Spot nodes.

Considerations for selecting a capacity type

When deciding whether to deploy a node group with On-Demand or Spot capacity, you should
consider the following conditions:

« Spot Instances are a good fit for stateless, fault-tolerant, flexible applications. These include
batch and machine learning training workloads, big data ETLs such as Apache Spark, queue
processing applications, and stateless APl endpoints. Because Spot is spare Amazon EC2 capacity,
which can change over time, we recommend that you use Spot capacity for interruption-tolerant
workloads. More specifically, Spot capacity is suitable for workloads that can tolerate periods
where the required capacity isn't available.

« We recommend that you use On-Demand for applications that are fault intolerant. This includes
cluster management tools such as monitoring and operational tools, deployments that require
StatefulSets, and stateful applications, such as databases.

« To maximize the availability of your applications while using Spot Instances, we recommend
that you configure a Spot managed node group to use multiple instance types. We recommend
applying the following rules when using multiple instance types:

« Within a managed node group, if you're using the Cluster Autoscaler, we recommend using a
flexible set of instance types with the same amount of vCPU and memory resources. This is to

ensure that the nodes in your cluster scale as expected. For example, if you need four vCPUs
and eight GiB memory, use c3.xlarge, c4.xlarge, c5.xlarge, c5d.xlarge, c5a.xlarge,
c5n.xlarge, or other similar instance types.

« To enhance application availability, we recommend deploying multiple Spot managed
node groups. For this, each group should use a flexible set of instance types that have the
same vCPU and memory resources. For example, if you need 4 vCPUs and 8 GiB memory,
we recommend that you create one managed node group with c3.xlarge, c4.xlarge,
c5.xlarge, c5d.xlarge, c5a.xlarge, c5n.xlarge, or other similar instance types, and
a second managed node group withm3.xlarge, m4.xlarge, m5.xlarge, m5d.xlarge,
m5a.xlarge, m5n. xlarge or other similar instance types.

« When deploying your node group with the Spot capacity type that's using a custom launch
template, use the API to pass multiple instance types. Don't pass a single instance type
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through the launch template. For more information about deploying a node group using a

launch template, see Customizing managed nodes with launch templates.

Creating a managed node group

This topic describes how you can launch Amazon EKS managed node groups of nodes that

register with your Amazon EKS cluster. After the nodes join the cluster, you can deploy Kubernetes

applications to them.

If this is your first time launching an Amazon EKS managed node group, we recommend that
you follow one of our Getting started with Amazon EKS guides instead. The guides provide

walkthroughs for creating an Amazon EKS cluster with nodes.

/A Important

« Amazon EKS nodes are standard Amazon EC2 instances. You're billed based on the
normal Amazon EC2 prices. For more information, see Amazon EC2 Pricing.

« You can't create managed nodes in an AWS Region where you have AWS Outposts, AWS
Wavelength, or AWS Local Zones enabled. You can create self-managed nodes in an AWS
Region where you have AWS Outposts, AWS Wavelength, or AWS Local Zones enabled.
For more information, see Launching self-managed Amazon Linux nodes, Launching self-

managed Windows nodes, and Launching self-managed Bottlerocket nodes. You can also
create a self-managed Amazon Linux node group on an Outpost. For more information,

see Launching self-managed Amazon Linux nodes on an Outpost.

« If you don't specify an AMI ID for the bootstrap.sh file included with Amazon EKS
optimized Linux or Bottlerocket, managed node groups enforce a maximum number on
the value of maxPods. For instances with less than 30 vCPUs, the maximum number is
110. For instances with greater than 30 vCPUs, the maximum number jumps to 250.

These numbers are based on Kubernetes scalability thresholds and recommended

settings by internal Amazon EKS scalability team testing. For more information, see the

Amazon VPC CNI plugin increases pods per node limits blog post.

Prerequisites

« An existing Amazon EKS cluster. To deploy one, see Creating an Amazon EKS cluster.

Creating a managed node group
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« An existing IAM role for the nodes to use. To create one, see Amazon EKS node IAM role. If this
role doesn't have either of the policies for the VPC CNI, the separate role that follows is required
for the VPC CNI pods.

» (Optional, but recommended) The Amazon VPC CNI plugin for Kubernetes add-on configured
with its own IAM role that has the necessary IAM policy attached to it. For more information, see
Configuring the Amazon VPC CNI plugin for Kubernetes to use IAM roles for service accounts
(IRSA).

« Familiarity with the considerations listed in Choosing an Amazon EC2 instance type. Depending
on the instance type you choose, there may be additional prerequisites for your cluster and VPC.

» To add a Windows managed node group, you must first enable Windows support for your cluster.
For more information, see Enabling Windows support for your Amazon EKS cluster.

You can create a managed node group with eksctl or the AWS Management Console.
eksctl
To create a managed node group with eksctl

This procedure requires eksctl version @.172.0 or later. You can check your version with the
following command:

eksctl version

For instructions on how to install or upgrade eksctl, see Installation in the eksctl
documentation.

1. (Optional) If the AmazonEKS_CNI_Policy managed IAM policy is attached to your Amazon
EKS node IAM role, we recommend assigning it to an IAM role that you associate to the

Kubernetes aws-node service account instead. For more information, see Configuring the

Amazon VPC CNI plugin for Kubernetes to use IAM roles for service accounts (IRSA).

2. Create a managed node group with or without using a custom launch template. Manually
specifying a launch template allows for greater customization of a node group. For
example, it can allow deploying a custom AMI or providing arguments to the boostrap.sh
script in an Amazon EKS optimized AMI. For a complete list of every available option and
default, enter the following command.

eksctl create nodegroup --help
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In the following command, replace my-cluster with the name of your cluster and replace
my-mng with the name of your node group. The node group name can't be longer than 63
characters. It must start with letter or digit, but can also include hyphens and underscores
for the remaining characters.

/A Important

If you don't use a custom launch template when first creating a managed node
group, don't use one at a later time for the node group. If you didn't specify a
custom launch template, the system auto-generates a launch template that
we don't recommend that you modify manually. Manually modifying this auto-
generated launch template might cause errors.

Without a launch template

eksctl creates a default Amazon EC2 launch template in your account and deploys the
node group using a launch template that it creates based on options that you specify.
Before specifying a value for --node-type, see Choosing an Amazon EC2 instance

type.

Replace ami-family with an allowed keyword. For more information, see Setting the
node AMI Family in the eksctl documentation. Replace my -key with the name of your
Amazon EC2 key pair or public key. This key is used to SSH into your nodes after they
launch.

(® Note

For Windows, this command doesn't enable SSH. Instead, it associates your
Amazon EC2 key pair with the instance and allows you to RDP into the instance.

If you don't already have an Amazon EC2 key pair, you can create one in the AWS
Management Console. For Linux information, see Amazon EC2 key pairs and Linux

instances in the Amazon EC2 User Guide for Linux Instances. For Windows information,
see Amazon EC2 key pairs and Windows instances in the Amazon EC2 User Guide for
Windows Instances.
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We recommend blocking Pod access to IMDS if the following conditions are true:

» You plan to assign IAM roles to all of your Kubernetes service accounts so that Pods
only have the minimum permissions that they need.

« No Pods in the cluster require access to the Amazon EC2 instance metadata service
(IMDS) for other reasons, such as retrieving the current AWS Region.

For more information, see Restrict access to the instance profile assigned to the worker

node.

If you want to block Pod access to IMDS, then add the --disable-pod-imds option to
the following command.

eksctl create nodegroup \
--cluster my-cluster \
--region region-code \
--name my-mng \
--node-ami-family ami-family \
--node-type m5.large \
--nodes 3 \
--nodes-min 2 \
--nodes-max 4 \
--ssh-access \
--ssh-public-key my-key

Your instances can optionally assign a significantly higher number of IP addresses to
Pods, assign IP addresses to Pods from a different CIDR block than the instance's, and
be deployed to a cluster without internet access. For more information, see Increase
the amount of available IP addresses for your Amazon EC2 nodes, Custom networking

for pods, and Private cluster requirements for additional options to add to the previous
command.

Managed node groups calculates and applies a single value for the maximum number
of Pods that can run on each node of your node group, based on instance type. If you
create a node group with different instance types, the smallest value calculated across
all instance types is applied as the maximum number of Pods that can run on every
instance type in the node group. Managed node groups calculates the value using the
script referenced in Amazon EKS recommended maximum Pods for each Amazon EC2

instance type.
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With a launch template

The launch template must already exist and must meet the requirements specified in
Launch template configuration basics.

We recommend blocking Pod access to IMDS if the following conditions are true:

» You plan to assign IAM roles to all of your Kubernetes service accounts so that Pods
only have the minimum permissions that they need.

» No Pods in the cluster require access to the Amazon EC2 instance metadata service
(IMDS) for other reasons, such as retrieving the current AWS Region.

For more information, see Restrict access to the instance profile assigned to the worker

node.

If you want to block Pod access to IMDS, then specify the necessary settings in the
launch template.

a. Copy the following contents to your device. Replace the example values and
then run the modified command to create the eks-nodegroup.yaml file. Several
settings that you specify when deploying without a launch template are moved into
the launch template. If you don't specify a version, the template's default version is
used.

cat >eks-nodegroup.yaml <<EOF
apiVersion: eksctl.io/vlalpha5
kind: ClusterConfig
metadata:
name: my-cluster
region: region-code
managedNodeGroups:
- name: my-mng
launchTemplate:
id: 1t-id
version: "1"
EOF

For a complete list of eksctl config file settings, see Config file schema in the

eksctl documentation. Your instances can optionally assign a significantly higher
number of IP addresses to Pods, assign IP addresses to Pods from a different CIDR
block than the instance's, use the containerd runtime, and be deployed to a cluster
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without outbound internet access. For more information, see Increase the amount

of available IP addresses for your Amazon EC2 nodes, Custom networking for pods,

Test migration from Docker to containexrd, and Private cluster requirements for
additional options to add to the config file.

If you didn't specify an AMI ID in your launch template, managed node groups
calculates and applies a single value for the maximum number of Pods that can run
on each node of your node group, based on instance type. If you create a node group
with different instance types, the smallest value calculated across all instance types is
applied as the maximum number of Pods that can run on every instance type in the
node group. Managed node groups calculates the value using the script referenced in
Amazon EKS recommended maximum Pods for each Amazon EC2 instance type.

If you specified an AMI ID in your launch template, specify the maximum number

of Pods that can run on each node of your node group if you're using custom
networking or want to increase the number of IP addresses assigned to your instance.
For more information, see Amazon EKS recommended maximum Pods for each
Amazon EC2 instance type.

b. Deploy the nodegroup with the following command.

eksctl create nodegroup --config-file eks-nodegroup.yaml

AWS Management Console

To create a managed node group using the AWS Management Console

1.

o v M WD

Wait for your cluster status to show as ACTIVE. You can't create a managed node group for
a cluster that isn't already ACTIVE.

Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/clusters.

Choose the name of the cluster that you want to create a managed node group in.
Select the Compute tab.
Choose Add node group.

On the Configure node group page, fill out the parameters accordingly, and then choose
Next.
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« Name - Enter a unique name for your managed node group. The node group name
can't be longer than 63 characters. It must start with letter or digit, but can also include
hyphens and underscores for the remaining characters.

» Node IAM role - Choose the node instance role to use with your node group. For more
information, see Amazon EKS node IAM role.

/A Important
» You can't use the same role that is used to create any clusters.
« We recommend using a role that's not currently in use by any self-managed

node group. Otherwise, you plan to use with a new self-managed node group.
For more information, see Deleting a managed node group.

« Use launch template - (Optional) Choose if you want to use an existing launch template.
Select a Launch Template Name. Then, select a Launch template version. If you
don't select a version, then Amazon EKS uses the template's default version. Launch
templates allow for more customization of your node group, such as allowing you to
deploy a custom AMI, assign a significantly higher number of IP addresses to Pods,
assign IP addresses to Pods from a different CIDR block than the instance's, enable the
containerd runtime for your instances, and deploying nodes to a cluster without
outbound internet access. For more information, see Increase the amount of available IP
addresses for your Amazon EC2 nodes, Custom networking for pods, Test migration from

Docker to containerd, and Private cluster requirements.

The launch template must meet the requirements in Customizing managed nodes with

launch templates. If you don't use your own launch template, the Amazon EKS API

creates a default Amazon EC2 launch template in your account and deploys the node
group using the default launch template.

If you implement IAM roles for service accounts, assign necessary permissions directly to

every Pod that requires access to AWS services, and no Pods in your cluster require access
to IMDS for other reasons, such as retrieving the current AWS Region, then you can also
disable access to IMDS for Pods that don't use host networking in a launch template. For
more information, see Restrict access to the instance profile assigned to the worker node.

« Kubernetes labels — (Optional) You can choose to apply Kubernetes labels to the nodes
in your managed node group.
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« Kubernetes taints — (Optional) You can choose to apply Kubernetes taints to the nodes
in your managed node group. The available options in the Effect menu are NoSchedule,
NoExecute, and PrefexrNoSchedule. For more information, see Node taints on

managed node groups.

» Tags - (Optional) You can choose to tag your Amazon EKS managed node group. These
tags don't propagate to other resources in the node group, such as Auto Scaling groups
or instances. For more information, see Tagging your Amazon EKS resources.

7. On the Set compute and scaling configuration page, fill out the parameters accordingly,
and then choose Next.

« AMI type - Select an AMI type. If you are deploying Arm instances, be sure to review the
considerations in Amazon EKS optimized Arm Amazon Linux AMIs before deploying.

If you specified a launch template on the previous page, and specified an AMI in the
launch template, then you can't select a value. The value from the template is displayed.
The AMI specified in the template must meet the requirements in Specifying an AMI.

» Capacity type - Select a capacity type. For more information about choosing a capacity
type, see Managed node group capacity types. You can't mix different capacity types

within the same node group. If you want to use both capacity types, create separate node
groups, each with their own capacity and instance types.

 Instance types — By default, one or more instance type is specified. To remove a default
instance type, select the X on the right side of the instance type. Choose the instance
types to use in your managed node group. For more information, see Choosing an
Amazon EC2 instance type.

The console displays a set of commonly used instance types. If you need to create a
managed node group with an instance type that's not displayed, then use eksctl, the
AWS CLI, AWS CloudFormation, or an SDK to create the node group. If you specified a
launch template on the previous page, then you can't select a value because the instance
type must be specified in the launch template. The value from the launch template

is displayed. If you selected Spot for Capacity type, then we recommend specifying
multiple instance types to enhance availability.

 Disk size — Enter the disk size (in GiB) to use for your node's root volume.

If you specified a launch template on the previous page, then you can't select a value
because it must be specified in the launch template.
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» Desired size — Specify the current number of nodes that the managed node group should
maintain at launch.

® Note

Amazon EKS doesn't automatically scale your node group in or out. However, you
can configure the Kubernetes Cluster Autoscaler to do this for you.

o Minimum size - Specify the minimum number of nodes that the managed node group
can scale in to.

o Maximum size — Specify the maximum number of nodes that the managed node group
can scale out to.

» Node group update configuration — (Optional) You can select the number or percentage
of nodes to be updated in parallel. These nodes will be unavailable during the update.
For Maximum unavailable, select one of the following options and specify a Value:

o Number - Select and specify the number of nodes in your node group that can be
updated in parallel.

» Percentage - Select and specify the percentage of nodes in your node group that can
be updated in parallel. This is useful if you have a large number of nodes in your node
group.

8. On the Specify networking page, fill out the parameters accordingly, and then choose
Next.

« Subnets — Choose the subnets to launch your managed nodes into.

/A Important

If you are running a stateful application across multiple Availability Zones that
is backed by Amazon EBS volumes and using the Kubernetes Autoscaling, you
should configure multiple node groups, each scoped to a single Availability Zone.
In addition, you should enable the --balance-similar-node-groups feature.
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/A Important

« If you choose a public subnet, and your cluster has only the public API server
endpoint enabled, then the subnet must have MapPublicIPOnLaunch set to
true for the instances to successfully join a cluster. If the subnet was created
using eksctl or the Amazon EKS vended AWS CloudFormation templates on
or after March 26, 2020, then this setting is already set to true. If the subnets
were created with eksctl or the AWS CloudFormation templates before March
26, 2020, then you need to change the setting manually. For more information,

see Modifying the public IPv4 addressing attribute for your subnet.

« If you use a launch template and specify multiple network interfaces, Amazon
EC2 won't auto-assign a public IPv4 address, even if MapPublicIpOnLaunch
is set to true. For nodes to join the cluster in this scenario, you must either
enable the cluster's private API server endpoint, or launch nodes in a private
subnet with outbound internet access provided through an alternative method,
such as a NAT Gateway. For more information, see Amazon EC2 instance IP
addressing in the Amazon EC2 User Guide for Linux Instances.

» Configure SSH access to nodes (Optional). Enabling SSH allows you to connect to your
instances and gather diagnostic information if there are issues. We highly recommend
enabling remote access when you create a node group. You can't enable remote access
after the node group is created.

If you chose to use a launch template, then this option isn't shown. To enable remote
access to your nodes, specify a key pair in the launch template and ensure that the
proper port is open to the nodes in the security groups that you specify in the launch
template. For more information, see Using custom security groups.

® Note

For Windows, this command doesn't enable SSH. Instead, it associates your
Amazon EC2 key pair with the instance and allows you to RDP into the instance.

» For SSH key pair (Optional), choose an Amazon EC2 SSH key to use. For Linux
information, see Amazon EC2 key pairs and Linux instances in the Amazon EC2 User Guide

for Linux Instances. For Windows information, see Amazon EC2 key pairs and Windows
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10.

11.

instances in the Amazon EC2 User Guide for Windows Instances. If you chose to use a
launch template, then you can't select one. When an Amazon EC2 SSH key is provided for
node groups using Bottlerocket AMiIs, the administrative container is also enabled. For
more information, see Admin container on GitHub.

» For Allow SSH remote access from, if you want to limit access to specific instances,
then select the security groups that are associated to those instances. If you don't select
specific security groups, then SSH access is allowed from anywhere on the internet
(0.0.0.0/0).

On the Review and create page, review your managed node group configuration and

choose Create.

If nodes fail to join the cluster, then see Nodes fail to join cluster in the Troubleshooting
guide.

Watch the status of your nodes and wait for them to reach the Ready status.

kubectl get nodes --watch

(GPU nodes only) If you chose a GPU instance type and the Amazon EKS optimized
accelerated AMI, then you must apply the NVIDIA device plugin for Kubernetes as a
DaemonSet on your cluster. Replace vX. X. X with your desired NVIDIA/k8s-device-plugin
version before running the following command.

kubectl apply -f https://raw.githubusercontent.com/NVIDIA/k8s-device-
plugin/vX.X.X/nvidia-device-plugin.yml

Now that you have a working Amazon EKS cluster with nodes, you're ready to start installing
Kubernetes add-ons and deploying applications to your cluster. The following documentation
topics help you to extend the functionality of your cluster.

» The IAM principal that created the cluster is the only principal that can make calls to the
Kubernetes API server with kubectl or the AWS Management Console. If you want other IAM
principals to have access to your cluster, then you need to add them. For more information, see
Enabling IAM principal access to your cluster and Required permissions.

« We recommend blocking Pod access to IMDS if the following conditions are true:

» You plan to assign IAM roles to all of your Kubernetes service accounts so that Pods only have

the minimum permissions that they need.
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» No Pods in the cluster require access to the Amazon EC2 instance metadata service (IMDS) for
other reasons, such as retrieving the current AWS Region.

For more information, see Restrict access to the instance profile assigned to the worker node.

» Autoscaling — Configure the Kubernetes Cluster Autoscaler to automatically adjust the number of
nodes in your node groups.

» Deploy a sample application to your cluster.

» Cluster management — Learn how to use important tools for managing your cluster.

Updating a managed node group

When you initiate a managed node group update, Amazon EKS automatically updates your nodes
for you, completing the steps listed in Managed node update behavior. If you're using an Amazon

EKS optimized AMI, Amazon EKS automatically applies the latest security patches and operating
system updates to your nodes as part of the latest AMI release version.

There are several scenarios where it's useful to update your Amazon EKS managed node group's
version or configuration:

» You have updated the Kubernetes version for your Amazon EKS cluster and want to update your
nodes to use the same Kubernetes version.

« A new AMI release version is available for your managed node group. For more information
about AMI versions, see these sections:

« Amazon EKS optimized Amazon Linux AMI versions

« Amazon EKS optimized Bottlerocket AMls

« Amazon EKS optimized Windows AMI versions

» You want to adjust the minimum, maximum, or desired count of the instances in your managed
node group.

» You want to add or remove Kubernetes labels from the instances in your managed node group.
» You want to add or remove AWS tags from your managed node group.

» You need to deploy a new version of a launch template with configuration changes, such as an
updated custom AMI.

« You have deployed version 1.9.0 or later of the Amazon VPC CNI add-on, enabled the add-
on for prefix delegation, and want new AWS Nitro System instances in a node group to support
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a significantly increased number of Pods. For more information, see Increase the amount of

available IP addresses for your Amazon EC2 nodes.

» You have enabled IP prefix delegation for Windows nodes and want new AWS Nitro System
instances in a node group to support a significantly increased number of Pods. For more
information, see Increase the amount of available IP addresses for your Amazon EC2 nodes.

If there's a newer AMI release version for your managed node group's Kubernetes version, you can
update your node group's version to use the newer AMI version. Similarly, if your cluster is running
a Kubernetes version that's newer than your node group, you can update the node group to use the
latest AMI release version to match your cluster's Kubernetes version.

When a node in a managed node group is terminated due to a scaling operation or update, the
Pods in that node are drained first. For more information, see Managed node update behavior.

Update a node group version

You can update a node group version with eksctl or the AWS Management Console. The version
that you update to can't be greater than the control plane's version.

eksctl
To update a node group version with eksctl

« Update a managed node group to the latest AMI release of the same Kubernetes version
that's currently deployed on the nodes with the following command. Replace every
example value with your own values.

eksctl upgrade nodegroup \
--name=node-group-name \
--cluster=my-cluster \
--region=region-code

(® Note

If you're upgrading a node group that's deployed with a launch template to a new
launch template version, add --launch-template-version version-number
to the preceding command. The launch template must meet the requirements
described in Customizing managed nodes with launch templates. If the launch

template includes a custom AMI, the AMI must meet the requirements in Specifying
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an AMI. When you upgrade your node group to a newer version of your launch
template, every node is recycled to match the new configuration of the launch
template version that's specified.

You can't directly upgrade a node group that's deployed without a launch template
to a new launch template version. Instead, you must deploy a new node group
using the launch template to update the node group to a new launch template
version.

You can upgrade a node group to the same version as the control plane's Kubernetes
version. For example, if you have a cluster running Kubernetes 1. 28, you can upgrade
nodes currently running Kubernetes 1.27 to version 1. 28 with the following command.

eksctl upgrade nodegroup \
--name=node-group-name \
--cluster=my-cluster \
--region=region-code \
--kubernetes-version=1.28

AWS Management Console

To update a node group version with the AWS Management Console

1.
2.

Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/clusters.

Choose the cluster that contains the node group to update.

If at least one node group has an available update, a box appears at the top of the page
notifying you of the available update. If you select the Compute tab, you'll see Update now
in the AMI release version column in the Node groups table for the node group that has
an available update. To update the node group, choose Update now.

You won't see a notification for node groups that were deployed with a custom AMI. If
your nodes are deployed with a custom AMI, complete the following steps to deploy a new
updated custom AML.

a. Create a new version of your AMI.

b. Create a new launch template version with the new AMI ID.

c. Upgrade the nodes to the new version of the launch template.
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4. On the Update node group version dialog box, activate or deactivate the following
options:

« Update node group version — This option is unavailable if you deployed a custom AMI or
your Amazon EKS optimized AMl is currently on the latest version for your cluster.

« Change launch template version — This option is unavailable if the node group is
deployed without a custom launch template. You can only update the launch template
version for a node group that has been deployed with a custom launch template. Select
the Launch template version that you want to update the node group to. If your node
group is configured with a custom AMI, then the version that you select must also specify
an AMI. When you upgrade to a newer version of your launch template, every node is
recycled to match the new configuration of the launch template version specified.

5. For Update strategy, select one of the following options:

» Rolling update - This option respects the Pod disruption budgets for your cluster.
Updates fail if there's a Pod disruption budget issue that causes Amazon EKS to be
unable to gracefully drain the Pods that are running on this node group.

» Force update - This option doesn't respect Pod disruption budgets. Updates occur
regardless of Pod disruption budget issues by forcing node restarts to occur.

6. Choose Update.

Edit a node group configuration
You can modify some of the configurations of a managed node group.
To edit a node group configuration

Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/clusters.

Choose the cluster that contains the node group to edit.
Select the Compute tab.
Select the node group to edit, and then choose Edit.

i A W=

(Optional) On the Edit node group page, do the following:
a. Edit the Node group scaling configuration.

» Desired size — Specify the current number of nodes that the managed node group
should maintain.
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f.

o Minimum size - Specify the minimum number of nodes that the managed node group
can scale in to.

o Maximum size — Specify the maximum number of nodes that the managed node group
can scale out to. For the maximum number of nodes supported in a node group, see
Amazon EKS service quotas.

(Optional) Add or remove Kubernetes labels to the nodes in your node group. The labels
shown here are only the labels that you have applied with Amazon EKS. Other labels may
exist on your nodes that aren't shown here.

(Optional) Add or remove Kubernetes taints to the nodes in your node group. Added
taints can have the effect of either NoSchedule, NoExecute, or PrefexrNoSchedule.
For more information, see Node taints on managed node groups.

(Optional) Add or remove Tags from your node group resource. These tags are only
applied to the Amazon EKS node group. They don't propagate to other resources, such as
subnets or Amazon EC2 instances in the node group.

(Optional) Edit the Node Group update configuration. Select either Number or
Percentage.
o Number - Select and specify the number of nodes in your node group that can be

updated in parallel. These nodes will be unavailable during update.

» Percentage - Select and specify the percentage of nodes in your node group that can be
updated in parallel. These nodes will be unavailable during update. This is useful if you
have many nodes in your node group.

When you're finished editing, choose Save changes.

Managed node update behavior

The Amazon EKS managed worker node upgrade strategy has four different phases described in
the following sections.

Setup phase

The setup phase has these steps:

1. It creates a new Amazon EC2 launch template version for the Auto Scaling group that's
associated with your node group. The new launch template version uses the target AMI or a
custom launch template version for the update.
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2. It updates the Auto Scaling group to use the latest launch template version.

3. It determines the maximum quantity of nodes to upgrade in parallel using the updateConfig
property for the node group. The maximum unavailable has a quota of 100 nodes. The default
value is one node. For more information, see the updateConfig property in the Amazon EKS

API Reference.

Scale up phase

When upgrading the nodes in a managed node group, the upgraded nodes are launched in

the same Availability Zone as those that are being upgraded. To guarantee this placement, we

use Amazon EC2's Availability Zone Rebalancing. For more information, see Availability Zone
Rebalancing in the Amazon EC2 Auto Scaling User Guide. To meet this requirement, it's possible that
we'd launch up to two instances per Availability Zone in your managed node group.

The scale up phase has these steps:

1. It increments the Auto Scaling Group's maximum size and desired size by the larger of either:
« Up to twice the number of Availability Zones that the Auto Scaling group is deployed in.

« The maximum unavailable of upgrade.

For example, if your node group has five Availability Zones and maxUnavailable as one, the
upgrade process can launch a maximum of 10 nodes. However when maxUnavailable is 20
(or anything higher than 10, the process would launch 20 new nodes).

2. After scaling the Auto Scaling group, it checks if the nodes using the latest configuration are
present in the node group. This step succeeds only when it meets these criteria:

» At least one new node is launched in every Availability Zone where the node exists.
« Every new node should be in Ready state.

« New nodes should have Amazon EKS applied labels.

These are the Amazon EKS applied labels on the worker nodes in a regular node group:
« eks.amazonaws.com/nodegroup-image=$amiName

« eks.amazonaws.com/nodegroup=$nodeGroupName

These are the Amazon EKS applied labels on the worker nodes in a custom launch template or
AMI node group:

—» oks . amazonaws.com/nodegroup-image=$amilame
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« eks.amazonaws.com/nodegroup=$nodeGroupName
+ eks.amazonaws.com/sourcelLaunchTemplateld=$launchTemplatelId
« eks.amazonaws.com/sourceLaunchTemplateVersion=$launchTemplateVersion

3. It marks nodes as unschedulable to avoid scheduling new Pods. It also labels nodes with
node.kubernetes.io/exclude-from-external-load-balancers=true to remove the
nodes from load balancers before terminating the nodes.

The following are known reasons which lead to a NodeCreationFailure error in this phase:

Insufficient capacity in the Availability Zone

There is a possibility that the Availability Zone might not have capacity of requested instance
types. It's recommended to configure multiple instance types while creating a managed node

group.

EC2 instance limits in your account

You may need to increase the number of Amazon EC2 instances your account can run
simultaneously using Service Quotas. For more information, see EC2 Service Quotas in the

Amazon Elastic Compute Cloud User Guide for Linux Instances.

Custom user data

Custom user data can sometimes break the bootstrap process. This scenario can lead to the
kubelet not starting on the node or nodes not getting expected Amazon EKS labels on them.
For more information, see Specifying an AMI.

Any changes which make a node unhealthy or not ready

Node disk pressure, memory pressure, and similar conditions can lead to a node not going to
Ready state.

Upgrade phase

The upgrade phase has these steps:

1. It randomly selects a node that needs to be upgraded, up to the maximum unavailable
configured for the node group.
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2. It drains the Pods from the node. If the Pods don't leave the node within 15 minutes and there's
no force flag, the upgrade phase fails with a PodEvictionFailure error. For this scenario, you
can apply the force flag with the update-nodegroup-version request to delete the Pods.

3. It cordons the node after every Pod is evicted and waits for 60 seconds. This is done so that the
service controller doesn't send any new requests to this node and removes this node from its list
of active nodes.

4. It sends a termination request to the Auto Scaling Group for the cordoned node.

5. It repeats the previous upgrade steps until there are no nodes in the node group that are
deployed with the earlier version of the launch template.

The following are known reasons which lead to a PodEvictionFailure error in this phase:

Aggressive PDB

Aggressive PDB is defined on the Pod or there are multiple PDBs pointing to the same Pod.

Deployment tolerating all the taints

Once every Pod is evicted, it's expected for the node to be empty because the node is tainted in
the earlier steps. However, if the deployment tolerates every taint, then the node is more likely
to be non-empty, leading to Pod eviction failure.

Scale down phase

The scale down phase decrements the Auto Scaling group maximum size and desired size by one to
return to values before the update started.

If the Upgrade workflow determines that the Cluster Autoscaler is scaling up the node group
during the scale down phase of the workflow, it exits immediately without bringing the node group
back to its original size.

Node taints on managed node groups

Amazon EKS supports configuring Kubernetes taints through managed node groups. Taints and
tolerations work together to ensure that Pods aren't scheduled onto inappropriate nodes. One

or more taints can be applied to a node. This marks that the node shouldn't accept any Pods that
don't tolerate the taints. Tolerations are applied to Pods and allow, but don't require, the Pods to
schedule onto nodes with matching taints. For more information, see Taints and Tolerations in the

Kubernetes documentation.
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Kubernetes node taints can be applied to new and existing managed node groups using the AWS
Management Console or through the Amazon EKS API.

« For information on creating a node group with a taint using the AWS Management Console, see
Creating a managed node group.

» The following is an example of creating a node group with a taint using the AWS CLI:

aws eks create-nodegroup \
--cli-input-json '
{
"clustexName": "my-cluster",
"nodegroupName": "node-taints-example",
"subnets": [
"subnet-1234567890abcdef0",
"subnet-abcdef01234567890",
"subnet-021345abcdef67890"

1,
"nodeRole": "arn:aws:iam::111122223333:ro0le/AmazonEKSNodeRole",

"taints": [
{
"key": "dedicated",
"value": "gpuGroup",
"effect": "NO_SCHEDULE"

}l

For more information and examples of usage, see taint in the Kubernetes reference documentation.

(® Note
« Taints can be updated after you create the node group using the
UpdateNodegroupConfig API.

» The taint key must begin with a letter or number. It can contain letters, numbers,
hyphens (-), periods (.), and underscores (_). It can be up to 63 characters long.

« Optionally, the taint key can begin with a DNS subdomain prefix and a single /. If it
begins with a DNS subdomain prefix, it can be 253 characters long.
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» The value is optional and must begin with a letter or number. It can contain letters,
numbers, hyphens (-), periods (.), and underscores (_). It can be up to 63 characters long.

« When using Kubernetes directly or the AWS Management Console, the taint effect
must be NoSchedule, PreferNoSchedule, or NoExecute. However, when using the
AWS CLI or API, the taint effect must be NO_SCHEDULE, PREFER_NO_SCHEDULE, or
NO_EXECUTE.

« A maximum of 50 taints are allowed per node group.

« If taints that were created using a managed node group are removed manually from a
node, then Amazon EKS doesn't add the taints back to the node. This is true even if the
taints are specified in the managed node group configuration.

You can use the aws eks update-nodegroup-config AWS CLI command to add, remove, or

replace taints for managed node groups.

Customizing managed nodes with launch templates

For the highest level of customization, you can deploy managed nodes using your own launch
template. Using a launch template allows capabilities such as the following:

« Provide bootstrap arguments at deployment of a node, such as extra kubelet arguments.

« Assign IP addresses to Pods from a different CIDR block than the IP address assigned to the
node.

« Deploy your own custom AMI to nodes.

» Deploy your own custom CNI to nodes.

When you give your own launch template upon first creating a managed node group, you will also
have greater flexibility later. As long as you deploy a managed node group with your own launch
template, you can iteratively update it with a different version of the same launch template. When
you update your node group to a different version of your launch template, all nodes in the group
are recycled to match the new configuration of the specified launch template version.

Managed node groups are always deployed with a launch template to be used with the Amazon
EC2 Auto Scaling group. When you don't provide a launch template, the Amazon EKS API creates
one automatically with default values in your account. However, we don't recommend that you
modify auto-generated launch templates. Furthermore, existing node groups that don't use a
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custom launch template can't be updated directly. Instead, you must create a new node group with
a custom launch template to do so.

Launch template configuration basics

You can create an Amazon EC2 Auto Scaling launch template with the AWS Management Console,
AWS CLI, or an AWS SDK. For more information, see Creating a Launch Template for an Auto

Scaling group in the Amazon EC2 Auto Scaling User Guide. Some of the settings in a launch

template are similar to the settings used for managed node configuration. When deploying or
updating a node group with a launch template, some settings must be specified in either the node
group configuration or the launch template. Don't specify a setting in both places. If a setting
exists where it shouldn't, then operations such as creating or updating a node group fail.

The following table lists the settings that are prohibited in a launch template. It also lists similar
settings, if any are available, that are required in the managed node group configuration. The listed
settings are the settings that appear in the console. They might have similar but different names in
the AWS CLI and SDK.

Launch template - Prohibited

Subnet under Network interfaces (Add
network interface)

IAM instance profile under Advanced details

Shutdown behavior and Stop - Hibernate
behavior under Advanced details. Retain
default Don't include in launch template
setting in launch template for both settings.

Amazon EKS node group configuration

Subnets under Node group network
configuration on the Specify networking

page

Node IAM role under Node group configura
tion on the Configure Node group page

No equivalent. Amazon EKS must control the
instance lifecycle, not the Auto Scaling group.

The following table lists the prohibited settings in a managed node group configuration. It also

lists similar settings, if any are available, which are required in a launch template. The listed

settings are the settings that appear in the console. They might have similar names in the AWS CLI

and SDK.
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Amazon EKS node group configuration -
Prohibited

(Only if you specified a custom AMl in a
launch template) AMI type under Node group
compute configuration on Set compute and
scaling configuration page — Console displays
Specified in launch template and the AMI ID
that was specified.

If Application and OS Images (Amazon
Machine Image) wasn't specified in the launch
template, you can select an AMI in the node
group configuration.

Disk size under Node group compute
configuration on Set compute and scaling
configuration page - Console displays
Specified in launch template.

Launch template

Application and OS Images (Amazon
Machine Image) under Launch template
contents - You must specify an ID if you have
either of the following requirements:

« Using a custom AML. If you specify an
AMI that doesn't meet the requirements
listed in Specifying an AMI, the node group

deployment will fail.

« Want to provide user data to provide
arguments to the bootstrap.sh file
included with an Amazon EKS optimized
AML. You can enable your instances to
assign a significantly higher number of
IP addresses to Pods, assign IP addresses
to Pods from a different CIDR block than
the instance's, enable the container
d runtime, or deploy a private cluster
without outbound internet access. For more
information, see the following topics:

e Increase the amount of available IP

addresses for your Amazon EC2 nodes

« Custom networking for pods

« Test migration from Docker to

containerd

 Private cluster requirements

» Specifying an AMI

Size under Storage (Volumes) (Add new
volume). You must specify this in the launch
template.
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Amazon EKS node group configuration - Launch template
Prohibited
SSH key pair under Node group configura Key pair name under Key pair (login).

tion on the Specify Networking page — The
console displays the key that was specified in
the launch template or displays Not specified
in launch template.

You can't specify source security groups that Security groups under Network settings
are allowed remote access when using a for the instance or Security groups under
launch template. Network interfaces (Add network interface),

but not both. For more information, see Using
custom security groups.

(® Note

« If you deploy a node group using a launch template, specify zero or one Instance type
under Launch template contents in a launch template. Alternatively, you can specify
0-20 instance types for Instance types on the Set compute and scaling configuration
page in the console. Or, you can do so using other tools that use the Amazon EKS API.
If you specify an instance type in a launch template, and use that launch template to
deploy your node group, then you can't specify any instance types in the console or
using other tools that use the Amazon EKS API. If you don't specify an instance type in a
launch template, in the console, or using other tools that use the Amazon EKS API, the
t3.medium instance type is used. If your node group is using the Spot capacity type,
then we recommend specifying multiple instance types using the console. For more
information, see Managed node group capacity types.

« If any containers that you deploy to the node group use the Instance Metadata Service
Version 2, make sure to set the Metadata response hop limit to 2 in your launch
template. For more information, see Instance metadata and user data in the Amazon
EC2 User Guide for Linux Instances. If you deploy a managed node group without using a
custom launch template, this value is automatically set for the node group in the default

launch template.
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Tagging Amazon EC2 instances

You can use the TagSpecification parameter of a launch template to specify which tags to
apply to Amazon EC2 instances in your node group. The IAM entity calling the CreateNodegroup
or UpdateNodegroupVersion APIs must have permissions for ec2:RunInstances and
ec2:CreateTags, and the tags must be added to the launch template.

Using custom security groups

You can use a launch template to specify custom Amazon EC2 security groups to apply to instances
in your node group. This can be either in the instance level security groups parameter or as part

of the network interface configuration parameters. However, you can't create a launch template
that specifies both instance level and network interface security groups. Consider the following
conditions that apply to using custom security groups with managed node groups:

« Amazon EKS only allows launch templates with a single network interface specification.

» By default, Amazon EKS applies the cluster security group to the instances in your node group
to facilitate communication between nodes and the control plane. If you specify custom security
groups in the launch template using either option mentioned earlier, Amazon EKS doesn't add
the cluster security group. So, you must ensure that the inbound and outbound rules of your
security groups enable communication with the endpoint of your cluster. If your security group
rules are incorrect, the worker nodes can't join the cluster. For more information about security
group rules, see Amazon EKS security group requirements and considerations.

« If you need SSH access to the instances in your node group, include a security group that allows
that access.

Amazon EC2 user data

The launch template includes a section for custom user data. You can specify configuration settings
for your node group in this section without manually creating individual custom AMiIs. For more
information about the settings available for Bottlerocket, see Using user data on GitHub.

You can supply Amazon EC2 user data in your launch template using cloud-init when launching
your instances. For more information, see the cloud-init documentation. Your user data can be used
to perform common configuration operations. This includes the following operations:

« Including users or groups

« Installing packages
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Amazon EC2 user data in launch templates that are used with managed node groups must be in
the MIME multi-part archive format for Amazon Linux AMIs and TOML format for Bottlerocket
AMIs. This is because your user data is merged with Amazon EKS user data required for nodes to
join the cluster. Don't specify any commands in your user data that starts or modifies kubelet.
This is performed as part of the user data merged by Amazon EKS. Certain kubelet parameters,
such as setting labels on nodes, can be configured directly through the managed node groups API.

(@ Note

For more information about advanced kubelet customization, including manually starting
it or passing in custom configuration parameters, see Specifying an AMI. If a custom AMI ID
is specified in a launch template, Amazon EKS doesn't merge user data.

The following details provide more information about the user data section.

Amazon Linux 2 user data

You can combine multiple user data blocks together into a single MIME multi-part file. For
example, you can combine a cloud boothook that configures the Docker daemon with a user
data shell script that installs a custom package. A MIME multi-part file consists of the following
components:

« The content type and part boundary declaration - Content-Type: multipart/mixed;
boundary="==MYBOUNDARY=="

e The MIME version declaration - MIME-Version: 1.0

« One or more user data blocks, which contain the following components:

« The opening boundary, which signals the beginning of a user data block - - -
==MYBOUNDARY==

« The content type declaration for the block: Content-Type: text/cloud-config;
charset="us-ascii". For more information about content types, see the cloud-init
documentation.

« The content of the user data (for example, a list of shell commands or cloud-init
directives).

» The closing boundary, which signals the end of the MIME multi-part file: - -
==MYBOUNDARY==- -
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The following is an example of a MIME multi-part file that you can use to create your own.

MIME-Version: 1.0
Content-Type: multipart/mixed; boundary="==MYBOUNDARY=="

- -==MYBOUNDARY==
Content-Type: text/x-shellscript; charset="us-ascii"

#!/bin/bash
echo "Running custom user data script"

--==MYBOUNDARY==- -

Amazon Linux 2023 user data

Amazon Linux 2023 (AL2023) introduces a new node initialization process nodeadm that uses a
YAML configuration schema. If you're using self-managed node groups or an AMI with a launch
template, you'll now need to provide additional cluster metadata explicitly when creating

a new node group. An example of the minimum required parameters is as follows, where
apiServerEndpoint, certificateAuthority, and service cidr are now required:

apiVersion: node.eks.aws/vlalphal

kind: NodeConfig

spec:

cluster:

name: my-cluster
apiServerEndpoint: https://example.com
certificateAuthority: Y2VydGlmaWNhdGVBdXRob3JpdHk=
cidr: 10.100.0.0/16

You'll typically set this configuration in your user data, either as-is or embedded within a MIME
multi-part document:

MIME-Version: 1.0
Content-Type: multipart/mixed; boundary="BOUNDARY"

- -BOUNDARY
Content-Type: application/node.eks.aws
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apiVersion: node.eks.aws/vlalphal
kind: NodeConfig spec: [...]

- -BOUNDARY - -

In AL2, the metadata from these parameters was discovered from the Amazon EKS
DescribeCluster API call. With AL2023, this behavior has changed since the additional
API call risks throttling during large node scale ups. This change doesn't affect you if you're
using managed node groups without a launch template or if you're using Karpenter. For more
information on certificateAuthority and service cidr, see DescribeCluster in the
Amazon EKS API Reference.

Bottlerocket user data

Bottlerocket structures user data in the TOML format. You can provide user data to be merged
with the user data provided by Amazon EKS. For example, you can provide additional kubelet
settings.

[settings.kubernetes.system-reserved]
cpu = "10m"

memory = "10Q0Mi"

ephemeral-storage= "1Gi"

For more information about the supported settings, see Bottlerocket documentation. You can
configure node labels and taints in your user data. However, we recommend that you configure
these within your node group instead. Amazon EKS applies these configurations when you do

SO.

When user data is merged, formatting isn't preserved, but the content remains the

same. The configuration that you provide in your user data overrides any settings that

are configured by Amazon EKS. So, if you set settings.kubernetes.max-pods or
settings.kubernetes.cluster-dns-ip, values in your user data are applied to the nodes.

Amazon EKS doesn't support all valid TOML. The following is a list of known unsupported

formats:
* Quotes within quoted keys: 'quoted "value"' = "value"
» Escaped quotesinvalues: str = "I'm a string. \"You can quote me\""

« Mixed floats and integers: numbers = [ 0.1, 0.2, 0.5, 1, 2, 5 ]
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» Mixed types in arrays: contributors = ["fooeexample.com", { name = "Baz",
email = "baz@example.com" }]

» Bracketed headers with quoted keys: [foo."bar.baz"]

Windows user data

Windows user data uses PowerShell commands. When creating a managed node group, your
custom user data combines with Amazon EKS managed user data. Your PowerShell commands
come first, followed by the managed user data commands, all within one <powershell></
powershell> tag.

(® Note

When no AMI ID is specified in the launch template, don't use the Windows Amazon EKS
Bootstrap script in user data to configure Amazon EKS.

Example user data is as follows.

<powershell>
Write-Host "Running custom user data script"
</powexrshell>

Specifying an AMI

If you have either of the following requirements, then specify an AMI ID in the imageId field of
your launch template. Select the requirement you have for additional information.

Provide user data to pass arguments to the bootstrap. sh file included with an Amazon EKS
optimized Linux/Bottlerocket AMI

Bootstrapping is a term used to describe adding commands that can be run when an instance
starts. For example, bootstrapping allows using extra kubelet arguments. You can pass
arguments to the bootstrap.sh script by using eksctl without specifying a launch template. Or
you can do so by specifying the information in the user data section of a launch template.
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eksctl without specifying a launch template

Create a file named my-nodegroup. yaml with the following contents. Replace every example
value with your own values. The --apiserver-endpoint, --b64-cluster-ca, and --
dns-cluster-ip arguments are optional. However, defining them allows the bootstrap.sh
script to avoid making a describeCluster call. This is useful in private cluster setups

or clusters where you're scaling in and out nodes frequently. For more information on the
bootstrap.sh script, see the bootstrap.sh file on GitHub.

« The only required argument is the cluster name (my-cluster).

» To retrieve an optimized AMI ID for ami-1234567890abcdef®, you can use the tables in the
following sections:

» Retrieving Amazon EKS optimized Amazon Linux AMI IDs

» Retrieving Amazon EKS optimized Bottlerocket AMI IDs

» Retrieving Amazon EKS optimized Windows AMI IDs

« Toretrieve the certificate-authority for your cluster, run the following command.

aws eks describe-cluster --query "cluster.certificateAuthority.data" --output text
--name my-cluster --region region-code

» To retrieve the api-server-endpoint for your cluster, run the following command.

aws eks describe-cluster --query "cluster.endpoint" --output text --name my-
cluster --region region-code

e The value for --dns-cluster-ip is your service CIDR with .10 at the end. To retrieve the
service-cidr for your cluster, run the following command. For example, if the returned
value foris ipv4 10.100.0.0/16, then your valueis 10.100.0.10.

aws eks describe-cluster --query "cluster.kubernetesNetworkConfig.servicelIpv4Cidr"
--output text --name my-cluster --region region-code

» This example provides a kubelet argument to set a custom max-pods value using the
bootstrap.sh script included with the Amazon EKS optimized AMI. The node group name
can't be longer than 63 characters. It must start with letter or digit, but can also include
hyphens and underscores for the remaining characters. For help with selecting my-max -
pods-value, see Amazon EKS recommended maximum Pods for each Amazon EC2 instance

type.
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apiVersion: eksctl.io/vlalpha5
kind: ClusterConfig

metadata:
name: my-cluster
region: region-code

managedNodeGroups:
- name: my-nodegroup
ami: ami-1234567890abcdef0
instanceType: m5.large
privateNetworking: true
disableIMDSv1l: true
labels: { x86-al2-specified-mng }
overrideBootstrapCommand: |
#!/bin/bash
/etc/eks/bootstrap.sh my-cluster \
--b64-cluster-ca certificate-authority \
--apiserver-endpoint api-server-endpoint \
--dns-cluster-ip service-cidr.10 \
--kubelet-extra-args '--max-pods=my-max-pods-value' \
--use-max-pods false

For every available eksctl config file option, see Config file schema in the eksctl
documentation. The eksctl utility still creates a launch template for you and populates its user
data with the data that you provide in the config file.

Create a node group with the following command.
eksctl create nodegroup --config-file=my-nodegroup.yaml

User data in a launch template

Specify the following information in the user data section of your launch template. Replace
every example value with your own values. The --apiserver-endpoint, --b64-
cluster-ca, and --dns-cluster-ip arguments are optional. However, defining them
allows the bootstrap. sh script to avoid making a describeCluster call. This is useful in
private cluster setups or clusters where you're scaling in and out nodes frequently. For more
information on the bootstrap. sh script, see the bootstrap. sh file on GitHub.
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» The only required argument is the cluster name (my-cluster).

» Toretrieve the certificate-authority for your cluster, run the following command.

aws eks describe-cluster --query "cluster.certificateAuthority.data" --output text
--name my-cluster --region region-code

» To retrieve the api-server-endpoint for your cluster, run the following command.

aws eks describe-cluster --query "cluster.endpoint” --output text --name my-
cluster --region region-code

e The value for --dns-cluster-ip is your service CIDR with .10 at the end. To retrieve the
service-cidr for your cluster, run the following command. For example, if the returned
value foris ipv4 10.100.0.0/16, then your valueis 10.100.0.10.

aws eks describe-cluster --query "cluster.kubernetesNetworkConfig.servicelIpv4Cidr"
--output text --name my-cluster --region region-code

» This example provides a kubelet argument to set a custom max-pods value using the
bootstrap.sh script included with the Amazon EKS optimized AMI. For help with selecting
my-max-pods-value, see Amazon EKS recommended maximum Pods for each Amazon EC2

instance type.

MIME-Version: 1.0
Content-Type: multipart/mixed; boundary="==MYBOUNDARY=="

- -==MYBOUNDARY==
Content-Type: text/x-shellscript; charset="us-ascii"

#!/bin/bash

set -ex

/etc/eks/bootstrap.sh my-cluster \
--b64-cluster-ca certificate-authority \
--apiserver-endpoint api-server-endpoint \
--dns-cluster-ip service-cidr.10 \
--kubelet-extra-args '--max-pods=my-max-pods-value' \
--use-max-pods false

- -==MYBOUNDARY==- -
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Provide user data to pass arguments to the Start-EKSBootstrap.psl file included with an
Amazon EKS optimized Windows AMI

Bootstrapping is a term used to describe adding commands that can be run when an instance
starts. You can pass arguments to the Start-EKSBootstrap.psl script by using eksctl without
specifying a launch template. Or you can do so by specifying the information in the user data
section of a launch template.

If you want to specify a custom Windows AMI ID, keep in mind the following considerations:

» You must use a launch template and give the required bootstrap commands in the user data
section. To retrieve your desired Windows ID, you can use the table in Amazon EKS optimized
Windows AMls,

« There are several limits and conditions. For example, you must add eks : kube-proxy-windows
to your AWS IAM Authenticator configuration map. For more information, see Limits and
conditions when specifying an AMI ID.

Specify the following information in the user data section of your launch template. Replace
every example value with your own values. The -APIServerEndpoint, -Base64ClusterCA,
and -DNSClusterIP arguments are optional. However, defining them allows the Start-
EKSBootstrap.psl script to avoid making a describeCluster call.

« The only required argument is the cluster name (my-cluster).

» To retrieve the certificate-authority for your cluster, run the following command.

aws eks describe-cluster --query "cluster.certificateAuthority.data" --output text --
name my-cluster --region region-code

» To retrieve the api-server-endpoint for your cluster, run the following command.

aws eks describe-cluster --query "cluster.endpoint" --output text --name my-cluster
--region region-code

« The value for --dns-cluster-ip is your service CIDR with .10 at the end. To retrieve the
service-cidr for your cluster, run the following command. For example, if the returned value
forisipv4 10.100.0.0/16, then your value is 10.100.0.10.
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aws eks describe-cluster --query "cluster.kubernetesNetworkConfig.serviceIpv4Cidxr" --
output text --name my-cluster --region region-code

» For additional arguments, see Bootstrap script configuration parameters.

(® Note

If you're using custom service CIDR, then you need to specify it using the -ServiceCIDR
parameter. Otherwise, the DNS resolution for Pods in the cluster will fail.

<powershell>
[string]$EKSBootstrapScriptFile = "$env:ProgramFiles\Amazon\EKS\Start-EKSBootstrap.psl"
& $EKSBootstrapScriptFile -EKSClusterName my-cluster °
-Base64ClustexCA certificate-authority °
-APIServexrEndpoint api-server-endpoint °
-DNSClusterIP service-cidr.10
</powexrshell>

Run a custom AMI due to specific security, compliance, or internal policy requirements

For more information, see Amazon Machine Images (AMI) in the Amazon EC2 User Guide for Linux
Instances. The Amazon EKS AMI build specification contains resources and configuration scripts for
building a custom Amazon EKS AMI based on Amazon Linux. For more information, see Amazon
EKS AMI Build Specification on GitHub. To build custom AMIs installed with other operating
systems, see Amazon EKS Sample Custom AMls on GitHub.

/A Important

When specifying an AMI, Amazon EKS doesn't merge any user data. Rather, you're
responsible for supplying the required bootstrap commands for nodes to join the
cluster. If your nodes fail to join the cluster, the Amazon EKS CreateNodegroup and
UpdateNodegroupVersion actions also fail.
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Limits and conditions when specifying an AMI ID

The following are the limits and conditions involved with specifying an AMI ID with managed node
groups:

« You must create a new node group to switch between specifying an AMI ID in a launch template
and not specifying an AMI ID.

« You aren't notified in the console when a newer AMI version is available. To update your node
group to a newer AMI version, you need to create a new version of your launch template with
an updated AMI ID. Then, you need to update the node group with the new launch template
version.

» The following fields can't be set in the API if you specify an AMI ID:
« amiType
e releaseVersion
e version

« Any taints set in the API are applied asynchronously if you specify an AMI ID. To apply taints
prior to a node joining the cluster, you must pass the taints to kubelet in your user data using
the --register-with-taints command line flag. For more information, see kubelet in the
Kubernetes documentation.

» When specifying a custom AMI ID for Windows managed node groups, add eks : kube-proxy-
windows to your AWS IAM Authenticator configuration map. This is required for DNS to function

properly.
1. Open the AWS IAM Authenticator configuration map for editing.
kubectl edit -n kube-system cm aws-auth

2. Add this entry to the groups list under each rolearn associated with Windows nodes. Your
configuration map should look similar to aws-auth-cm-windows.yaml.

- eks:kube-proxy-windows

3. Save the file and exit your text editor.
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Deleting a managed node group

This topic describes how you can delete an Amazon EKS managed node group. When you delete
a managed node group, Amazon EKS first sets the minimum, maximum, and desired size of your
Auto Scaling group to zero. This then causes your node group to scale down.

Before each instance is terminated, Amazon EKS sends a signal to drain the Pods from that node.
If the Pods haven't drained after a few minutes, Amazon EKS lets Auto Scaling continue the
termination of the instance. After every instance is terminated, the Auto Scaling group is deleted.

/A Important

If you delete a managed node group that uses a node IAM role that isn't used by any other
managed node group in the cluster, the role is removed from the aws-auth ConfigMap.
If any of the self-managed node groups in the cluster are using the same node IAM role,
the self-managed nodes move to the NotReady status. Additionally, the cluster operation
is also disrupted. To add a mapping for the role you're using only for the self-managed
node groups, see Creating access entries, if your cluster's platform version is at least
minimum version listed in the prerequisites section of Allowing IAM roles or users access to
Kubernetes objects on your Amazon EKS cluster. If your platform version is earlier than the
required minimum version for access entries, you can add the entry back to the aws-auth
ConfigMap. For more information, enter eksctl create iamidentitymapping --
help in your terminal.

You can delete a managed node group with eksctl or the AWS Management Console.

eksctl
To delete a managed node group with eksctl

Enter the following command. Replace every example value with your own values.

eksctl delete nodegroup \
--cluster my-cluster \
--name my-mng \
--region region-code

For more options, see Deleting and draining nodegroups in the eksctl documentation.
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AWS Management Console
To delete your managed node group with the AWS Management Console

1. Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/clusters.

2. On the Clusters page, choose the cluster that contains the node group to delete.
3. On the selected cluster page, choose the Compute tab.
4. Inthe Node groups section, choose the node group to delete. Then choose Delete.
5. In the Delete node group confirmation dialog box, enter the name of the node group. Then
choose Delete.
AWS CLI

To delete your managed node group with the AWS CLI

1. Enter the following command. Replace every example value with your own values.

aws eks delete-nodegroup \
--cluster-name my-cluster \
--nodegroup-name my-mng \
--region region-code

2. Use the arrow keys on your keyboard to scroll through the response output. Press the q key
when you're finished.

For more options, see the delete-nodegroup command in the AWS CLI Command Reference.

Self-managed nodes

A cluster contains one or more Amazon EC2 nodes that Pods are scheduled on. Amazon EKS nodes
run in your AWS account and connect to the control plane of your cluster through the cluster API
server endpoint. You're billed for them based on Amazon EC2 prices. For more information, see
Amazon EC2 pricing.

A cluster can contain several node groups. Each node group contains one or more nodes that are
deployed in an Amazon EC2 Auto Scaling group. The instance type of the nodes within the group
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can vary, such as when using attribute-based instance type selection with Karpenter. All instances

in a node group must use the Amazon EKS node IAM role.

Amazon EKS provides specialized Amazon Machine Images (AMIs) that are called Amazon EKS
optimized AMIs. The AMIs are configured to work with Amazon EKS. Their components include
containerd, kubelet, and the AWS IAM Authenticator. The AMIs also contain a specialized
bootstrap script that allows it to discover and connect to your cluster's control plane automatically.

If you restrict access to the public endpoint of your cluster using CIDR blocks, we recommend that
you also enable private endpoint access. This is so that nodes can communicate with the cluster.
Without the private endpoint enabled, the CIDR blocks that you specify for public access must
include the egress sources from your VPC. For more information, see Amazon EKS cluster endpoint

access control.

To add self-managed nodes to your Amazon EKS cluster, see the topics that follow. If you launch
self-managed nodes manually, add the following tag to each node. For more information, see
Adding and deleting tags on an individual resource. If you follow the steps in the guides that

follow, the required tag is automatically added to nodes for you.

Key Value

kubernetes.io/cluster/ my-cluster owned

For more information about nodes from a general Kubernetes perspective, see Nodes in the
Kubernetes documentation.

Topics

» Launching self-managed Amazon Linux nodes

» Launching self-managed Bottlerocket nodes

» Launching self-managed Windows nodes

« Self-managed node updates

Launching self-managed Amazon Linux nodes

This topic describes how you can launch Auto Scaling groups of Linux nodes that register with
your Amazon EKS cluster. After the nodes join the cluster, you can deploy Kubernetes applications
to them. You can also launch self-managed Amazon Linux nodes with eksctl or the AWS
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Management Console. If you need to launch nodes on AWS Outposts, see Launching self-managed

Amazon Linux nodes on an Outpost.

Prerequisites

« An existing Amazon EKS cluster. To deploy one, see Creating an Amazon EKS cluster. If you have
subnets in the AWS Region where you have AWS Outposts, AWS Wavelength, or AWS Local Zones
enabled, those subnets must not have been passed in when you created your cluster.

« An existing IAM role for the nodes to use. To create one, see Amazon EKS node IAM role. If this

role doesn't have either of the policies for the VPC CNI, the separate role that follows is required
for the VPC CNI pods.

» (Optional, but recommended) The Amazon VPC CNI plugin for Kubernetes add-on configured
with its own 1AM role that has the necessary IAM policy attached to it. For more information, see
Configuring the Amazon VPC CNI plugin for Kubernetes to use IAM roles for service accounts
(IRSA).

« Familiarity with the considerations listed in Choosing an Amazon EC2 instance type. Depending

on the instance type you choose, there may be additional prerequisites for your cluster and VPC.

eksctl

® Note

eksctl doesn't support Amazon Linux 2023 at this time.

Prerequisite

Version @.172.0 or later of the eksctl command line tool installed on your device or AWS
CloudShell. To install or update eksctl, see Installation in the eksctl documentation.

To launch self-managed Linux nodes using eksctl

1. (Optional) If the AmazonEKS_CNI_Policy managed IAM policy is attached to your Amazon
EKS node IAM role, we recommend assigning it to an IAM role that you associate to the
Kubernetes aws-node service account instead. For more information, see Configuring the
Amazon VPC CNI plugin for Kubernetes to use IAM roles for service accounts (IRSA).

2. The following command creates a node group in an existing cluster. Replace al-nodes
with a name for your node group. The node group name can't be longer than 63 characters.
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It must start with letter or digit, but can also include hyphens and underscores for the
remaining characters. Replace my-cluster with the name of your cluster. The name can
contain only alphanumeric characters (case-sensitive) and hyphens. It must start with

an alphabetic character and can't be longer than 100 characters. Replace the remaining
example value with your own values. The nodes are created with the same Kubernetes
version as the control plane, by default.

Before choosing a value for --node-type, review Choosing an Amazon EC2 instance type.

Replace my-key with the name of your Amazon EC2 key pair or public key. This key is used
to SSH into your nodes after they launch. If you don't already have an Amazon EC2 key pair,
you can create one in the AWS Management Console. For more information, see Amazon
EC2 key pairs in the Amazon EC2 User Guide for Linux Instances.

Create your node group with the following command.

/A Important

If you want to deploy a node group to AWS Outposts, Wavelength, or Local Zone
subnets, there are additional considerations:

» The subnets must not have been passed in when you created the cluster.

» You must create the node group with a config file that specifies the subnets and
volumeType: gp2. For more information, see Create a nodegroup from a config
file and Config file schema in the eksctl documentation.

eksctl create nodegroup \
--cluster my-cluster \
--name al-nodes \
--node-type t3.medium \
--nodes 3 \
--nodes-min 1 \
--nodes-max 4 \
--ssh-access \
--managed=false \
--ssh-public-key my-key

To deploy a node group that:
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« can assign a significantly higher number of IP addresses to Pods than the default
configuration, see Increase the amount of available IP addresses for your Amazon EC2
nodes.

« can assign IPv4 addresses to Pods from a different CIDR block than that of the instance,
see Custom networking for pods.

« can assign IPv6 addresses to Pods and services, see IPv6 addresses for clusters, Pods,
and services.

« use the containerd runtime, you must deploy the node group using a config file. For
more information, see Test migration from Docker to containerd.

« don't have outbound internet access, see Private cluster requirements.

For a complete list of all available options and defaults, enter the following command.

eksctl create nodegroup --help

If nodes fail to join the cluster, then see Nodes fail to join cluster in the Troubleshooting
guide.

An example output is as follows. Several lines are output while the nodes are created. One
of the last lines of output is the following example line.

[#] created 1 nodegroup(s) in cluster "my-cluster"

3. (Optional) Deploy a sample application to test your cluster and Linux nodes.

4. We recommend blocking Pod access to IMDS if the following conditions are true:
» You plan to assign IAM roles to all of your Kubernetes service accounts so that Pods only
have the minimum permissions that they need.

« No Pods in the cluster require access to the Amazon EC2 instance metadata service
(IMDS) for other reasons, such as retrieving the current AWS Region.

For more information, see Restrict access to the instance profile assigned to the worker
node.
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AWS Management Console
Step 1: To launch self-managed Linux nodes using the AWS Management Console

1. Download the latest version of the AWS CloudFormation template.

curl -0 https://s3.us-west-2.amazonaws.com/amazon-eks/cloudformation/2022-12-23/
amazon-eks-nodegroup.yaml

2. Wait for your cluster status to show as ACTIVE. If you launch your nodes before the cluster
is active, the nodes fail to register with the cluster and you will have to relaunch them.

3. Open the AWS CloudFormation console at https://console.aws.amazon.com/

cloudformation.

Choose Create stack and then select With new resources (standard).
For Specify template, select Upload a template file and then select Choose file.
Select the amazon-eks-nodegroup.yaml file that you downloaded.

Select Next.

© N o u &

On the Specify stack details page, enter the following parameters accordingly, and then
choose Next:

» Stack name: Choose a stack name for your AWS CloudFormation stack. For example, you
can callit my-cluster-nodes. The name can contain only alphanumeric characters
(case-sensitive) and hyphens. It must start with an alphabetic character and can't be
longer than 100 characters.

o ClusterName: Enter the name that you used when you created your Amazon EKS cluster.
This name must equal the cluster name or your nodes can't join the cluster.

« ClusterControlPlaneSecurityGroup: Choose the SecurityGroups value from the AWS
CloudFormation output that you generated when you created your VPC.

The following steps show one operation to retrieve the applicable group.

1. Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/

clusters.

2. Choose the name of the cluster.
3. Choose the Networking tab.

4. Use the Additional security groups value as a reference when selecting from the
ClusterControlPlaneSecurityGroup dropdown list.
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NodeGroupName: Enter a name for your node group. This name can be used later to
identify the Auto Scaling node group that's created for your nodes. The node group name
can't be longer than 63 characters. It must start with letter or digit, but can also include
hyphens and underscores for the remaining characters.

NodeAutoScalingGroupMinSize: Enter the minimum number of nodes that your node
Auto Scaling group can scale in to.

NodeAutoScalingGroupDesiredCapacity: Enter the desired number of nodes to scale to
when your stack is created.

NodeAutoScalingGroupMaxSize: Enter the maximum number of nodes that your node
Auto Scaling group can scale out to.

NodelnstanceType: Choose an instance type for your nodes. For more information, see
Choosing an Amazon EC2 instance type.

NodelmageldSSMParam: Pre-populated with the Amazon EC2 Systems Manager
parameter of a recent Amazon EKS optimized AMI for a variable Kubernetes version. To
use a different Kubernetes minor version supported with Amazon EKS, replace 1. XX with
a different supported version. We recommend specifying the same Kubernetes version as

your cluster.

You can also replace amazon-1inux-2 with a different AMI type. For more information,
see Retrieving Amazon EKS optimized Amazon Linux AMI IDs.

(@ Note

The Amazon EKS node AMI is based on Amazon Linux. You can track security
or privacy events for Amazon Linux 2 at the Amazon Linux Security Center or

subscribe to the associated RSS feed. Security and privacy events include an
overview of the issue, what packages are affected, and how to update your
instances to correct the issue.

Nodelmageld: (Optional) If you're using your own custom AMI (instead of the Amazon
EKS optimized AMI), enter a node AMI ID for your AWS Region. If you specify a value
here, it overrides any values in the NodelmageldSSMParam field.

NodeVolumeSize: Specify a root volume size for your nodes, in GiB.

NodeVolumeType: Specify a root volume type for your nodes.
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KeyName: Enter the name of an Amazon EC2 SSH key pair that you can use to connect
using SSH into your nodes with after they launch. If you don't already have an Amazon
EC2 key pair, you can create one in the AWS Management Console. For more information,
see Amazon EC2 key pairs in the Amazon EC2 User Guide for Linux Instances.

® Note

If you don't provide a key pair here, the AWS CloudFormation stack creation fails.

BootstrapArguments: Specify any optional arguments to pass to the node bootstrap
script, such as extra kubelet arguments. For more information, view the bootstrap script
usage information on GitHub.

To deploy a node group that:

« can assign a significantly higher number of IP addresses to Pods than the default
configuration, see Increase the amount of available IP addresses for your Amazon EC2

nodes.

» can assign IPv4 addresses to Pods from a different CIDR block than that of the
instance, see Custom networking for pods.

« can assign IPv6 addresses to Pods and services, see IPv6 addresses for clusters, Pods,

and services.

« use the containerd runtime, you must deploy the node group using a config file.
For more information, see Test migration from Docker to containerd.

« don't have outbound internet access, see Private cluster requirements.

DisableIMDSv1: By default, each node supports the Instance Metadata Service Version

1 (IMDSv1) and IMDSv2. You can disable IMDSv1. To prevent future nodes and Pods in
the node group from using MDSv1, set DisableIMDSv1 to true. For more information
about IMDS, see Configuring the instance metadata service. For more information about

restricting access to it on your nodes, see Restrict access to the instance profile assigned

to the worker node.

Vpcld: Enter the ID for the VPC that you created.

Subnets: Choose the subnets that you created for your VPC. If you created your VPC
using the steps that are described in Creating a VPC for your Amazon EKS cluster, specify

only the private subnets within the VPC for your nodes to launch into. You can see which
subnets are private by opening each subnet link from the Networking tab of your cluster.
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/A Important

9. Select your desired choices on the Configure stack options page, and then choose Next.

o If any of the subnets are public subnets, then they must have the automatic

public IP address assignment setting enabled. If the setting isn't enabled for
the public subnet, then any nodes that you deploy to that public subnet won't
be assigned a public IP address and won't be able to communicate with the
cluster or other AWS services. If the subnet was deployed before March 26,
2020 using either of the Amazon EKS AWS CloudFormation VPC templates,

or by using eksctl, then automatic public IP address assignment is disabled
for public subnets. For information about how to enable public IP address
assignment for a subnet, see Modifying the public IPv4 addressing attribute
for your subnet. If the node is deployed to a private subnet, then it's able to
communicate with the cluster and other AWS services through a NAT gateway.

If the subnets don't have internet access, make sure that you're aware of the
considerations and extra steps in Private cluster requirements.

If you select AWS Outposts, Wavelength, or Local Zone subnets, the subnets
must not have been passed in when you created the cluster.

10. Select the check box to the left of | acknowledge that AWS CloudFormation might create
IAM resources., and then choose Create stack.

11. When your stack has finished creating, select it in the console and choose Outputs.

12. Record the NodelnstanceRole for the node group that was created. You need this when

you configure your Amazon EKS nodes.

Step 2: To enable nodes to join your cluster

(@ Note

If you launched nodes inside a private VPC without outbound internet access, make sure

to enable nodes to join your cluster from within the VPC.

1. Check to see if you already have an aws-auth ConfigMap.
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kubectl describe configmap -n kube-system aws-auth
2. If you are shown an aws-auth ConfigMap, then update it as needed.

a. Open the ConfigMap for editing.

kubectl edit -n kube-system configmap/aws-auth

b. Add a new mapRoles entry as needed. Set the rolearn value to the
NodelnstanceRole value that you recorded in the previous procedure.

[...]
data:
mapRoles: |
- rolearn: <ARN of instance role (not instance profile)>
username: system:node:{{EC2PxrivateDNSName}}
groups:
- system:bootstrappers
- system:nodes

c. Save the file and exit your text editor.

3. If you received an error stating "Error from server (NotFound): configmaps
"aws-auth" not found, then apply the stock ConfigMap.

a. Download the configuration map.

curl -0 https://s3.us-west-2.amazonaws.com/amazon-
eks/cloudformation/2020-10-29/aws-auth-cm.yaml

b. Inthe aws-auth-cm.yaml file, set the rolearn value to the NodelnstanceRole value
that you recorded in the previous procedure. You can do this with a text editor, or by
replacing my-node-instance-role and running the following command:

sed -i.bak -e 's|<ARN of instance role (not instance profile)>|my-node-
instance-role|' aws-auth-cm.yaml

c. Apply the configuration. This command may take a few minutes to finish.

kubectl apply -f aws-auth-cm.yaml
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4. Watch the status of your nodes and wait for them to reach the Ready status.

kubectl get nodes --watch

Enter Ctrl+C to return to a shell prompt.

® Note

If you receive any authorization or resource type errors, see Unauthorized or access
denied (kubectl) in the troubleshooting topic.

If nodes fail to join the cluster, then see Nodes fail to join cluster in the Troubleshooting

guide.

5. (GPU nodes only) If you chose a GPU instance type and the Amazon EKS optimized
accelerated AMI, you must apply the NVIDIA device plugin for Kubernetes as a DaemonSet
on your cluster. Replace vX. X. X with your desired NVIDIA/k8s-device-plugin version before
running the following command.

kubectl apply -f https://raw.githubusexcontent.com/NVIDIA/k8s-device-
plugin/vX.X.X/nvidia-device-plugin.yml

Step 3: Additional actions

1. (Optional) Deploy a sample application to test your cluster and Linux nodes.

2. (Optional) If the AmazonEKS_CNI_Policy managed IAM policy (if you have an IPv4 cluster)
or the AmazonEKS_CNI_IPv6_Policy (that you created yourself if you have an IPv6
cluster) is attached to your the section called “Node IAM role”, we recommend assigning it
to an IAM role that you associate to the Kubernetes aws-node service account instead. For
more information, see Configuring the Amazon VPC CNI plugin for Kubernetes to use IAM
roles for service accounts (IRSA).

3.  We recommend blocking Pod access to IMDS if the following conditions are true:

» You plan to assign IAM roles to all of your Kubernetes service accounts so that Pods only
have the minimum permissions that they need.
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» No Pods in the cluster require access to the Amazon EC2 instance metadata service
(IMDS) for other reasons, such as retrieving the current AWS Region.

For more information, see Restrict access to the instance profile assigned to the worker

node.

Capacity Blocks for ML

/A Important

This feature is currently only available for P5 instances in the US East (Ohio) and US East (N.
Virginia) AWS Regions and P4d in the US East (Ohio) and US West (Oregon) AWS Regions.

Capacity Blocks for machine learning (ML) allow you to reserve GPU instances on a future date

to support your short duration ML workloads. Instances that run inside a Capacity Block are
automatically placed close together inside Amazon EC2 UltraClusters, so there is no need to use a
cluster placement group. For more information, see Capacity Blocks for ML in the Amazon EC2 User
Guide for Linux Instances.

You can use Capacity Blocks with Amazon EKS for provisioning and scaling your self-managed
nodes. The following steps give a general example overview.

1. Create a launch template in the AWS Management Console. For more information, see Create a
launch template using advanced settings in the Amazon EC2 Auto Scaling User Guide.

Make sure to include configuration of instance type and Amazon Machine Image (AMI).

2. Link the Capacity Block to a launch template using the capacity reservation ID.

The following is an example AWS CloudFormation template to create a launch template
targeting a Capacity Block:

NodeLaunchTemplate:
Type: "AWS::EC2::LaunchTemplate"
Properties:
LaunchTemplateData:

InstanceMarketOptions:
MarketType: "capacity-block"
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CapacityReservationSpecification:
CapacityReservationTarget:
CapacityReservationId: "cr-02168dal478b509e0"
IamInstanceProfile:
Arn: iam-instance-profile-arn
Imageld: image-id
InstanceType: p5.48xlarge
KeyName: key-name
SecurityGroupIds:
- sg-05b1d815d1EXAMPLE
UserData: user-data

You must pass the subnet in the Availability Zone in which the reservation is made because

Capacity Blocks are zonal.

3. If you are creating the self managed node group prior to the capacity reservation becoming

active, then set the desired capacity to 0. When creating the node group, make sure that you

are only specifying the respective subnet for the Availability Zone in which the capacity is

reserved.

The following is a sample CloudFormation template that can be used. This example gets the

LaunchTemplateId and Version of the AWS: :Amazon EC2::LaunchTemplate resource

shown in the previous example. It also gets the values for DesiredCapacity, MaxSize,

MinSize, and VPCZoneIdentifier that are declared elsewhere in the same template.

NodeGroup:
Type: "AWS: :AutoScaling::AutoScalingGroup"
Properties:
DesiredCapacity: !Ref NodeAutoScalingGroupDesiredCapacity
LaunchTemplate:
LaunchTemplateId: !Ref NodeLaunchTemplate
Version: !GetAtt NodelLaunchTemplate.LatestVersionNumber
MaxSize: !Ref NodeAutoScalingGroupMaxSize
MinSize: !Ref NodeAutoScalingGroupMinSize
VPCZoneIdentifier: !Ref Subnets
Tags:
- Key: Name
PropagateAtLaunch: true
Value: !Sub ${ClusterName}-${NodeGroupName}-Node
- Key: !Sub kubernetes.io/cluster/${ClusterName}
PropagateAtLaunch: true
Value: owned
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4.

Once the node group is created successfully, make sure to record the NodeInstanceRole for
the node group that was created. You need this in order to make sure that when node group
is scaled, the new nodes join the cluster and Kubernetes is able to recognize the nodes. For
more information, see the AWS Management Console instructions in Launching self-managed

Amazon Linux nodes.

We recommend that you create a scheduled scaling policy for the Auto Scaling group that
aligns to the Capacity Block reservation times. For more information, see Scheduled scaling for

Amazon EC2 Auto Scaling in the Amazon EC2 Auto Scaling User Guide.

You can use all of the instances you reserved until 30 minutes before the end time of the
Capacity Block. Instances that are still running at that time will start terminating. To allow
sufficient time to gracefully drain the node(s), we suggest that you schedule scaling to scale to
zero more than 30 minutes before the Capacity Block reservation end time.

If you want to instead scale up manually whenever the capacity reservation becomes Active,
then you need to update the Auto Scaling group's desired capacity at the start time of the
Capacity Block reservation. Then you would need to also scale down manually more than 30
minutes before the Capacity Block reservation end time.

The node group is now ready for workloads and Pods to be scheduled.

In order for your Pods to be gracefully drained, we recommend that you set up AWS Node
Termination Handler. This handler will be able to watch for "ASG Scale-in" lifecycle events
from Amazon EC2 Auto Scaling using EventBridge and allow the Kubernetes control plane
to take required action before the instance becomes unavailable. Otherwise, your Pods and
Kubernetes objects will get stuck in a pending state. For more information, see AWS Node
Termination Handler on GitHub.

If you don't setup a Node Termination Handler, we recommend that you start draining your
Pods manually before hitting the 30 minute window so that they have enough time to be
gracefully drained.

Launching self-managed Bottlerocket nodes

(@ Note

Managed node groups might offer some advantages for your use case. For more
information, see Managed node groups.
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This topic describes how to launch Auto Scaling groups of Bottlerocket nodes that register with
your Amazon EKS cluster. Bottlerocket is a Linux-based open-source operating system from AWS
that you can use for running containers on virtual machines or bare metal hosts. After the nodes
join the cluster, you can deploy Kubernetes applications to them. For more information about
Bottlerocket, see Using a Bottlerocket AMI with Amazon EKS on GitHub and Custom AMI support in
the eksctl documentation.

For information about in-place upgrades, see Bottlerocket Update Operator on GitHub.

/A Important

« Amazon EKS nodes are standard Amazon EC2 instances, and you are billed for them
based on normal Amazon EC2 instance prices. For more information, see Amazon EC2
pricing.

« You can launch Bottlerocket nodes in Amazon EKS extended clusters on AWS Outposts,
but you can't launch them in local clusters on AWS Outposts. For more information, see
Amazon EKS on AWS Outposts.

» You can deploy to Amazon EC2 instances with x86 or Arm processors. However, you can't
deploy to instances that have Inferentia chips.

» Bottlerocket is compatible with AWS CloudFormation. However, there is no official
CloudFormation template that can be copied to deploy Bottlerocket nodes for Amazon
EKS.

» Bottlerocket images don't come with an SSH server or a shell. You can use out-of-
band access methods to allow SSH enabling the admin container and to pass some
bootstrapping configuration steps with user data. For more information, see these
sections in the bottlerocket README.md on GitHub:

« Exploration

« Admin container

» Kubernetes settings

To launch Bottlerocket nodes using eksctl

This procedure requires eksctl version @.172.0 or later. You can check your version with the
following command:
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eksctl version

For instructions on how to install or upgrade eksctl, see Installation in the eksctl
documentation.

(® Note

This procedure only works for clusters that were created with eksctl.

1. Copy the following contents to your device. Replace my-cluster with the name of your
cluster. The name can contain only alphanumeric characters (case-sensitive) and hyphens. It
must start with an alphabetic character and can't be longer than 100 characters. Replace ng-
bottlerocket with a name for your node group. The node group name can't be longer than
63 characters. It must start with letter or digit, but can also include hyphens and underscores
for the remaining characters. To deploy on Arm instances, replace m5. Large with an Arm
instance type. Replace my-ec2-keypair-name with the name of an Amazon EC2 SSH key
pair that you can use to connect using SSH into your nodes with after they launch. If you don't
already have an Amazon EC2 key pair, you can create one in the AWS Management Console.
For more information, see Amazon EC2 key pairs in the Amazon EC2 User Guide for Linux
Instances. Replace all remaining example values with your own values. Once you've made

the replacements, run the modified command to create the bottlerocket.yaml file.

If specifying an Arm Amazon EC2 instance type, then review the considerations in Amazon EKS
optimized Arm Amazon Linux AMIs before deploying. For instructions on how to deploy using

a custom AMI, see Building Bottlerocket on GitHub and Custom AMI support in the eksctl

documentation. To deploy a managed node group, deploy a custom AMI using a launch
template. For more information, see Customizing managed nodes with launch templates.

/A Important

To deploy a node group to AWS Outposts, AWS Wavelength, or AWS Local Zone
subnets, don't pass AWS Outposts, AWS Wavelength, or AWS Local Zone subnets when
you create the cluster. You must specify the subnets in the following example. For
more information see Create a nodegroup from a config file and Config file schema in
the eksctl documentation. Replace region-code with the AWS Region that your
clusteris in.
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cat >bottlerocket.yaml <<EOF

apiVersion:

eksctl.io/vlalpha5

kind: ClusterConfig

metadata:

name: my-cluster

region: region-code

version:

iam:
withOIDC:

nodeGroups:

'1.29'

true

- name: ng-bottlerocket
instanceType: m5.large
desiredCapacity: 3
amiFamily: Bottlerocket

ami: auto-ssm

iam:
attachPolicyARNs:
- arn:aws:iam::aws:policy/AmazonEKSWorkerNodePolicy
- arn:aws:iam::aws:policy/AmazonEC2ContainexrRegistryReadOnly
- arn:aws:iam::aws:policy/AmazonSSMManagedInstanceCoxe
- arn:aws:iam::aws:policy/AmazonEKS_CNI_Policy
ssh:

allow: true
publicKeyName: my-ec2-keypair-name

EOF

2. Deploy your nodes with the following command.

eksctl create nodegroup --config-file=bottlerocket.yaml

An example output is as follows.

Several lines are output while the nodes are created. One of the last lines of output is the
following example line.

[#] created 1 nodegroup(s) in cluster "my-cluster"
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3. (Optional) Create a Kubernetes persistent volume on a Bottlerocket node using the Amazon
EBS CSI Plugin. The default Amazon EBS driver relies on file system tools that aren't included
with Bottlerocket. For more information about creating a storage class using the driver, see
Amazon EBS CSI driver.

4. (Optional) By default, kube-proxy sets the nf_conntrack_max kernel parameter to
a default value that may differ from what Bottlerocket originally sets at boot. To keep
Bottlerocket's default setting, edit the kube-proxy configuration with the following

command.

kubectl edit -n kube-system daemonset kube-proxy

Add --conntrack-max-per-core and --conntrack-min to the kube-proxy arguments
that are in the following example. A setting of @ implies no change.

containers:
- command:
- kube-proxy
- --v=2
- --config=/var/lib/kube-proxy-config/config
- --conntrack-max-per-core=0
- --conntrack-min=0

5. (Optional) Deploy a sample application to test your Bottlerocket nodes.

6. We recommend blocking Pod access to IMDS if the following conditions are true:

» You plan to assign IAM roles to all of your Kubernetes service accounts so that Pods only
have the minimum permissions that they need.

« No Pods in the cluster require access to the Amazon EC2 instance metadata service (IMDS)
for other reasons, such as retrieving the current AWS Region.

For more information, see Restrict access to the instance profile assigned to the worker node.

Launching self-managed Windows nodes

This topic describes how to launch Auto Scaling groups of Windows nodes that register with your
Amazon EKS cluster. After the nodes join the cluster, you can deploy Kubernetes applications to
them.
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/A Important

« Amazon EKS nodes are standard Amazon EC2 instances, and you are billed for them
based on normal Amazon EC2 instance prices. For more information, see Amazon EC2
pricing.

» You can launch Windows nodes in Amazon EKS extended clusters on AWS Outposts,

but you can't launch them in local clusters on AWS Outposts. For more information, see
Amazon EKS on AWS Outposts.

Enable Windows support for your cluster. We recommend that you review important considerations
before you launch a Windows node group. For more information, see Enabling Windows support.

You can launch self-managed Windows nodes with eksctl or the AWS Management Console.

eksctl
To launch self-managed Windows nodes using eksctl

This procedure requires that you have installed eksctl, and that your eksctl version is at
least @.172.0. You can check your version with the following command.

eksctl version

For instructions on how to install or upgrade eksctl, see Installation in the eksctl
documentation.

(@ Note

This procedure only works for clusters that were created with eksctl.

1. (Optional) If the AmazonEKS_CNI_Policy managed IAM policy (if you have an IPv4 cluster)
or the AmazonEKS_CNI_IPv6_Policy (that you created yourself if you have an IPv6
cluster) is attached to your the section called “Node IAM role”, we recommend assigning it
to an IAM role that you associate to the Kubernetes aws-node service account instead. For
more information, see Configuring the Amazon VPC CNI plugin for Kubernetes to use IAM
roles for service accounts (IRSA).

Windows 201


https://aws.amazon.com/ec2/pricing/
https://aws.amazon.com/ec2/pricing/
https://eksctl.io/installation

Amazon EKS User Guide

2. This procedure assumes that you have an existing cluster. If you don't already have an
Amazon EKS cluster and an Amazon Linux node group to add a Windows node group to,
we recommend that you follow the Getting started with Amazon EKS — eksct1 guide.
The guide provides a complete walkthrough for how to create an Amazon EKS cluster with
Amazon Linux nodes.

Create your node group with the following command. Replace region-code with the AWS
Region that your cluster is in. Replace my-cluster with your cluster name. The name can
contain only alphanumeric characters (case-sensitive) and hyphens. It must start with an
alphabetic character and can't be longer than 100 characters. Replace ng-windows with

a name for your node group. The node group name can't be longer than 63 characters.

It must start with letter or digit, but can also include hyphens and underscores for the
remaining characters. For Kubernetes version 1. 24 or later, you can replace 2019 with
2022 to use Windows Server 2022. Replace the rest of the example values with your
own values.

/A Important

To deploy a node group to AWS Outposts, AWS Wavelength, or AWS Local Zone
subnets, don't pass the AWS Outposts, Wavelength, or Local Zone subnets when
you create the cluster. Create the node group with a config file, specifying the AWS
Outposts, Wavelength, or Local Zone subnets. For more information, see Create a
nodegroup from a config file and Config file schema in the eksctl documentation.

eksctl create nodegroup \
--region region-code \
--cluster my-cluster \
--name ng-windows \
--node-type t2.large \
--nodes 3 \
--nodes-min 1 \
--nodes-max 4 \
--managed=false \
--node-ami-family WindowsServer2019FullContainer
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® Note

« If nodes fail to join the cluster, see Nodes fail to join cluster in the
Troubleshooting guide.

« To see the available options for eksctl commands, enter the following
command.

eksctl command -help

An example output is as follows. Several lines are output while the nodes are created. One
of the last lines of output is the following example line.

[#] created 1 nodegroup(s) in cluster "my-cluster"

3. (Optional) Deploy a sample application to test your cluster and Windows nodes.

4. We recommend blocking Pod access to IMDS if the following conditions are true:
« You plan to assign IAM roles to all of your Kubernetes service accounts so that Pods only
have the minimum permissions that they need.

» No Pods in the cluster require access to the Amazon EC2 instance metadata service
(IMDS) for other reasons, such as retrieving the current AWS Region.

For more information, see Restrict access to the instance profile assigned to the worker
node.

AWS Management Console

Prerequisites

« An existing Amazon EKS cluster and a Linux node group. If you don't have these resources,
we recommend that you follow one of our Getting started with Amazon EKS guides to create
them. The guides describe how to create an Amazon EKS cluster with Linux nodes.

« An existing VPC and security group that meet the requirements for an Amazon EKS cluster.
For more information, see Amazon EKS VPC and subnet requirements and considerations

Windows 203


https://aws.github.io/aws-eks-best-practices/security/docs/iam/#restrict-access-to-the-instance-profile-assigned-to-the-worker-node
https://aws.github.io/aws-eks-best-practices/security/docs/iam/#restrict-access-to-the-instance-profile-assigned-to-the-worker-node

Amazon EKS User Guide

and Amazon EKS security group requirements and considerations. The Getting started with
Amazon EKS guide creates a VPC that meets the requirements. Alternatively, you can also
follow Creating a VPC for your Amazon EKS cluster to create one manually.

« An existing Amazon EKS cluster that uses a VPC and security group that meets the
requirements of an Amazon EKS cluster. For more information, see Creating an Amazon
EKS cluster. If you have subnets in the AWS Region where you have AWS Outposts, AWS
Wavelength, or AWS Local Zones enabled, those subnets must not have been passed in when
you created the cluster.

Step 1: To launch self-managed Windows nodes using the AWS Management Console

1.

Wait for your cluster status to show as ACTIVE. If you launch your nodes before the cluster
is active, the nodes fail to register with the cluster and you need to relaunch them.

Open the AWS CloudFormation console at https://console.aws.amazon.com/
cloudformation

Choose Create stack.
For Specify template, select Amazon S3 URL.
Copy the following URL and paste it into Amazon S3 URL.

https://s3.us-west-2.amazonaws.com/amazon-eks/cloudformation/2023-02-09/amazon-
eks-windows-nodegroup.yaml

Select Next twice.

On the Quick create stack page, enter the following parameters accordingly:

» Stack name: Choose a stack name for your AWS CloudFormation stack. For example, you
can callit my-cluster-nodes.

o ClusterName: Enter the name that you used when you created your Amazon EKS cluster.

/A Important

This name must exactly match the name that you used in Step 1: Create your
Amazon EKS cluster. Otherwise, your nodes can't join the cluster.

« ClusterControlPlaneSecurityGroup: Choose the security group from the AWS
CloudFormation output that you generated when you created your VPC.
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The following steps show one method to retrieve the applicable group.

1. Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/
clusters.

2. Choose the name of the cluster.
3. Choose the Networking tab.

4. Use the Additional security groups value as a reference when selecting from the
ClusterControlPlaneSecurityGroup dropdown list.

NodeGroupName: Enter a name for your node group. This name can be used later to
identify the Auto Scaling node group that's created for your nodes. The node group name
can't be longer than 63 characters. It must start with letter or digit, but can also include
hyphens and underscores for the remaining characters.

NodeAutoScalingGroupMinSize: Enter the minimum number of nodes that your node
Auto Scaling group can scale in to.

NodeAutoScalingGroupDesiredCapacity: Enter the desired number of nodes to scale to
when your stack is created.

NodeAutoScalingGroupMaxSize: Enter the maximum number of nodes that your node
Auto Scaling group can scale out to.

NodelnstanceType: Choose an instance type for your nodes. For more information, see
Choosing an Amazon EC2 instance type.

® Note

The supported instance types for the latest version of the Amazon VPC CNI
plugin for Kubernetes are listed in vpc_ip_resource_limit.go on GitHub. You might

need to update your CNI version to use the latest supported instance types. For
more information, see Working with the Amazon VPC CNI plugin for Kubernetes
Amazon EKS add-on.

NodelmageldSSMParam: Pre-populated with the Amazon EC2 Systems Manager
parameter of the current recommended Amazon EKS optimized Windows Core AMI ID. To
use the full version of Windows, replace Core with Full.

Nodelmageld: (Optional) If you're using your own custom AMI (instead of the Amazon
EKS optimized AMI), enter a node AMI ID for your AWS Region. If you specify a value for
this field, it overrides any values in the NodelmageldSSMParam field.
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NodeVolumeSize: Specify a root volume size for your nodes, in GiB.

KeyName: Enter the name of an Amazon EC2 SSH key pair that you can use to connect
using SSH into your nodes with after they launch. If you don't already have an Amazon
EC2 key pair, you can create one in the AWS Management Console. For more information,
see Amazon EC2 key pairs in the Amazon EC2 User Guide for Windows Instances.

® Note

If you don't provide a key pair here, the AWS CloudFormation stack fails to be
created.

BootstrapArguments: Specify any optional arguments to pass to the node bootstrap
script, such as extra kubelet arguments using -KubeletExtraArgs.

DisableIMDSv1: By default, each node supports the Instance Metadata Service Version 1
(IMDSv1) and IMDSv2. You can disable IMDSv1. To prevent future nodes and Pods in the
node group from using MDSv1, set DisableIMDSv1 to true. For more information about
IMDS, see Configuring the instance metadata service.

Vpcld: Select the ID for the VPC that you created.

NodeSecurityGroups: Select the security group that was created for your Linux node
group when you created your VPC. If your Linux nodes have more than one security
group attached to them, specify all of them. This for, for example, if the Linux node
group was created with eksctl.

Subnets: Choose the subnets that you created. If you created your VPC using the steps in
Creating a VPC for your Amazon EKS cluster, then specify only the private subnets within

the VPC for your nodes to launch into.

/A Important

« If any of the subnets are public subnets, then they must have the automatic
public IP address assignment setting enabled. If the setting isn't enabled for
the public subnet, then any nodes that you deploy to that public subnet won't
be assigned a public IP address and won't be able to communicate with the
cluster or other AWS services. If the subnet was deployed before March 26,
2020 using either of the Amazon EKS AWS CloudFormation VPC templates,
or by using eksctl, then automatic public IP address assignment is disabled

for public subnets. For information about how to enable public IP address
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assignment for a subnet, see Modifying the public IPv4 addressing attribute
for your subnet. If the node is deployed to a private subnet, then it's able to
communicate with the cluster and other AWS services through a NAT gateway.

« If the subnets don't have internet access, then make sure that you're aware of
the considerations and extra steps in Private cluster requirements.

« If you select AWS Outposts, Wavelength, or Local Zone subnets, then the
subnets must not have been passed in when you created the cluster.

8. Acknowledge that the stack might create IAM resources, and then choose Create stack.
9. When your stack has finished creating, select it in the console and choose Outputs.

10. Record the NodelnstanceRole for the node group that was created. You need this when
you configure your Amazon EKS Windows nodes.

Step 2: To enable nodes to join your cluster

1. Check to see if you already have an aws-auth ConfigMap.

kubectl describe configmap -n kube-system aws-auth
2. If you are shown an aws-auth ConfigMap, then update it as needed.

a. Open the ConfigMap for editing.

kubectl edit -n kube-system configmap/aws-auth

b. Add new mapRoles entries as needed. Set the rolearn values to the
NodelnstanceRole values that you recorded in the previous procedures.

[...]
data:
mapRoles: |
- rolearn: <ARN of linux instance role (not instance profile)>
username: system:node:{{EC2PrivateDNSName}}
groups:
- system:bootstrappers
- system:nodes
- rolearn: <ARN of windows instance role (not instance profile)>
username: system:node:{{EC2PxrivateDNSName}}
groups:
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- system:bootstrappers
- system:nodes
- eks:kube-proxy-windows

c. Save the file and exit your text editor.

3. If you received an error stating "Error from server (NotFound): configmaps
"aws-auth" not found, then apply the stock ConfigMap.

a. Download the configuration map.

curl -0 https://s3.us-west-2.amazonaws.com/amazon-
eks/cloudformation/2020-10-29/aws-auth-cm-windows.yaml

b. Inthe aws-auth-cm-windows.yaml file, set the rolearn values to the applicable
NodelnstanceRole values that you recorded in the previous procedures. You can do
this with a text editor, or by replacing the example values and running the following
command:

sed -i.bak -e 's|<ARN of linux instance role (not instance profile)>|my-
node-linux-instance-role|' \

-e 's|<ARN of windows instance role (not instance profile)>|my-node-
windows-instance-role|' aws-auth-cm-windows.yaml

/A Important

« Don't modify any other lines in this file.

« Don't use the same IAM role for both Windows and Linux nodes.

c. Apply the configuration. This command might take a few minutes to finish.

kubectl apply -f aws-auth-cm-windows.yaml

4. Watch the status of your nodes and wait for them to reach the Ready status.

kubectl get nodes --watch

Enter Ctrl+C to return to a shell prompt.
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® Note

If you receive any authorization or resource type errors, see Unauthorized or access

denied (kubectl) in the troubleshooting topic.

If nodes fail to join the cluster, then see Nodes fail to join cluster in the Troubleshooting
guide.

Step 3: Additional actions

(Optional) Deploy a sample application to test your cluster and Windows nodes.

(Optional) If the AmazonEKS_CNI_Policy managed IAM policy (if you have an IPv4 cluster)
or the AmazonEKS_CNI_IPv6_Policy (that you created yourself if you have an IPv6
cluster) is attached to your the section called “Node IAM role”, we recommend assigning it
to an IAM role that you associate to the Kubernetes aws-node service account instead. For
more information, see Configuring the Amazon VPC CNI plugin for Kubernetes to use IAM

roles for service accounts (IRSA).

We recommend blocking Pod access to IMDS if the following conditions are true:
» You plan to assign IAM roles to all of your Kubernetes service accounts so that Pods only
have the minimum permissions that they need.

» No Pods in the cluster require access to the Amazon EC2 instance metadata service
(IMDS) for other reasons, such as retrieving the current AWS Region.

For more information, see Restrict access to the instance profile assigned to the worker
node.

Self-managed node updates

When a new Amazon EKS optimized AMI is released, consider replacing the nodes in your self-

managed node group with the new AMI. Likewise, if you have updated the Kubernetes version for
your Amazon EKS cluster, update the nodes to use nodes with the same Kubernetes version.
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/A Important

This topic covers node updates for self-managed nodes. If you are using Managed node
groups, see Updating a managed node group.

There are two basic ways to update self-managed node groups in your clusters to use a new AMI:

Migrating to a new node group

Create a new node group and migrate your Pods to that group. Migrating to a new node group
is more graceful than simply updating the AMI ID in an existing AWS CloudFormation stack.
This is because the migration process taints the old node group as NoSchedule and drains the
nodes after a new stack is ready to accept the existing Pod workload.

Updating an existing self-managed node group

Update the AWS CloudFormation stack for an existing node group to use the new AMI. This
method isn't supported for node groups that were created with eksctl.

Migrating to a new node group

This topic describes how you can create a new node group, gracefully migrate your existing
applications to the new group, and remove the old node group from your cluster. You can migrate
to a new node group using eksctl or the AWS Management Console.

eksctl
To migrate your applications to a new node group with eksctl

For more information on using eksctl for migration, see Unmanaged nodegroups in the eksctl

documentation.

This procedure requires eksctl version @.172.0 or later. You can check your version with the
following command:

eksctl version

For instructions on how to install or upgrade eksctl, see Installation in the eksctl
documentation.
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® Note

This procedure only works for clusters and node groups that were created with eksctl.

Retrieve the name of your existing node groups, replacing my-cluster with your cluster
name.

eksctl get nodegroups --clustexr=my-cluster

An example output is as follows.

CLUSTER NODEGROUP CREATED MIN SIZE MAX SIZE

DESIRED CAPACITY INSTANCE TYPE IMAGE ID

default standard-nodes 2019-05-01T22:26:58Z2 1 4 3
t3.medium ami-05a71d034119ffcl2

Launch a new node group with eksctl with the following command. In the command,
replace every example value with your own values. The version number can't be later
than the Kubernetes version for your control plane. Also, it can't be more than two minor
versions earlier than the Kubernetes version for your control plane. We recommend that
you use the same version as your control plane.

We recommend blocking Pod access to IMDS if the following conditions are true:

» You plan to assign IAM roles to all of your Kubernetes service accounts so that Pods only
have the minimum permissions that they need.

» No Pods in the cluster require access to the Amazon EC2 instance metadata service
(IMDS) for other reasons, such as retrieving the current AWS Region.

For more information, see Restrict access to the instance profile assigned to the worker

node.

To block Pod access to IMDS, add the --disable-pod-imds option to the following
command.
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® Note

For more available flags and their descriptions, see https://eksctl.io/.

eksctl create nodegroup \
--cluster my-cluster \
--version 1.29 \
--name standard-nodes-new \
--node-type t3.medium \
--nodes 3 \
--nodes-min 1 \
--nodes-max 4 \
--managed=false

When the previous command completes, verify that all of your nodes have reached the
Ready state with the following command:

kubectl get nodes

Delete the original node group with the following command. In the command, replace
every example value with your cluster and node group names:

eksctl delete nodegroup --cluster my-cluster --name standard-nodes-old

AWS Management Console and AWS CLI

To migrate your applications to a new node group with the AWS Management Console and

AWS CLI

1. Launch a new node group by following the steps that are outlined in Launching self-
managed Amazon Linux nodes.

2. When your stack has finished creating, select it in the console and choose Outputs.

3. Record the NodelnstanceRole for the node group that was created. You need this to add

the new Amazon EKS nodes to your cluster.
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® Note

If you attached any additional IAM policies to your old node group IAM role, attach
those same policies to your new node group IAM role to maintain that functionality
on the new group. This applies to you if you added permissions for the Kubernetes
Cluster Autoscaler, for example.

4. Update the security groups for both node groups so that they can communicate with
each other. For more information, see Amazon EKS security group requirements and
considerations.

Record the security group IDs for both node groups. This is shown as the
NodeSecurityGroup value in the AWS CloudFormation stack outputs.

You can use the following AWS CLI commands to get the security group IDs from
the stack names. In these commands, oldNodes is the AWS CloudFormation stack
name for your older node stack, and newNodes is the name of the stack that you are
migrating to. Replace every example value with your own values.

oldNodes="o0ld_node_CFN_stack_name"
newNodes="new_node_CFN_stack_name"

oldSecGroup=$(aws cloudformation describe-stack-resources --stack-name
$0ldNodes \

--quexry 'StackResources[?

ResourceType=="AWS::EC2::SecurityGroup ].PhysicalResourceld' \
--output text)

newSecGroup=$(aws cloudformation describe-stack-resources --stack-name
$newNodes \

--query 'StackResouxrces[?

ResourceType=="AWS::EC2::SecurityGroup ].PhysicalResourceld' \
--output text)

Add ingress rules to each node security group so that they accept traffic from each
other.

The following AWS CLI commands add inbound rules to each security group that allow
all traffic on all protocols from the other security group. This configuration allows
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Pods in each node group to communicate with each other while you're migrating your
workload to the new group.

aws ec2 authorize-security-group-ingress --group-id $oldSecGroup \
--source-group $newSecGroup --protocol -1
aws ec2 authorize-security-group-ingress --group-id $newSecGroup \
--source-group $oldSecGroup --protocol -1

5. Edit the aws-auth configmap to map the new node instance role in RBAC.

kubectl edit configmap -n kube-system aws-auth

Add a new mapRoles entry for the new node group. If your cluster is in the AWS GovCloud
(US-East) or AWS GovCloud (US-West) AWS Regions, then replace arn:aws: with
arn:aws-us-gov:.

apiVersion: vl

data:
mapRoles: |
- rolearn: ARN of instance role (not instance profile)
username: system:node:{{EC2PrivateDNSName}}
groups:
- system:bootstrappers
- system:nodes>
- rolearn: arn:aws:iam::111122223333:role/hodes-1-16-NodeInstanceRole-
U11v27wo3Cx5s5
username: system:node:{{EC2PrivateDNSName}}
groups:

- system:bootstrappers
- system:nodes

Replace the ARN of instance role (not instance profile) snippet with the
NodelnstanceRole value that you recorded in a previous step. Then, save and close the file

to apply the updated configmap.

6. Watch the status of your nodes and wait for your new nodes to join your cluster and reach
the Ready status.

kubectl get nodes --watch
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7. (Optional) If you're using the Kubernetes Cluster Autoscaler, scale the deployment down to
zero (0) replicas to avoid conflicting scaling actions.

kubectl scale deployments/cluster-autoscaler --replicas=0 -n kube-system

8. Use the following command to taint each of the nodes that you want to remove with
NoSchedule. This is so that new Pods aren't scheduled or rescheduled on the nodes
that you're replacing. For more information, see Taints and Tolerations in the Kubernetes

documentation.

kubectl taint nodes node_name key=value:NoSchedule

If you're upgrading your nodes to a new Kubernetes version, you can identify and taint all
of the nodes of a particular Kubernetes version (in this case, 1.27) with the following code
snippet. The version number can't be later than the Kubernetes version of your control
plane. It also can't be more than two minor versions earlier than the Kubernetes version of
your control plane. We recommend that you use the same version as your control plane.

K8S_VERSION=1.27
nodes=$(kubectl get nodes -o jsonpath="{.items[?
(@.status.nodeInfo.kubeletVersion==\"v$K8S_VERSION\")].metadata.name}")
for node in ${nodes[@]}
do

echo "Tainting $node"

kubectl taint nodes $node key=value:NoSchedule
done

9. Determine your cluster's DNS provider.

kubectl get deployments -1 k8s-app=kube-dns -n kube-system

An example output is as follows. This cluster is using CoreDNS for DNS resolution, but your
cluster can return kube-dns instead):

NAME DESIRED CURRENT UP-TO-DATE AVAILABLE AGE
coredns 1 1 1 1 31m
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10. If your current deployment is running fewer than two replicas, scale out the deployment to
two replicas. Replace coredns with kubedns if your previous command output returned
that instead.

kubectl scale deployments/coredns --replicas=2 -n kube-system

11. Drain each of the nodes that you want to remove from your cluster with the following
command:

kubectl drain node_name --ignore-daemonsets --delete-local-data

If you're upgrading your nodes to a new Kubernetes version, identify and drain all of
the nodes of a particular Kubernetes version (in this case, 1. 27) with the following code
snippet.

K8S_VERSION=1.27
nodes=$(kubectl get nodes -o jsonpath="{.items[?
(@.status.nodeInfo.kubeletVersion==\"v$K8S_VERSION\")].metadata.name}")
for node in ${nodes[@]}
do

echo "Draining $node"

kubectl drain $node --ignore-daemonsets --delete-local-data
done

12. After your old nodes finished draining, revoke the security group inbound rules you
authorized earlier. Then, delete the AWS CloudFormation stack to terminate the instances.

® Note

If you attached any additional IAM policies to your old node group IAM role, such as
adding permissions for the Kubernetes Cluster Autoscaler), detach those additional
policies from the role before you can delete your AWS CloudFormation stack.

a. Revoke the inbound rules that you created for your node security groups earlier. In
these commands, oldNodes is the AWS CloudFormation stack name for your older
node stack, and newNodes is the name of the stack that you are migrating to.

oldNodes="old_node_CFN_stack_name"
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d.

e.

newNodes="new_node_CFN_stack_name"

oldSecGroup=$(aws cloudformation describe-stack-resources --stack-name
$oldNodes \

--query 'StackResouxrces[?

ResourceType=="AWS::EC2::SecurityGroup ].PhysicalResourceld’' \
--output text)

newSecGroup=$(aws cloudformation describe-stack-resources --stack-name
$newNodes \

--query 'StackResources[?

ResourceType=="AWS::EC2::SecurityGroup ].PhysicalResourceId' \
--output text)

aws ec2 revoke-security-group-ingress --group-id $oldSecGroup \
--source-group $newSecGroup --protocol -1

aws ec2 revoke-security-group-ingress --group-id $newSecGroup \
--source-group $oldSecGroup --protocol -1

Open the AWS CloudFormation console at https://console.aws.amazon.com/
cloudformation.

Select your old node stack.
Choose Delete.

In the Delete stack confirmation dialog box, choose Delete stack.

13. Edit the aws-auth configmap to remove the old node instance role from RBAC.

kubectl edit configmap -n kube-system aws-auth

Delete the mapRoles entry for the old node group. If your cluster is in the AWS GovCloud
(US-East) or AWS GovCloud (US-West) AWS Regions, then replace arn:aws: with
arn:aws-us-gov:.

apiVersion: vl
data:
mapRoles: |

- rolearn: arn:aws:iam::111122223333:role/nhodes-1-16-NodeInstanceRole-

W70725MZQFF8

username: system:node:{{EC2PrivateDNSName}}
groups:

- system:bootstrappers

- system:nodes
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- rolearn: arn:aws:iam::111122223333:role/nhodes-1-15-NodeInstanceRole-
U11V27W93CX5
username: system:node:{{EC2PrivateDNSName}}
groups:
- system:bootstrappers
- system:nodes>

Save and close the file to apply the updated configmap.

14. (Optional) If you are using the Kubernetes Cluster Autoscaler, scale the deployment back to
one replica.

(® Note

You must also tag your new Auto Scaling group appropriately (for example,
k8s.io/cluster-autoscaler/enabled, k8s.io/cluster-autoscaler/my-
cluster) and update the command for your Cluster Autoscaler deployment to
point to the newly tagged Auto Scaling group. For more information, see Cluster
Autoscaler on AWS.

kubectl scale deployments/cluster-autoscaler --replicas=1 -n kube-system

15. (Optional) Verify that you're using the latest version of the Amazon VPC CNI plugin for
Kubernetes. You might need to update your CNI version to use the latest supported
instance types. For more information, see Working with the Amazon VPC CNI plugin for

Kubernetes Amazon EKS add-on.

16. If your cluster is using kube-dns for DNS resolution (see previous step), scale in the kube-

dns deployment to one replica.

kubectl scale deployments/kube-dns --replicas=1 -n kube-system

Updating an existing self-managed node group

This topic describes how you can update an existing AWS CloudFormation self-managed node stack
with a new AMI. You can use this procedure to update your nodes to a new version of Kubernetes
following a cluster update. Otherwise, you can update to the latest Amazon EKS optimized AMI for
an existing Kubernetes version.
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/A Important

This topic covers node updates for self-managed nodes. For information about using
Managed node groups, see Updating a managed node group.

The latest default Amazon EKS node AWS CloudFormation template is configured to launch
an instance with the new AMI into your cluster before removing an old one, one at a time. This
configuration ensures that you always have your Auto Scaling group's desired count of active
instances in your cluster during the rolling update.

® Note

This method isn't supported for node groups that were created with eksctl. If you created
your cluster or node group with eksctl, see Migrating to a new node group.

To update an existing node group

1. Determine the DNS provider for your cluster.

kubectl get deployments -1 k8s-app=kube-dns -n kube-system

An example output is as follows. This cluster is using CoreDNS for DNS resolution, but your
cluster might return kube-dns instead. Your output might look different depending on the
version of kubectl that you're using.

NAME DESIRED CURRENT UP-TO-DATE AVAILABLE AGE
coredns 1 1 1 1 31m

2. If your current deployment is running fewer than two replicas, scale out the deployment to

two replicas. Replace coredns with kube-dns if your previous command output returned that
instead.

kubectl scale deployments/coredns --replicas=2 -n kube-system

3. (Optional) If you're using the Kubernetes Cluster Autoscaler, scale the deployment down to
zero (0) replicas to avoid conflicting scaling actions.
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kubectl scale deployments/cluster-autoscaler --replicas=0 -n kube-system

4. Determine the instance type and desired instance count of your current node group. You enter

these values later when you update the AWS CloudFormation template for the group.

© N o W

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

In the left navigation pane, choose Launch Configurations, and note the instance type for
your existing node launch configuration.

In the left navigation pane, choose Auto Scaling Groups, and note the Desired instance
count for your existing node Auto Scaling group.

Open the AWS CloudFormation console at https://console.aws.amazon.com/cloudformation.

Select your node group stack, and then choose Update.
Select Replace current template and select Amazon S3 URL.

For Amazon S3 URL, paste the following URL into the text area to ensure that you're using the

latest version of the node AWS CloudFormation template. Then, choose Next:

https://s3.us-west-2.amazonaws.com/amazon-eks/cloudformation/2022-12-23/amazon-eks-
nodegroup.yaml

9. On the Specify stack details page, fill out the following parameters, and choose Next:

NodeAutoScalingGroupDesiredCapacity — Enter the desired instance count that you
recorded in a previous step. Or, enter your new desired number of nodes to scale to when

your stack is updated.

NodeAutoScalingGroupMaxSize — Enter the maximum number of nodes to which your
node Auto Scaling group can scale out. This value must be at least one node more than your
desired capacity. This is so that you can perform a rolling update of your nodes without
reducing your node count during the update.

NodelnstanceType — Choose the instance type your recorded in a previous step.

Alternatively, choose a different instance type for your nodes. Before choosing a different
instance type, review Choosing an Amazon EC2 instance type. Each Amazon EC2 instance

type supports a maximum number of elastic network interfaces (network interface) and
each network interface supports a maximum number of IP addresses. Because each worker
node and Pod ,is assigned its own IP address, it's important to choose an instance type

that will support the maximum number of Pods that you want to run on each Amazon EC2
node. For a list of the number of network interfaces and IP addresses supported by instance
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types, see IP addresses per network interface per instance type. For example, the m5.1large

instance type supports a maximum of 30 IP addresses for the worker node and Pods.

(® Note

The supported instance types for the latest version of the Amazon VPC CNI plugin
for Kubernetes are shown in vpc_ip_resource_limit.go on GitHub. You might need
to update your Amazon VPC CNI plugin for Kubernetes version to use the latest
supported instance types. For more information, see Working with the Amazon VPC

CNI plugin for Kubernetes Amazon EKS add-on.

/A Important

Some instance types might not be available in all AWS Regions.
+ NodelmageldSSMParam - The Amazon EC2 Systems Manager parameter of the AMI ID that
you want to update to. The following value uses the latest Amazon EKS optimized AMI for

Kubernetes version 1. 29.

/aws/service/eks/optimized-ami/1.29/amazon-1inux-2/xrecommended/image_id

You can replace 1.29 with a supported Kubernetes version that's the same. Or, it should
be up to one version earlier than the Kubernetes version running on your control plane.

We recommend that you keep your nodes at the same version as your control plane. You
can also replace amazon-1inux-2 with a different AMI type. For more information, see
Retrieving Amazon EKS optimized Amazon Linux AMI IDs.

(@ Note

Using the Amazon EC2 Systems Manager parameter enables you to update your
nodes in the future without having to look up and specify an AMI ID. If your AWS
CloudFormation stack is using this value, any stack update always launches the latest
recommended Amazon EKS optimized AMI for your specified Kubernetes version.
This is even the case even if you don't change any values in the template.

» Nodelmageld - To use your own custom AMI, enter the ID for the AMI to use.
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10.
11.

12.

13.

14.

/A Important

This value overrides any value specified for NodelmageldSSMParam. If you want to
use the NodelmageldSSMParam value, ensure that the value for Nodelmageld is
blank.

» DisableIMDSv1 - By default, each node supports the Instance Metadata Service Version 1
(IMDSv1) and IMDSv2. However, you can disable IMDSv1. Select true if you don't want any
nodes or any Pods scheduled in the node group to use IMDSv1. For more information about
IMDS, see Configuring the instance metadata service. If you've implemented IAM roles for

service accounts, assign necessary permissions directly to all Pods that require access to AWS
services. This way, no Pods in your cluster require access to IMDS for other reasons, such as
retrieving the current AWS Region. Then, you can also disable access to IMDSv2 for Pods that
don't use host networking. For more information, see Restrict access to the instance profile

assigned to the worker node.

(Optional) On the Options page, tag your stack resources. Choose Next.

On the Review page, review your information, acknowledge that the stack might create IAM
resources, and then choose Update stack.

(® Note

The update of each node in the cluster takes several minutes. Wait for the update of all
nodes to complete before performing the next steps.

If your cluster's DNS provider is kube-dns, scale in the kube-dns deployment to one replica.

kubectl scale deployments/kube-dns --replicas=1 -n kube-system

(Optional) If you are using the Kubernetes Cluster Autoscaler, scale the deployment back to

your desired amount of replicas.

kubectl scale deployments/cluster-autoscaler --replicas=1 -n kube-system

(Optional) Verify that you're using the latest version of the Amazon VPC CNI plugin for

Kubernetes. You might need to update your Amazon VPC CNI plugin for Kubernetes version to
use the latest supported instance types. For more information, see Working with the Amazon
VPC CNI plugin for Kubernetes Amazon EKS add-on.
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AWS Fargate

/A Important

AWS Fargate with Amazon EKS isn't available in AWS GovCloud (US-East) and AWS
GovCloud (US-West).

This topic discusses using Amazon EKS to run Kubernetes Pods on AWS Fargate. Fargate is a
technology that provides on-demand, right-sized compute capacity for containers. With Fargate,
you don't have to provision, configure, or scale groups of virtual machines on your own to run
containers. You also don't need to choose server types, decide when to scale your node groups, or
optimize cluster packing.

You can control which Pods start on Fargate and how they run with Fargate profiles. Fargate

profiles are defined as part of your Amazon EKS cluster. Amazon EKS integrates Kubernetes

with Fargate by using controllers that are built by AWS using the upstream, extensible model
provided by Kubernetes. These controllers run as part of the Amazon EKS managed Kubernetes
control plane and are responsible for scheduling native Kubernetes Pods onto Fargate. The Fargate
controllers include a new scheduler that runs alongside the default Kubernetes scheduler in
addition to several mutating and validating admission controllers. When you start a Pod that meets
the criteria for running on Fargate, the Fargate controllers that are running in the cluster recognize,
update, and schedule the Pod onto Fargate.

This topic describes the different components of Pods that run on Fargate, and calls out special
considerations for using Fargate with Amazon EKS.

AWS Fargate considerations

Here are some things to consider about using Fargate on Amazon EKS.

« Each Pod that runs on Fargate has its own isolation boundary. They don't share the underlying
kernel, CPU resources, memory resources, or elastic network interface with another Pod.

» Network Load Balancers and Application Load Balancers (ALBs) can be used with Fargate with
IP targets only. For more information, see Create a network load balancer and Application load
balancing on Amazon EKS.
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Fargate exposed services only run on target type IP mode, and not on node IP mode. The
recommended way to check the connectivity from a service running on a managed node and a
service running on Fargate is to connect via service name.

Pods must match a Fargate profile at the time that they're scheduled to run on Fargate. Pods
that don't match a Fargate profile might be stuck as Pending. If a matching Fargate profile
exists, you can delete pending Pods that you have created to reschedule them onto Fargate.

Daemonsets aren't supported on Fargate. If your application requires a daemon, reconfigure that
daemon to run as a sidecar container in your Pods.

Privileged containers aren't supported on Fargate.

Pods running on Fargate can't specify HostPort or HostNetwork in the Pod manifest.

The default nofile and nproc soft limit is 1024 and the hard limit is 65535 for Fargate Pods.
GPUs aren't currently available on Fargate.

Pods that run on Fargate are only supported on private subnets (with NAT gateway access to
AWS services, but not a direct route to an Internet Gateway), so your cluster's VPC must have
private subnets available. For clusters without outbound internet access, see Private cluster

requirements.

You can use the Vertical Pod Autoscaler to set the initial correct size of CPU and memory for
your Fargate Pods, and then use the Horizontal Pod Autoscaler to scale those Pods. If you
want the Vertical Pod Autoscaler to automatically re-deploy Pods to Fargate with larger CPU
and memory combinations, set the mode for the Vertical Pod Autoscaler to either Auto or

Recreate to ensure correct functionality. For more information, see the Vertical Pod Autoscaler

documentation on GitHub.

DNS resolution and DNS hostnames must be enabled for your VPC. For more information, see
Viewing and updating DNS support for your VPC.

Amazon EKS Fargate adds defense-in-depth for Kubernetes applications by isolating each

Pod within a Virtual Machine (VM). This VM boundary prevents access to host-based resources
used by other Pods in the event of a container escape, which is a common method of attacking
containerized applications and gain access to resources outside of the container.

Using Amazon EKS doesn't change your responsibilities under the shared responsibility model.

You should carefully consider the configuration of cluster security and governance controls. The
safest way to isolate an application is always to run it in a separate cluster.

Fargate profiles support specifying subnets from VPC secondary CIDR blocks. You might want to
specify a secondary CIDR block. This is because there's a limited number of IP addresses available
in a subnet. As a result, there's also a limited number of Pods that can be created in the cluster.
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By using different subnets for Pods, you can increase the number of available IP addresses. For
more information, see Adding IPv4 CIDR blocks to a VPC.

« The Amazon EC2 instance metadata service (IMDS) isn't available to Pods that are deployed
to Fargate nodes. If you have Pods that are deployed to Fargate that need IAM credentials,
assign them to your Pods using IAM roles for service accounts. If your Pods need access to other

information available through IMDS, then you must hard code this information into your Pod
spec. This includes the AWS Region or Availability Zone that a Pod is deployed to.

» You can't deploy Fargate Pods to AWS Outposts, AWS Wavelength, or AWS Local Zones.

« Amazon EKS must periodically patch Fargate Pods to keep them secure. We attempt the updates
in a way that reduces impact, but there are times when Pods must be deleted if they aren't
successfully evicted. There are some actions you can take to minimize disruption. For more
information, see Fargate OS patching.

« The Amazon VPC CNI plugin for Amazon EKS is installed on Fargate nodes. You can't use
Alternate compatible CNI plugins with Fargate nodes.

« A Pod running on Fargate automatically mounts an Amazon EFS file system. You can't use
dynamic persistent volume provisioning with Fargate nodes, but you can use static provisioning.

» You can't mount Amazon EBS volumes to Fargate Pods.

» You can run the Amazon EBS CSI controller on Fargate nodes, but the Amazon EBS CSI node
DaemonSet can only run on Amazon EC2 instances.

« After a Kubernetes Job is marked Completed or Failed, the Pods that the Job creates normally
continue to exist. This behavior allows you to view your logs and results, but with Fargate you

will incur costs if you don't clean up the Job afterwards.

To automatically delete the related Pods after a Job completes or fails, you can specify a
time period using the time-to-live (TTL) controller. The following example shows specifying
.spec.ttlSecondsAfterFinished in your Job manifest.

apiVersion: batch/vl
kind: Job
metadata:
name: busybox
spec:
template:
spec:
containers:
- name: busybox
image: busybox
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command: ["/bin/sh", "-c", "sleep 10"]
restartPolicy: Never
ttlSecondsAftexrFinished: 60 # <-- TTL controller

Getting started with AWS Fargate using Amazon EKS

/A Important

AWS Fargate with Amazon EKS isn't available in AWS GovCloud (US-East) and AWS
GovCloud (US-West).

This topic describes how to get started running Pods on AWS Fargate with your Amazon EKS
cluster.

If you restrict access to the public endpoint of your cluster using CIDR blocks, we recommend

that you also enable private endpoint access. This way, Fargate Pods can communicate with the
cluster. Without the private endpoint enabled, the CIDR blocks that you specify for public access
must include the outbound sources from your VPC. For more information, see Amazon EKS cluster

endpoint access control.

Prerequisite

An existing cluster. If you don't already have an Amazon EKS cluster, see Getting started with
Amazon EKS.

Ensure that existing nodes can communicate with Fargate Pods

If you're working with a new cluster with no nodes, or a cluster with only managed node groups,

you can skip to Create a Fargate Pod execution role.

Assume that you're working with an existing cluster that already has nodes that are associated with
it. Make sure that Pods on these nodes can communicate freely with the Pods that are running on
Fargate. Pods that are running on Fargate are automatically configured to use the cluster security
group for the cluster that they're associated with. Ensure that any existing nodes in your cluster
can send and receive traffic to and from the cluster security group. Managed node groups are

automatically configured to use the cluster security group as well, so you don't need to modify or
check them for this compatibility.
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For existing node groups that were created with eksctl or the Amazon EKS managed AWS
CloudFormation templates, you can add the cluster security group to the nodes manually. Or,
alternatively, you can modify the Auto Scaling group launch template for the node group to attach
the cluster security group to the instances. For more information, see Changing an instance's

security groups in the Amazon VPC User Guide.

You can check for a security group for your cluster in the AWS Management Console under the
Networking section for the cluster. Or, you can do this using the following AWS CLI command.
When using this command, replace my-cluster with the name of your cluster.

aws eks describe-cluster --name my-cluster --query
cluster.resouxrcesVpcConfig.clusterSecurityGroupId

Create a Fargate Pod execution role

When your cluster creates Pods on AWS Fargate, the components that run on the Fargate
infrastructure must make calls to AWS APIs on your behalf. The Amazon EKS Pod execution role
provides the IAM permissions to do this. To create an AWS Fargate Pod execution role, see Amazon
EKS Pod execution IAM role.

(® Note

If you created your cluster with eksctl using the --fargate option, your cluster already
has a Pod execution role that you can find in the IAM console with the pattern eksctl-my-
cluster-FargatePodExecutionRole-ABCDEFGHIJKL. Similarly, if you use eksctl to
create your Fargate profiles, eksctl creates your Pod execution role if one isn't already
created.

Create a Fargate profile for your cluster

Before you can schedule Pods that are running on Fargate in your cluster, you must define a
Fargate profile that specifies which Pods use Fargate when they're launched. For more information,
see AWS Fargate profile.

(@ Note

If you created your cluster with eksctl using the --fargate option, then a Fargate
profile is already created for your cluster with selectors for all Pods in the kube-system
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and default namespaces. Use the following procedure to create Fargate profiles for any
other namespaces you would like to use with Fargate.

You can create a Fargate profile using eksctl or the AWS Management Console.

eksctl

This procedure requires eksctl version @.172.0 or later. You can check your version with the
following command:

eksctl version

For instructions on how to install or upgrade eksctl, see Installation in the eksctl
documentation.

To create a Fargate profile with eksctl

Create your Fargate profile with the following eksctl command, replacing every example
value with your own values. You're required to specify a namespace. However, the --1abels
option isn't required.

eksctl create fargateprofile \
--cluster my-cluster \
--name my-fargate-profile \
--namespace my-kubernetes-namespace \
--labels key=value

You can use certain wildcards for my-kubernetes-namespace and key=value labels. For
more information, see Fargate profile wildcards.

AWS Management Console
To create a Fargate profile for a cluster with the AWS Management Console

1. Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/clusters.

2. Choose the cluster to create a Fargate profile for.
3. Choose the Compute tab.
4. Under Fargate profiles, choose Add Fargate profile.
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5. On the Configure Fargate profile page, do the following:

a. For Name, enter a name for your Fargate profile. The name must be unique.

b. For Pod execution role, choose the Pod execution role to use with your Fargate profile.
Only the IAM roles with the eks-fargate-pods.amazonaws. com service principal
are shown. If you don't see any roles listed, you must create one. For more information,
see Amazon EKS Pod execution IAM role.

c. Modify the selected Subnets as needed.

(® Note

Only private subnets are supported for Pods that are running on Fargate.

d. For Tags, you can optionally tag your Fargate profile. These tags don't propagate to
other resources that are associated with the profile such as Pods.

e. Choose Next.

6. On the Configure Pod selection page, do the following:
a. For Namespace, enter a namespace to match for Pods.

» You can use specific namespaces to match, such as kube-system or default.

» You can use certain wildcards (for example, prod-*) to match multiple namespaces
(for example, prod-deployment and prod-test). For more information, see
Fargate profile wildcards.

b. (Optional) Add Kubernetes labels to the selector. Specifically add them to the one that
the Pods in the specified namespace need to match.

« You can add the label infrastructure: fargate to the selector so that only
Pods in the specified namespace that also have the infrastructure: fargate
Kubernetes label match the selector.

» You can use certain wildcards (for example, key?: value?) to match multiple
namespaces (for example, keya: valuea and keyb: valueb). For more
information, see Fargate profile wildcards.

c. Choose Next.

7. On the Review and create page, review the information for your Fargate profile and choose
Create.
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Update CoreDNS

By default, CoreDNS is configured to run on Amazon EC2 infrastructure on Amazon EKS clusters. If
you want to only run your Pods on Fargate in your cluster, complete the following steps.

(® Note

If you created your cluster with eksctl using the --fargate option, then you can skip to
Next steps.

1. Create a Fargate profile for CoreDNS with the following command. Replace
my-cluster with your cluster name, 111122223333 with your account ID,
AmazonEKSFargatePodExecutionRole with the name of your Pod execution role, and
0000VVVVVVV0V0V0V01, VVVVVVVVVVVVV0V02, and VVVVVVVVVVVVP003 with the IDs of your
private subnets. If you don't have a Pod execution role, you must create one first.

/A Important

The role ARN can't include a path other than /. For example, if the name of

your role is development/apps/my-role, you need to change it tomy-role
when specifying the ARN for the role. The format of the role ARN must be
arn:aws:iam::111122223333:r0le/role-name.

aws eks create-fargate-profile \
--fargate-profile-name coredns \
--cluster-name my-cluster \
--pod-execution-role-arn
arn:aws:iam::111122223333:x0le/AmazonEKSFargatePodExecutionRole \
--selectors namespace=kube-system,labels={k8s-app=kube-dns} \
--subnets subnet-0000000000000001 subnet-0000000000000002
subnet-0000000000000003

2. Run the following command to remove the eks.amazonaws.com/compute-type : ec2
annotation from the CoreDNS Pods.

kubectl patch deployment coredns \
-n kube-system \
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--type json \
-p="[{"op": "remove", "path": "/spec/template/metadata/annotations/
eks.amazonaws.com~1lcompute-type"}]’

Next steps

« You can start migrating your existing applications to run on Fargate with the following workflow.

1. Create a Fargate profile that matches your application's Kubernetes namespace and
Kubernetes labels.

2. Delete and re-create any existing Pods so that they're scheduled on Fargate. For example,
the following command triggers a rollout of the coredns deployment. You can modify the
namespace and deployment type to update your specific Pods.

kubectl rollout restart -n kube-system deployment coredns

» Deploy the Application load balancing on Amazon EKS to allow Ingress objects for your Pods

running on Fargate.

« You can use the Vertical Pod Autoscaler to set the initial correct size of CPU and memory for

your Fargate Pods, and then use the Horizontal Pod Autoscaler to scale those Pods. If you want

the Vertical Pod Autoscaler to automatically re-deploy Pods to Fargate with higher CPU and
memory combinations, set the Vertical Pod Autoscaler's mode to either Auto or Recreate.
This is to ensure correct functionality. For more information, see the Vertical Pod Autoscaler
documentation on GitHub.

» You can set up the AWS Distro for OpenTelemetry (ADOT) collector for application monitoring by
following these instructions.

AWS Fargate profile

/A Important

AWS Fargate with Amazon EKS isn't available in AWS GovCloud (US-East) and AWS
GovCloud (US-West).

Before you schedule Pods on Fargate in your cluster, you must define at least one Fargate profile
that specifies which Pods use Fargate when launched.
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As an administrator, you can use a Fargate profile to declare which Pods run on Fargate. You can do
this through the profile's selectors. You can add up to five selectors to each profile. Each selector
must contain a namespace. The selector can also include labels. The label field consists of multiple
optional key-value pairs. Pods that match a selector are scheduled on Fargate. Pods are matched
using a namespace and the labels that are specified in the selector. If a namespace selector is
defined without labels, Amazon EKS attempts to schedule all the Pods that run in that namespace
onto Fargate using the profile. If a to-be-scheduled Pod matches any of the selectors in the Fargate
profile, then that Pod is scheduled on Fargate.

If a Pod matches multiple Fargate profiles, you can specify which profile a Pod uses by adding the
following Kubernetes label to the Pod specification: eks.amazonaws.com/fargate-profile:
my-fargate-profile. The Pod must match a selector in that profile to be scheduled onto
Fargate. Kubernetes affinity/anti-affinity rules do not apply and aren't necessary with Amazon EKS
Fargate Pods.

When you create a Fargate profile, you must specify a Pod execution role. This execution role
is for the Amazon EKS components that run on the Fargate infrastructure using the profile. It's
added to the cluster's Kubernetes Role Based Access Control (RBAC) for authorization. That way,

the kubelet that runs on the Fargate infrastructure can register with your Amazon EKS cluster
and appear in your cluster as a node. The Pod execution role also provides IAM permissions to
the Fargate infrastructure to allow read access to Amazon ECR image repositories. For more
information, see Amazon EKS Pod execution IAM role.

Fargate profiles can't be changed. However, you can create a new updated profile to replace an
existing profile, and then delete the original.

(@ Note

Any Pods that are running using a Fargate profile are stopped and put into a pending state
when the profile is deleted.

If any Fargate profiles in a cluster are in the DELETING status, you must wait until after the Fargate
profile is deleted before you create other profiles in that cluster.

Amazon EKS and Fargate spread Pods across each of the subnets that's defined in the Fargate
profile. However, you might end up with an uneven spread. If you must have an even spread, use
two Fargate profiles. Even spread is important in scenarios where you want to deploy two replicas
and don't want any downtime. We recommend that each profile has only one subnet.
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Fargate profile components
The following components are contained in a Fargate profile.
Pod execution role

When your cluster creates Pods on AWS Fargate, the kubelet that's running on the Fargate
infrastructure must make calls to AWS APIs on your behalf. For example, it needs to make calls
to pull container images from Amazon ECR. The Amazon EKS Pod execution role provides the
IAM permissions to do this.

When you create a Fargate profile, you must specify a Pod execution role to use with your
Pods. This role is added to the cluster's Kubernetes Role-based access control (RBAC) for
authorization. This is so that the kubelet that's running on the Fargate infrastructure
can register with your Amazon EKS cluster and appear in your cluster as a node. For more
information, see Amazon EKS Pod execution |AM role.

Subnets

The IDs of subnets to launch Pods into that use this profile. At this time, Pods that are running
on Fargate aren't assigned public IP addresses. Therefore, only private subnets with no direct
route to an Internet Gateway are accepted for this parameter.

Selectors

The selectors to match for Pods to use this Fargate profile. You might specify up to five
selectors in a Fargate profile. The selectors have the following components:

« Namespace - You must specify a namespace for a selector. The selector only matches Pods
that are created in this namespace. However, you can create multiple selectors to target
multiple namespaces.

 Labels - You can optionally specify Kubernetes labels to match for the selector. The selector
only matches Pods that have all of the labels that are specified in the selector.
Fargate profile wildcards

In addition to characters allowed by Kubernetes, you're allowed to use * and ? in the selector
criteria for namespaces, label keys, and label values:

» * represents none, one, or multiple characters. For example, prod* can represent prod and
prod-metrics.
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« ? represents a single character (for example, value? can represent valuea). However, it can't
represent value and value-a, because ? can only represent exactly one character.

These wildcard characters can be used in any position and in combination (for example, prod*,
*dev, and frontend*?). Other wildcards and forms of pattern matching, such as regular
expressions, aren't supported.

If there are multiple matching profiles for the namespace and labels in the Pod spec, Fargate
picks up the profile based on alphanumeric sorting by profile name. For example, if both profile A
(with the name beta-workload) and profile B (with the name prod-workload) have matching
selectors for the Pods to be launched, Fargate picks profile A (beta-workload) for the Pods.

The Pods have labels with profile A on the Pods (for example, eks.amazonaws.com/fargate-
profile=beta-workload).

If you want to migrate existing Fargate Pods to new profiles that use wildcards, there are two ways
to do so:

» Create a new profile with matching selectors, then delete the old profiles. Pods labeled with old
profiles are rescheduled to new matching profiles.

« If you want to migrate workloads but aren't sure what Fargate labels are on each Fargate Pod,
you can use the following method. Create a new profile with a name that sorts alphanumerically
first among the profiles on the same cluster. Then, recycle the Fargate Pods that need to be
migrated to new profiles.

Creating a Fargate profile

This topic describes how to create a Fargate profile. You also must have created a Pod execution
role to use for your Fargate profile. For more information, see Amazon EKS Pod execution IAM
role. Pods that are running on Fargate are only supported on private subnets with NAT gateway
access to AWS services, but not a direct route to an Internet Gateway. This is so that your cluster's

VPC must have private subnets available. You can create a profile with eksctl or the AWS
Management Console.

This procedure requires eksctl version @.172.0 or later. You can check your version with the
following command:

eksctl version
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For instructions on how to install or upgrade eksctl, see Installation in the eksctl
documentation.

eksctl
To create a Fargate profile with eksctl

Create your Fargate profile with the following eksctl command, replacing every example
value with your own values. You're required to specify a namespace. However, the --1abels
option isn't required.

eksctl create fargateprofile \
--cluster my-cluster \
--name my-fargate-profile \
--namespace my-kubernetes-namespace \
--labels key=value

You can use certain wildcards for my-kubernetes-namespace and key=value labels. For
more information, see Fargate profile wildcards.

AWS Management Console
To create a Fargate profile for a cluster with the AWS Management Console

1. Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/clusters.

Choose the cluster to create a Fargate profile for.
Choose the Compute tab.

Under Fargate profiles, choose Add Fargate profile.

i A W

On the Configure Fargate profile page, do the following:

a. For Name, enter a unique name for your Fargate profile, such as my-profile.

b. For Pod execution role, choose the Pod execution role to use with your Fargate profile.
Only the IAM roles with the eks-fargate-pods.amazonaws. com service principal
are shown. If you don't see any roles listed, you must create one. For more information,
see Amazon EKS Pod execution IAM role.

c. Modify the selected Subnets as needed.
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® Note

Only private subnets are supported for Pods that are running on Fargate.

d. For Tags, you can optionally tag your Fargate profile. These tags don't propagate to
other resources that are associated with the profile, such as Pods.

e. Choose Next.

6. On the Configure Pod selection page, do the following:
a. For Namespace, enter a namespace to match for Pods.

« You can use specific namespaces to match, such as kube-system or default.

» You can use certain wildcards (for example, prod-*) to match multiple namespaces
(for example, prod-deployment and prod-test). For more information, see
Fargate profile wildcards.

b. (Optional) Add Kubernetes labels to the selector. Specifically, add them to the one that
the Pods in the specified namespace need to match.

« You can add the label infrastructure: fargate to the selector so that only
Pods in the specified namespace that also have the infrastructure: fargate
Kubernetes label match the selector.

» You can use certain wildcards (for example, key?: value?) to match multiple
namespaces (for example, keya: valuea and keyb: valueb). For more
information, see Fargate profile wildcards.

c. Choose Next.

7. On the Review and create page, review the information for your Fargate profile and choose
Create.

Deleting a Fargate profile

This topic describes how to delete a Fargate profile.

When you delete a Fargate profile, any Pods that were scheduled onto Fargate with the profile are
deleted. If those Pods match another Fargate profile, then they're scheduled on Fargate with that

profile. If they no longer match any Fargate profiles, then they aren't scheduled onto Fargate and

might remain as pending.
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Only one Fargate profile in a cluster can be in the DELETING status at a time. Wait for a Fargate
profile to finish deleting before you can delete any other profiles in that cluster.

You can delete a profile with eksctl, the AWS Management Console, or the AWS CLI. Select the
tab with the name of the tool that you want to use to delete your profile.

eksctl
To delete a Fargate profile with eksctl

Use the following command to delete a profile from a cluster. Replace every example value
with your own values.

eksctl delete fargateprofile --name my-profile --cluster my-cluster

AWS Management Console
To delete a Fargate profile from a cluster with the AWS Management Console

1. Open the Amazon EKS console at https://console.aws.amazon.com/eks/home#/clusters.

2. Inthe left navigation pane, choose Clusters. In the list of clusters, choose the cluster that
you want to delete the Fargate profile from.

3. Choose the Compute tab.
4. Choose the Fargate profile to delete, and then choose Delete.

5. On the Delete Fargate profile page, enter the name of the profile, and then choose Delete.

AWS CLI
To delete a Fargate profile with AWS CLI

Use the following command to delete a profile from a cluster. Replace every example value
with your own values.

aws eks delete-fargate-profile --fargate-profile-name my-profile --cluster-name my-
cluster
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Fargate Pod configuration

/A Important

AWS Fargate with Amazon EKS isn't available in AWS GovCloud (US-East) and AWS
GovCloud (US-West).

This section describes some of the unique Pod configuration details for running Kubernetes Pods
on AWS Fargate.

Pod CPU and memory

With Kubernetes, you can define requests, a minimum vCPU amount, and memory resources that
are allocated to each container in a Pod. Pods are scheduled by Kubernetes to ensure that at least
the requested resources for each Pod are available on the compute resource. For more information,
see Managing compute resources for containers in the Kubernetes documentation.

(® Note

Since Amazon EKS Fargate runs only one Pod per node, the scenario of evicting Pods in
case of fewer resources doesn't occur. All Amazon EKS Fargate Pods run with guaranteed
priority, so the requested CPU and memory must be equal to the limit for all of the
containers. For more information, see Configure Quality of Service for Pods in the
Kubernetes documentation.

When Pods are scheduled on Fargate, the vCPU and memory reservations within the Pod
specification determine how much CPU and memory to provision for the Pod.

« The maximum request out of any Init containers is used to determine the Init request vCPU and
memory requirements.

» Requests for all long-running containers are added up to determine the long-running request
vCPU and memory requirements.

« The larger of the previous two values is chosen for the vCPU and memory request to use for your
Pod.

» Fargate adds 256 MB to each Pod's memory reservation for the required Kubernetes components
(kubelet, kube-proxy, and containexrd).
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Fargate rounds up to the following compute configuration that most closely matches the sum of
vCPU and memory requests in order to ensure Pods always have the resources that they need to
run.

If you don't specify a vCP