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What is AWS Elastic Beanstalk?

With Elastic Beanstalk you can deploy web applications into the AWS Cloud on a variety of
supported platforms. You build and deploy your applications. Elastic Beanstalk provisions Amazon

EC2 instances, configures load balancing, sets up health monitoring, and dynamically scales your
environment.

In addition to web server environments, Elastic Beanstalk also provides worker environments which
you can use to process messages from an Amazon SQS queue, useful for asynchronous or long-
running tasks. For more information, see Elastic Beanstalk worker environments.
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Supported platforms

Elastic Beanstalk supports applications developed in Go, Java, .NET, Node.js, PHP, Python,
and Ruby. Elastic Beanstalk also supports Docker containers, where you can choose your own
programming language and application dependencies. When you deploy your application, Elastic

Supported platforms 2
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Beanstalk builds the selected supported platform version and provisions one or more AWS
resources, such as Amazon EC2 instances, in your AWS account to run your application.

You can interact with Elastic Beanstalk through the Elastic Beanstalk console, the AWS Command
Line Interface (AWS CLI), or the EB CLI, a high-level command line tool designed specifically for
Elastic Beanstalk.

You can perform most deployment tasks, such as changing the size of your fleet of Amazon
EC2 instances or monitoring your application, directly from the Elastic Beanstalk web interface
(console).

To learn more about how to deploy a sample web application using Elastic Beanstalk, see Learn
how to get started with Elastic Beanstalk.

Application deploy workflow

To use Elastic Beanstalk, you create an application, then upload your application source bundle
to Elastic Beanstalk. Next, you provide information about the application, and Elastic Beanstalk
automatically launches an environment and creates and configures the AWS resources needed to
run your code.

After you create and deploy your application and your environment is launched, you can manage
your environment and deploy new application versions. Information about the application—
including metrics, events, and environment status—is made available through the Elastic Beanstalk
console, APIs, and Command Line Interfaces.

The following diagram illustrates Elastic Beanstalk workflow:

Update Version

Create . Upload ' Launch ' WELET-S)
Application Version Environment Environment

Deploy New Version

Pricing

There is no additional charge for Elastic Beanstalk. You pay only for the underlying AWS resources
that your application consumes. For details about pricing, see the Elastic Beanstalk service detail

page.

Application deploy workflow 3
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Next steps

We recommend the tutorial, Getting started tutorial, to start using Elastic Beanstalk. The tutorial
steps you through creating, viewing, and updating a sample Elastic Beanstalk application.

Next steps 4
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Learn how to get started with Elastic Beanstalk

With Elastic Beanstalk you can deploy, monitor, and scale web applications and services. Typically,
you will develop your code locally then deploy it to Amazon EC2 server instances. Theses instances,
also called environments, run on platforms that can be upgraded through the AWS console or the
command line.

To get started, we recommend deploying a pre-built sample application directly from the console.
Then, you can learn how to develop locally and deploy from the command line in the the section
called “QuickStart for PHP".

There is no cost for using Elastic Beanstalk, but standard fees do apply to AWS resources that you
create during the course of this tutorial until you delete them at the end. The total charges are
typically less than a dollar. For information about how to minimize charges, see AWS free tier.

After completing this tutorial, you will understand the basics of creating, configuring, deploying,
updating, and monitoring an Elastic Beanstalk application with environments running on Amazon
EC2 instances.

Estimated duration: 35-45 minutes
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What you will build

Your first Elastic Beanstalk application will consist of a single Amazon EC2 environment running
the PHP sample on a PHP managed platform.

Elastic Beanstalk application

An Elastic Beanstalk application is a container for Elastic Beanstalk components, including
environments where your application code runs on platforms provided and managed by Elastic
Beanstalk, or in custom containers that you provide.

Environment

An Elastic Beanstalk environment is a collection of AWS resources running together including
an Amazon EC2 instance. When you create an environment, Elastic Beanstalk provisions the
necessary resources into your AWS account.

Platform

A platform is a combination of an operating system, programming language runtime, web
server, application server, and additional Elastic Beanstalk components. Elastic Beanstalk
provides manged platforms, or you can provide your own platform in a container.

Elastic Beanstalk supports platforms for different programming languages, application servers,
and Docker containers. When you create an environment, you must choose the platform. You can
upgrade the platform, but you cannot change the platform for an environment.

(@ Switching platforms

If you need to change programming languages, you must create and switch to a new
environment on a different platform.

Step 1 - Create an application

To create your example application, you'll use the Create application console wizard. It creates an
Elastic Beanstalk application and launches an environment within it.

Reminder: an environment is a collection of AWS resources required to run your application code.

What you will build 7
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Elastic Beanstalk <

Compute
Applications

Environments

Amazon Elastic Beanstalk
Cnd-to-end wehannlication Get started

Change history

m a n a g em e nt. Easily deploy your web application in minutes.

Amazon Elastic Beanstalk is an easy-to-use service for deploying and scaling web Create application
applications and services developed with Java, .NET, PHP, Node.js, Python, Ruby, Go,
and Docker on familiar servers such as Apache, Nginx, Passenger, and IIS.

To create an application

1. Open the Elastic Beanstalk console.

2. Choose Create application.

3. For Application name enter getting-started-app.

The console provides a six step process for creating an application and configuring an environment.
For this quick start, you'll only need to focus on the first two steps, then you can skip ahead to
review and create your application and environment.

To configure an environment

1. In Environment information, for Environment name enter: gs-app-web-env.
2. For Platform, choose the PHP platform.

3. For Application code and Presets, accept the defaults (Sample application and Single instance),
then choose Next.
To configure service access

Next, you need two roles. A service role allows Elastic Beanstalk to monitor your EC2 instances and
upgrade you environment's platform. An EC2 instance profile role permits tasks such as writing logs
and interacting with other services.

To create the Service role

1. For Service role, choose Create role.

2. For Trusted entity type, choose AWS service.

Step 1 - Create an application 8
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3. For Use case, choose Elastic Beanstalk — Environment.
4. Choose Next.

5. Verify that Permissions policies include the following, then choose Next:

e AWSElasticBeanstalkEnhancedHealth
« AWSElasticBeanstalkManagedUpdatesCustomerRolePolicy
6. Choose Create role.

7. Return to the Configure service access tab, refresh the list, then select the newly created
service role.

To create the EC2 instance profile

Choose Create role.
For Trusted entity type, choose AWS service.
For Use case, choose Elastic Beanstalk - Compute.

Choose Next.

v A W=

Verify that Permissions policies include the following, then choose Next:

« AWSElasticBeanstalkWebTier

« AWSElasticBeanstalkWorkerTier

« AWSElasticBeanstalkMulticontainerDocker
6. Choose Create role.

7. Return to the Configure service access tab, refresh the list, then select the newly created EC2
instance profile.

To finish configuring and creating your application

1. Skip over EC2 key pair.

We'll show you other ways to connect to your Amazon EC2 instances through the Console.

2. Choose Skip to Review to move over several optional steps.

Optional steps: networking, databases, scaling parameters, advanced configuration for updates,
monitoring, and logging.

3. On the Review page which shows a summary of your choices, choose Submit.

Step 1 - Create an application 9
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@ Congratulations!

You have created an application and configured an environment! Now you need to wait for
the resources to deploy.

Step 2 - Deploy your application

When you create an application, Elastic Beanstalk sets up the environments for you. You just need
to sit back and wait.

The initial deploy can take up to five minutes to create the resources. Updates will take less time
because only changes will be deployed to your stack.

o~ <>¢
)

=

¢<>
(QQ :
e

Input Processing Output

When you create the example application, Elastic Beanstalk creates the following resources:

« EC2 instance — An Amazon EC2 virtual machine configured to run web apps on the platform you
selected.

Every platform runs a different set of software, configuration files, and scripts to support a
specific language version, framework, web container, or combination thereof. Most platforms
use either Apache or nginx as a reverse proxy to forward web traffic to your web app, serve static
assets, and generate access and error logs. You can connect to your Amazon EC2 instances to
view configuration and logs.

Step 2 - Deploy your application 10
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Instance security group — An Amazon EC2 security group will be created to allow incoming
requests on port 80, so inbound traffic on a load balancer can reach your web app.

Amazon S3 bucket — A storage location for your source code, logs, and other artifacts.

Amazon CloudWatch alarms - Two CloudWatch alarms are created to monitor the load on your
instances and scale them up or down as needed.

AWS CloudFormation stack - Elastic Beanstalk uses AWS CloudFormation to deploy the
resources in your environment and make configuration changes. You can view the resource
definition template in the AWS CloudFormation console.

Domain name - A domain name that routes to your web app in the form:
subdomain.region.elasticbeanstalk.com.

Elastic Beanstalk creates your application, launches an environment, makes an application version,

then deploys your code into the environment. During the process, the console tracks progress and
displays event status in the Events tab.

Step 2 - Deploy your application 11
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@ Amazon Elastic Beanstalk
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After all of the resources are deployed, the environment's health should change to Ok.
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@ Your application is ready!

After you see your application health change to 0k, you can browse to your web
application's website.

Step 3 - Explore the Elastic Beanstalk environment

You'll start exploring your deployed application environment from the Environment overview
page in the console.

To view the environment and your application

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

3. Choose Go to environment to browse your application!
(You can also choose the URL link listed for Domain to browse your application.)

The connection will be HTTP (not HTTPS), so you might see a warning in your browser.

Step 3 - Explore the environment 13
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« = C A\ Not Secure  http://gs-app-web-env.eba-rnexah3f.us-east-1.elasticbeanstalk.com aQ % b3 & % @B

& AWS Elastic Beanstalk

Welcome to Your Elastic Beanstalk Application

Congratulations! Your PHP application is now running on your own dedicated environment
in the AWS Cloud.

Benefits of AWS Elastic Beanstalk

Discover why thousands of developers rely on AWS Elastic Beanstalk to deploy and manage their
applications.

it

. 4 )

Easy to Get Started Maximum Flexibility Managed Platform

Back in the Elastic Beanstalk console, the upper portion shows the Environment overview with
top level information about your environment, including name, domain URL, current health status,
running version, and the platform that the application is running on. The running version and
platform are essential for troubleshooting your currently deployed application.

After the overview pane, you will see recent environment activity in the Events tab.
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e Elastic Beanstalk > Environments > getting-started-app

(OB = O

Elastic Beanstalk < @ Environment successfully launched. X

Applications getting_started-app Info

Environments

Change history
Environment overview

Health Environment ID

¥ Application: getting-started-app ® ok [0 e-xq5pcxduha

Application versions

Saved configuratiogs Domain

. X Application name
getting-started-app.eba-3zhi35tm.us-east-

1.elasticbeanstalk.com [?

¥ Environment: getting-started-app
Go to environment [2 . ’

Configuration

getting-started-app

Events Events Health Logs Monitoring Alarms Managed updates
Health

Logs

Monitoring Events (1 2) Info

Alarms

( Q Filter events by text, property or value

Managed updates

Tags Time | Type

April 30, 2025 09:54:36 (UTC-7) @ INFO

W Darant anuiranmanke

© R

Platform
PHP 8.4 running on 64bit Amazon Linux 2023/4.6.1

Running version

Platform state
® Supported

Tags

Environment health has transitioned from Pending to Ok. Initialization completed
10 seconds ago and took 2 minutes.

While Elastic Beanstalk creates your AWS resources and launches your application, the environment
is in a Pending state. Status messages about launch events are continuously added to the list of

Events .

The environment's Domain is the URL for your deployed web application. In the left navigation
pane, Go to environment also takes you to your domain. Similarly, the left navigation pane has

links that correspond to the various tabs.

Take note of the Configuration link in the left navigation pane. which displays a summary of

environment configuration option values, grouped by category.

(® Environment configuration settings

Take note of the Configuration link in the left navigation pane. You can view and edit
detailed environment settings, such as service roles, networking, database, scaling,

managed platform updates, memory, health monitoring, rolling deployment, logging, and

more!

The various tabs contain detailed information about your environment:

Step 3 - Explore the environment
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« Events - View an updating list of information and error messages from the Elastic Beanstalk
service and other services for resources in your environment.

» Health - View status and detailed health information for the Amazon EC2 instances running your
application.

o Logs - Retrieve and download logs from the Amazon EC2 in your environment. You can retrieve
full logs or recent activity. The retrieved logs are available for 15 minutes.

« Monitoring - View statistics for the environment, such as average latency and CPU utilization.
« Alarms - View and edit alarms that are configured for environment metrics.

« Managed updates - View information about upcoming and completed managed platform
updates and instance replacement.

» Tags - View and edit key-value pairs that are applied to your environment.

® Note

Links in the console navigation pane will display the corresponding tab.

Troubleshooting with logs

For troubleshooting unexpected behaviors or debugging deployments, you might want to check
the logs in your environments.

You can request 100 lines of all the log files under the Logs tab in the Elastic Beanstalk console.
Alternatively, you can connect directly to the Amazon EC2 instance and tail the logs in realtime.

To request the logs (Elastic Beanstalk console)

1. Navigate to your environment in the Elastic Beanstalk console.
2. Choose the Logs tab or left-nav, then choose Request logs.

3. Select Last 100 lines.
4

After the logs are created, choose the Download link to view the logs in the browser.

In the logs, find the log and note the directory for the nginx access log.

Troubleshooting with logs 16
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Add a policy to enable connections to Amazon EC2

Before you can connect, you must add a policy that enables connections to Amazon EC2 with
Session Manager.

1. Navigate to the IAM console.

2. Find and select the aws-elasticbeanstalk-ec2-role role.

3. Choose Add permission, then Attach policies.
4

Search for a default policy that begins with the following text:
AmazonSSMManagedEC2Instance, then add it to the role.

To connect to your Amazon EC2 with Session Manager

1. Navigate to the Amazon EC2 console.
Choose Instances, then select your gs-app-web-env instance.

Choose Connect, then Session Manager.

P WD

Choose Connect.

After connecting to the instance, start a bash shell and tail the logs:

1. Run the command bash.
Run the command c¢d /var/log/nginx.

Run the command tail -f access.log.

H WD

In your browser, go to the application domain URL. Refresh.

(@ Congratulations, you're connected!

You should see log entries in your instance update every time you refresh the page.

/A Connect button not working?

If the connect button is not available, go back to IAM and verify that you added the
necessary policy to the role.

Troubleshooting with logs 17
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Step 4 - Update your application

Eventually, you will want to update your application. You can deploy a new version at any time, as
long as no other update operations are in progress on your environment.

The application version that you started this tutorial with is called Sample Application.

To update your application version

1. Download the following PHP sample application:

PHP — php-v2.zip
2. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

3. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

4. On the environment overview page, choose Upload and deploy.

5. Select Choose file, and then upload the sample application source bundle that you
downloaded.

The console automatically fills in the Version label with a new unique label, automatically
incrementing a trailing integer. If you choose your own version label, ensure that it's unique.
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6. Choose Deploy.

While Elastic Beanstalk deploys your file to your Amazon EC2 instances, you can view the
deployment status on the Environment overview page. While the application version is updated,
the environment Health status is gray. When the deployment is complete, Elastic Beanstalk
performs an application health check. When the application responds to the health check, it's
considered healthy and the status returns to green. The environment overview shows the new
Running Version—the name you provided as the Version label.

Elastic Beanstalk also uploads your new application version and adds it to the table of application
versions. To view the table, choose Application versions under getting-started-app on the
navigation pane.

(® Update success!

You should see an updated "v2" message after refreshing your browser.

If you want to edit the source yourself, unzip, edit, then re-zip the source bundle. On
macOS§, use the following command from inside your php directory with the -X to exclude
extra file attributes:

zip -X -r ../php-v2.zip .

Step 5 - Scale your application

You can configure your environment to better suit your application. For example, if you have

a compute-intensive application, you can change the type of Amazon Elastic Compute Cloud
(Amazon EC2) instance that is running your application. To apply configuration changes, Elastic
Beanstalk performs an environment update.

Some configuration changes are simple and happen quickly. Some changes require deleting
and recreating AWS resources, which can take several minutes. When you change configuration
settings, Elastic Beanstalk warns you about potential application downtime.
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Increase capacity settings

In this example of a configuration change, you edit your environment's capacity settings. You

configure a load-balanced, scalable environment that has between two and four Amazon EC2

instances in its Auto Scaling group, and then you verify that the change occurred. Elastic Beanstalk

creates an additional Amazon EC2 instance, adding to the single instance that it created initially.

Then, Elastic Beanstalk associates both instances with the environment's load balancer. As a result,

your application's responsiveness is improved and its availability is increased.

To change your environment's capacity

1.
2.

Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

In the navigation pane, choose Configuration.
In the Instance traffic and scaling configuration category, choose Edit.

Collapse the Instances section, so you can more easily see the Capacity section. Under Auto
Scaling group change Environment type to Load balanced.

In the Instances row, change Min to 2 and Max to 4.

Increase capacity settings 20
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7. To save the changes choose Apply at the bottom of the page.

If you are warned that the update will replace all of your current instances. Choose Confirm.

The environment update can take a few minutes. You should see several updates in the list of
events. Watch for the event Successfully deployed new configuration to environment.

Verify increased capacity

After the environment update is complete and the environment is ready, Elastic Beanstalk
automatically launched a second instance to meet your new minimum capacity setting.

To verify the increased capacity

1. Choose Health from either the tab list or left navigation pane.

2. Review the Enhanced instance health section.

@ You just scaled up!

With two Amazon EC2 instances, your environment capacity has doubled, and it only took a
few minutes.

Cleaning up your Elastic Beanstalk environment

To ensure that you're not charged for any services you aren't using, delete all application versions
and terminate environments, which also deletes the AWS resources that the environment created
for you.

Verify increased capacity 21
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To delete the application and all associated resources
1. Delete all application versions.

a. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

b. In the navigation pane, choose Applications, and then choose getting-started-app.
c. Inthe navigation pane, find your application's name and choose Application versions.
d. On the Application versions page, select all application versions that you want to delete.
e. Choose Actions, and then choose Delete.
f.  Turn on Delete versions from Amazon S3.
g. Choose Delete, and then choose Done.
2. Terminate the environment.

a. Inthe navigation pane, choose getting-started-app, and then choose
GettingStartedApp-env in the environment list.
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b. Choose Actions, and then choose Terminate Environment.

c. Confirm that you want to terminate GettingStartedApp-env by typing the environment
name, and then choose Terminate.

3. Delete the getting-started-app application.

a. Inthe navigation pane, choose the getting-started-app.
b. Choose Actions, and then choose Delete application.

¢. Confirm that you want to delete getting-started-app by typing the application name, and
then choose Delete.

® Congratulations!

You have successfully deployed a sample application to the AWS Cloud, uploaded a new
version, modified its configuration to add a second Auto Scaling instance, and cleaned up
your AWS resources!

Next steps

To learn how to use the eb command line tool to automate deploying your code to Elastic
Beanstalk, We suggest continuing with the the section called “QuickStart for PHP".

Next, you might want to review how to set up HTTPS connection, see the section called “HTTPS".
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Setting up the EB command line interface (EB CLI) to
manage Elastic Beanstalk

The EB CLI is a command line interface which provides interactive commands to create, update,
and monitor environments in AWS Elastic Beanstalk. The EB CLI open-source project is on Github:
aws/aws-elastic-beanstalk-cli

After you install the EB CLI and configure a project directory, you can create environments with a
single command:

$ eb create <my-beanstalk-environment>

We recommend installing with the setup script, learn how in the section called “Install EB CLI".

The AWS CLI provides direct access to low-level Elastic Beanstalk APIs. Although powerful, it is also
verbose and less preferred over the EB CLI. For example, creating an environment with the AWS CLI
requires the following series of commands:

$ aws elasticbeanstalk check-dns-availability \

--cname-prefix my-cname
$ aws elasticbeanstalk create-application-version \

--application-name my-application \

--version-label v1 \

--source-bundle S3Bucket=amzn-s3-demo-bucket,S3Key=php-proxy-sample.zip
$ aws elasticbeanstalk create-environment \

--cname-prefix my-cname \

--application-name my-app \

--version-label v1 \

--environment-name my-env \

--solution-stack-name "64bit Amazon Linux 2023 v4.5.0 running Ruby 3.4"

Install EB CLI with setup script (recommended)

® We recommend the installer script

We recommend using the installer script to set up the EB CLI and its dependencies and
prevent potential conflicts with other Python packages.

Install EB CLI 24
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Pre-requisites: Git, Python, and virtualenv
To download and use the installer script

1. Clone the repository.

git clone https://github.com/aws/aws-elastic-beanstalk-cli-setup.git
2. Install or upgrade the EB CLI.

macOS / Linux in Bash or Zsh

python ./aws-elastic-beanstalk-cli-setup/scripts/ebcli_installer.py

Windows in PowerShell or Command window

python .\aws-elastic-beanstalk-cli-setup\scripts\ebcli_installer.py

3. Verify that the EB CLlI is installed correctly.

$ eb --version
EB CLI 3.21.0 (Python 3.12)

For complete installation instructions, see the aws/aws-elastic-beanstalk-cli-setup
repository on GitHub.

Manually install the EB CLI

You can install the EB CLI on Linux, macQOS, and Windows with the pip package manager
for Python which provides installation, upgrade, and removal of Python packages and their
dependencies.

/A We recommend the installer script

We recommend using the Install EB CLI to set up the EB CLI and prevent dependency
conflicts.
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Prerequisite - You must have a supported version of Python installed. You can download it from
the Python downloads page on the Python website.

To install the EB CLI (manually)

1.  Run the following command.

$ pip install awsebcli --upgrade --user

The --upgrade option tells pip to upgrade any requirements that are already installed. The
--user option tells pip to install the program to a subdirectory of your user directory to
avoid modifying libraries that your operating system uses.

(@ Troubleshooting issues

If you encounter issues when you try to install the EB CLI with pip, you can install
the EB CLI in a virtual environment to isolate the tool and its dependencies, or use a
different version of Python than you normally do.

2. Add the path to the executable file to your PATH variable:

e On Linux and macOS:
Linux-~/.local/bin
macOS - ~/Library/Python/3.12/bin

To modify your PATH variable (Linux, Unix, or macQOS ):

a. Find your shell's profile script in your user folder. If you are not sure which shell you
have, run echo $SHELL.

$ 1s -a ~
.bash_logout .bash_profile .bashrc Desktop Documents Downloads

e Bash - .bash_profile, .profile, or .bash_login.
e Zsh - .zshrc

e Tcsh- .tcshrc, .cshrcor .login.
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b. Add an export command to your profile script. The following example adds the path
represented by LOCAL_PATH to the current PATH variable.

export PATH=LOCAL_PATH:$PATH

c. Load the profile script described in the first step into your current session. The
following example loads the profile script represented by PROFILE_SCRIPT.

$ source ~/PROFILE_SCRIPT
« On Windows:
Python 3.12 - SUSERPROFILES\AppData\Roaming\Python\Python312\Scripts
Python earlier versions - SUSERPROFILE%\AppData\Roaming\Python\Scripts

To modify your PATH variable (Windows):

a. Press the Windows key, and then enter environment variables.
b. Choose Edit environment variables for your account.
c. Choose PATH, and then choose Edit.

d. Add paths to the Variable value field, separated by semicolons. For example: C:
\iteml\path;C:\item2\path

e. Choose OK twice to apply the new settings.

f.  Close any running Command Prompt windows, and then reopen a Command Prompt
window.

3. Verify that the EB CLI installed correctly by running eb --version.

$ eb --version
EB CLI 3.21.0 (Python 3.12)

The EB CLI is updated regularly to add functionality that supports the latest Elastic Beanstalk
features. To update to the latest version of the EB CLI, run the installation command again.

$ pip install awsebcli --upgrade --user

If vou need to uninstall the EB CLI, use pip uninstall.
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$ pip uninstall awsebcli

Install the EB CLI in a virtual environment

You can avoid version requirement conflicts with other pip packages by installing the EB CLI in a
virtual environment.

To install the EB CLI in a virtual environment

1. First, install virtualenv with pip.

$ pip install --user virtualenv

2. Create a virtual environment.

$ virtualenv ~/eb-ve

To use a Python executable other than the default, use the -p option.

$ virtualenv -p /usr/bin/python3.12 ~/eb-ve
3. Activate the virtual environment.

Linux, Unix, or macOS

$ source ~/eb-ve/bin/activate

Windows

$ SUSERPROFILE%\eb-ve\Scripts\activate

4. Install the EB CLI.

(eb-ve)$ pip install awsebcli --upgrade

5. Verify that the EB CLlI is installed correctly.

$ eb --version
EB CLI 3.23.0 (Python 3.12)
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You can use the deactivate command to exit the virtual environment. Whenever you start a new
session, run the activation command again.

To upgrade to the latest version, run the installation command again.

(eb-ve)$ pip install awsebcli --upgrade

Install the EB CLI with homebrew

The latest version of the EB CLI is typically available from Homebrew a couple of days after it
appears in pip.

/A We recommend the installer script

We recommend using the Install EB CLI to set up the EB CLI and prevent dependency
conflicts.

To install the EB CLI with Homebxrew

1. Ensure you have the latest version of Homebrew.

$ brew update

2. Runbrew install awsebcli.

$ brew install awsebcli

3. Verify that the EB CLlI is installed correctly.

$ eb --version
EB CLI 3.21.0 (Python 3.12)

Configure the EB CLI

After installing the EB CLI, you are ready to configure your project directory and the EB CLI by

running eb init.The following example shows the configuration steps when running eb init for the
first time in a project folder named eb.
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To initialize an EB CLI project

1. First, the EB CLI prompts you to select a region. Choose your preferred region.

~/eb $ eb init

Select a default region

1) us-east-1 : US East (N. Virginia)

2) us-west-1 : US West (N. California)

3) us-west-2 : US West (Oregon)

4) eu-west-1 : Europe (Ireland)

5) eu-central-1 : Europe (Frankfurt)

6) ap-south-1 : Asia Pacific (Mumbai)

7) ap-southeast-1 : Asia Pacific (Singapore)

(default is 3): 3

2. If prompted, provide your access key and secret key so that the EB CLI can manage resources
for you. Access keys are created in the AWS Identity and Access Management console. If you
don't have keys, see How Do | Get Security Credentials? in the Amazon Web Services General
Reference.

You have not yet set up your credentials or your credentials are incorrect.
You must provide your credentials.

(aws-access-id): AKIAJOUAASEXAMPLE

(aws-secret-key): 5ZRIrtTM4ciIAvd4EXAMPLEDtm+PiPSzpoK

3. An Elastic Beanstalk application is a resource that contains a set of application versions
(source), environments, and saved configurations that are associated with a single web
application. Each time you deploy your source code to Elastic Beanstalk using the EB CLI, a new
application version is created and added to the list.

Select an application to use
1) [ Create new Application ]
(default is 1): 1

4. The default application name is the name of the folder in which you run eb init. Enter any
name that describes your project.

Enter Application Name
(default is "eb"): eb
Application eb has been created.
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5. Select a platform that matches the language or framework that your web application is
developed in. If you haven't started developing an application yet, choose a platform that
you're interested in. You will see how to launch a sample application shortly, and you can
always change this setting later.

Select a platform.

1) .NET Core on Linux

2) .NET on Windows Server
3) Docker

4) Go

5) Java

6) Node.js

7) PHP <== select platform by number
8) Packer

9) Python

10) Ruby

11) Tomcat

(make a selection):7

6. Select a specific platform branch.

Select a platform branch.

1) PHP 8.4 running on 64bit Amazon Linux 2023
2) PHP 8.3 running on 64bit Amazon Linux 2023
3) PHP 8.2 running on 64bit Amazon Linux 2023
4) PHP 8.1 running on 64bit Amazon Linux 2023
5) PHP 8.1 running on 64bit Amazon Linux 2

(default is 1):1

7. Choose yes to assign an SSH key pair to the instances in your Elastic Beanstalk environment.
This allows you to connect directly to them for troubleshooting.

Do you want to set up SSH for your instances?

(y/n): y

8. Choose an existing key pair or create a new one. To use eb init to create a new key pair, you
must have ssh-keygen installed on your local machine and available from the command line.
The EB CLI registers the new key pair with Amazon EC2 for you and stores the private key
locally in a folder named . ssh in your user directory.

Select a keypair.
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1) [ Create new KeyPair ]
(default is 1): 1

Your EB CLlI installation is now configured and ready to use.

Advanced Configuration

« Ignoring files using .ebignore

Using named profiles

Deploying an artifact instead of the project folder

Configuration settings and precedence

Instance metadata

Ignoring files using .ebignore

You can tell the EB CLI to ignore certain files in your project directory by adding the file
.ebignore to the directory. This file works like a .gitignore file. When you deploy your project
directory to Elastic Beanstalk and create a new application version, the EB CLI doesn't include files
specified by .ebignore in the source bundle that it creates.

If .ebignore isn't present, but .gitignore is, the EB CLI ignores files specified in .gitignore.
If .ebignore is present, the EB CLI doesn't read .gitignore.

When .ebignore is present, the EB CLI doesn't use git commands to create your source bundle.
This means that EB CLI ignores files specified in . ebignore, and includes all other files. In
particular, it includes uncommitted source files.

(@ Note

In Windows, adding .ebignore causes the EB CLI to follow symbolic links and include the
linked file when creating a source bundle. This is a known issue and will be fixed in a future
update.
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Using named profiles

If you store your credentials as a named profile in a credentials or config file, you can use the
--profile option to explicitly specify a profile. For example, the following command creates a
new application using the usexr2 profile.

$ eb init --profile user?

You can also change the default profile by setting the AWS_EB_PROFILE environment variable.
When this variable is set, the EB CLI reads credentials from the specified profile instead of default
or eb-cli.

Linux, macOS, or Unix

$ export AWS_EB_PROFILE=user2

Windows

> set AWS_EB_PROFILE=user2

Deploying an artifact instead of the project folder

You can tell the EB CLI to deploy a ZIP file or WAR file that you generate as part of a separate
build process by adding the following lines to .elasticbeanstalk/config.yml in your project
folder.

deploy:
artifact: path/to/buildartifact.zip

If you configure the EB CLI in your Git repository, and you don't commit the artifact to source, use
the --staged option to deploy the latest build.

~/eb$ eb deploy --staged

Configuration settings and precedence

The EB CLI uses a provider chain to look for AWS credentials in a number of different places,
including system or user environment variables and local AWS configuration files.
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The EB CLI looks for credentials and configuration settings in the following order:

1. Command line options — Specify a named profile by using --profile to override default
settings.

2. Environment variables — AWS_ACCESS_KEY_ID and AWS_SECRET_ACCESS_KEY.

3. The AWS credentials file — Located at ~/.aws/credentials on Linux and OS X systems, or at
C:\Users\USERNAME\.aws\credentials on Windows systems. This file can contain multiple
named profiles in addition to a default profile.

4. The AWS CLI configuration file — Located at ~/.aws/config on Linux and OS X systems or C:

\Users\USERNAME\ .aws\config on Windows systems. This file can contain a default profile,
named profiles, and AWS CLI-specific configuration parameters for each.

5. Legacy EB CLI configuration file — Located at ~/.elasticbeanstalk/config on Linux and
OS X systems or C:\Users\USERNAME\ .elasticbeanstalk\config on Windows systems.

6. Instance profile credentials — These credentials can be used on Amazon EC2 instances with
an assigned instance role, and are delivered through the Amazon EC2 metadata service. The
instance profile must have permission to use Elastic Beanstalk.

If the credentials file contains a named profile with the name "eb-cli", the EB CLI will prefer that
profile over the default profile. If no profiles are found, or a profile is found but does not have
permission to use Elastic Beanstalk, the EB CLI prompts you to enter keys.

Instance metadata

To use the EB CLI from an Amazon EC2 instance, create a role that has access to the resources
needed and assign that role to the instance when it is launched. Launch the instance and install the
EB CLI by using pip.

~$ sudo pip install awsebcli

pip comes preinstalled on Amazon Linux.

The EB CLI reads credentials from the instance metadata. For more information, see Granting
Applications that Run on Amazon EC2 Instances Access to AWS Resources in IAM User Guide.
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Using the EB CLI with Git

The EB CLI provides a Git integration so you can associate code branches with specific
environments in Elastic Beanstalk to organize your deploys.

To install Git and initialize your Git repository

1. Download the most recent version of Git by visiting http://git-scm.com.

2. Initialize your Git repository by typing the following:
~/eb$ git init

EB CLI will now recognize that your application is set up with Git.

3. If you haven't already run eb init, do that now:

~/eb$ eb init

Associating Elastic Beanstalk environments with Git branches

You can associate a different environment with each branch of your code. When you checkout

a branch, changes are deployed to the associated environment. For example, you can type the

following to associate your production environment with your mainline branch, and a separate
development environment with your development branch:

~/eb$ git checkout mainline
~/eb$ eb use prod
~/eb$ git checkout develop
~/eb$ eb use dev

Deploying changes

By default, the EB CLI deploys the latest commit in the current branch, using the commit ID and
message as the application version label and description, respectively. If you want to deploy to your
environment without committing, you can use the --staged option to deploy changes that have
been added to the staging area.
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To deploy changes without committing

1.  Add new and changed files to the staging area:

~/eb$ git add .

2. Deploy the staged changes with eb deploy:

~/eb$ eb deploy --staged

If you have configured the EB CLI to deploy an artifact, and you don't commit the artifact to your
git repository, use the - -staged option to deploy the latest build.

Using Git submodules

Some code projects benefit from having Git submodules — repositories within the top-level
repository. When you deploy your code using eb create or eb deploy, the EB CLI can include
submodules in the application version zip file and upload them with the rest of the code.

You can control the inclusion of submodules by using the include_git_submodules optionin
the global section of the EB CLI configuration file, .elasticbeanstalk/config.yml in your
project folder.

To include submodules, set this option to true:

global:
include_git_submodules: true

When the include_git_submodules option is missing or set to false, EB CLI does not include
submodules in the uploaded zip file.

See Git Tools - Submodules for more details about Git submodules.

(@ Default behavior

When you run eb init to configure your project, the EB CLI adds the
include_git_submodules option and sets it to true. This ensures that any submodules
you have in your project are included in your deployments.
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The EB CLI did not always support including submodules. To avoid an accidental and
undesirable change to projects that had existed before we added submodule support,
the EB CLI does not include submodules when the include_git_submodules option is
missing. If you have one of these existing projects and you want to include submodaules in
your deployments, add the option and set it to true as explained in this section.

® CodeCommit behavior

Elastic Beanstalk's integration with CodeCommit doesn't support submodules at this time.
If you enabled your environment to integrate with CodeCommit, submodules are not
included in your deployments.

Assigning Git tags to your application version

You can use a Git tag as your version label to identify what application version is running in your
environment. For example, type the following:

~/eb$ git tag -a v1.0 -m "My version 1.0"
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EB CLI command reference

You can use the Elastic Beanstalk command line interface (EB CLI) to perform a variety of
operations to deploy and manage your Elastic Beanstalk applications and environments. The EB CLI
integrates with Git if you want to deploy application source code that is under Git source control.
For more information, see Setting up the EB command line interface (EB CLI) to manage Elastic
Beanstalk and Using the EB CLI with Git.

Commands

« Common options

e eb abort

« eb appversion

« eb clone
e eb codesource

« eb config
e eb console

« eb create
« eb deploy
« eb events
« eb health

e ebinit

- eb labs
- eb local
- eb logs
« eb migrate
- ebopen
« eb platform
 eb printenv

e eb restore
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Common options

eb scale
eb setenv
eb ssh

eb status

eb swap
eb tags

eb terminate

eb upgrade

eb use

You can use the following options with all EB CLI commands.

Name

--debug

-h, --help

--no-verify-ssl

--profile
--quiet
--region

-v, --verbose

Description

Print information for debugging.
Show the Help message.

Type: String

Default: None

Skip SSL certificate verification. Use this option if you have
issues using the CLI with a proxy.

Use a specific profile from your AWS credentials file.
Suppress all output from the command.
Use the specified region.

Display verbose information.

Common options
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eb abort

Description
Cancels an upgrade when environment configuration changes to instances are still in progress.

(® Note

If you have more than two environments that are undergoing a update, you are prompted
to select the name of the environment for which you want to roll back changes.

Syntax
eb abort

eb abort environment-name

Options

Name Description

Common options

Output

The command shows a list of environments currently being updated and prompts you to choose
the update that you want to abort. If only one environment is currently being updated, you do
not need to specify the environment name. If successful, the command reverts environment
configuration changes. The rollback process continues until all instances in the environment have
the previous environment configuration or until the rollback process fails.

Example

The following example cancels the platform upgrade.

$ eb abort
Aborting update to environment "tmp-dev".
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<list of events>

eb appversion

Description

The EB CLI appversion command manages your Elastic Beanstalk application versions. You can

create a new version of the application without deploying, delete a version of the application, or
create the application version lifecycle policy. If you invoke the command without any options, it

enters the interactive mode.

Use the --create option to create a new version of the application.
Use the --delete option to delete a version of the application.

Use the 1ifecycle option to display or create the application version lifecycle policy. For more
information, see the section called “Version lifecycle".

Syntax

eb appversion

eb appversion [-c | --create]

eb appversion [-d | --delete] version-label

eb appversion lifecycle [-p | --print]

Options
Name Description
Type: String
-aapplication-name The name of the application. If an application with the
specified name isn't found, the EB CLI creates an application
or

version for a new application.

--application_name Only applicable with the --create option.

application-name
Type: String

eb appversion 41



AWS Elastic Beanstalk

Developer Guide

Name

-C
or

--Create

-d version-label

or

--delete version-label
-1 version_label

or

--label version_label

lifecycle

lifecycle -p
or
lifecycle --print

-m"version_descriptio

n
or

--message "version_d

escription

Description
Type: String

Create a new version of the application.

Delete the version of the application that is labeled version-
Label .

Specify a label to use for the version that the EB CLI creates. If
you don't use this option, the EB CLI generates a new unique
label. If you provide a version label, make sure that it's unique.

Only applicable with the --create option.
Type: String

Invoke the default editor to create a new application version
lifecycle policy. Use this policy to avoid reaching the applicati
on version quota.

Display the current application lifecycle policy.

The description for the application version. It's enclosed in
double quotation marks.

Only applicable with the --create option.

Type: String

Options

42


https://docs.aws.amazon.com/general/latest/gr/elasticbeanstalk.html#limits_elastic_beanstalk
https://docs.aws.amazon.com/general/latest/gr/elasticbeanstalk.html#limits_elastic_beanstalk

AWS Elastic Beanstalk Developer Guide

Name Description
Type: String

-p Preprocess and validate the environment manifest and
configuration files in the source bundle. Validating configura

or tion files can identify issues. We recommend you do this before
_-process deploying the application version to the environment.

Only applicable with the --create option.
--source codecommi CodeCommit repository and branch.

t/ repository-

R R Only applicable with the --create option.

--staged Use the files staged in the git index, instead of the HEAD
commit, to create the application version.

Only applicable with the --create option.
--timeout minutes The number of minutes before the command times out.
Only applicable with the --create option.

Common options

Using the command interactively

If you use the command without any arguments, the output displays the versions of the
application. They're listed in reverse chronological order, with the lastest version listed first. See the
Examples section for examples of what the screen looks like. Note that the status line is displayed
at the bottom. The status line displays context-sensitive information.

Press d to delete an application version, press 1 to manage the lifecycle policy for your application,
or press g to quit without making any changes.

(® Note

If the version is deployed to any environment, you can't delete that version.
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Output

The command with the --create option displays a message confirming that the application
version was created.

The command with the --delete version-1label option displays a message confirming that the
application version was deleted.

Examples

The following example shows the interactive window for an application with no deployments.

Environment Status: Unknown Health Unknown
Current version # deployed: None

Version Label Date Created Age Description appversion I
3 v4

2016/12/22 13:28 56 secs new features
2 w3 2016/12/22 13:27 1 min important update
1 vl 2016/12/15 23:51 6 days [

(Commands: Quit, Delete, Lifecycle, ¥a 4P

The following example shows the interactive window for an application with the fourth version,
with version label Sample Application, deployed.

Sample-env
Environment Status: Launching Health Green
Current version # deployed: 4

# Version Label Date Created Age Description appversion I

4  Sample Application 2016/12/22 13:30 2 mins -

3 w4 2016/12/22 13:28 4 mins new features

Z w3 2016/12/22 13:27 5 mins  important update
1 wvi 2016/12/15 23:51 © days wow

(Commands: Quit, Delete, Lifecycle, Wi 4P

The following example shows the output from an eb appversion lifecycle -p command, where
ACCOUNT-1ID is the user's account ID:

Application details for: lifecycle
Region: sa-east-1
Description: Application created from the EB CLI using "eb init"
Date Created: 2016/12/20 ©2:48 UTC
Date Updated: 2016/12/20 ©2:48 UTC
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Application Versions: ['Sample Application']
Resource Lifecycle Config(s):
VersionLifecycleConfig:
MaxCountRule:
DeleteSourceFromS3: False
Enabled: False
MaxCount: 200
MaxAgeRule:
DeleteSourceFromS3: False
Enabled: False
MaxAgeInDays: 180
ServiceRole: arn:aws:iam::ACCOUNT-ID:role/aws-elasticbeanstalk-service-role

eb clone

Description

Clones an environment to a new environment so that both have identical environment settings.

(® Note

By default, regardless of the solution stack version of the environment from which you
create the clone, the eb clone command creates the clone environment with the most
recent solution stack. You can suppress this by including the --exact option when you run
the command.

/A Important

Cloned Elastic Beanstalk environments do not carry over the security groups for ingress,
leaving the environment open to all internet traffic. You'll need to reestablish ingress
security groups for the cloned environment.

You can see resources that may not be cloned by checking the drift status of your
environment configuration. For more information, see Detect drift on an entire
CloudFormation stack in the AWS CloudFormation User Guide.
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Syntax

eb clone

eb clone environment-name

Options

Name

-nstring

or

--clone_name string
-c string

or

--cname string

--envvars

Description

Desired name for the cloned environment.

Desired CNAME prefix for the cloned environment.

Environment properties in a comma-separated list with the
format name=value.

Type: String
Constraints:

» Key-value pairs must be separated by commas.

» Keys and values can contain any alphabetic character in
any language, any numeric character, white space, invisible
separator, and the following symbols: _.:/+\- @

» Keys can contain up to 128 characters. Values can contain up
to 256 characters.

» Keys and values are case sensitive.
« Values cannot match the environment name.

« Values cannot include either aws: or elasticbe
anstalk:

Syntax

46



AWS Elastic Beanstalk Developer Guide

Name Description

« The combined size of all environment properties cannot
exceed 4096 bytes.

--exact Prevents Elastic Beanstalk from updating the solution stack
version for the new clone environment to the most recent
version available (for the original environment's platform).

--scale number The number of instances to run in the clone environment when
it is launched.

--tags name=value Tags for the resources in your environment in a comma-sep
arated list with the format name=value.

--timeout The number of minutes before the command times out.

Common options

Output

If successful, the command creates an environment that has the same settings as the original
environment or with modifications to the environment as specified by any eb clone options.

Example

The following example clones the specified environment.

$ eb clone

Enter name for Environment Clone

(default is tmp-dev-clone):

Enter DNS CNAME prefix

(default is tmp-dev-clone):

Environment details for: tmp-dev-clone
Application name: tmp
Region: us-west-2
Deployed Version: app-141029_144740
Environment ID: e-vjvrqnn5pv
Platform: 64bit Amazon Linux 2014.09 v1.0.9 running PHP 5.5
Tier: WebServer-Standard-1.0

Output
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CNAME: tmp-dev-clone.elasticbeanstalk.com
Updated: 2014-10-29 22:00:23.008000+00:00

Printing Status:

2018-07-11 21:04:20 INFO: createEnvironment is starting.

2018-07-11 21:04:21 INFO: Using elasticbeanstalk-us-west-2-888888888888 as Amazon S3
storage bucket for environment data.

2018-07-11 21:07:10 INFO: Successfully launched environment: tmp-dev-clone

eb codesource

Description

Configures the EB CLI to deploy from a CodeCommit repository, or disables CodeCommit
integration and uploads the source bundle from your local machine.

(@ Note

Some AWS Regions don't offer CodeCommit. The integration between Elastic Beanstalk and
CodeCommit doesn't work in these Regions.
For information about the AWS services offered in each Region, see Region Table.

Syntax

eb codesource
eb codesource codecommit

eb codesource local

Options

Name Description

Common options

eb codesource
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Output

eb codesource prompts you to choose between CodeCommit integration and standard
deployments.

eb codesource codecommit initiates interactive repository configuration for CodeCommit
integration.

eb codesource local shows the original configuration and disables CodeCommit integration.
Examples

Use eb codesource codecommit to configure CodeCommit integration for the current branch.

~/my-app$ eb codesource codecommit
Select a repository

1) my-repo

2) my-app

3) [ Create new Repository ]
(default is 1): 1

Select a branch

1) mainline

2) test

3) [ Create new Branch with local HEAD ]
(default is 1): 1

Use eb codesource local to disable CodeCommit integration for the current branch.

~/my-app$ eb codesource local
Current CodeCommit setup:
Repository: my-app
Branch: mainline
Default set to use local sources
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eb config

Description

Manages the active configuration settings and saved configurations of your environment. You can

use this command to upload, download, or list the saved configurations of your environment. You
can also use it to download, display, or update its active configuration settings.

If the root directory contains a platform.yaml file specifying a custom platform, this command
also changes the builder configuration settings. This is done based on the values that are set in
platform.yaml.

(@ Note

eb config doesn't show environment properties. To set environment properties that you
can read from within your application, use eb setenv instead.

Syntax

The following are parts of the syntax that's used for the eb config command to work with the
active configuration settings of your environment. For specific examples, see the Examples section
later in this topic.

« eb config - Displays the active configuration settings of your environment in a text editor that
you configured as the EDITOR environment variable. When you save changes to the file and close
the editor, the environment is updated with the option settings that you saved in the file.

(® Note

If you didn't configure an EDITOR environment variable, EB CLI displays your option
settings in your default editor for YAML files.

» eb config environment-name - Displays and updates the configuration for the named
environment. The configuration is either displayed in a text editor that you configured or your
default editor YAML files.

» eb config save — Saves the active configuration settings for the current environment
to .elasticbeanstalk/saved_configs/ with the filename [configuration-
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name].cfg.yml. By default, the EB CLI saves the configuration settings with a
configuration-name based on the environment name. You can specify a different
configuration name by including the - -cfg option with your desired configuration name when
you run the command.

You can tag your saved configuration using the --tags option.

eb config --display - Writes an environment's active configuration settings to stdout instead
of a file. By default this displays the configuration settings to the terminal.

eb config --update configuration_string | file_path - Updates the active
configuration settings for the current environment with the information that's specified in
configuration_string or inside the file identified by file_path.

(® Note

The --display and --update options provide flexibility for reading and revising an
environment's configuration settings programmatically.

The following describes the syntax for using the eb config command to work with saved
configurations. For examples, see the Examples section later in this topic.

eb config get config-name — Downloads the named saved configuration from Amazon S3.

eb config delete config-name - Deletes the named saved configuration from Amazon S3. Also
deletes it locally, if you already downloaded it.

eb config list - Lists the saved configurations that you have in Amazon S3.

eb config put filename — Uploads the named saved configuration to an Amazon S3 bucket.
The filename must have the file extension .cfg.yml. To specify the file name without a path,
you can save the file to the .elasticbeanstalk folder or to the .elasticbeanstalk/
saved_configs/ folder before you run the command. Alternatively, you can specify the
filename by providing the full path.
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Options

Name

--cfg config-name

-d
or

--display

-f format_type
or
--format format_type

--tags keyl=valuell, ke

--timeout timeout

-u configuration_stri
ng | file_path

or

Description
The name to use for a saved configuration.
This option works with eb config save only.

Displays the configuration settings for the current environment
(writes to stdout).

Use with the --format option to specify the output to be
in JSON or YAML. If you don't specify, the output is in YAML
format.

This option only works if you use the eb config command
without any of the other subcommands.

Specifies display format. Valid values are JSON or YAML.
Defaults to YAML.
This option works with the --display option only.

Tags to add to your saved configuration. When specifying tags
in the list, specify them as key=value pairs and separate each
one with a comma.

For more information, see Tagging saved configurations.

This option works with eb config save only.
The number of minutes before the command times out.

Updates the active configuration settings for the current
environment.

This option only works if you use the eb config command
without any of the other subcommands.

Options
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Name Description

--update configura The configuration_string | file_path parameter
tion_string | is of the type string. The string provides the list of namespace
file_path s and corresponding options to add to, update, or remove from

the configuration settings for your environment. Alternatively,
the input string can represent a file that contains the same
information.

To specify a file name, the input string must follow the format
"file://< path><filename>". To specify the file name
without a path, save the file to the folder where you run the
command. Alternatively, specify the filename by providing the
full path.

The configuration information must meet the following
conditions. At least one of the sections, OptionSettings or
OptionsToRemove, is required. Use OptionSettings to add
or change options. Use OptionsToRemove to remove options
from a namespace. For specific examples, see the Examples
section later in this topic.

Example

YAML Format

OptionSettings:
namespacel:
option-name-1: option-value-1
option-name-2: option-value-2

OptionsToRemove:
namespacel:

option-name-1
option-name-2

Example

JSON Format
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Name Description

"OptionSettings": {

"namespacel": {
"option-name-1": " option-value-1 ",
"option-name-2": " option-value-2 ",

}I

"OptionsToRemove": {
"namespacel": {
"option-name-1",
"option-name-2",

Common options

Output

If the eb config or eb config environment-name command is run successfully with no
subcommands or options added, the command displays your current option settings in the text
editor that you configured as the EDITOR environment variable. If you didn't configure an EDITOR
environment variable, EB CLI displays your option settings in your default editor for YAML files.

When you save changes to the file and close the editor, the environment is updated with the option
settings that you saved in the file. The following output is displayed to confirm the configuration
update.

$ eb config myApp-dev
Printing Status:
2021-05-19 18:09:45 INFO Environment update is starting.
2021-05-19 18:09:55 INFO Updating environment myApp-dev's configuration
settings.
2021-05-19 18:11:20 INFO Successfully deployed new configuration to
environment.
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If the command runs successfully with the --display option, it displays the configuration settings
for the current environment (writes to stdout).

If the command runs successfully with the get parameter, the command displays the location of
the local copy that you downloaded.

If the command runs successfully with the save parameter, the command displays the location of
the saved file.

Examples

This section describes how to change the text editor that you use to view and edit your option
settings file.

For Linux and UNIX, the following example changes the editor to vim:

$ export EDITOR=vim

For Linux and UNIX, the following example changes the editor to whatever is installed at /ust/
bin/kate.

$ export EDITOR=/usr/bin/kate
For Windows, the following example changes the editor to Notepad++.
> set EDITOR="C:\Program Files\Notepad++\Notepad++.exe

This section provides examples for the eb config command when it's run with subcommands.

The following example deletes the saved configuration named app-tmp.

$ eb config delete app-tmp

The following example downloads the saved configuration with the name app-tmp from your
Amazon S3 bucket.

$ eb config get app-tmp

The following example lists the names of saved configurations that are stored in your Amazon S3
bucket.
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$ eb config list

The following example uploads the local copy of the saved configuration named app-tmp to your
Amazon S3 bucket.

$ eb config put app-tmp

The following example saves configuration settings from the current running environment.
If you don't provide a name to use for the saved configuration, then Elastic Beanstalk names
the configuration file according to the environment name. For example, an environment
named tmp-dev would be called tmp-dev.cfg.yml. Elastic Beanstalk saves the file to the
/.elasticbeanstalk/saved_configs/ folder.

$ eb config save

In the following example, the --cfg option is used to save the configuration settings from the
environment tmp-dev to a file called v1-app-tmp.cfg.yml. Elastic Beanstalk saves the file to
the folder /.elasticbeanstalk/saved_configs/. If you don't specify an environment name,
Elastic Beanstalk saves configuration settings from the current running environment.

$ eb config save tmp-dev --cfg vli-app-tmp
This section provides examples for the eb config command when it's run without subcommands.

The following command displays the option settings of your current environment in a text editor.

$ eb config

The following command displays the option settings for the my-env environment in a text editor.

$ eb config my-env

The following example displays the options settings for your current environment. It outputs in the
YAML format because no specific format was specified with the --format option.

$ eb config --display
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The following example updates the options settings for your current environment with the
specifications in the file named example. txt. The file is in either the YAML or JSON format. The
EB CLI automatically detects the file format.

» The Minsize option is set to 1 for the namespace aws :autoscaling:asg.
» The batch size for the namespace aws:elasticbeanstalk:command is set to 30%.

« It removes the option setting of IdleTimeout: None from the namespace
AWSEBV2LoadBalancer.aws:elbv2:1loadbalancer.

$ eb config --update "file://example.txt"

Example - filename: example. txt - YAML format

OptionSettings:
'aws:elasticbeanstalk:command':
BatchSize: '30'
BatchSizeType: Percentage
'aws:autoscaling:asg':
MinSize: '1'
OptionsToRemove:
'AWSEBV2LoadBalancer.aws:elbv2:1loadbalancer':
IdleTimeout

Example - filename: example. txt - JSON format

"OptionSettings": {
"aws:elasticbeanstalk:command": {
"BatchSize": "30",
"BatchSizeType": "Percentage"
},
"aws:autoscaling:asg": {
"MinSize": "1"

iy

"OptionsToRemove": {
"AWSEBV2LoadBalancer.aws:elbv2:loadbalancer": {
"IdleTimeout"
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}

The following examples update the options settings for your current environment. The command
sets the Minsize option to 1 for theaws: autoscaling:asg namespace.

(® Note

These examples are specific to Windows PowerShell. They escape literal occurrences of the
double-quote (") character by preceding it with a slash (\) character. Different operating
systems and command-line environments might have different escape sequences. For

this reason, we recommend using the file option that's shown in the previous examples.
Specifying the configuration options in a file doesn't require escaping characters and is
consistent across different operating systems.

The following example is in JSON format. The EB CLI detects if the format is in JSON or YAML.

PS C:\Users\myUser\EB_apps\myApp-env>eb config --update '{\"OptionSettings\":
{\"aws:autoscaling:asg\":{\"MaxSize\":\"1\"}}}"'

The following example is in YAML format. To enter the YAML string in the correct format, the
command includes spacing and end-of-line returns that are required in a YAML file.

« End each line with the "enter" or "return" key.

 Start the second line with two spaces, and start the third line with four spaces.

PS C:\Users\myUser\EB_apps\myApp-env>eb config --update 'OptionSettings:
>> aws:autoscaling:asg:
>> MinSize: \"1\"'

eb console

Description

Opens a browser to display the environment configuration dashboard in the Elastic Beanstalk
Management Console.
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If the root directory contains a platform.yaml file specifying a custom platform, this command
also displays the builder environment configuration, as specified in platform.yaml, in the Elastic
Beanstalk Management Console.

Syntax

eb console

eb console environment-name

Options

Name Description

Common options

eb create

Description

Creates a new environment and deploys an application version to it.

(® Note

» To use eb create on a .NET application, you must create a deployment package as
described in Creating a source bundle for a .NET application, then set up the CLI
configuration to deploy the package as an artifact as described in Deploying an artifact
instead of the project folder.

» Creating environments with the EB CLI requires a service role. You can create a service
role by creating an environment in the Elastic Beanstalk console. If you don't have a
service role, the EB CLI attempts to create one when you run eb create.

You can deploy the application version from a few sources:

» By default: From the application source code in the local project directory.

« Using the --version option: From an application version that already exists in your application.
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« When your project directory doesn't have application code, or when using the --sample option:
Deployed from a sample application, specific to your environment's platform.

Syntax

eb create
eb create environment-name

An environment name must be between 4 and 40 characters in length. It can only contain letters,
numbers, and hyphens (-). An environment name can't begin or end with a hyphen.

If you include an environment name in the command, the EB CLI doesn't prompt you to make any
selections or create a service role.

If you run the command without an environment name argument, it runs in an interactive flow,
and prompts you to enter or select values for some settings. In this interactive flow, in case you
are deploying a sample application, the EB CLI also asks you if you want to download this sample
application to your local project directory. By downloading it, you can use the EB CLI with the new
environment later to run operations that require the application's code, such as eb deploy.

Some interactive flow prompts are displayed only under certain conditions. For example, if

you choose to use an Application Load Balancer, and your account has at least one sharable
Application Load Balancer, Elastic Beanstalk displays a prompt that asks if you want to use a shared
load balancer. If no sharable Application Load Balancer exists in your account, this prompt isn't
displayed.

Options
None of these options are required. If you run eb create without any options, the EB CLI prompts
you to enter or select a value for each setting.
Name Description
-d Set the environment as the default environment for the
current repository.

or

--branch_default
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Name

--cfg config-name

-Cc subdomain-name
or

--cname subdomain-name

-db
or

--database

-db.engine engine
or

--database.engine engine

Description

Use platform settings from a saved configuration in
.elasticbeanstalk/saved_configs/ or your
Amazon S3 bucket. Specify the name of the file only,
without the . cfg.yml extension.

The subdomain name to prefix the CNAME DNS entry
that routes to your website.

Type: String
Default: The environment name

Attaches a database to the environment. If you run
eb create with the --database option, but without
the --database.username and --databas
e.password options, EB CLI prompts you for the
database master user name and password.

The database engine type. If you run eb create with this
option, then EB CLI launches the environment with a
database attached. This is the case even if you didn't run
the command with the --database option.

Type: String

Valid values: mysql, oracle-sel , postgres,
sgqlserver-ex ,sqlserver-web , sqlserver-se

Options
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Name
-db.i instance_type
or

--database.instance
instance_type

-db.pass password
or

--database.password
password

Description

The type of Amazon EC2 instance to use for the
database. If you run eb create with this option, then EB
CLI launches the environment with a database attached.
This is the case even if you didn't run the command with
the --database option.

Type: String
Valid values:

Amazon RDS supports a standard set of DB instances.

To select an appropriate DB instance for your DB engine,
you must take into account some specific considerations.
For more information, see DB instance classes in the
Amazon RDS User Guide.

The password for the database. If you run eb create with
this option, then EB CLI launches the environment with
a database attached. This is the case even if you didn't
run the command with the --database option.

Options
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Name

-db.size number_of_gigabyte
s

or

--database.size number_of
_gigabytes

-db.user username
or

--database.username
username

-db.version version
or

--database.version version

Description

The number of gigabytes (GB) to allocate for database
storage. If you run eb create with this option, then EB
CLI launches the environment with a database attached.
This is the case even if you didn't run the command with
the --database option.

Type: Number
Valid values:

o MySQL -5 to 1024. The default is 5.

o Postgres — 5 to 1024. The default is 5.

» Oracle - 10 to 1024. The default is 10.

» Microsoft SQL Server Express Edition — 30.

« Microsoft SQL Server Web Edition — 30.

« Microsoft SQL Server Standard Edition — 200.

The user name for the database. If you run eb create

with this option, then EB CLI launches the environme
nt with a database attached even if you didn't run the
command with the --database option. If you run

eb create with the --database option, but without
the --database.username and --databas
e.password options, then EB CLI prompts you for

the master database user name and password.

Used to specify the database engine version. If this
flag is present, the environment will launch with a
database with the specified version number, even if the
--database flagisn't present.
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Name

--elb-type type

-es
or

--enable-spot

--env-group-suffix
groupname

--envvars

-ip profile_name
or

--instance_profile
profile_name

Description

The load balancer type.

Type: String
Valid values: classic, application , network
Default: application

Enable Spot Instance requests for your environment. For
more information, see Auto Scaling group.

Related options:

--instance-types
e --on-demand-base-capacity

e --on-demand-above-base-capacity

--spot-max-price

The group name to append to the environment name.
Only for use with Compose Environments.

Environment properties in a comma-separated list with

the format name=value. See Configuring environment

properties (environment variables) for limits.

The instance profile with the IAM role with the
temporary security credentials that your application
needs to access AWS resources.
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64



AWS Elastic Beanstalk

Developer Guide

Name

-it

or

--instance-

types typell[,type2 ...

-i
or

--instance_type

Description

A comma-separated list of Amazon EC2 instance types
that you want your environment to use. If you don't
specify this option, Elastic Beanstalk provides default
instance types.

For more information, see Amazon EC2 instances and

Auto Scaling group.

/A Important

The EB CLI only applies this option to Spot
Instances. Unless this option is used with the - -
enable-spot option, the EB CLI ignores it.
To specify an instance type for an On-Demand
Instance, use the --intance-type (no"s")
option instead.

The Amazon EC2 instance type that you want your
environment to use. If you don't specify this option,
Elastic Beanstalk provides a default instance type.

For more information, see Amazon EC2 instances.

/A Important

The EB CLI only applies this option to On-
Demand Instances. Don't use this option with
the --enable-spot option, because the

EB CLI ignores it when you do so. To specify
instance types for a Spot Instance, use the - -
intance-types (with an"s") option instead.
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Name
-k key_name
or

--keyname key_name

-im number-of-instances
or

--min-instances number-of-
instances

-ix number-of-instances
or

--max-instances number-of-
instances

--modules component-a
component-b

Description

The name of the Amazon EC2 key pair to use with

the Secure Shell (SSH) client to securely log in to the
Amazon EC2 instances that are running your Elastic
Beanstalk application. If you include this option with the
eb create command, the value you provide overwrites

any key name that you might have specified with eb init.

Valid values: An existing key name that's registered with
Amazon EC2

The minimum number of Amazon EC2 instances that
you require your environment to have.

Type: Number (integer)
Default: 1
Valid values: 1 to 10000

The maximum number of Amazon EC2 instances you
allow your environment to have.

Type: Number (integer)
Default: 4
Valid values: 1 to 10000

A list of component environments to create. This is only
for use with Compose Environments.
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Name
-sb
or

--on-demand-base-capacity

-sp
or

--on-demand-above-base-
capacity

Description

The minimum number of On-Demand Instances that
your Auto Scaling group provisions before considering
Spot Instances as your environment scales up.

This option can only be specified with the --enable-
spot option. For more information, see Auto Scaling
roup.

Type: Number (integer)
Default: 0

Valid values: @ to --max-instances (when absent:
MaxSize optionin aws:autoscaling:asg
namespace)

The percentage of On-Demand Instances as part of
additional capacity that your Auto Scaling group
provisions that's more than the number of instances
that's specified by the --on-demand-base-c
apacity option.

This option can only be specified with the --enable-
spot option. For more details, see Auto Scaling group.

Type: Number (integer)

Default: @ for a single-instance environment; 70 for a
load-balanced environment

Valid values: 0 to 100
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Name
-p platform-version
or

--platform platform-
version

-pr
or

--process

Description

The platform version to use. You can specify a platform,

a platform and version, a platform branch, a solution
stack name, or a solution stack ARN. For example:

« php, PHP, node. js — The latest platform version for
the specified platform

e php-7.2,"PHP 7.2" - The recommended (typically
latest) PHP 7.2 platform version

e "PHP 7.2 running on 64bit Amazon Linux"
— The recommended (typically latest) PHP platform
version in this platform branch

o "64bit Amazon Linux 2017.09 v2.6.3
running PHP 7.1" - The PHP platform version
specified by this solution stack name

o "arn:aws:elasticbeanstalk:us-east-2:
:platform/PHP 7.1 running on 64bit
Amazon Linux/2.6.3" -The PHP platform version
specified by this solution stack ARN

Use eb platform list to get a list of available

configurations.

If you specify the --platform option, it overrides the
value that was provided during eb init.

Preprocess and validate the environment manifest and
configuration files in the source bundle. Validating
configuration files can identify issues prior to deploying
the application version to an environment.
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Name
-I region
or

--region region

--sample

--scale number-of-instance
S

--service-role servicerole

Description

The AWS Region where you want to deploy the applicati
on.

For the list of values you can specify for this option, see
AWS Elastic Beanstalk Endpoints and Quotas in the AWS
General Reference.

Deploy the sample application to the new environment
instead of the code in your repository.

Launch with the specified number of instances

Assign a non-default service role to the environment.

(® Note

Don't enter an ARN. Only enter the role name.
Elastic Beanstalk prefixes the role name with
the correct values to create the resulting ARN
internally.
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Name
-1s load-balancer
or

--shared-1b load-balancer

-1p port
or

--shared-1lb-port port

Description

Configure the environment to use a shared load
balancer. Provide the name or ARN of a sharable load
balancer in your account—an Application Load Balancer
that you explicitly created, not one created by another
Elastic Beanstalk environment. For more information,
see Shared Application Load Balancer.

Parameter examples:

e FrontEndLB - A load balancer name.

e arn:aws:elasticloadbalancing:us-east
-2:123456789012:1oadbalancer/app/Fro
ntEndLB/@dbf78d8ad96abbc — An Application
Load Balancer ARN.

You can specify this option only with --elb-type
application . If you specify that option and don't
specify --shared-1b , Elastic Beanstalk creates a
dedicated load balancer for the environment.

The default listener port of the shared load balancer for
this environment. Elastic Beanstalk adds a listener rule
that routes all traffic from this listener to the default
environment process. For more information, see Shared

Application Load Balancer.

Type: Number (integer)
Default: 80

Valid values: Any integer that represents a listener port
of the shared load balancer.
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Name Description

--single Create the environment with a single Amazon EC2
instance and without a load balancer.

/A Warning

A single-instance environment isn't production
ready. If the instance becomes unstable during
deployment, or Elastic Beanstalk terminates

and restarts the instance during a configuration
update, your application can be unavailable for a
period of time. Use single-instance environments
for development, testing, or staging. Use load-
balanced environments for production.

-sm The maximum price per unit hour, in US dollars, that

you're willing to pay for a Spot Instance.
or

This option can only be specified with the --enable-

=S PEEIERPEIEE spot option. For more details, see Auto Scaling group.

Type: Number (float)

Default: The On-Demand price, for each instance type.
The option's value in this case is null.

Valid values: 0.001 to 20.0

For recommendations about maximum price options for
Spot Instances, see Spot Instance pricing history in the
Amazon EC2 User Guide.

--tags keyl=valuell,key2=va Tag the resources in your environment. Tags are
specified as a comma-separated list of key=value
pairs.

For more information, see Tagging environments.
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Name

-t worker

or

--tier worker

--timeout minutes

--version version_label

--vpc

--vpc.dbsubnets
ubnet?2

--vpc.ec2subnets
ubnet2

--vpc.elbpublic

--vpc.elbsubnets
ubnet2

subnetl, s

subnetl, s

subnetl,s

Description

Create a worker environment. Omit this option to create
a web server environment.

Set number of minutes before the commmand times out.

Specifies the application version that you want deployed
to the environment instead of the application source
code in the local project directory.

Type: String
Valid values: An existing application version label

Configure a VPC for your environment. When you
include this option, the EB CLI prompts you to enter all
required settings prior to launching the environment.

Specifies subnets for database instances in a VPC.
Required when --vpc. id is specified.

Specifies subnets for Amazon EC2 instances in a VPC.
Required when --vpc. id is specified.

Launches your Elastic Load Balancing load balancer in a
public subnet in your VPC.

You can't specify this option with the --tier worker
or --single options.

Specifies subnets for the Elastic Load Balancing load
balancer in a VPC.

You can't specify this option with the --tier worker
or --single options.
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Name
--vpc.id ID

--vpc.publicip

--vpc.securitygrou
ps securitygroupl,sec
uritygroup?2

Common options

Output

Description
Launches your environment in the specified VPC.

Launches your Amazon EC2 instances in a public subnet
in your VPC.

You can't specify this option with the --tier worker
option.

Specifies security group IDs. Required when --vpc.idis
specified.

If successful, the command prompts you with questions and then returns the status of the create

operation. If there were problems during the launch, you can use the eb events operation to get

more details.

If you enabled CodeBuild support in your application, eb create displays information from

CodeBuild as your code is built. For information about CodeBuild support in Elastic Beanstalk, see

Using the EB CLI with AWS CodeBuild.

Examples

The following example creates an environment in interactive mode.

$ eb create

Enter Environment Name
(default is tmp-dev): ENTER
Enter DNS CNAME prefix
(default is tmp-dev): ENTER
Select a load balancer type
1) classic

2) application

3) network

Output

73



AWS Elastic Beanstalk Developer Guide

(default is 2): ENTER
Environment details for: tmp-dev
Application name: tmp
Region: us-east-2
Deployed Version: app-141029_145448
Environment ID: e-um3yfrzq22
Platform: 64bit Amazon Linux 2014.09 v1.0.9 running PHP 5.5
Tier: WebServer-Standard-1.0
CNAME: tmp-dev.elasticbeanstalk.com
Updated: 2014-10-29 21:54:51.063000+00:00
Printing Status:

The following example also creates an environment in interactive mode. In this example, your
project directory doesn't have application code. The command deploys a sample application and
downloads it to your local project directory.

$ eb create
Enter Environment Name
(default is tmp-dev): ENTER
Enter DNS CNAME prefix
(default is tmp-dev): ENTER
Select a load balancer type
1) classic
2) application
3) network
(default is 2): ENTER
NOTE: The current directory does not contain any source code. Elastic Beanstalk is
launching the sample application instead.
Do you want to download the sample application into the current directory?
(Y/n): ENTER
INFO: Downloading sample application to the current directory.
INFO: Download complete.
Environment details for: tmp-dev
Application name: tmp
Region: us-east-2
Deployed Version: Sample Application
Environment ID: e-um3yfrzq22
Platform: 64bit Amazon Linux 2014.09 v1.0.9 running PHP 5.5
Tier: WebServer-Standard-1.0
CNAME: tmp-dev.elasticbeanstalk.com
Updated: 2017-11-08 21:54:51.063000+00:00
Printing Status:
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The following command creates an environment without displaying any prompts.

$ eb create dev-env
Creating application version archive "app-160312_014028".
Uploading test/app-160312_014028.zip to S3. This may take a while.
Upload Complete.
Application test has been created.
Environment details for: dev-env
Application name: test
Region: us-east-2
Deployed Version: app-160312_014028
Environment ID: e-6fgpkjxyyi
Platform: 64bit Amazon Linux 2015.09 v2.0.8 running PHP 5.6
Tier: WebServer-Standard
CNAME : UNKNOWN
Updated: 2016-03-12 01:40:33.614000+00:00
Printing Status:

The following command creates an environment in a custom VPC.

$ eb create dev-vpc --vpc.id vpc-0ce8dd99 --vpc.elbsubnets subnet-
b356d7c6,subnet-02f74b0c --vpc.ec2subnets subnet-0bb7f0cd, subnet-3b6697cl1 --
vpc.securitygroup sg-70cff265
Creating application version archive "app-160312_014309".
Uploading test/app-160312_014309.zip to S3. This may take a while.
Upload Complete.
Environment details for: dev-vpc

Application name: test

Region: us-east-2

Deployed Version: app-160312_014309

Environment ID: e-pgkcip3mns

Platform: 64bit Amazon Linux 2015.09 v2.0.8 running Java 8

Tier: WebServer-Standard

CNAME: UNKNOWN

Updated: 2016-03-12 01:43:14.057000+00:00
Printing Status:
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eb deploy

Description

Deploys the application source bundle from the initialized project directory to the running
application.

If git is installed, EB CLI uses the git archive command to create a . zip file from the contents
of the most recent git commit command.

However, when .ebignore is present in your project directory, the EB CLI doesn't use git
commands and semantics to create your source bundle. This means that EB CLI ignores files
specified in .ebignore, and includes all other files. In particular, it includes uncommitted source
files.

(@ Note

You can configure the EB CLI to deploy an artifact from your build process instead of
creating a ZIP file of your project folder. See Deploying an artifact instead of the project

folder for details.

Syntax

eb deploy

eb deploy environment-name

Options
Name Description
-1 version_label Specify a label to use for the version that the EB CLI creates.
If the label has already been used, the EB CLI redeploys the
or

previous version with that label.

--label version_label Type: String
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Name

--env-group-suffix
groupname

-m"version_descriptio

n
or

--message "version_d

escription

--modules component-a
component-b

-p
or
--process

--source codecommi
t/ repository-
name/branch-name

--staged

--timeout minutes

--version version_1l
abel

Common options

Output

Description

Group name to append to the environment name. Only for use
with Compose Environments.

The description for the application version, enclosed in double
quotation marks.

Type: String

List of components to update. Only for use with Compose
Environments.

Preprocess and validate the environment manifest and
configuration files in the source bundle. Validating configura
tion files can identify issues prior to deploying the application
version to an environment.

CodeCommit repository and branch.

Deploy files staged in the git index instead of the HEAD
commit.

The number of minutes before the command times out.
An existing application version to deploy.

Type: String

If successful, the command returns the status of the deploy operation.

Output
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If you enabled CodeBuild support in your application, eb deploy displays information from
CodeBuild as your code is built. For information about CodeBuild support in Elastic Beanstalk, see
Using the EB CLI with AWS CodeBuild.

Example

The following example deploys the current application.

$ eb deploy

2018-07-11 21:05:22 INFO: Environment update is starting.

2018-07-11 21:05:27 INFO: Deploying new version to instance(s).

2018-07-11 21:05:53 INFO: New application version was deployed to running EC2
instances.

2018-07-11 21:05:53 INFO: Environment update completed successfully.

eb events

Description
Returns the most recent events for the environment.

If the root directory contains a platform.yaml file specifying a custom platform, this command
also returns the most recent events for the builder environment.

Syntax

eb events

eb events environment-name

Options
Name Description
-f Streams events. To cancel, press CTRL+C.
or
--follow
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Output

If successful, the command returns recent events.

Example

The following example returns the most recent events.

$ eb events

2014-10-29 21:55:39 INFO createEnvironment is starting.

2014-10-29 21:55:40 INFO Using elasticbeanstalk-us-west-2-111122223333 as Amazon
S3 storage bucket for environment data.

2014-10-29 21:55:57 INFO Created load balancer named: awseb-e-r-AWSEBLoa-
NSKUOK5X6Z9]

2014-10-29 21:56:16 INFO Created security group named: awseb-e-rxgrhjr9bx-stack-

AWSEBSecurityGroup-1UUHU5LZ20ZY7

2014-10-29 21:57:18 INFO Waiting for EC2 instances to launch. This may take a
few minutes.

2014-10-29 21:57:18 INFO Created Auto Scaling group named: awseb-e-rxgrhjr9bx-
stack-AWSEBAutoScalingGroup-1TE320ZCJ9RPD

2014-10-29 21:57:22 INFO Created Auto Scaling group policy named:

arn:aws:autoscaling:us-east-2:11122223333:scalingPolicy:2cced9e6-859b-421a-
be63-8ab34771155a:autoScalingGroupName/awseb-e-rxgrhjr9bx-stack-
AWSEBAutoScalingGroup-1TE320ZCJ9RPD:policyName/awseb-e-rxgrhjr9bx-stack-
AWSEBAutoScalingScaleUpPolicy-1I2ZSNVU4APRY

2014-10-29 21:57:22 INFO Created Auto Scaling group policy named:

arn:aws:autoscaling:us-east-2:11122223333:scalingPolicy:1f08b863-
bf65-415a-b584-b7fa3a69a0@d5:autoScalingGroupName/awseb-e-rxgrhjr9bx-stack-
AWSEBAutoScalingGroup-1TE320ZCJ9RPD:policyName/awseb-e-rxgrhjr9bx-stack-
AWSEBAutoScalingScaleDownPolicy-1E3G7PZKZPS0G

2014-10-29 21:57:25 INFO Created CloudWatch alarm named: awseb-e-rxgrhjr9bx-

stack-AWSEBCloudwatchAlarmLow-VF5EJ549FZBL

2014-10-29 21:57:25 INFO Created CloudWatch alarm named: awseb-e-rxgrhjr9bx-

stack-AWSEBCloudwatchAlarmHigh-LA9YEW306WJ0O

2014-10-29 21:58:50 INFO Added EC2 instance 'i-c7ee492d' to Auto ScalingGroup
'awseb-e-rxgrhjr9bx-stack-AWSEBAutoScalingGroup-1TE320ZCJORPD"' .

2014-10-29 21:58:53 INFO Successfully launched environment: tmp-dev

2014-10-29 21:59:14 INFO Environment health has been set to GREEN

2014-10-29 21:59:43 INFO Adding instance 'i-c7ee492d' to your environment.
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eb health

Description
Returns the most recent health for the environment.

If the root directory contains a platform.yaml file specifying a custom platform, this command
also returns the most recent health for the builder environment.

Syntax
eb health

eb health environment-name

Options
Name Description
-T Show health information interactively and update every 10
seconds as new information is reported.
or
--refresh
--mono Don't display color in output.
Output

If successful, the command returns recent health.
Example

The following example returns the most recent health information for a Linux environment.

~/project $ eb health
elasticBeanstalkExa-env Ok
2015-07-08 23:13:20

WebServer
Ruby 2.1 (Puma)

eb health 80



AWS Elastic Beanstalk Developer Guide

total ok warning degraded severe info pending unknown
5 5 0 0 0 0 0 0
instance-id  status cause
health
Overall Ok

i-d581497d Ok
i-d481497c Ok
1-136€00c0 Ok
i-126e00cl Ok
i-8b2cf575 Ok

instance-id r/sec %2XX %3XX %hXX %5xx p99 p9o p75 p50
plo requests
Overall 671.8 100.0 0.0 0.0 0.0 0.003 0.002 0.001 0.001
0.000
i-d581497d 143.0 1430 0 0 0 0.003 0.002 0.001 0.001
0.000
i-d481497c 128.8 1288 0 0 0 0.003 0.002 0.001 0.001
0.000
i-136e00c0 125.4 1254 0 0 0 0.004 0.002 0.001 0.001
0.000
i-126e00cl 133.4 1334 0 0 0 0.003 0.002 0.001 0.001
0.000
i-8b2cf575 141.2 1412 0 0 0 0.003 0.002 0.001 0.001
0.000
instance-id type az  running load 1 1load 5 user% nice% system%
idle% iowait% cpu
i-d581497d t2.micro 1a 12 mins 0.0 0.04 6.2 0.0 1.0
92.5 0.1
i-d481497c t2.micro 1a 12 mins 0.01 0.09 5.9 0.0 1.6
92.4 0.1
i-136e00c0 t2.micro 1b 12 mins 0.15 0.07 5.5 0.0 0.9
93.2 0.0
i-126e00cl t2.micro 1b 12 mins 0.17 0.14 5.7 0.0 1.4
92.7 0.1
i-8b2cf575 t2.micro 1c 1 hour 0.19 0.08 6.5 0.0 1.2
92.1 0.1
instance-id status id version ago
deployments

i-d581497d Deployed 1 Sample Application 12 mins
i-d481497c Deployed 1 Sample Application 12 mins
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1-136€00c0 Deployed 1 Sample Application 12 mins
i-126e00cl Deployed 1 Sample Application 12 mins
i-8b2cf575 Deployed 1 Sample Application 1 hour

eb init
Description

Sets default values for Elastic Beanstalk applications created with EB CLI by prompting you with a
series of questions.

(® Note

The values you set with eb init apply to the current directory and repository on the current
computer.

The command creates an Elastic Beanstalk application in your account. To create an Elastic
Beanstalk environment, run eb create after running eb init.

Syntax

eb init

eb init application-name
Options

If you run eb init without specifying the --platform option, the EB CLI prompts you to enter a
value for each setting.

® Note

To use eb init to create a new key pair, you must have ssh-keygen installed on your local
machine and available from the command line.
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Name
-i

--interactive

-k keyname

--keyname keyname

--modules folder-1
folder-2

-pplatform-
version

--platform
platform-version

Description

Forces EB CLI to prompt you to provide a value for
every eb init command option.

(® Note

The init command prompts you to provide
values for eb init command options that do
not have a (default) value. After the first time
you run the eb init command in a directory

, EB CLI might not prompt you about any
command options. Therefore, use the - -
interactive option when you want to
change a setting that you previously set.

The name of the Amazon EC2 key pair to use with
the Secure Shell (SSH) client to securely log in to the
Amazon EC2 instances running your Elastic Beanstalk
application.

List of child directories to initialize. Only for use with
Compose Environments.

The platform version to use. You can specify a

platform, a platform and version, a platform branch,
a solution stack name, or a solution stack ARN. For
example:

» php, PHP, node. js - The latest platform version
for the specified platform

e php-7.2,"PHP 7.2" - The recommended
(typically latest) PHP 7.2 platform version

e "PHP 7.2 running on 64bit Amazon Linux"
- The recommended (typically latest) PHP platform
version in this platform branch

Options

83



AWS Elastic Beanstalk

Developer Guide

Name

--source codecommi
t/ repository-
name/branch-name

--tags  keyl=valuell

Common options

Description

o "64bit Amazon Linux 2017.09 v2.6.3
running PHP 7.1" - The PHP platform version
specified by this solution stack name

o "arn:aws:elasticbeanstalk:us-east-2:
:platform/PHP 7.1 running on 64bit
Amazon Linux/2.6.3" -The PHP platform
version specified by this solution stack ARN

Use eb platform list to get a list of available
configurations.

Specify the --platform option to skip interactive
configuration.

(@ Note

When you specify this option, then EB CLI
does not prompt you for values for any other
options. Instead, it assumes default values
for each option. You can specify options for
anything for which you do not want to use
default values.

CodeCommit repository and branch.

Tag your application. Tags are specified as a comma-
separated list of key=value pairs.

For more details, see Tagging applications.

Options

84



AWS Elastic Beanstalk Developer Guide

CodeBuild support

If you run eb init in a folder that contains a buildspec.yml file, Elastic Beanstalk parses the file for
an eb_codebuild_settings entry with options specific to Elastic Beanstalk. For information about
CodeBuild support in Elastic Beanstalk, see Using the EB CLI with AWS CodeBuild.

Output

If successful, the command guides you through setting up a new Elastic Beanstalk application
through a series of prompts.

Example

The following example request initializes EB CLI and prompts you to enter information about your
application. Replace placeholder text with your own values.

$ eb init -i

Select a default region

1) us-east-1 : US East (N. Virginia)

2) us-west-1 : US West (N. California)

3) us-west-2 : US West (Oregon)

4) eu-west-1 : Europe (Ireland)

5) eu-central-1 : Europe (Frankfurt)

6) ap-south-1 : Asia Pacific (Mumbai)

7) ap-southeast-1 : Asia Pacific (Singapore)

(default is 3): 3

Select an application to use
1) HelloWorldApp

2) NewApp

3) [ Create new Application ]
(default is 3): 3

Enter Application Name
(default is "tmp"):
Application tmp has been created.

It appears you are using PHP. Is this correct?
(y/n): y
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Select
1) PHP
2) PHP
3) PHP
4) PHP
5) PHP
6) PHP
(default

U U U N NN o
I B ONSE

(y/n): y

platform branch.

running
running
running
running
running
running

is 1): 1
Do you want to set

Select a keypair.

1) aws-eb

on
on
on
on
on
on

up

64bit Amazon
64bit Amazon
64bit Amazon
64bit Amazon
64bit Amazon
64bit Amazon

SSH for your

2) [ Create new KeyPair ]
(default is 2): 1

eb labs

Description

Subcommands of eb labs support work-in-progress or experimental functionality. These

Linux

Linux (Deprecated)
Linux (Deprecated)
Linux (Deprecated)
Linux (Deprecated)
Linux (Deprecated)

instances?

commands may be removed or reworked in future versions of the EB CLI and are not guaranteed to
be forward compatible.

For a list of available subcommands and descriptions, run eb labs --help.

eb list

Description

Lists all environments in the current application or all environments in all applications, as specified

by the --all option.

If the root directory contains a platform.yaml file specifying a custom platform, this command
also lists the builder environments.

Syntax

eb list

eb labs
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Options
Name Description
-a Lists all environments from all applications.
or
--all
-V Provides more detailed information about all environments,
including instances.
or
--verbose

Common options

Output

If successful, the command returns a list of environment names in which your current environment
is marked with an asterisk (*).

Example 1

The following example lists your environments and indicates that tmp-dev is your default
environment.

$ eb list
* tmp-dev

Example 2

The following example lists your environments with additional details.

$ eb list --verbose

Region: us-west-2

Application: tmp
Environments: 1
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* tmp-dev : ['i-c7ee492d']

eb local

Description

Use eb local run to run your application's containers locally in Docker. Check the application's
container status with eb local status. Open the application in a web browser with eb local open.
Retrieve the location of the application's logs with eb local logs.

eb local setenv and eb local printenv let you set and view environment variables that are provided
to the Docker containers that you run locally with eb local run.

You must run all eb local commands in the project directory of a Docker application that has been

initialized as an EB CLI repository by using eb init.

(@ Note

Use eb local on a local computer running Linux or macOS. The command doesn't support
Windows.

Before using the command on macOS, install Docker for Mac, and ensure that boot2docker
isn't installed (or isn't in the execution path). The eb local command tries to use
boot2docker if it's present, but doesn't work well with it on macOS.

Syntax

eb local run

eb local status
eb local open
eb local logs
eb local setenv

eb local printenv
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Options

eb local run

Name

--envvars keyl=valu

el, key2=value2

--port hostport

Common options

eb local status
eb local open
eb local logs
eb local setenv

eb local printenv

Name

Common options

Output

eb local run

Description

Sets environment variables that the EB CLI will pass to the
local Docker containers. In multicontainer environments, all
variables are passed to all containers.

Maps a port on the host to the exposed port on the container
. If you don't specify this option, the EB CLI uses the same port
on both host and container.

This option works only with Docker platform applications. It
doesn't apply to the Multicontainer Docker platform.

Description

Options
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Status messages from Docker. Remains active as long as application is running. Press Ctrl+C to stop
the application.

eb local status

The status of each container used by the application, running or not.
eb local open

Opens the application in a web browser and exits.

eb local logs

The location of the logs generated in your project directory by applications running locally under
eb local run.

eb local setenv
None
eb local printenv

The name and values of environment variables set with eb local setenv.

Examples

eb local run

~/project$ eb local run

Creating elasticbeanstalk_phpapp_1...

Creating elasticbeanstalk_nginxproxy_1...

Attaching to elasticbeanstalk_phpapp_1l, elasticbeanstalk_nginxproxy_1
phpapp_1 | [23-Apr-2015 23:24:25] NOTICE: fpm is running, pid 1
phpapp_1 | [23-Apr-2015 23:24:25] NOTICE: ready to handle connections

eb local status

View the status of your local containers:

~/project$ eb local status

Platform: 64bit Amazon Linux 2014.09 v1.2.1 running Multi-container Docker 1.3.3
(Generic)

Container name: elasticbeanstalk_nginxproxy_1
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Container ip: 127.0.0.1
Container running: True

Exposed host port(s): 80

Full local URL(s): 127.0.0.1:80

Container name: elasticbeanstalk_phpapp_1
Container ip: 127.0.0.1
Container running: True

Exposed host port(s): None
Full local URL(s): None

eb local logs

View the log path for the current project:

~/project$ eb local logs

Elastic Beanstalk will write logs locally to /home/user/project/.elasticbeanstalk/logs/
local.

Logs were most recently created 3 minutes ago and written to /home/user/
project/.elasticbeanstalk/logs/local/150420_234011665784.

eb local setenv

Set environment variables for use with eb local run.

~/project$ eb local setenv PARAMl=value

Print environment variables set with eb local setenv.

~/project$ eb local printenv
Environment Variables:
PARAM1=value

eb logs

Description

The eb logs command has two distinct purposes: to enable or disable log streaming to CloudWatch
Logs, and to retrieve instance logs or CloudWatch Logs logs. With the --cloudwatch-1logs (-cw)
option, the command enables or disables log streaming. Without this option, it retrieves logs.
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When retrieving logs, specify the --all, --zip, or --stream option to retrieve complete logs. If
you don't specify any of these options, Elastic Beanstalk retrieves tail logs.

The command processes logs for the specified or default environment. Relevant logs vary by
container type. If the root directory contains a platform.yaml file specifying a custom platform,
this command also processes logs for the builder environment.

For more information, see the section called “CloudWatch Logs".

Syntax

To enable or disable log streaming to CloudWatch Logs:

eb logs --cloudwatch-logs [enable | disable] [--cloudwatch-log-source instance
environment-health | all] [environment-name]

To retrieve instance logs:

eb logs [-all | --zip | --stream] [--cloudwatch-log-source instance] [--
instance instance-id] [--log-group log-group] [environment-name]

To retrieve environment health logs:

eb logs [-all | --zip | --stream] --cloudwatch-log-source environment-health
[environment-name]

Options

Name Description

-cw [enable | disable] Enables or disables log streaming to CloudWatch Logs. If
no argument is supplied, log streaming is enabled. If the - -
or cloudwatch-log-source (-cls) option isn't specified in

--cloudwatch-1ogs addition, instance log streaming is enabled or disabled.

[enable | disable]

-cls instance | Specifies the source of logs when working with CloudWatch
environment-health | Logs. With the enable or disable form of the command, these
all are the logs for which to enable or disable CloudWatch Logs
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Name

or

--cloudwatch-log-
source instance |
environment-health |
all

or
--all
-z
or
--zip

--stream

Description

streaming. With the retrieval form of the command, these are
the logs to retrieve from CloudWatch Logs.

Valid values:

e With --cloudwatch-1logs (enable or disable) - instance
| environment-health | all

o Without --cloudwatch-logs (retrieve) - instance |
environment-health

Value meanings:

« instance (default) - Instance logs

« environment-health - Environment health logs
(supported only when enhanced health is enabled in the
environment)

« all - Both log sources

Retrieves complete logs and saves them to the .elasticb
eanstalk/logs directory.

Retrieves complete logs, compresses them into a . zip file,
and then saves the file to the .elasticbeanstalk/logs
directory.

Streams (continuously outputs) complete logs. With this
option, the command keeps running until you interrupt it
(press Ctrl+C).

Options
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Name
-i instance-id
or

--instance instance-
id

-g log-group
or

--log-group log-group

Description

Retrieves logs for the specified instance only.

Specifies the CloudWatch Logs log group from which to
retrieve logs. The option is valid only when instance log
streaming to CloudWatch Logs is enabled.

If instance log streaming is enabled, and you don't specify the
--log-group option, the default log group is one of the
following:

e« Amazon Linux 2 - /aws/elasticbeanst
alk/ environment-name /var/log/eb-engine.log

« Windows platforms - /aws/elasticbeanst
alk/ environment-name /EBDeploy-Log

« Amazon Linux AMI (AL1) - /aws/elasticbeanst
alk/ environment-name /var/log/eb-activi
ty.log

(® Note

On July 18, 2022, Elastic Beanstalk set the status
of all platform branches based on Amazon Linux
AMI (AL1) to retired. For more information about
migrating to a current and fully supported Amazon
Linux 2023 platform branch, see Migrating your
Elastic Beanstalk Linux application to Amazon Linux
2023 or Amazon Linux 2.

For information about the log group corresponding to each log
file, see How Elastic Beanstalk sets up CloudWatch Logs.

Options
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Name Description

Common options

Output

By default, displays the logs directly in the terminal. Uses a paging program to display the output.
Press Q or q to exit.

With --stream, shows existing logs in the terminal and keeps running. Press Ctx1+C to exit.

With --all and --zip, saves the logs to local files and displays the file location.

Examples

The following example enables instance log streaming to CloudWatch Logs.

$ eb logs -cw enable

Enabling instance log streaming to CloudWatch for your environment

After the environment is updated you can view your logs by following the link:
https://console.aws.amazon.com/cloudwatch/home?region=us-east-1#logs:prefix=/aws/
elasticbeanstalk/environment-name/

Printing Status:

2018-07-11 21:05:20 INFO: Environment update is starting.

2018-07-11 21:05:27 INFO: Updating environment environment-name's configuration
settings.

2018-07-11 21:06:45 INFO: Successfully deployed new configuration to environment.

The following example retrieves instance logs into a . zip file.

$ eb logs --zip
Retrieving logs...
Logs were saved to /home/workspace/environment/.elasticbeanstalk/logs/150622_173444.zip
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eb migrate

Description

Migrates Internet Information Services (lIS) sites and applications from a Windows server to Elastic
Beanstalk. The command packages your applications, preserves their configurations, and deploys
them to a new Elastic Beanstalk environment.

For more information about migrating your IIS sites and applications, see Migrating 1IS applications.

(® Note

Before using this command, ensure your system meets these requirements:

Internet Information Services (IIS) version 7.0 or later

Web Deploy 3.6 or later installed

Administrative privileges on the Windows server

AWS credentials configured with appropriate permissions

Your source server has outbound internet access to AWS services.

The following steps summarize the migration process:

1. Discover IIS sites and their configurations.
2. Package application content and configuration.
3. Create Elastic Beanstalk environment and application.

4. Deploy the application with preserved settings.

The command creates migration artifacts in a structured directory as shown in the following listing:

C:\migration_workspace\

### . \migrations\latest\
### upload_target.zip
### upload_target\

### [SiteName].zip # One ZIP per default application of
IIS site
### [SiteName-ApplicationName].zip # One ZIP per additional application

### aws-windows-deployment-manifest.json
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### ebmigrateScripts\
### site_installer.psl # Site installation scripts
### permission_handler.psl # Permission management
### other helper scripts

Use eb migrate cleanup to manage these artifacts.

Syntax

eb migrate [options]

eb migrate explore [options]
eb migrate cleanup [options]

When run without arguments, eb migrate operates in non-interactive mode. To execute it in the
interactive mode, run eb migrate --interactive.

The interactive mode command prompts for the following information:

Selection of IIS sites to migrate

Environment and application names

Platform version selection

Instance type and other configuration options

Subcommands

explore
The eb migrate explore subcommand examines your IIS server and lists available sites.
Use this command to display the following information:

« View all IIS sites on the server

« With --verbose, inspect detailed configuration including:
« Site bindings and ports
» Application pools
« Virtual directories and their physical paths

« Authentication settings
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PS C:\migrations_workspace > eb migrate explore
Default Web Site

Site2

site3

router

PS C:\migrations_workspace > eb migrate explore --verbose
1: Default Web Site:
- Bindings:
- *:8083:
- Application '/':
- Application Pool: DefaultAppPool
- Enabled Protocols: http
- Virtual Directories:
- /:
- Physical Path: C:\inetpub\wwwroot
- Logon Method: ClearText
- Application '/dotnet-6-0':
- Application Pool: DefaultAppPool
- Enabled Protocols: http
- Virtual Directories:
- /:
- Physical Path: C:\inetpub\AspNetCoreWebApps\CoreWebApp-6-0
- Logon Method: ClearText
- Application '/dotnet-8-0':
- Application Pool: DefaultAppPool
- Enabled Protocols: http
- Virtual Directories:
-/
- Physical Path: C:\inetpub\AspNetCoreWebApps\CoreWebApp-8-0
- Logon Method: ClearText

2: Site2:
- Bindings:
- *:8081:
cleanup

The eb migrate cleanup subcommand manages migration artifacts with the following actions:

« Preserving the most recent successful migrationin ./migrations/latest

« Removing older migration directories
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« Maintaining critical configuration files

PS C:\migrations_workspace > eb migrate cleanup
Are you sure you would like to cleanup older artifacts within *./migrations/ ? (y/N):

Use --force to skip confirmation prompts during cleanup.

PS C:\migrations_workspace > eb migrate cleanup --force

Options

None of these options are required. If you run eb migrate without any options, the EB CLI will
execute in the non-interactive mode. With eb migrate --interactive, the EB CLI prompts you to
enter or select a value for required settings.

Name
-aapplication-name
or

--application-name
application-name

--archive directory-or-zip

-ao
or

--archive-only

Description
Name for the new Elastic Beanstalk application.
Type: String

Default: EBMigratedApp

The directory or ZIP file containing source code previousl
y generated by eb migrate --archive-only.

Use this option to deploy a previously created migration
package.

Example: --archive .\migrations\latest
\upload_target or--archive .\migrations
\latest\upload_target.zip

Create only the destination archive directory without
deployment.

Options
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Name

-Cc subdomain-name
or

--cname subdomain-name

-cf
or
--copy-firewall-config

-es snapshot-id [snapshot-
id ..]

or

--ebs-snapshots snapshot-
id [snapshot-id ..]

--encrypt-ebs-volumes

Description

The resulting directory can be manually deployed using
eb migrate with the archive option, or eb deploy.

The subdomain name to prefix the CNAME DNS entry
for your migrated application.

Type: String
Default: The environment name

Copy source server firewall configuration to the destinati
on for all HTTP ports with active bindings.

Creates corresponding security group rules in AWS.
Comma-separated list of Amazon EBS snapshot IDs to
associate with the environment.

Example: --ebs-snapshots snap-1234
567890abcdef®, snap-0987654321fedcbal

Enforce encryption for all new Amazon EBS volumes.

/A Important

This is an account-wide setting that affects all
future Amazon EBS volume creation.
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Name
-e environment-name
or

--environment-name
environment-name

--force

-ip profile-name
or

--instance-profile
profile-name

-iinstance-type
or

--instance-type instance-
type

-in
or

--interactive

Description

Name for the new Elastic Beanstalk environment.
Type: String

Default: EBMigratedEnv

Constraints: Must be between 4 and 40 characters in
length. Can only contain letters, numbers, and hyphens.
Cannot start or end with a hyphen.

Skip confirmation prompts during operations.

When used with cleanup subcommand, removes
migration artifacts without confirmation.

Instance Profile to associate with the environment's
Amazon EC2 instances.

If not specified, creates a default instance profile with
permissions to access Elastic Beanstalk resources. For
more information, see the section called “Instance

profile”.

The Amazon EC2 instance type for your Elastic Beanstalk
environment.

Type: String
Default: c5.2xlarge

For available instance types, see Amazon EC2 instance

types in the Amazon EC2 User Guide.
Force interactive mode for the migration process.

Prompts for configuration values even when defaults are
available.

Options
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Name Description

-k key-name Amazon EC2 key pair to enable RDP access to environme

nt instances.
or

Useful for investigating instance-level issues not visible

--keyname key-name in logs.

Valid values: An existing key pair name registered with
Amazon EC2

-pplatform-version Elastic Beanstalk platform runtime for the environme
nt. If not specified, automatically detected from host

ol Windows Server version.

--platform platform- Example: "64bit Windows Server 2016 v2.16.2

version running IIS 10.0"

For a list of available platform versions, use eb platform
list.
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Name

--remote

--target-ip ip-address

--username username

Description

Indicates to execute the migration in remote mode.
This option allows execution from a bastion host,
which connects to the target server that contains

the application and configurations to be migrated to
Elastic Beanstalk. Running from the bastion server, eb
migrate discovers configurations, stages migration
logic on the bastion host, then deploys your application
to a new Elastic Beanstalk environment.

This option eliminates the need to install the EB CLI
and Python on the Windows server that you need to
migrate. You install Python and the EB CLI on a bastion
host instead, where you run the eb migrate command
with the --remote option. Use the --target-ip
option to specify the host with the IIS configurations to
migrate.

Must be used with --target-ip , --username , and
--password .

Public IP address of the remote Windows machine that
contains the IIS servers to be migrated.

Required when using --remote. Can only be specified
when using --remote.

Username of the user profile to access the remote
Windows machine that contains the IIS servers to be
migrated.

Required when using --remote. Can only be specified
when using --remote.
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Name

--password password

-sr role-name
or

--service-role role-name

-s site-names
or

--sites site-names

--ssl-certificates
certificate-arn [,certifica
te-arn ..]

Description

Password of the user profile to access the remote
Windows machine that contains the IIS servers to be
migrated.

Required when using --remote. Can only be specified
when using --remote.

IAM service role for Elastic Beanstalk to manage related
AWS services.

If not specified, creates a default service role with
necessary permissions. For more information, see the
section called “Service role".

(® Note

Specify only the role name, not the full ARN.
Elastic Beanstalk automatically creates the
complete ARN.

Comma-separated list of IIS sites to migrate. If not
specified, migrates all available sites on the server.

Example: --sites "Default Web Site,Intr
anet, API"

Comma-separated list of ACM SSL certificate ARNs to
associate with the Application Load Balancer.

Required when migrating sites with HTTPS bindings.

Example: --ssl-certificates arn:aws:a
cm:region:account:certificate/certif
icate-id
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Name

t keyl=va
or
--tags

--verbose

Luell,key2=value2

keyl=valuell,key2=va

Description

Comma-separated list of key=value pairs to tag new
resources in your environment: Environment, Elastic
Beanstalk application, Application version.

For more information, see Tagging environments.

Show detailed information during migration process.

When used with explore subcommand, displays
comprehensive site configuration details.
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Name
-vpc config-file-or-string
or

--vpc-config config-file-
or-string

Description

VPC configuration for the environment, specified either
as a JSON file path or a JSON string.

Configuration must include:

"id": "vpc-1234567890@abcdef0",

"publicip": "true|false",

"elbscheme": "public|private",

"ec2subnets": ["subnet-alb2c3d4",
"subnet-e5f6g7h8"],

"securitygroups": "sg-123456,sg-789012",

"elbsubnets": ["subnet-alb2c3d4",
"subnet-e5f6g7h8"]

}

o id: (Required) VPC identifier

e publicip: Whether to assign public IPs to instances

» elbscheme :Load balancer scheme (public or
private)

e ec2subnets :List of subnet IDs for EC2 instances

» securitygroups : Comma-separated security group
IDs

e elbsubnets : List of subnet IDs for the load balancer

/A Important

The migration will ignore any existing VPC
settings from the source environment when

you specify the --vpc-config parameter.
When you use this parameter, the migration
will only use the VPC settings specified in the
configuration file that you're passing in. Using
this parameter overrides the default behavior of
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Name Description

discovering the source instance's VPC configura
tion or using the default VPC.

Common options

Output

The command provides status updates throughout the migration process:

1. VPC configuration detection (when running on an EC2 instance)
2. Source bundle generation progress for each site
3. Environment creation status

4. Deployment progress

If successful, displays the new environment's details including:

Environment name and ID

Application name

Region

Platform version

Environment CNAME

For issues during migration, use the eb events and eb health commands to get detailed
information.

Examples
Basic Usage
Basic migration in interactive mode:

PS C:\migrations_workspace > eb migrate
Identifying VPC configuration of this EC2 instance (i-0123456789abcdefQ):
id: vpc-1234567890abcdef0
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publicip: true

elbscheme: public

ec2subnets: subnet-123,subnet-456,subnet-789
securitygroups: sg-123,sg-456

elbsubnets: subnet-123,subnet-456,subnet-789

Using .\migrations\latest to contain artifacts for this migration run.
Generating source bundle for sites, applications, and virtual directories...
Default Web Site/ -> .\migrations\latest\upload_target\DefaultWebSite.zip

Creating application version
Creating environment

Environment details for: EBMigratedEnv
Application name: EBMigratedApp
Region: us-west-2
Deployed Version: app-230320_153045
Environment ID: e-abcdefl1234
Platform: 64bit Windows Server 2019 v2.7.0 running IIS 10.0
Tier: WebServer-Standard-1.0
CNAME: ebmigratedenv.us-west-2.elasticbeanstalk.com
Updated: 2023-03-20 15:30:45

Migrating specific sites with custom configuration:

PS C:\migrations_workspace > eb migrate °
--sites "Default Web Site,InternalAPI" °
--application-name "CorporateApp" °
--environment-name "Production" °
--instance-type "c5.xlarge" °
--tags "Environment=Production, Team=WebOps" °
--copy-firewall-config

Creating migration archive without deployment:

PS C:\migrations_workspace > eb migrate --archive-only

Using .\migrations\latest to contain artifacts for this migration run.

Generating source bundle for sites, applications, and virtual directories...
Default Web Site/ -> .\migrations\latest\upload_target\DefaultWebSite.zip

Generated destination archive directory at .\migrations\latest\upload_target
You can execute ‘eb init’ and ‘eb create’ from this directory to deploy to EB.
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Advanced Configuration Examples

Migration with custom VPC configuration using a JSON file:

PS C:\migrations_workspace > cat vpc-config.json

{

"id": "vpc-1234567890abcdef",

"publicip": "false",

"elbscheme": "internal",

"ec2subnets": [
"subnet-privatel",
"subnet-private2"

1,

"securitygroups": [
"sg-app",
"sg-database",
"sg-monitoring"

1,

"elbsubnets": [
"subnet-privatel",
"subnet-private2"

]

}

PS C:\migrations_workspace eb migrate °
--sites "InternalAPI" °
--vpc-config vpc-config.json °
--instance-type "r5.xlarge" °
--tags "Environment=Internal,Security=High"

Migrating sites with SSL certificates and host headers:

PS C:\migrations_workspace > eb migrate °
--sites "SecurePortal" °
--ssl-certificates "arn:aws:acm:region:account:certificate/
certl,arn:aws:acm:region:account:certificate/cert2" °
--verbose
INFO: Detected HTTPS bindings:
- www.example.com:443
- api.example.com:443

INFO: Configuring Application Load Balancer with SSL certificates
INFO: Creating host-based routing rules:
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- www.example.com -> target group 1
- api.example.com -> target group 2

Migration with EBS snapshot configuration:fo

PS C:\migrations_workspace > eb migrate °
--sites "Default Web Site" °

--ebs-snapshots "snap-1234567890abcdef@" "snap-0987654321fedcbal" °

--encrypt-ebs-volumes

Using .\migrations\latest to contain artifacts for this migration zrun.
INFO: Enabling EBS encryption for all new volumes in us-west-2
INFO: Configuring environment with specified EBS snapshots

Security Configuration Examples

Handling sites with complex firewall rules:

PS C:\migrations_workspace > eb migrate °
--sites "Default Web Site,ReportingService" °
--copy-firewall-config °
--verbose

INFO: Detected the following Windows Firewall rules:

- Allow Web Traffic (TCP 8@, 443)
- Allow Reporting Traffic (TCP 8081)
INFO: Creating corresponding security group rules

Migration with custom IAM roles:

PS C:\migrations_workspace > eb migrate °
--sites "SecureApp" °
--instance-profile "CustomInstanceProfile" °
--service-role "CustomServiceRole"

Remote Execution Examples

Migrating IS applications from a remote Windows server:

PS C:\migrations_workspace > eb migrate °
--remote °
--target-ip "192.0.2.10" °
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INFO:
INFO:
INFO:
INFO:
INFO:
INFO:
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--username "administrator" °

--password "YourPasswordl123" °

--application-name "RemoteApp" °

--environment-name "RemoteEnv"

Establishing SSH connection to remote host 192.0.2.10...

Connection established

Discovering IIS sites on remote host...

Found 2 sites: Default Web Site, API

Extracting site configurations...

Generating source bundle for sites, applications, and virtual directories...
fault Web Site/ -> .\migrations\latest\upload_target\DefaultWebSite.zip
I/ -> .\migrations\latest\upload_target\API.zip

ting application version
ting environment

ronment details for: RemoteEnv

plication name: RemoteAppstage mi

gion: us-west-2

ployed Version: app-230320_153045

vironment ID: e-abcdefl234

atform: 64bit Windows Server 2019 v2.7.0 running IIS 10.0
er: WebServer-Standard-1.0

AME: remoteenv.us-west-2.elasticbeanstalk.com

Updated: 2023-03-20 15:30:45

Remote migration with specific site selection:

PS C

:\migrations_workspace > eb migrate °
--remote °

--target-ip "192.0.2.10" °
--username "administrator" °
--password "YourPassword123"
--sites "API" °
--instance-type "c5.large"

~

eb open

Description

Opens the public URL of your website in the default browser.

eb open
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Syntax

eb open

eb open environment-name

Options

Name Description

Common options

Output

The command eb open does not have output. Instead, it opens the application in a browser
window.

eb platform

Description
This command supports two different workspaces:
Platform

Use this workspace to manage custom platforms.

Environment

Use this workspace to select a default platform or show information about the current
platform.

Elastic Beanstalk provides the shortcut ebp for eb platform.

(® Note

Windows PowerShell uses ebp as a command alias. If you're running the EB CLI in Windows
PowerShell, use the long form of this command — eb platform.
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Using eb platform for custom platforms

Lists the versions of the current platform and enables you to manage custom platforms.
Syntax

eb platform create [version] [options]

eb platform delete [version] [options]

eb platform events [version] [options]

eb platform init [pLlatform] [options]

eb platform list [options]

eb platform logs [version] [options]

eb platform status [version] [options]

eb platform use [platform] [options]

Options
Name Description
create [version] Build a new version of the platform. Learn more.
[options]
delete version Delete a platform version. Learn more.
[options]
events [version] Display the events from a platform version. Learn more.
[options]
init [platform] Initialize a platform repository. Learn more.
[options]
list [options] List the versions of the current platform. Learn more.
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Name

logs [version]
[options]

status [version]
[options]

use [platform]
[options]

Common options

Common options

Description

Display logs from the builder environment for a platform
version. Learn more.

Display the status of the a platform version. Learn more.

Select a different platform from which new versions are built.
Learn more.

All eb platform commands include the following common options.

Name

OR

--help

--debug

--quiet

-v

OR

--verbose
--profile PROFILE
-r REGION

OR

Description

Shows a help message and exits.

Shows additional debugging output.
Suppresses all output.

Shows additional output.

Uses the specified PROFILE from your credentials.

Use the region REGION.
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Name Description

--region REGION

--no-verify-ssl Do not verify AWS SSL certificates.

Eb platform create

Builds a new version of the platform and returns the ARN for the new version. If there is no
builder environment running in the current region, this command launches one. The version and
increment options (-M, -m, and -p) are mutually exclusive.

Options

Name Description

version If version isn't specified, creates a new version based on
the most-recent platform with the patch version (N in n.n.N)
incremented.

-M Increments the major version number (the N in N.n.n).

OR

--major-increment

-m Increments the minor version number (the N in n.N.n).

OR

--minor-increment

-p Increments the patch version number (the N in n.n.N).

OR

--patch-increment

-1 INSTANCE_TYPE Use INSTANCE_TYPE as the instance type, such as
tl.micro.

OR
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Name Description

--instance-type INSTANCE_

TYPE

-ip INSTANCE_PROFILE Use INSTANCE_PROFILE as the instance profile when
creating AMlIs for a custom platform.

OR

If the -ip option isn't specified, creates the instance profile

--instance-profile aws-elasticbeanstalk-custom-platforme-ec2-

MRS HALE. PHUIALLE role and uses it for the custom platform.

--tags keyl=valuell,b ke Tags are specified as a comma-separated list of key=value

pairs.
--timeout minutes Set number of minutes before the command times out.
--vpc.id VPC_ID The ID of the VPC in which Packer builds.
--vpc.subnets The VPC subnets in which Packer builds.
VPC_SUBNETS
--vpc.publicip Associates public IPs to EC2 instances launched.

Eb platform delete

Delete a platform version. The version isn't deleted if an environment is using that version.

Options
Name Description
version The version to delete. This value is required.
--cleanup Remove all platform versions in the Failed state.
--all-platforms If --cleanup is specified, remove all platform versions in the
Failed state for all platforms.
--force Do not require confirmation when deleting a version.
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Eb platform events

Display the events from a platform version. If version is specified, display the events from that

version, otherwise display the events from the current version.

Options

Name

version

_f
OR

--follow

Eb platform init
Initialize a platform repository.

Options

Name

platform

-i

OR
--interactive
-k KEYNAME
OR

--keyname KEYNAME

Description

The version for which events are displayed. This value is
required.

Continue to display events as they occur.

Description

The name of the platform to initialize. This value is required,
unless -1 (interactive mode) is enabled.

Use interactive mode.

The default EC2 key name.
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You can run this command in a directory that has been previously initialized, although you cannot
change the workspace type if run in a directory that has been previously initialized.

To re-initialize with different options, use the -1i option.
Eb platform list

List the versions of the platform associated with a workspace (directory) or a region.

The command returns different results depending on the type of workspace you run it in, as
follows:

« In a platform workspace (a directory initialized by eb platform init), the command returns
a list of all platform versions of the custom platform defined in the workspace. Add the --all-
platforms or --verbose option to get a list of all platform versions of all custom platforms
your account has in the region associated with the workspace.

 In an application workspace (a directory initialized by eb init), the command returns a list of
all platform versions, both for platforms managed by Elastic Beanstalk and for your account's
custom platforms. The list uses short platform version names, and some platform version
variants might be combined. Add the --verbose option to get a detailed list with full names
and all variants listed separately.

« In an uninitialized directory, the command only works with the --region option. It returns a list
of all Elastic Beanstalk-managed platform versions supported in the region. The list uses short
platform version names, and some platform version variants might be combined. Add the - -
verbose option to get a detailed list with full names and all variants listed separately.

Options
Name Description
-a Valid only in an initialized workspace (a directory initialized by
eb platform init oreb init). Lists the platform versions
OR

of all custom platforms associated with your account.

--all-platforms
-s STATUS List only the platforms matching STATUS:

OR » Ready
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Name Description
--status STATUS « Failed
» Deleting
» Creating

Eb platform logs

Display logs from the builder environment for a platform version.

Options
Name Description
version The version of the platform for which logs are displayed. If
omitted, display logs from the current version.
--stream Stream deployment logs that were set up with CloudWatch.

Eb platform status

Display the status of the a platform version.

Options
Name Description
version The version of the platform for which the status is retrieved. If

omitted, display the status of the current version.

Eb platform use

Select a different platform from which new versions are built.
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Options
Name Description
platform Specifies platform as the active version for this workspace.

This value is required.

Using eb platform for environments

Lists supported platforms and enables you to set the default platform and platform version to use
when you launch an environment. Use eb platform list to view a list of all supported platforms.
Use eb platform select to change the platform for your project. Use eb platform show to view
your project's selected platform.

Syntax
eb platform list
eb platform select

eb platform show

Options
Name Description
list List the version of the current platform.
select Select the default platform.
show Show information about the current platform.
Example 1

The following example lists the names of all configurations for all platforms that Elastic Beanstalk
supports.

$ eb platform list
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docker-1.5.0
glassfish-4.0-java-7-(preconfigured-docker)
glassfish-4.1-java-8-(preconfigured-docker)
go-1.3-(preconfigured-docker)
go-1.4-(preconfigured-docker)

iis-7.5

iis-8

iis-8.5
multi-container-docker-1.3.3-(generic)
node.js

php-5.3

php-5.4

php-5.5

python

python-2.7

python-3.4
python-3.4-(preconfigured-docker)
ruby-1.9.3
ruby-2.0-(passenger-standalone)
ruby-2.0-(puma)
ruby-2.1-(passenger-standalone)
ruby-2.1-(puma)
ruby-2.2-(passenger-standalone)
ruby-2.2-(puma)

tomcat-6

tomcat-7

tomcat-7-java-6

tomcat-7-java-7

tomcat-8-java-8

Example 2

The following example prompts you to choose from a list of platforms and the version that you
want to deploy for the specified platform.

$ eb platform select
Select a platform.
1) PHP

2) Node.js

3) 1I1IS

4) Tomcat

5) Python

6) Ruby
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7) Docker

8) Multi-container Docker

9) GlassFish

10) Go

(default is 1): 5

Select a platform version.

1) Python 2.7

2) Python

3) Python 3.4 (Preconfigured - Docker)

Example 3

The following example shows information about the current default platform.

$ eb platform show

Current default platform: Python 2.7

New environments will be running: 64bit Amazon Linux 2014.09 v1.2.0 running Python 2.7
Platform info for environment "tmp-dev":

Current: 64bit Amazon Linux 2014.09 v1.2.0 running Python
Latest: 64bit Amazon Linux 2014.09 v1.2.0 running Python

eb printenv
Description
Prints all the environment properties in the command window.

Syntax

eb printenv

eb printenv environment-name

Options

Name Description

Common options
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Output

If successful, the command returns the status of the printenv operation.

Example

The following example prints environment properties for the specified environment.

$ eb printenv
Environment Variables:
PARAM1 = Valuel

eb restore

Description

Rebuilds a terminated environment, creating a new environment with the same name, ID, and
configuration. The environment name, domain name, and application version must be available for
use in order for the rebuild to succeed.

Syntax
eb restore

eb restore environment_id

Options

Name Description

Common options

Output

The EB CLI displays a list of terminated environments that are available to restore.

Example

$ eb restore
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Select a terminated environment to restore

# Name ID Application Version Date Terminated Ago
3 gamma e-s7mimej8e9 app-77e3-161213_211138 2016/12/14 20:32 PST 13
mins
2 beta e-sj28uu2wia app-77e3-161213_211125 2016/12/14 20:32 PST 13
mins
1 alpha e-gia8mphubq app-77e3-161213_211109 2016/12/14 16:21 PST 4
hours
(Commands: Quit, Restore, # #)
Selected environment alpha
Application: scorekeep
Description: Environment created from the EB CLI using "eb create"
CNAME : alpha.h23tbtbm92.us-east-2.elasticbeanstalk.com
Version: app-77e3-161213_211109
Platform: 64bit Amazon Linux 2016.03 v2.1.6 running Java 8
Terminated: 2016/12/14 16:21 PST
Restore this environment? [y/n]: vy
2018-07-11 21:04:20 INFO: restoreEnvironment is starting.
2018-07-11 21:04:39 INFO: Created security group named: sg-e2443f72
eb scale
Description
Scales the environment to always run on a specified number of instances, setting both the
minimum and maximum number of instances to the specified number.
Syntax
eb scale number-of-instances
eb scale number-of-instances environment-name
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Options
Name Description
--timeout The number of minutes before the command times out.

Common options

Output

If successful, the command updates the number of minimum and maximum instances to run to the
specified number.

Example

The following example sets the number of instances to 2.

$ eb scale 2

2018-07-11 21:05:22 INFO: Environment update is starting.

2018-07-11 21:05:27 INFO: Updating environment tmp-dev's configuration settings.

2018-07-11 21:08:53 INFO: Added EC2 instance 'i-5fce3d53' to Auto Scaling Group
'awseb-e-2cpfjbra9a-stack-AWSEBAutoScalingGroup-7AXY7U13ZQ6E" .

2018-07-11 21:08:58 INFO: Successfully deployed new configuration to environment.

2018-07-11 21:08:59 INFO: Environment update completed successfully.

eb setenv

Description

Sets environment properties for the default environment.

Syntax

eb setenv key=value

You can include as many properties as you want, but the total size of all properties cannot exceed
4096 bytes. You can delete a variable by leaving the value blank. See Configuring environment
properties (environment variables) for limits.
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® Note

If the value contains a special character, you must escape that character by preceding it
with a \ character.

Options
Name Description
--timeout The number of minutes before the command times out.

Common options

Output

If successful, the command displays that the environment update succeeded.
Example

The following example sets the environment variable ExampleVar.

$ eb setenv ExampleVar=ExampleValue

2018-07-11 21:05:25 INFO: Environment update is starting.

2018-07-11 21:05:29 INFO: Updating environment tmp-dev's configuration settings.
2018-07-11 21:06:50 INFO: Successfully deployed new configuration to environment.
2018-07-11 21:06:51 INFO: Environment update completed successfully.

The following command sets multiple environment properties. It adds the environment property
named foo and sets its value to bar, changes the value of the JDBC_CONNECTION_STRING
property, and deletes the PARAM4 and PARAMS properties.

$ eb setenv foo=bar JIDBC_CONNECTION_STRING=hello PARAM4= PARAM5=
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eb ssh

Description

(® Note

This command does not work with environments running Windows Server instances.

Connect to a Linux Amazon EC2 instance in your environment using Secure Shell (SSH). If an
environment has multiple running instances, EB CLI prompts you to specify which instance you
want to connect to. To use this command, SSH must be installed on your local machine and
available from the command line. Private key files must be located in a folder named . ssh under
your user directory, and the EC2 instances in your environment must have public IP addresses.

If the root directory contains a platform.yaml file specifying a custom platform, this command
also connects to instances in the custom environment.

(@ SSH keys

If you have not previously configured SSH, you can use the EB CLI to create a key when
running eb init. If you have already run eb init, run it again with the --interactive
option and select Yes and Create New Keypair when prompted to set up SSH. Keys created
during this process will be stored in the proper folder by the EB CLI.

This command temporarily opens port 22 in your environment's security group for incoming traffic
from 0.0.0.0/0 (all IP addresses) if no rules for port 22 are already in place. If you have configured
your environment's security group to open port 22 to a restricted CIDR range for increased security,
the EB CLI will respect that setting and forgo any changes to the security group. To override this
behavior and force the EB CLI to open port 22 to all incoming traffic, use the --foxrce option.

See EC2 security groups for information on configuring your environment's security group.

Syntax

eb ssh

eb ssh environment-name
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Options

Name

-i

or
--instance
-n

or

--number

-0

or
--keep_open

- -command

--custom

--setup

--force

--timeout minutes

Description

Specifies the instance ID of the instance to which you connect.
We recommend that you use this option.

Specify the instance to connect to by number.

Leave port 22 open on the security group after the SSH session

ends.

Execute a shell command on the specified instance instead of
starting an SSH session.

Specify an SSH command to use instead of 'ssh -i keyfile'. Do
not include the remote user and hostname.

Change the key pair assigned to the environment's instances
(requires instances to be replaced).

Open port 22 to incoming traffic from 0.0.0.0/0 in the
environment's security group, even if the security group is
already configured for SSH.

Use this option if your environment's security group is
configured to open port 22 to a restricted CIDR range that
does not include the IP address that you are trying to connect
from.

Set number of minutes before the command times out.

Options
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Name Description

Can only be used with the --setup argument.

Common options

Output

If successful, the command opens an SSH connection to the instance.

Example

The following example connects you to the specified environment.

$ eb ssh

Select an instance to ssh into

1) 1i-96133799

2) i-5931e053

(default is 1): 1

INFO: Attempting to open port 22.

INFO: SSH port 22 open.

The authenticity of host '54.191.45.125 (54.191.45.125)' can't be established.
RSA key fingerprint is ee:69:62:df:90:f7:63:af:52:7c:80:60:1b:3b:51:a9.

Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '54.191.45.125' (RSA) to the list of known hosts.

S R
| /  Amazon Linux AMI
IN__]| |

https://aws.amazon.com/amazon-linux-ami/2014.09-release-notes/
No packages needed for security; 1 packages available

Run "sudo yum update" to apply all updates.
[ec2-user@ip-172-31-8-185 ~]1$ 1s

[ec2-user@ip-172-31-8-185 ~]$ exit

logout

Connection to 54.191.45.125 closed.

INFO: Closed port 22 on ec2 instance security group
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eb status

Description
Provides information about the status of the environment.

If the root directory contains a platform.yaml file specifying a custom platform, this command
also provides information about the builder environment.

Syntax

eb status

eb status environment-name

Options
Name Description
-V Provides more information about individual instances, such as
their status with the Elastic Load Balancing load balancer.
or
--verbose

Common options

Output

If successful, the command returns the following information about the environment:

e Environment name

« Application name

» Deployed application version
e Environment ID

» Platform

« Environment tier
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CNAME

Time the environment was last updated
Status
Health

If you use verbose mode, EB CLI also provides you with the number of running Amazon EC2
instances.

Example

The following example shows the status for the environment tmp-deuv.

$ eb status

Environment details for: tmp-dev
Application name: tmp
Region: us-west-2
Deployed Version: None
Environment ID: e-2cpfjbra9a
Platform: 64bit Amazon Linux 2014.09 v1.0.9 running PHP 5.5
Tier: WebServer-Standard-1.0
CNAME: tmp-dev.elasticbeanstalk.com
Updated: 2014-10-29 21:37:19.050000+00:00
Status: Launching
Health: Grey

eb swap

Description

Swaps the environment's CNAME with the CNAME of another environment (for example, to avoid
downtime when you update your application version).

(@ Note

If you have more than two environments, you are prompted to select the name of the
environment that is currently using your desired CNAME from a list of environments. To
suppress this, you can specify the name of the environment to use by including the -n
option when you run the command.
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Syntax

eb swap

eb swap environment-name

(® Note

The environment-name is the environment for which you want a different CNAME. If you
don't specify environment-name as a command line parameter when you run eb swap,
EB CLI updates the CNAME of the default environment.

Options
Name Description
-n Specifies the name of the environment with which you want to
swap CNAMEs. If you run eb swap without this option, then EB
or

CLI prompts you to choose from a list of your environments.

--destination_name

Common options

Output

If successful, the command returns the status of the swap operation.

Examples

The following example swaps the environment tmp-dev with live-env.

$ eb swap

Select an environment to swap with.

1) staging-dev

2) live-env

(default is 1): 2

2018-07-11 21:05:25 INFO: swapEnvironmentCNAMEs is starting.

2018-07-11 21:05:26 INFO: Swapping CNAMEs for environments 'tmp-dev' and 'live-env'.
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2018-07-11 21:05:30 INFO: 'tmp-dev.elasticbeanstalk.com' now points to 'awseb-e-j-

AWSEBL0a-M7U21VXNLWHN-487871449.us-west-2.elb.amazonaws.com'.

2018-07-11 21:05:30 INFO: Completed swapping CNAMEs for environments 'tmp-dev' and
'live-env'.

The following example swaps the environment tmp-dev with the environment live-env but does
not prompt you to enter or select a value for any settings.

$ eb swap tmp-dev --destination_name live-env

2018-07-11 21:18:12 INFO: swapEnvironmentCNAMEs is starting.

2018-07-11 21:18:13 INFO: Swapping CNAMEs for environments 'tmp-dev' and 'live-env'.

2018-07-11 21:18:17 INFO: 'tmp-dev.elasticbeanstalk.com' now points to 'awseb-e-j-

AWSEBL0a-M7U21VXNLWHN-487871449.us-west-2.elb.amazonaws.com'.

2018-07-11 21:18:17 INFO: Completed swapping CNAMEs for environments 'tmp-dev' and
'live-env'.

eb tags

Description
Add, delete, update, and list tags of an Elastic Beanstalk resource.

For details about resource tagging in Elastic Beanstalk, see Tagging Elastic Beanstalk application

resources.

Syntax

eb tags [environment-name] [--resource ARN] -l | --list

eb tags [environment-name] [--resource ARN] -a | --add keyl=valuell,key2=valueZ2...]

eb tags [environment-name] [--resource ARN] -u | --update keyl=valuell,key2=value2...]
eb tags [environment-name] [--resource ARN] -d | --delete key1[,key2 ...]

You can combine the --add, --update, and --delete subcommand options in a single
command. At least one of them is required. You can't combined any of these three subcommand
options with --1ist.

Without any additional arguments, all of these commands list or modify tags of the default
environment in the current directory's application. With an environment-name argument,
the commands list or modify tags of that environment. With the --resource option, the
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commands list or modify tags of any Elastic Beanstalk resource — an application, an environment,
an application version, a saved configuration, or a custom platform version. Specify the resource by
its Amazon Resource Name (ARN).

Options

None of these options are required. If you run eb create without any options, you are prompted to
enter or select a value for each setting.

Name Description

-1 List all tags that are currently applied to the resource.
or

--list

-a keyl=valuell[,key2=value2 Apply new tags to the resource. Specify tags as a

comma-separated list of key=value pairs. You can't

or specify keys of existing tags.

--add  keyl=valuell,bkey2=val

Valid values: See Tagging resources.

-u keyl=valuell[,key2=value2 Update the values of existing resource tags. Specify tags

as a comma-separated list of key=value pairs. You

or must specify keys of existing tags.

--updat
e keyl=valuell,bkey2=value2 .

Valid values: See Tagging resources.

-d keyl[,key2 ...] Delete existing resource tags. Specify tags as a comma-

separated list of keys. You must specify keys of existing
or

tags.
--delete keyll,key2 ...1  yalid values: See Tagging resources.
-I region The AWS Region in which your resource exists.
or Default: the configured default region.

--region region

Options
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Name Description

For the list of values you can specify for this option, see
AWS Elastic Beanstalk Endpoints and Quotas in the AWS
General Reference.

--resource ARN The ARN of the resource that the command modifies
or lists tags for. If not specified, the command refers
to the (default or specified) environment in the current
directory's application.

Valid values: See one of the sub-topic of Tagging
resources that is specific to the resource you're intereste
d in. These topics show how the resource's ARN is
constructed and explain how to get a list of this
resource's ARNs that exist for your application or
account.

Output

The --1ist subcommand option displays a list of the resource's tags. The output shows both the
tags that Elastic Beanstalk applies by default and your custom tags.

$ eb tags --list
Showing tags for environment 'MyApp-env':

Key Value

Name MyApp-env
elasticbeanstalk:environment-id e-63cmxwjaut
elasticbeanstalk:environment-name  MyApp-env
mytag tagvalue
tag2 2nd value

The --add, --update, and --delete subcommand options, when successful, don't have any
output. You can add the --verbose option to see detailed output of the command's activity.

$ eb tags --verbose --update "mytag=tag value"
Updated Tags:
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Key Value
mytag tag value
Examples

The following command successfully adds a tag with the key tagl and the value valuel to the
application's default environment, and at the same time deletes the tag tag2.

$ eb tags --add tagl=valuel --delete tag2

The following command successfully adds a tag to a saved configuration within an application.

$ eb tags --add tagl=valuel \
--resource "arn:aws:elasticbeanstalk:us-east-2:my-account-
id:configurationtemplate/my-app/my-template"

The following command fails because it tries to update a nonexisting tag.

$ eb tags --update tag3=newval
ERROR: Tags with the following keys can't be updated because they don't exist:

tag3
The following command fails because it tries to update and delete the same key.

$ eb tags --update mytag=newval --delete mytag
ERROR: A tag with the key 'mytag' is specified for both '--delete' and '--update'. Each
tag can be either deleted or updated in a single operation.

eb terminate

Description
Terminates the running environment so that you don't incur charges for unused AWS resources.

Using the --all option, deletes the application that the current directory was initialized to using
eb init. The command terminates all environments in the application. It also terminates the
application versions and saved configurations for the application, and then deletes the application.
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If the root directory contains a platform.yaml file specifying a custom platform, this command
terminates the running custom environment.

(® Note

You can always launch a new environment using the same version later.

If you have data from an environment that you want to preserve, set the database deletion policy
to Retain before terminating the environment. This keeps the database operational outside of
Elastic Beanstalk. After this, any Elastic Beanstalk environments must connect to it as an external
database. If you want to back up the data without keeping the database operational, set the
deletion policy to take a snapshot of the database before terminating the environment. For more
information, see Database lifecycle in the Configuring environments chapter of this guide.

/A Important

If you terminate an environment, you must also delete any CNAME mappings that you
created, as other customers can reuse an available hostname. Be sure to delete DNS records
that point to your terminated environment to prevent a dangling DNS entry. A dangling
DNS entry can expose internet traffic destined for your domain to security vulnerabilities. It
can also present other risks.

For more information, see Protection from dangling delegation records in Route 53 in the

Amazon Route 53 Developer Guide. You can also learn more about dangling DNS entries in
Enhanced Domain Protections for Amazon CloudFront Requests in the AWS Security Blog.

Syntax

eb terminate

eb terminate environment-name
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Options
Name Description
--all Terminates all environments in the application, the applicati
on's application versions, and its saved configurations, and
then deletes the application.
--force Terminates the environment without prompting for confirmat
ion.
--ignore-links Terminates the environment even if there are dependent
environments with links to it. See Compose Environments.
--timeout The number of minutes before the command times out.
Output

If successful, the command returns the status of the terminate operation.

Example

The following example request terminates the environment tmp-dev.

$ eb terminate

The environment "tmp-dev" and all associated instances will be terminated.

To confirm, type the environment name: tmp-dev

2018-07-11 21:05:25 INFO: terminateEnvironment is starting.

2018-07-11 21:05:40 INFO: Deleted CloudWatch alarm named: awseb-e-2cpfjbra9a-stack-

AWSEBCloudwatchAlarmHigh-16V08YOF2KQ7U

2018-07-11 21:05:41 INFO: Deleted CloudWatch alarm named: awseb-e-2cpfjbra9a-stack-

AWSEBCloudwatchAlarmLow-6ZAWHOF20P7C

2018-07-11 21:06:42 INFO: Deleted Auto Scaling group policy named:
arn:aws:autoscaling:us-east-2:11122223333:scalingPolicy:5d7d3e6b-

d59b-47c5-b102-3el1fe3047be:autoScalingGroupName/awseb-e-2cpfjbra9a-stack-

AWSEBAutoScalingGroup-7AXY7U13ZQ6E:policyName/awseb-e-2cpfjbra9a-stack-AWSEBAutoSca

lingScaleUpPolicy-1876U27JEC34]

2018-07-11 21:06:43 INFO: Deleted Auto Scaling group policy named:
arn:aws:autoscaling:us-east-2:11122223333:scalingPolicy:29c6e7c7-7ac8-46fc-91f5-

Options
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cfabb65b985b:autoScalingGroupName/awseb-e-2cpfjbrada-stack-

AWSEBAutoScalingGroup-7AXY7U13ZQ6E:policyName/awseb-e-2cpfjbra9a-stack-AWSEBAutoSca
lingScaleDownPolicy-SL4LHODMOMU

2018-07-11 21:06:48 INFO: Waiting for EC2 instances to terminate. This may take a
few minutes.

2018-07-11 21:08:55 INFO: Deleted Auto Scaling group named: awseb-e-2cpfjbra9a-
stack-AWSEBAutoScalingGroup-7AXY7U13ZQ6E

2018-07-11 21:09:10 INFO: Deleted security group named: awseb-e-2cpfjbra9a-stack-
AWSEBSecurityGroup-XT4YYGFL7I99

2018-07-11 21:09:40 INFO: Deleted load balancer named: awseb-e-2-AWSEBLoa-
AK6RRYFQVV3S

2018-07-11 21:09:42 INFO: Deleting SNS topic for environment tmp-dev.

2018-07-11 21:09:52 INFO: terminateEnvironment completed successfully.

eb upgrade

Description

Upgrades the platform of your environment to the most recent version of the platform on which it

is currently running.

If the root directory contains a platform.yaml file specifying a custom platform, this command

upgrades the environment to the most recent version of the custom platform on which it is
currently running.

Syntax

eb upgrade

eb upgrade environment-name

Options
Name Description
--force Upgrades without requiring you to confirm the environment
name before starting the upgrade process.
--noroll Updates all instances without using rolling updates to keep

some instances in service during the upgrade.

eb upgrade
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Name Description

Common options

Output

The command shows an overview of the change and prompts you to confirm the upgrade by
typing the environment name. If successful, your environment is updated and then launched with
the most recent version of the platform.

Example

The following example upgrades the current platform version of the specified environment to the
most recently available platform version.

$ eb upgrade
Current platform: 64bit Amazon Linux 2014.09 v1.0.9 running Python 2.7
Latest platform: 64bit Amazon Linux 2014.09 v1.2.0 running Python 2.7

WARNING: This operation replaces your instances with minimal or zero downtime. You may
cancel the upgrade after it has started by typing "eb abort".
You can also change your platform version by typing "eb clone" and then "eb swap".

To continue, type the environment name:

eb use

Description
Sets the specified environment as the default environment.

When using Git, eb use sets the default environment for the current branch. Run this command
once in each branch that you want to deploy to Elastic Beanstalk.

Syntax

eb use environment-name
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Options
Name Description
--source codecommi CodeCommit repository and branch.

t/ repository-
name/branch-name

-I region Change the region in which you create environments.
--region region

Common options
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Understanding concepts in Elastic Beanstalk

Becoming familiar with the concepts and terms will help you gain an understanding needed for
deploying your applications with Elastic Beanstalk.
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Application

An Elastic Beanstalk application is a container for Elastic Beanstalk components, including
environments, versions, and environment configurations. Within an Elastic Beanstalk application,
you manage all the resources relevant to running your code.

Application version

In Elastic Beanstalk, an application version refers to a specific, labeled iteration of deployable code
for a web application. An application version points to an Amazon Simple Storage Service (Amazon
S3) object that contains the deployable code, such as a Java WAR file.

An application version is part of an application. Applications can have many versions and each
application version is unique. In a running environment, you can deploy any application version you
already uploaded to the application, or you can upload and immediately deploy a new application
version. For example, you could upload multiple application versions to test differences between
them.

Environment

An environment is a collection of AWS resources running an application version. Each environment
runs only one application version at a time, however, you can run the same application version

or different application versions in many environments simultaneously. When you create an
environment, Elastic Beanstalk provisions the resources needed in your AWS account to run the
application version you specified.

Environment tier

When you launch an Elastic Beanstalk environment, you first choose an environment tier. The
environment tier designates the type of application that the environment runs and determines
what resources Elastic Beanstalk provisions to support it. An application that serves HTTP requests
runs in a web server environment tier. A backend environment that pulls tasks from an Amazon

Simple Queue Service (Amazon SQS) queue runs in a worker environment tier.

Environment configuration

An environment configuration identifies a collection of parameters and settings that define
how an environment and its associated resources behave. When you update an environment'’s
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configuration settings, Elastic Beanstalk automatically applies the changes to existing resources or
deletes and deploys new resources (depending on the type of change).

Saved configuration

A saved configuration is a template that you can use as a starting point for creating unique
environment configurations. You can create and modify saved configurations, and apply them to
environments, using the Elastic Beanstalk console, EB CLI, AWS CLI, or API. The APl and the AWS
CLI refer to saved configurations as configuration templates.

Platform

A platform is a combination of an operating system, programming language runtime, web server,
application server, and Elastic Beanstalk components. You design and target your web application
to a platform. Elastic Beanstalk provides a variety of platforms on which you can build your
applications.

For details, see Elastic Beanstalk platforms.

Elastic Beanstalk web server environments

The following diagram shows an example Elastic Beanstalk architecture for a web server
environment tier, and shows how the components in that type of environment tier work together.

MyApp.elasticbeanstalk.com

a )

Elastic Load Balancer

ir Security Group

i “N N e
i

|

i

EC2 Instance EC2 Instance EC2 Instance EC2 Instance

Security Group

N /
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The environment is the heart of the application. In the diagram, the environment is shown within
the top-level solid line. When you create an environment, Elastic Beanstalk provisions the resources
required to run your application. AWS resources created for an environment include one elastic
load balancer (ELB in the diagram), an Auto Scaling group, and one or more Amazon Elastic
Compute Cloud (Amazon EC2) instances.

Every environment has a CNAME (URL) that points to a load balancer. The environment

has a URL, such as myapp.us-west-2.elasticbeanstalk.com. This URL is aliased in

Amazon Route 53 to an Elastic Load Balancing URL—something like abcdef-123456.us-
west-2.elb.amazonaws.com—by using a CNAME record. Amazon Route 53 is a highly available

and scalable Domain Name System (DNS) web service. It provides secure and reliable routing to
your infrastructure. Your domain name that you registered with your DNS provider will forward
requests to the CNAME.

The load balancer sits in front of the Amazon EC2 instances, which are part of an Auto Scaling
group. Amazon EC2 Auto Scaling automatically starts additional Amazon EC2 instances to
accommodate increasing load on your application. If the load on your application decreases,
Amazon EC2 Auto Scaling stops instances, but always leaves at least one instance running.

The software stack running on the Amazon EC2 instances is dependent on the container type.

A container type defines the infrastructure topology and software stack to be used for that
environment. For example, an Elastic Beanstalk environment with an Apache Tomcat container uses
the Amazon Linux operating system, Apache web server, and Apache Tomcat software. For a list of
supported container types, see Elastic Beanstalk supported platforms. Each Amazon EC2 instance

that runs your application uses one of these container types. In addition, a software component
called the host manager (HM) runs on each Amazon EC2 instance. The host manager is responsible
for the following:

» Deploying the application

» Aggregating events and metrics for retrieval via the console, the API, or the command line

» Generating instance-level events

« Monitoring the application log files for critical errors

« Monitoring the application server

» Patching instance components

« Rotating your application's log files and publishing them to Amazon S3
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The host manager reports metrics, errors and events, and server instance status, which are
available via the Elastic Beanstalk console, APIs, and CLlIs.

The Amazon EC2 instances shown in the diagram are part of one security group. A security group
defines the firewall rules for your instances. By default, Elastic Beanstalk defines a security
group, which allows everyone to connect using port 80 (HTTP). You can define more than one
security group. For example, you can define a security group for your database server. For more
information about Amazon EC2 security groups and how to configure them for your Elastic
Beanstalk application, see EC2 security groups.

Elastic Beanstalk worker environments

AWS resources created for a worker environment tier include an Auto Scaling group, one or more
Amazon EC2 instances, and an IAM role. For the worker environment tier, Elastic Beanstalk also
creates and provisions an Amazon SQS queue if you don't already have one. When you launch a
worker environment, Elastic Beanstalk installs the necessary support files for your programming
language of choice and a daemon on each EC2 instance in the Auto Scaling group. The daemon
reads messages from an Amazon SQS queue. The daemon sends data from each message that

it reads to the web application running in the worker environment for processing. If you have
multiple instances in your worker environment, each instance has its own daemon, but they all read
from the same Amazon SQS queue.

The following diagram shows the different components and their interactions across environments
and AWS services.
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Amazon CloudWatch is used for alarms and health monitoring. For more information, go to Basic
health reporting.

For details about how the worker environment tier works, see Elastic Beanstalk worker

environments.

Design considerations for your Elastic Beanstalk applications

Because applications deployed using AWS Elastic Beanstalk run on AWS Cloud resources, you
should keep several configuration factors in mind to optimize your applications: scalability, security,
persistent storage, fault tolerance, content delivery, software updates and patching, and connectivity.
Each of these are covered separately in this topic. For a comprehensive list of technical AWS
whitepapers, covering topics such as architecture, as well as security and economics, see AWS Cloud
Computing Whitepapers.
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Scalability

When operating in a physical hardware environment, in contrast to a cloud environment, you can
approach scalability in one of either two ways. Either you can scale up through vertical scaling

or you can scale out through horizontal scaling. The scale-up approach requires that you invest
in powerful hardware, which can support the increasing demands of your business. The scale-
out approach requires that you follow a distributed model of investment. As such, your hardware
and application acquisitions can be more targeted, your data sets are federated, and your design
is service oriented. The scale-up approach can be expensive, and there's also the risk that your
demand could outgrow your capacity. In this regard, the scale-out approach is usually more
effective. However, when using it, you must be able to predict demand at regular intervals and
deploy infrastructure in chunks to meet that demand. As a result, this approach can often lead to
unused capacity and might require some careful monitoring.

By migrating to the cloud, you can make your infrastructure align well with demand by leveraging
the elasticity of cloud. Elasticity helps to streamline resource acquisition and release. With it,

your infrastructure can rapidly scale in and scale out as demand fluctuates. To use it, configure
your Auto Scaling settings to scale up or down based on the metrics for the resources in your
environment. For example, you can set metrics such as server utilization or network /0. You can
use Auto Scaling for compute capacity to be added automatically whenever usage rises and for it
to be removed whenever usage drops. You can publish system metrics (for example, CPU, memory,
disk 1/0, and network 1/0) to Amazon CloudWatch. Then, you can use CloudWatch to configure
alarms to trigger Auto Scaling actions or send notifications based on these metrics. For instructions
on how to configure Auto Scaling, see Auto Scaling your Elastic Beanstalk environment instances.

We also recommend that you design all your Elastic Beanstalk applications as stateless as possible,
using loosely coupled, fault-tolerant components that can be scaled out as needed. For more
information about designing scalable application architectures for AWS, see AWS Well-Architected
Framework.

Security

Security on AWS is a shared responsibility. Amazon Web Services protects the physical resources

in your environment and ensures that the Cloud is a safe place for you to run applications. You're
responsible for the security of data coming in and out of your Elastic Beanstalk environment and
the security of your application.

Configure SSL to protect information that flows between your application and clients. To configure
SSL, you need a free certificate from AWS Certificate Manager (ACM). If you already have a
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certificate from an external certificate authority (CA), you can use ACM to import that your
certificate. Otherwise, you can import it using the AWS CLI.

If ACM isn't available in your AWS Region, you can purchase a certificate from an external CA, such
as VeriSign or Entrust. Then, use the AWS Command Line Interface (AWS CLI) to upload a third-
party or self-signed certificate and private key to AWS Identity and Access Management (IAM). The
public key of the certificate authenticates your server to the browser. It also serves as the basis for
creating the shared session key that encrypts the data in both directions. For instructions on how
to create, upload, and assign an SSL certificate to your environment, see Configuring HTTPS for
your Elastic Beanstalk environment.

When you configure an SSL certificate for your environment, data is encrypted between the client
and the Elastic Load Balancing load balancer for your environment. By default, encryption is
terminated at the load balancer, and traffic between the load balancer and Amazon EC2 instances
is unencrypted.

Persistent storage

Elastic Beanstalk applications run on Amazon EC2 instances that have no persistent local storage.
When the Amazon EC2 instances terminate, the local file system isn't saved. New Amazon EC2
instances start with a default file system. We recommend that you configure your application to
store data in a persistent data source. AWS offers a number of persistent storage services that you
can use for your application. The following table lists them.

Storage service Service documentation Elastic Beanstalk integration
Amazon S3 Amazon Simple Storage Using Elastic Beanstalk with
Service Documentation Amazon S3
Amazon Elastic File Amazon Elastic File System Using Elastic Beanstalk with
System Documentation Amazon Elastic File System
Amazon Elastic Block Amazon Elastic Block Store
Store
Feature Guide: Elastic Block
Store
Amazon DynamoDB Amazon DynamoDB Using Elastic Beanstalk with
Documentation Amazon DynamoDB
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Storage service Service documentation Elastic Beanstalk integration
Amazon Relational Amazon Relational Database Using Elastic Beanstalk with
Database Service (RDS) Service Documentation Amazon RDS

® Note

Elastic Beanstalk creates a webapp user for you to set up as the owner of application
directories on EC2 instances. For Amazon Linux 2 platform versions that are released on
or after Feburary 3, 2022, Elastic Beanstalk assigns the webapp user a uid (user id) and gid
(group id) value of 900 for new environments. It does the same for existing environments
following a platform version update. This approach keeps consistent access permission for
the webapp user to permanent file system storage.

In the unlikely situation that another user or process is already using 900, the operating
system defaults the webapp user uid and gid to another value. Run the Linux command

id webapp on your EC2 instances to verify the uid and gid values that are assigned to the
webapp user.

Fault tolerance

As a rule of thumb, you should be a pessimist when designing architecture for the cloud. Leverage
the elasticity that it offers. Always design, implement, and deploy for automated recovery from
failure. Use multiple Availability Zones for your Amazon EC2 instances and for Amazon RDS.
Availability Zones are conceptually like logical data centers. Use Amazon CloudWatch to get more
visibility into the health of your Elastic Beanstalk application and take appropriate actions in case
of hardware failure or performance degradation. Configure your Auto Scaling settings to maintain
your fleet of Amazon EC2 instances at a fixed size so that unhealthy Amazon EC2 instances are
replaced by new ones. If you're using Amazon RDS, then set the retention period for backups, so
that Amazon RDS can perform automated backups.

Content delivery

When users connect to your website, their requests may be routed through a number of individual
networks. As a result, users might experience poor performance due to high latency. Amazon
CloudFront can help ameliorate latency issues by distributing your web content, such as images
and video, across a network of edge locations around the world. Users' requests are routed to the
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nearest edge location, so content is delivered with the best possible performance. CloudFront
works seamlessly with Amazon S3, which durably stores the original, definitive versions of your
files. For more information about Amazon CloudFront, see the Amazon CloudFront Developer
Guide.

Software updates and patching

AWS Elastic Beanstalk regularly releases platform updates to provide fixes, software updates,

and new features. Elastic Beanstalk offers several options to handle platform updates. With
managed platform updates your environment automatically upgrades to the latest version of a

platform during a scheduled maintenance window while your application remains in service. For
environments created on November 25, 2019 or later using the Elastic Beanstalk console, managed
updates are enabled by default whenever possible. You can also manually initiate updates using
the Elastic Beanstalk console or EB CLI.

Connectivity

Elastic Beanstalk needs to be able to connect to the instances in your environment to complete
deployments. When you deploy an Elastic Beanstalk application inside an Amazon VPC, the
configuration required to enable connectivity depends on the type of Amazon VPC environment
you create:

» For single-instance environments, no additional configuration is required. This is because, with
these environments, Elastic Beanstalk assigns each Amazon EC2 instance a public Elastic IP
address that enables the instance to communicate directly with the internet.

» For load-balanced, scalable environments in an Amazon VPC with both public and private
subnets, you must do the following:

« Create a load balancer in the public subnet to route inbound traffic from the internet to the
Amazon EC2 instances.

» Create a network address translation (NAT) device to route outbound traffic from the Amazon
EC2 instances in private subnets to the internet.

» Create inbound and outbound routing rules for the Amazon EC2 instances inside the private
subnet.

« If you're using a NAT instance, configure the security groups for the NAT instance and Amazon
EC2 instances to enable internet communication.

» For a load-balanced, scalable environment in an Amazon VPC that has one public subnet, no
additional configuration is required. This is because, with this environment, your Amazon EC2
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instances are configured with a public IP address that enables the instances to communicate with
the internet.

For more information about using Elastic Beanstalk with Amazon VPC, see Using Elastic Beanstalk
with Amazon VPC.

Connectivity 152



AWS Elastic Beanstalk Developer Guide

Managing Elastic Beanstalk applications

This chapter describes how to manage and configure your Elastic Beanstalk applications. The
first step in using AWS Elastic Beanstalk is to create an application, which represents your web
application in AWS. In Elastic Beanstalk an application serves as a container for the environments
that run your web app and for versions of your web app's source code, saved configurations, logs,
and other artifacts that you create while using Elastic Beanstalk.

To create an application

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

In the navigation pane, choose Applications, and then choose Create application.
Use the on-screen form to provide an application name.

(Optional) Provide a description, and add tag keys and values.

o~ W

Choose Create.

After creating the application, the console prompts you to create an environment for it. For
detailed information about all of the options available, see Creating an Elastic Beanstalk
environment.

If you no longer need an application, you can delete it.

/A Warning

Deleting an application terminates all associated environments and deletes all application
versions and saved configurations that belong to the application.

To delete an application

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Applications, and then select your application on the list.

3. Choose Actions, and then choose Delete application.
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 Elastic Beanstalk application management console

« Managing application versions

« Create an Elastic Beanstalk application source bundle

o Using the EB CLI with AWS CodeBuild

» Tagging applications

» Tagging Elastic Beanstalk application resources

Elastic Beanstalk application management console

This topic explains how you can use the AWS Elastic Beanstalk console to manage applications,
application versions, and saved configurations.

To access the application management console

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. Inthe navigation pane, choose Applications, and then choose your application's name from
the list.

The application overview page shows a list with an overview of all environments associated
with the application.

3.  You have a few ways to continue:
a. From the Actions drop-down menu, you can choose one of the application management

actions: Create environment, Delete application, View application versions, View saved
configurations, Restore terminated environment.

To launch an environment in this application, you can directly choose Create
environment. For details, see the section called “Creating environments”.

b. The page lists the environment name next to applications that are deployed to an
environment. Choose an environment name to go to the environment management

console for that environment, where you can configure, monitor, or manage the
environment.

c¢.  When you select an application from the list, the left navigation pane lists the application.

o Choose Application versions following the application name in the navigation pane
to view and manage the application versions for your application.
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An application version is an uploaded version of your application code. You
can upload new versions, deploy an existing version to any of the application's
environments, or delete old versions. For more information, see Managing application

versions.

« Choose Saved configurations following the application name in the navigation pane
to view and manage configurations saved from running environments.

A saved configuration is a collection of settings that you can use to restore an
environment's settings to a previous state, or to create an environment with the same
settings. For more information see Using Elastic Beanstalk saved configurations.

Managing application versions

This topic explains application versions and how to create and manage them.

Elastic Beanstalk creates an application version whenever you upload source code. This usually
occurs when you create an environment or upload and deploy code using the environment
management console or EB CLI. Elastic Beanstalk deletes these application versions according to
the application's lifecycle policy and when you delete the application. For details about application
lifecycle policy, see Configuring application version lifecycle settings.

You can also upload a source bundle without deploying it from the application management
console or with the EB CLI command eb appversion. Elastic Beanstalk stores source bundles in
Amazon Simple Storage Service (Amazon S3) and doesn't automatically delete them.

You can apply tags to an application version when you create it, and edit tags of existing
application versions. For details, see Tagging application versions.

Creating application versions

You can also create a new application version using the EB CLI. For more information, see eb
appversion in the EB CLI commands chapter.
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® Note

Over time, your application can accumulate many application versions. To save storage
space and avoid hitting the application version quota, it's a good idea to delete application
versions that you no longer need.

The file you specify in the following procedure is associated with your application. You can deploy
the application version to a new or existing environment.

To create a new application version

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. Inthe navigation pane, choose Applications, and then choose your application's name from
the list.

In the navigation pane, find your application's name and choose Application versions.

4. Choose Upload. Use the on-screen form to upload your application's source bundle.

(® Note
The source bundle's file size limit is 500 MB.

5. Optionally, provide a brief description, and add tag keys and values.
6. Choose Upload.
Deleting application versions

You can also delete an application version using the EB CLI. For more information, see eb
appversion in the EB CLI commands chapter.

(® Note

Deleting an application version doesn't affect environments currently running that version.

You can also configure Elastic Beanstalk to delete old versions automatically by configuring
application version lifecycle settings. If you configure these lifecycle settings, they're applied when

Deleting application versions 156


https://docs.aws.amazon.com/general/latest/gr/aws_service_limits.html#limits_elastic_beanstalk
https://console.aws.amazon.com/elasticbeanstalk

AWS Elastic Beanstalk Developer Guide

you create new application versions. For example, if you configure a maximum of 25 application
versions, Elastic Beanstalk deletes the oldest version when you upload a 26th version. If you set
a maximum age of 90 days, any versions older than 90 days are deleted when you upload a new
version. For details, see the section called “Version lifecycle"”.

To delete an application version

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Applications, and then choose your application's name from
the list.

In the navigation pane, find your application's name and choose Application versions.
Select one or more application versions that you want to delete.

Choose Actions, then choose Delete.

AL

(Optional) To leave the application source bundle for these application versions in your
Amazon Simple Storage Service (Amazon S3) bucket, clear the box for Delete versions from
Amazon S3.

7. Choose Delete.

If you don't choose to delete the source bundle from Amazon S3, Elastic Beanstalk still deletes the
version from its records. However, the source bundle is left in your Elastic Beanstalk storage bucket.

The application version quota applies only to versions Elastic Beanstalk tracks. Therefore, you can
delete versions to stay within the quota, but retain all source bundles in Amazon S3.

(® Note

The application version quota doesn't apply to source bundles, but you might still incur
Amazon S3 charges, and retain personal information beyond the time you need it. Elastic
Beanstalk never deletes source bundles automatically. You should delete source bundles
when you no longer need them.

Configuring application version lifecycle settings

This topic explains the policies and quotas that Elastic Beanstalk applies to the versions of your
application in a given environment, including how long an application version remains in an
environment.
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Each time you upload a new version of your application with the Elastic Beanstalk console or the
EB CLI, Elastic Beanstalk creates an application version. If you don't delete versions that you no

longer use, you will eventually reach the application version quota and be unable to create new
versions of that application.

You can avoid hitting the quota by applying an application version lifecycle policy to your
applications. A lifecycle policy tells Elastic Beanstalk to delete application versions that are old,
or to delete application versions when the total number of versions for an application exceeds a
specified number.

Elastic Beanstalk applies an application's lifecycle policy each time you create a new application
version, and deletes up to 100 versions each time the lifecycle policy is applied. Elastic Beanstalk
deletes old versions after creating the new version, and does not count the new version towards
the maximum number of versions defined in the policy.

Elastic Beanstalk does not delete application versions that are currently being used by an
environment, or application versions deployed to environments that were terminated less than ten
weeks before the policy was triggered.

The application version quota applies across all applications in a region. If you have several
applications, configure each application with a lifecycle policy appropriate to avoid reaching the
quota. For example, if you have 10 applications in a region and the quota is 1,000 application
versions, consider setting a lifecycle policy with a quota of 99 application versions for all
applications, or set other values in each application as long as the total is less than 1,000
application versions. Elastic Beanstalk only applies the policy if the application version creation
succeeds, so if you have already reached the quota, you must delete some versions manually prior
to creating a new version.

By default, Elastic Beanstalk leaves the application version's source bundle in Amazon S3 to
prevent loss of data. You can delete the source bundle to save space.

You can set the lifecycle settings through the Elastic Beanstalk CLI and APIs. See eb
appversion, CreateApplication (using the ResourcelLifecycleConfig parameter), and
UpdateApplicationResourceLifecycle for details.

Setting the application lifecycle settings in the console

You can specify the lifecycle settings in the Elastic Beanstalk console.
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To specify your application lifecycle settings

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. Inthe navigation pane, choose Applications, and then choose your application's name from
the list.

In the navigation pane, find your application's name and choose Application versions.
Choose Settings.

Use the on-screen form to configure application lifecycle settings.

A

Choose Save.

On the settings page, you can do the following.

« Configure lifecycle settings based on the total count of application versions or the age of
application versions.

» Specify whether to delete the source bundle from S3 when the application version is deleted.

» Specify the service role under which the application version is deleted. To include all permissions
required for version deletion, choose the default Elastic Beanstalk service role, named aws -
elasticbeanstalk-service-role, or another service role using the Elastic Beanstalk
managed service policies. For more information, see Managing Elastic Beanstalk service roles.

Tagging application versions

This topic explains the benefits of tagging your Elastic Beanstalk application versions and how to
manage the tags.

You can apply tags to your AWS Elastic Beanstalk application versions. Tags are key-value pairs
associated with AWS resources. For information about Elastic Beanstalk resource tagging, use
cases, tag key and value constraints, and supported resource types, see Tagging Elastic Beanstalk
application resources.

You can specify tags when you create an application version. In an existing application version, you
can add or remove tags, and update the values of existing tags. You can add up to 50 tags to each
application version.
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Adding tags during application version creation

When you use the Elastic Beanstalk console to create an environment, and you choose to upload
a version of your application code, you can specify tag keys and values to associate with the new
application version.

You can also use the Elastic Beanstalk console to upload an application version without
immediately using it in an environment. You can specify tag keys and values when you upload an
application version.

With the AWS CLI or other API-based clients, add tags by using the - -tags parameter on the
create-application-version command.

$ aws elasticbeanstalk create-application-version \
--tags Key=mytagl,Value=valuel Key=mytag2,Value=value2 \
--application-name my-app --version-label vi

When you use the EB CLI to create or update an environment, an application version is created
from the code that you deploy. There isn't a direct way to tag an application version during its
creation through the EB CLI. See the following section to learn about adding tags to an existing
application version.

Managing tags of an existing application version

You can add, update, and delete tags in an existing Elastic Beanstalk application version.
To manage an application version's tags using the Elastic Beanstalk console

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. Inthe navigation pane, choose Applications, and then choose your application's name from
the list.

In the navigation pane, find your application's name and choose Application versions.
Select the application version you want to manage.
Choose Actions, and then choose Manage tags.

Use the on-screen form to add, update, or delete tags.

N o v &~ W

To save the changes choose Apply at the bottom of the page.
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If you use the EB CLI to update your application version, use eb tags to add, update, delete, or list
tags.

For example, the following command lists the tags in an application version.

~/workspace/my-app$ eb tags --list --resource "arn:aws:elasticbeanstalk:us-east-2:my-
account-id:applicationversion/my-app/my-version"

The following command updates the tag mytagl and deletes the tag mytag2.

~/workspace/my-app$ eb tags --update mytagl=newvalue --delete mytag2 \
--resource "arn:aws:elasticbeanstalk:us-east-2:my-account-
id:applicationvexsion/my-app/my-version"

For a complete list of options and more examples, see eb tags.

With the AWS CLI or other API-based clients, use the list-tags-for-resource command to list the
tags of an application version.

$ aws elasticbeanstalk list-tags-for-resource --resource-arn
"arn:aws:elasticbeanstalk:us-east-2:my-account-id:applicationversion/my-app/my-
version"

Use the update-tags-for-resource command to add, update, or delete tags in an application
version.

$ aws elasticbeanstalk update-tags-for-resource \
--tags-to-add Key=mytagl,Value=newvalue --tags-to-remove mytag2 \
--resource-arn "arn:aws:elasticbeanstalk:us-east-2:my-account-
id:applicationversion/my-app/my-version"

Specify both tags to add and tags to update in the --tags-to-add parameter of update-tags-
for-resource. A nonexisting tag is added, and an existing tag's value is updated.

(® Note

To use some of the EB CLI and AWS CLI commands with an Elastic Beanstalk application
version, you need the application version's ARN. You can retrieve the ARN by using the
following command.
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$ aws elasticbeanstalk describe-application-versions --application-name my-app
--version-label my-version

Create an Elastic Beanstalk application source bundle

This topic explains how to upload your application source files to Elastic Beanstalk in a source
bundle. It explains the requirements of a source bundle, the structure, and the approaches to
create one.

When you use the AWS Elastic Beanstalk console to deploy a new application or an application
version, you'll need to upload the files for the application in a source bundle. Your source bundle
must meet the following requirements:

« Consist of a single ZIP file or WAR file (you can include multiple WAR files inside your ZIP file)

+ Not exceed 500 MB

» Not include a parent folder or top-level directory (subdirectories are fine)

If you want to deploy a worker application that processes periodic background tasks, your
application source bundle must also include a cron.yaml file. For more information, see Periodic
tasks.

If you are deploying your application with the Elastic Beanstalk Command Line Interface (EB

CLI), the AWS Toolkit for Eclipse, or the AWS Toolkit for Visual Studio, the ZIP or WAR file will
automatically be structured correctly. For more information, see Setting up the EB command line
interface (EB CLI) to manage Elastic Beanstalk, Deploying Java applications with Elastic Beanstalk,
and The AWS Toolkit for Visual Studio.

Sections
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Creating a source bundle from the command line

Create a source bundle using the zip command. To include hidden files and folders, use a pattern
like the following.

~/myapp$ zip ../myapp.zip -r * .[A.]*
adding: app.js (deflated 63%)
adding: index.js (deflated 44%)
adding: manual.js (deflated 64%)
adding: package.json (deflated 40%)
adding: restify.js (deflated 85%)
adding: .ebextensions/ (stored 0%)
adding: .ebextensions/xray.config (stored 0%)

This ensures that Elastic Beanstalk configuration files and other files and folders that start with a

period are included in the archive.

For Tomcat web applications, use jar to create a web archive.

~/myapp$ jar -cvf myapp.war .

The above commands include hidden files that may increase your source bundle size unnecessarily.
For more control, use a more detailed file pattern, or create your source bundle with Git.

Creating a source bundle with Git

If you're using Git to manage your application source code, use the git archive command to
create your source bundle.

$ git archive -v -o myapp.zip --format=zip HEAD

git archive only includes files that are stored in git, and excludes ignored files and git files. This
helps keep your source bundle as small as possible. For more information, go to the git-archive

manual page.
Zipping files in Mac OS X Finder or Windows explorer

When you create a ZIP file in Mac OS X Finder or Windows Explorer, make sure you zip the files and
subfolders themselves, rather than zipping the parent folder.
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® Note

The graphical user interface (GUI) on Mac OS X and Linux-based operating systems does
not display files and folders with names that begin with a period (.). Use the command line
instead of the GUI to compress your application if the ZIP file must include a hidden folder,
such as .ebextensions. For command line procedures to create a ZIP file on Mac OS X or
a Linux-based operating system, see Creating a source bundle from the command line.

Example

Suppose you have a Python project folder labeled myapp, which includes the following files and
subfolders:

myapplication.py
README .md

static/

static/css
static/css/styles.css
static/img
static/img/favicon.ico
static/img/logo.png
templates/
templates/base.html
templates/index.html

As noted in the list of requirements above, your source bundle must be compressed without a
parent folder, so that its decompressed structure does not include an extra top-level directory.
In this example, no myapp folder should be created when the files are decompressed (or, at the
command line, no myapp segment should be added to the file paths).

This sample file structure is used throughout this topic to illustrate how to zip files.

Creating a source bundle for a .NET application

If you use Visual Studio, you can use the deployment tool included in the AWS Toolkit for Visual
Studio to deploy your .NET application to Elastic Beanstalk. For more information, see Deploying
Elastic Beanstalk applications in .NET using the deployment tool.
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If you need to manually create a source bundle for your .NET application, you cannot simply create
a ZIP file that contains the project directory. You must create a web deployment package for your

project that is suitable for deployment to Elastic Beanstalk. There are several methods you can use
to create a deployment package:

» Create the deployment package using the Publish Web wizard in Visual Studio. For more
information, go to How to: Create a Web Deployment Package in Visual Studio.

/A Important

When creating the web deployment package, you must start the Site name with
Default Web Site.

« If you have a .NET project, you can create the deployment package using the msbuild command
as shown in the following example.

/A Important
The DeployIisAppPath parameter must begin with Default Web Site.

C:/> msbuild <web_app>.csproj /t:Package /p:DeploylisAppPath="Default Web Site"

« If you have a website project, you can use the IIS Web Deploy tool to create the deployment
package. For more information, go to Packaging and Restoring a Web site.

/A Important

The apphostconfig parameter must begin with Default Web Site.

If you are deploying multiple applications or an ASP.NET Core application, put your

.ebextensions folder in the root of the source bundle, side by side with the application bundles
and manifest file:

~/workspace/source-bundle/

| -- .ebextensions

| | -- environmentvariables.config
| "-- healthcheckurl.config
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| -- AspNetCorel@lHelloWorld.zip

| -- AspNetCoreHelloWorld.zip

| -- aws-windows-deployment-manifest.json
“-- VS2015AspNetWebApiApp.zip

Testing your source bundle

You may want to test your source bundle locally before you upload it to Elastic Beanstalk. Because
Elastic Beanstalk essentially uses the command line to extract the files, it's best to do your tests
from the command line rather than with a GUI tool.

Ensure that the decompressed files appear in the same folder as the archive itself, rather than in a
new top-level folder or directory.

Using the EB CLI with AWS CodeBuild

AWS CodeBuild compiles your source code, runs unit tests, and produces artifacts that are ready

to deploy. You can use CodeBuild together with the EB CLI to automate building your application
from its source code. Environment creation and each deployment thereafter start with a build step,
and then deploy the resulting application.

(@ Note

Some regions don't offer CodeBuild. The integration between Elastic Beanstalk and
CodeBuild doesn't work in these regions.
For information about the AWS services offered in each region, see Region Table.

Creating an application

To create an Elastic Beanstalk application that uses CodeBuild

1. Include a CodeBuild build specification file, buildspec.yml, in your application folder.

2. Addaneb_codebuild_settings entry with options specific to Elastic Beanstalk to the file.

3. Run eb initin the folder.
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® Note

Do not use the period (.) or space ( ) characters in Application name when you use the
EB CLI with CodeBuild.

Elastic Beanstalk extends the CodeBuild build specification file format to include the following
additional settings:

eb_codebuild_settings:
CodeBuildServiceRole: role-name
ComputeType: size
Image: image
Timeout: minutes

CodeBuildServiceRole

The ARN or name of the AWS Identity and Access Management (IAM) service role that
CodeBuild can use to interact with dependent AWS services on your behalf. This value is
required. If you omit it, any subsequent eb create or eb deploy command fails.

To learn more about creating a service role for CodeBuild, see Create a CodeBuild Service Role
in the AWS CodeBuild User Guide.

® Note

You also need permissions to perform actions in CodeBuild itself. The Elastic Beanstalk
AdministratorAccess-AWSElasticBeanstalk managed user policy includes all the
required CodeBuild action permissions. If you're not using the managed policy, be sure
to allow the following permissions in your user policy.

"codebuild:CreateProject",
"codebuild:DeleteProject",
"codebuild:BatchGetBuilds",
"codebuild:StartBuild"

For details, see Managing Elastic Beanstalk user policies.
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ComputeType

The amount of resources used by the Docker container in the CodeBuild build
environment. Valid values are BUILD_GENERAL1_SMALL, BUILD_GENERAL1_MEDIUM, and
BUILD_GENERAL1_LARGE.

Image

The name of the Docker Hub or Amazon ECR image that CodeBuild uses for the build
environment. This Docker image should contain all the tools and runtime libraries required

to build your code, and should match your application's target platform. CodeBuild manages
and maintains a set of images specifically meant to be used with Elastic Beanstalk. It is
recommended that you use one of them. For details, see Docker Images Provided by CodeBuild
in the AWS CodeBuild User Guide.

The Image value is optional. If you omit it, the eb init command attempts to choose an image
that best matches your target platform. In addition, if you run eb init in interactive mode and
it fails to choose an image for you, it prompts you to choose one. At the end of a successful
initialization, eb init writes the chosen image into the buildspec.yml file.

Timeout

The duration, in minutes, that the CodeBuild build runs before timing out. This value is optional.
For details about valid and default values, see Create a Build Project in CodeBuild.

® Note

This timeout controls the maximum duration for a CodeBuild run, and the EB CLI also
respects it as part of its first step to create an application version. It's distinct from

the value you can specify with the --timeout option of the eb create or eb deploy
commands. The latter value controls the maximum duration that for EB CLI to wait for

environment creation or update.

Building and deploying your application code

Whenever your application code needs to be deployed, the EB CLI uses CodeBuild to run a build,
then deploys the resulting build artifacts to your environment. This happens when you create an
Elastic Beanstalk environment for your application using the eb create command, and each time
you later deploy code changes to the environment using the eb deploy command.
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If the CodeBuild step fails, environment creation or deployment doesn't start.

Tagging applications

This topic explains the benefits of tagging your Elastic Beanstalk applications. It also provides
instructions to create and manage application tags. Tags are key-value pairs associated with AWS
resources. For information about Elastic Beanstalk resource tagging, use cases, tag key and value
constraints, and supported resource types, see Tagging Elastic Beanstalk application resources.

You can specify tags when you create an application. In an existing application, you can add or
remove tags, and update the values of existing tags. You can add up to 50 tags to each application.

Adding tags during application creation

When you use the Elastic Beanstalk console to create an application, you can specify tag keys and

values in the Create New Application dialog box.

If you use the EB CLI to create an application, use the --tags option with eb init to add tags.
~/workspace/my-app$ eb init --tags mytagl=valuel,mytag2=value2

With the AWS CLI or other API-based clients, add tags by using the --tags parameter on the
create-application command.

$ aws elasticbeanstalk create-application \
--tags Key=mytagl,Value=valuel Key=mytag2,Value=value2 \
--application-name my-app --version-label vi

Managing tags of an existing application
You can add, update, and delete tags in an existing Elastic Beanstalk application.
To manage an application's tags in the Elastic Beanstalk console

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Applications, and then choose your application's name from
the list.

Choose Actions, and then choose Manage tags.

4. Use the on-screen form to add, update, or delete tags.
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5. To save the changes choose Apply at the bottom of the page.

If you use the EB CLI to update your application, use eb tags to add, update, delete, or list tags.

For example, the following command lists the tags in an application.

~/workspace/my-app$ eb tags --list --resource "arn:aws:elasticbeanstalk:us-east-2:my-
account-id:application/my-app"

The following command updates the tag mytagl and deletes the tag mytag?2.

~/workspace/my-app$ eb tags --update mytagl=newvalue --delete mytag2 \
--resource "arn:aws:elasticbeanstalk:us-east-2:my-account-id:application/my-app"

For a complete list of options and more examples, see eb tags.

With the AWS CLI or other API-based clients, use the list-tags-for-resource command to list the
tags of an application.

$ aws elasticbeanstalk list-tags-for-resource --resource-arn
"arn:aws:elasticbeanstalk:us-east-2:my-account-id:application/my-app"

Use the update-tags-for-resource command to add, update, or delete tags in an application.

$ aws elasticbeanstalk update-tags-for-resource \

--tags-to-add Key=mytagl,Value=newvalue --tags-to-remove mytag2 \

--resource-arn "arn:aws:elasticbeanstalk:us-east-2:my-account-id:application/my-
appll

Specify both tags to add and tags to update in the --tags-to-add parameter of update-tags-
for-resource. A nonexisting tag is added, and an existing tag's value is updated.

(® Note

To use some of the EB CLI and AWS CLI commands with an Elastic Beanstalk application,
you need the application's ARN. You can retrieve the ARN by using the following command.

$ aws elasticbeanstalk describe-applications --application-names my-app
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Tagging Elastic Beanstalk application resources

This topic explains the benefits of using tags with your Elastic Beanstalk application resources
along with the constraints of doing so. It also explains how to create and manage tags for
application resources.

You can apply tags to resources of your AWS Elastic Beanstalk applications. Tags are key-value pairs
associated with AWS resources. Tags can help you categorize resources. They're particularly useful
if you manage many resources as part of multiple AWS applications.

Here are some ways to use tagging with Elastic Beanstalk resources:

« Deployment stages - Identify resources associated with different stages of your application, such
as development, beta, and production.

 Cost allocation — Use cost allocation reports to track your usage of AWS resources associated with
various expense accounts. The reports include both tagged and untagged resources, and they
aggregate costs according to tags. For information about how cost allocation reports use tags,
see Use Cost Allocation Tags for Custom Billing Reports in the AWS Billing and Cost Management
User Guide.

 Access control — Use tags to manage permissions to requests and resources. For example, a user
who can only create and manage beta environments should only have access to beta stage
resources. For details, see Using tags to control access to Elastic Beanstalk resources.

You can add up to 50 tags to each resource. Environments are slightly different: Elastic Beanstalk
adds three default system tags to environments, and you can't edit or delete these tags. In addition
to the default tags, you can add up to 47 additional tags to each environment.

The following constraints apply to tag keys and values:

» Keys and values can contain letters, numbers, white space, and the following symbols: _ . : /
= 4+ - @

» Keys can contain up to 127 characters. Values can contain up to 255 characters.

(® Note

These length limits are for Unicode characters in UTF-8. For other multibyte encodings,
the limits might be lower.
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» Keys are case sensitive.
« Keys cannot begin with aws: or elasticbeanstalk:.

Resources you can tag

The following are the types of Elastic Beanstalk resources that you can tag, and links to specific
topics about managing tags for each of them:

Applications
Environments

Application versions

Saved configurations

Tag propagation to launch templates

Elastic Beanstalk provides an option to enable the propagation of environment tags to launch
templates. This option provides continued support for tag-based access control (TBAC) with launch
templates.

® Note

Launch configurations are being phased out and replaced by launch templates. For more
information, see Launch configurations in the Amazon EC2 Auto Scaling User Guide.

To prevent down-time of running EC2 instances AWS CloudFormation doesn’t propagate tags
to existing launch templates. If there's a use case that requires tags for your environment's
resources, you can enable Elastic Beanstalk to create launch templates with tags for these
resources. To do so, set the LaunchTemplateTagPropagationEnabled option in the
aws:autoscaling:launchconfiguration namespace to true. The default value is false.

The following configuration file example enables the propagation of tags to launch templates.

option_settings:
aws:autoscaling:launchconfiguration:
LaunchTemplateTagPropagationEnabled: true
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Elastic Beanstalk can only propagate tags to launch templates for the following resources:

EBS volumes

EC2 instances

EC2 network interfaces

AWS CloudFormation launch templates that define a resource

This constraint exists because CloudFormation only allows tags on template creation for specific
resources. For more information see TagSpecification in the AWS CloudFormation User Guide.

/A Important

« Changing this option value from false to true for an existing environment may be a
breaking change for previously existing tags.

» When this feature is enabled, the propagation of tags will require EC2 replacement,
which can result in downtime. You can enable rolling updates to apply configuration
changes in batches and prevent downtime during the update process. For more
information, see Configuration changes.

For more information about launch templates, see the following:

e Launch templates in the Amazon EC2 Auto Scaling User Guide

« Working with templates in the AWS CloudFormation User Guide

 Elastic Beanstalk template snippets in the AWS CloudFormation User Guide
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Creating environments in Elastic Beanstalk

This chapter describes how to create and manage your Elastic Beanstalk environments. This
introductory page provides an overview of updates, maintenance, and configurations that you'll
apply over time as your application and environment evolve.

Environment functions

You can create and manage separate environments for development, testing, and production use,
and you can deploy any version of your application to any environment. Environments can be long-

running or temporary. When you terminate an environment, you can save its configuration to
recreate it later.

Application deployments

As you develop your application, you will deploy it often, possibly to several different environments
for different purposes. Elastic Beanstalk lets you configure how deployments are performed. You
can deploy to all of the instances in your environment simultaneously, or split a deployment into
batches with rolling deployments.

Configuration changes

Configuration changes are processed separately from deployments, and have their own scope. For
example, if you change the type of the EC2 instances running your application, all of the instances
must be replaced. On the other hand, if you modify the configuration of the environment's load

balancer, that change can be made in-place without interrupting service or lowering capacity. You
can also apply configuration changes that modify the instances in your environment in batches
with rolling configuration updates.

® Note

Modify the resources in your environment only by using Elastic Beanstalk. If you modify
resources using another service's console, CLI commands, or SDKs, Elastic Beanstalk won't
be able to accurately monitor the state of those resources, and you won't be able to save
the configuration or reliably recreate the environment. Out-of band-changes can also cause
issues when updating or terminating an environment.

Platform updates
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When you launch an environment, you choose a platform version. We update platforms
periodically with new platform versions to provide performance improvements and new features.
You can update your environment to the latest platform version at any time. See the AWS Elastic

Beanstalk Platforms guide for a list of supported platforms and a platform version history that
includes the date ranges they were current.

Architecture options

As your application grows in complexity, you can split it into multiple components, each running
in a separate environment. For long-running workloads, you can launch worker environments that

process jobs from an Amazon Simple Queue Service (Amazon SQS) queue.

Topics

» Using the Elastic Beanstalk environment management console

« Creating an Elastic Beanstalk environment

« Managing multiple Elastic Beanstalk environments as a group with the EB CLI

» Deploying applications to Elastic Beanstalk environments

» Configuration changes

» Updating your Elastic Beanstalk environment's platform version

» Canceling environment configuration updates and application deployments

« Rebuilding Elastic Beanstalk environments

« Environment types

« Elastic Beanstalk worker environments

« Creating links between Elastic Beanstalk environments

» Recovering your Elastic Beanstalk environment from an invalid state

Using the Elastic Beanstalk environment management console

This section describes how you can manage your Elastic Beanstalk environment using the
environment management console. The console provides the capability to manage your
environment's configuration and perform common actions. These actions include restarting
the web servers running in your environment, cloning your environment, or rebuilding your
environment from scratch.

Topics
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Accessing the environment management console

Environment overview pane

Environment detail

Environment actions

Accessing the environment management console

The following procedure provides steps to launch the environment management console.

If you're already logged in to the Elastic Beanstalk console, you can also launch the environment
management page from the Application management console. Select an environment from the list
to display the management console details for the selected environment.

To access the environment management console

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

The following image illustrates the environment management console.
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The top pane is the Environment overview page. It shows top-level information about your
environment.
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The bottom half of the page displays tabs that provide more detailed information. The Events tab
displays by default. The pages that are linked to the tabs, are also listed on the left navigation pane
under the environment.

The console's navigation pane shows the name of the application that's deployed to the
environment, with related application management pages. The environment name is also displayed
on the navigation page, followed by the environment management pages. The links listed under
the environment name also include Go to environment and Configuration, in addition to the
tabbed pages previously mentioned.

Environment overview pane

This topic describes the information that the Environment overview pane provides. It shows
top-level information about your environment and is located on the top half of the environment
management console.

The following image displays the Environment overview pane.

Elastic Beanstalk » Environments » Corettol7-env

Coretto17-env i Upload and deploy
Environment overview Platform
Health Environment ID Platform

0Ok = o . Corretto 17 running on 64bit Amazon Linux 2/3.3.0 {{ILERS
e-gfzgq9mmwy
Domain N N _ Running version
Application name
Coretto17-1-env.eba-vyurhpkg.us-east-1.elasticbeanstalk.com [4 . Sample Application
’ Coretto17 -

The overall health of the environment. If the health of your environment degrades, the View
causes link displays next to the environment health. Select this link to view the Health tab with
more details.

Domain

The environment's Domain, or URL, is located in the upper portion of the Environment overview
page, below the environment's Health. This is the URL of the web application that the environment
is running. You can launch the application be selecting the URL.
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Environment id

The environment ID. This is an internal ID that's generated when the environment is created.
Application name

The name of the application that is deployed and running on your environment.

Running version

The name of the application version that is deployed and running on your environment. Choose
Upload and deploy to upload a source bundle and deploy it to your environment. This option

creates a new application version.
Platform

The name of the platform version running on your environment. Typically, this comprises the
architecture, operating system (OS), language, and application server (collectively known as the
platform branch), with a specific platform version number.

If your platform version is not the most recently available, then a status label displays next to it in
the Platform section. The Update label indicates that although the platform version is supported
a newer version is available. The platform version may also be labeled as Deprecated or Retired.
Select Change version to update your platform branch to a newer version. For more information
about the states of a platform version, see the Platform Branch section in the Elastic Beanstalk
platforms glossary. The previous image on this page illustrates the Update status label for the
given platform.

Environment detail

This topic describes the additional information that the environment management console
provides from the left navigation pane and the tabbed pages.

The following image illustrates the environment management console.
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The bottom half of the environment management console lists tabs that provide more detailed
and varied information about the environment. You can either select the tab page or the page label
from the left navigation pane.

From the left navigation pane of the console under the environment name, there are two choices
that are not in the tabbed pages. These are Go to environment and Configuration.

(@ Note

Select Go to environment to launch your application.

Configuration

Use the Configuration page on the left navigation pane to view and update current configuration
settings for your environment and its resources. This includes networking configuration, database
configuration, load balancing, notifications, health monitoring settings, managed platform update
configuration, deployment configuration, instance log streaming, CloudWatch integration, AWS X-
Ray, proxy server settings, environment properties, and platform specific options. Use the settings
on this page to customize the behavior of your environment during deployments, enable additional
features, and modify the instance type and other settings that you chose during environment
creation.

For more information, see Configuring Elastic Beanstalk environments.
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Events

The Events page shows the event stream for your environment. Elastic Beanstalk outputs event
messages whenever you interact with the environment, and when any of your environment's
resources are created or modified as a result.

For more information, see Viewing an Elastic Beanstalk environment's event stream.

Health

If enhanced health monitoring is enabled, this page lists the EC2 instances in your environment and
the live health information for each instance.

The Overall health page shows health data as an average for all of your environment's instances
combined.

The Enhanced instance health pane shows live health information for each individual EC2 instance
in your environment. Enhanced health monitoring enables Elastic Beanstalk to closely monitor the
resources in your environment so that it can assess the health of your application more accurately.

When enhanced health monitoring is enabled, this page shows information about the requests
served by the instances in your environment and metrics from the operating system, including
latency, load, and CPU utilization.

For more information, see Enhanced health reporting and monitoring in Elastic Beanstalk.

Logs

The Logs page lets you retrieve logs from the EC2 instances in your environment. When you
request logs, Elastic Beanstalk sends a command to the instances, which then upload logs to
your Elastic Beanstalk storage bucket in Amazon S3. When you request logs on this page, Elastic
Beanstalk automatically deletes them from Amazon S3 after 15 minutes.

You can also configure your environment's instances to upload logs to Amazon S3 for permanent
storage after they have been rotated locally.

For more information, see Viewing logs from Amazon EC2 instances in your Elastic Beanstalk

environment.
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Monitoring

The Monitoring page shows an overview of health information for your environment. This includes
the default set of metrics provided by Elastic Load Balancing and Amazon EC2, and graphs that
show how the environment's health has changed over time.

For more information, see Monitoring environment health in the AWS management console.

Alarms

The Existing alarms page shows information about any alarms that you have configured for your
environment. You can use the options on this page to create or delete alarms.

For more information, see Manage alarms.

Managed updates

The Managed updates page shows information about upcoming and completed managed
platform updates and instance replacement.

The managed update feature lets you configure your environment to update to the latest platform
version automatically during a weekly maintenance window that you choose. In between platform
releases, you can choose to have your environment replace all of its Amazon EC2 instances during
the maintenance window. This can alleviate issues that occur when your application runs for
extended periods of time.

For more information, see Managed platform updates.

Tags

The Tags page shows the tags that Elastic Beanstalk applied to the environment when you created
it, and any tags that you added. You can add, edit, and delete custom tags. You can't edit or delete
the tags that Elastic Beanstalk applied.

Environment tags are applied to every resource that Elastic Beanstalk creates to support your
application.

For more information, see Tagging resources in your Elastic Beanstalk environments.
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Environment actions

This topic describes the common operations that you can select to perform on your environment
from the Actions drop-down menu on the environment management console.

The following image illustrates the environment management console. The Actions drop-down
menu is on the right side of the header that displays the environment name, next to the Refresh
button.
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(® Note

Some actions are only available under certain conditions, remaining disabled until the right
conditions are met.

Load configuration

Load a previously saved configuration. Configurations are saved to your application and can
be loaded by any associated environment. If you've made changes to your environment's
configuration, you can load a saved configuration to undo those changes. You can also load
a configuration that you saved from a different environment running the same application to
propagate configuration changes between them.
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Save configuration

Save the current configuration of your environment to your application. Before you make changes
to your environment's configuration, save the current configuration so that you can roll back later,
if needed. You can also apply a saved configuration when you launch a new environment.

Swap environment Domains (URLs)

Swap the CNAME of the current environment with a new environment. After a CNAME swap, all
traffic to the application using the environment URL goes to the new environment. When you are
ready to deploy a new version of your application, you can launch a separate environment under
the new version. When the new environment is ready to start taking requests, perform a CNAME
swap to start routing traffic to the new environment. Doing this doesn't interrupt your services. For
more information, see Blue/Green deployments with Elastic Beanstalk.

Clone environment

Launch a new environment with the same configuration as your currently running environment.

Clone with latest platform

Clone your current environment with the latest version of the in-use Elastic Beanstalk platform.
This option is available only when a newer version of the current environment's platform is
available for use.

Abort current operation

Stop an in-progress environment update. Stopping an operation can cause some of the instances
in your environment to be in a different state than others, depending on how far the operation
progressed. This option is available only when your environment is being updated.

Restart app servers

Restart the web server that is running on your environment's instances. This option doesn't
terminate or restart any AWS resources. If your environment is acting strangely in response to
some bad requests, restarting the application server can restore functionality temporarily while
you troubleshoot the root cause.
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Rebuild environment

Terminate all resources in the running environment and build a new environment with the

same settings. This operation takes several minutes, similar to the amount of time needed for
deploying a new environment from scratch. Any Amazon RDS instances that are running in your
environment's data tier are deleted during a rebuild. If you need the data, create a snapshot. You
can create a snapshot manually in the RDS console or configure your data tier's Deletion Policy to

create a snapshot automatically before deleting the instance. This is the default setting when you
create a data tier.

Terminate environment

Terminate all resources in the running environment and remove the environment from the
application. If you have an RDS instance that is running in a data tier and you need to retain
its data, make sure the database deletion policy is set to either Snapshot or Retain. For more
information, see Database lifecycle in the Configuring environments chapter of this guide.

Creating an Elastic Beanstalk environment

The following procedure launches a new environment running the default application. These steps
are simplified to get your environment up and running quickly, using default option values.

(® Note about permissions

Creating an environment requires the permissions in the Elastic Beanstalk full access
managed policy. See Elastic Beanstalk user policy for details.

To launch an environment with a sample application (console)

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. Inthe navigation pane, choose Applications. Select an existing application in the list. You can
also choose to create one, following the instructions in Managing applications .

3. On the application overview page, choose Create new environment.

The following image displays the application overview page.
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This launches the Create environment wizard. The wizard provides a set of steps for you to
create a new environment.

4. For Environment tier, choose the Web server environment or Worker environment
environment tier. You can't change an environment's tier after creation.

(@ Note

The .NET on Windows Server platform doesn't support the worker environment tier.

The Application information fields default, based on the application that you previously
chose.

In the Environment information grouping the Environment name defaults, based on the
application name. If you prefer a different environment name you can enter another value in
the field. You can optionally enter a Domain name; otherwise Elastic Beanstalk autogenerates
a value. You can also optionally enter an Environment description.

5. For Platform, select the platform and platform branch that match the language your
application uses.

(@ Note

Elastic Beanstalk supports multiple versions for most of the platforms that are
listed. By default, the console selects the recommended version for the platform and
platform branch you choose. If your application requires a different version, you can
select it here. For information about supported platform versions, see the section
called “Supported platforms”.

6. For Application code, you have some choices for launching a sample application.
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o To launch the default sample application without supplying the source code, choose
Sample application. This action chooses the single page application that Elastic Beanstalk
provides for the platform you previously selected.

« If you downloaded a sample application from this guide or another source, do the
following steps.
a. Select Upload your code.
b. Next choose Local file, then under Upload application, select Choose file.

¢. Your computer's operating system will present you with an interface to select the
local file that you downloaded. Select the source bundle file and continue.

7. For Presets, choose Single instance.
8. Choose Next.

9. The Configure service access page displays.

The following image illustrates the Configure service access page.

Configure service access e

Service access

aws-elasticbeanstalk-service-role v | G
ECZ key pair
&
L J | &)
EC2 instance profile
aws=-elasticbeanstalk-ec2-role v | G

View permission details

Cancel Skip to review Previous |

10. Choose a value from the Existing Service Roles dropdown.

11. (Optional) If you previously created an EC2 key pair, you can select it from the EC2 key pair
field dropdown. You would use it to securely log in to the Amazon EC2 instance that Elastic
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Beanstalk provisions for your application. If you skip this step, you can always create and
assign an EC2 key pair after the environment is created. For more information, see EC2 key

pair.

12. Next, we'll focus on the EC2 instance profile dropdown list. The values displayed in this
dropdown list may vary, depending on whether you account has previously created a new
environment.

Choose one of the following items, based on the values displayed in your list.

« Ifaws-elasticbeanstalk-ec2-role displays in the dropdown list, select it from the
dropdown list.

« If another value displays in the list, and it's the default EC2 instance profile intended for
your environments, select it from the dropdown list.

o If the EC2 instance profile dropdown list doesn't list any values, you'll need to create an
instance profile.

(@ Create an instance profile

To create an instance profile, we'll take a detour to another procedure on this
same page. Go to the end of this procedure and expand the procedure that
follows, Create IAM Role for EC2 instance profile.

Complete the steps in Create IAM Role for EC2 instance profile to create an IAM
Role that you can subsequently select for the EC2 instance profile. Then return
back to this step.

Now that you've created an IAM Role, and refreshed the list, it displays as a choice in
the dropdown list. Select the IAM Role you just created from the EC2 instance profile
dropdown list.

13.
Choose Skip to Review on the Configure service access page.

This will select the default values for this step and skip the optional steps.

14. The Review page displays a summary of all your choices.

To further customize your environment, choose Edit next to the step that includes any items
you want to configure. You can set the following options only during environment creation:
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Environment name
Domain name
Platform version
Processor

VPC

Tier

You can change the following settings after environment creation, but they require new

instances or other resources to be provisioned and can take a long time to apply:

« Instance type, root volume, key pair, and AWS Identity and Access Management (IAM) role

o Internal Amazon RDS database

For details on all available settings, see The create new environment wizard.

Load balancer

15. Choose Submit at the bottom of the page to initialize the creation of your new environment.
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Create IAM Role for EC2 instance profile

Configure service access e
Service access
Service role
Create and use new servige role

© Use an existing service role

Existing service roles
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EC2 instance profile
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To create the EC2 instance profile

1. Choose Create role.
For Trusted entity type, choose AWS service.
For Use case, choose Elastic Beanstalk - Compute.

Choose Next.

ok W

Verify that Permissions policies include the following, then choose Next:

« AWSElasticBeanstalkWebTier

« AWSElasticBeanstalkWorkerTier

o« AWSElasticBeanstalkMulticontainerDocker
6. Choose Create role.

7. Return to the Configure service access tab, refresh the list, then select the newly created EC2
instance profile.
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While Elastic Beanstalk creates your environment, you are redirected to the Elastic Beanstalk
console. When the environment health turns green, choose the URL next to the environment name
to view the running application. This URL is generally accessible from the internet unless you
configure your environment to use a custom VPC with an internal load balancer.

Topics

¢ The create new environment wizard

¢ Clone an Elastic Beanstalk environment

« Terminate an Elastic Beanstalk environment

o Creating Elastic Beanstalk environments with the AWS CLI

« Creating Elastic Beanstalk environments with the API

» Constructing a Launch Now URL

» Creating and updating groups of Elastic Beanstalk environments

The create new environment wizard

This topic describes the Create environment wizard and all the ways you can use it to configure the
environment you want to create.

® Note

In Creating an Elastic Beanstalk environment we show how to launch the Create

environment wizard and quickly create an environment with default values and
recommended settings. This current topic will walk you through all of the options.

Wizard page

The Create environment wizard provides a set of steps for you to create a new environment.
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Step 1

Configure environment

Step 2

Step 5 - optional

Step 4 - optional

Step 5 - optronal

Step B

Configure environment .

Environment tier info

Amazon Elastic Beanstalk has two types of environment tiers to support different types of web applications.

O Web server environment
Fun a website, web application, or web API that serves HTTP requests. Learn more [

Worker environment
Run a worker application that processes long-running workloads on demand or performs tasks on a schedule. Learn more E

Application information info
Application name
GettingStarted

Maximurm length of 100 characters

» Application tags (optional)

Environment information
Choose the name, subdomain and description for your environment. These cannot be changed later.

Environment name

GettingStarted-eny

Must be from 4 to 40 characters in length. The name can contain only |
in @ region in your account

rs, numbers, and hyphens. It ca

with a hyphen.
This name must be unigue w

Domain name

Leave blonk for outogenerated value .us-east-1_elasticheanstalk.com Check availability

Environment description

Platform info

Platform type
O Managed platform

Platforms published and maintained by Amazon Elastic Beanstalle Leam mone E‘,

Platform

Choose a platform v
Platform branch

Choose o platform branch v
Platform version

Choose o platform version v

Application code inte

O sample application

Exjcting veraian

The create new environment wizard

Application versions that you have uploaded

Sample Applic

on L

Upload your code
Upload a source bundle from your computer or copy one from Amagzon 53
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Environment tier

For environment tier, choose the Web server environment or Worker environment environment

tier. You can't change an environment's tier after creation.

Environment tier info

Amazon Elastic Beanstalk has two types of environment tiers to support different types of web applications.

0 Web server environmeant
Run a website, web application, or web API that serves HTTP requests. Learn more E

Worker environment
Run a worker application that processes long-running workloads on demand or performs tasks on a schedule. Learn more E

(® Note

The .NET on Windows Server platform doesn't support the worker environment tier.

Application information

If you launched the wizard by selecting Create new environment from the Application overview
page, then the Application name is prefilled. Otherwise, enter an application name. Optionally,

add application tags.

Application information info

Application name
GettingStarted

Maximum length of 100 characters.

¥ Application tags (optional)

Apply up to 50 tags. You can use tags to group and filter your resources. A tag is a key-value pair. The key must be unique within the
resource and is case-sensitive. Learn more E

MNo tags associated with the resource.

Add new tag

You can add 50 more tags.

Environment information

The create new environment wizard

192



AWS Elastic Beanstalk

Developer Guide

Set the environment's name and domain, and create a description for your environment. Be aware

that these environment settings cannot change after the environment is created.

Environment information info

Choose the name, subdomain and description for your environment. These cannot be changed later.

Environment name

GettingStarted-env

Must be from 4 to 40 characters in length. The name can contain only letters, numbers, and hyphens. It can't start or end with a hyphen.
This name must be unique within a region in your account.

Domain name

Leave blank for autogenerated value .us-east-1.elasticheanstalk.com

Environment description

« Name - Enter a name for the environment. The form provides a generated name.

« Domain - (web server environments) Enter a unique domain name for your environment.

The default name is the environment's name. You can enter a different domain name. Elastic
Beanstalk uses this name to create a unique CNAME for the environment. To check whether the

domain name you want is available, choose Check Availability.
» Description - Enter a description for this environment.
Select a platform for the new environment

You can create a new environment from two types of platforms:

« Managed platform

o Custom platform

Managed platform

In most cases you use an Elastic Beanstalk managed platform for your new environment. When the

new environment wizard starts, it selects the Managed platform option by default.
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Platform

0 Wanaged platiorm
Platforms published and maintained by
AWS Elastic Beanstalk Learn more [A

Platform

Tomcat v

Platform branch

Tomcat 8.5 with Java & running on G4bit Amazon Linux v

Platform version

3.3.2 (Recommended) v

Select a platform, a platform branch within that platform, and a specific platform version in
the branch. When you select a platform branch, the recommended version within the branch is
selected by default. In addition, you can select any platform version you've used before.

® Note

For a production environment, we recommend that you choose a platform version in a
supported platform branch. For details about platform branch states, see the Platform
Branch definition in the the section called “Platforms glossary”.

Custom platform

If an off-the-shelf platform doesn't meet your needs, you can create a new environment from a
custom platform. To specify a custom platform, choose the Custom platform option, and then
select one of the available custom platforms. If there are no custom platforms available, this
option is dimmed.

Provide application code

Now that you have selected the platform to use, the next step is to provide your application code.
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Application code
O sample application
Existing version

led for getting-started-app

Upload your code

You have several options:

» You can use the sample application that Elastic Beanstalk provides for each platform.

» You can use code that you already deployed to Elastic Beanstalk. Choose Existing version and
your application in the Application code section.

» You can upload new code. Choose Upload your code, and then choose Upload. You can upload
new application code from a local file, or you can specify the URL for the Amazon S3 bucket that
contains your application code.

® Note

Depending on the platform version you selected, you can upload your application in a ZIP
source bundle, a WAR file, or a plaintext Docker configuration. The file size limit is 500
MB.

When you choose to upload new code, you can also provide tags to associate with your new
code. For more information about tagging an application version, see the section called “Tagging
application versions”.
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Application code

Sample application
Get started right away with sample code

Existing version
Application versions that you have uploaded for getting-started-app.

© Upload your code

Upload a source bundle from your computer or copy one from Amazon 33
¥ Source code origln

(Maximum size 512 MB)
O Localfile

Public S3 URL

[ Choose file

File name : java-tomecat-v3.zip
File successfully uploaded

Version label

Unigue name for this version of your application code

getting-started-app-source

v Application code tags
Apply up to 50 tags. You can use tags to group and filter your resources. A tag is a key-value pair. The key must be unique
within the resource and is case-sensitive. Learn more

Key Value

Add tag

50 remaining
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For quick environment creation using default configuration options, you can now choose Create
environment. Choose Configure more options to make additional configuration changes, as
described in the following sections.

Wizard configuration page

When you choose Configure more options, the wizard shows the Configure page. On this page
you can select a configuration preset, change the platform version you want your environment to
use, or make specific configuration choices for the new environment.

Choose a preset configuration

On the Presets section of the page, Elastic Beanstalk provides several configuration presets for
different use cases. Each preset includes recommended values for several configuration options.

-lastic Beanstalk Applications
Elastic B Ap t

Configure GettingStartedApp-env-1

Presets

Start from a preset that matches your use case or choose Custom configuration to unset recommended values and use the service's default values

Configuration presets
O single instance (Free Tier eligible)

Single instance (using Spot instance)
High availability
High availability (using Spot and On-Demand instances)

Custom configuration

The High availability presets include a load balancer, and are recommended for production
environments. Choose them if you want an environment that can run multiple instances for high
availability and scale in response to load. The Single instance presets are primarily recommended
for development. Two of the presets enable Spot Instance requests. For details about Elastic
Beanstalk capacity configuration, see Auto Scaling group.

The last preset, Custom configuration, removes all recommended values except role settings and
uses the API defaults. Choose this option if you are deploying a source bundle with configuration
files that set configuration options. Custom configuration is also selected automatically if you
modify either the Low cost or High availability configuration presets.
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Customize your configuration

In addition to (or instead of) choosing a configuration preset, you can fine-tune configuration

options in your environment. The Configure wizard wizard shows several configuration categories.
Each configuration category displays a summary of values for a group of configuration settings.
Choose Edit to edit this group of settings.

Configuration Categories

» Software settings

+ Instances

» Capacity

« Load balancer

« Rolling updates and deployments

« Security

e Monitoring
« Managed updates

« Notifications
¢ Network
« Database

» Tags

e Worker environment

Software settings

Use the Modify software configuration page to configure the software on the Amazon Elastic
Compute Cloud (Amazon EC2) instances that run your application. You can configure environment
properties, AWS X-Ray debugging, instance log storing and streaming, and platform-specific
settings. For details, see the section called “Environment variables and software settings”.
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Elastic Beanstalk Applications getting-stanead-app
Modify software
The following settings control platform behavior and let you pass key-value pairs in as OS environment variables. Learn more [

Platform options

Target MET runtime

4.0 v

Enable 32-bit applications

False v

AWS X-Ray

Instances

Use the Modify instances configuration page to configure the Amazon EC2 instances that run your
application. For details, see the section called “Amazon EC2 instances”.

Elastic Beanstalk Applications jetting-started-app

Modify instances

Amazon CloudWatch monitoring

The ime interval between when metrics are repored from the EC2 instances

Monitoring interval

5 minute v

Root volume (boot device)

Root volume type

Container defaut -

Capacity

Use the Modify capacity configuration page to configure the compute capacity of your
environment and Auto Scaling group settings to optimize the number and type of instances you're
using. You can also change your environment capacity based on triggers or on a schedule.
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A load-balanced environment can run multiple instances for high availability and prevent
downtime during configuration updates and deployments. In a load-balanced environment, the

domain name maps to the load balancer. In a single-instance environment, it maps to an elastic IP
address on the instance.

/A Warning

A single-instance environment isn't production ready. If the instance becomes unstable
during deployment, or Elastic Beanstalk terminates and restarts the instance during

a configuration update, your application can be unavailable for a period of time. Use
single-instance environments for development, testing, or staging. Use load-balanced
environments for production.

For more information about environment capacity settings, see the section called “Auto Scaling
group” and the section called “Amazon EC2 instances”.

Elastic Beanstalk Applications getting-started-app

Modify capacity

Configure the compute capacity of your environment and Auto Scaling setlings to optimize the number of instances used

Auto Scaling Group

Environment type

Load balanced v
Instances
Min 1 =
Max 2 =
Fleet composition

e. Learn more [4
© On-Demand instances

Combine purchase options and instances

Maximum spot price
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Load balancer

Use the Modify load balancer configuration page to select a load balancer type and to configure
settings for it. In a load-balanced environment, your environment's load balancer is the entry point
for all traffic headed for your application. Elastic Beanstalk supports several types of load balancer.
By default, the Elastic Beanstalk console creates an Application Load Balancer and configures it to
serve HTTP traffic on port 80.

® Note

You can only select your environment's load balancer type during environment creation.

For more information about load balancer types and settings, see the section called “Load
balancer” and the section called "HTTPS".
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Elastic Beanstalk Applications getting-started-app

Modify load balancer

Application Load Balancer ® Classic Load Balancer O
Application layer load balancer—routing HTTP and HTTPS Frevious generafion — HTTP, HTTPS, and TCP

traffic based on protocol, port, and route to environment

processes

Network Load Balancer O

Uitra-high performance and static IP addresses for your
application

Application Load Balancer

You can specify listeners for your load balancer. Each listener routes incoming client traffic on a specified port using a specified protocol to
your environment processes. By default, we've configured your load balancer with a standard web server on port 80.

Actions = Add listener

O pPont Protocol SSL certificate Enabled

O 8o HTTP - -,

Processes

® Note

The Classic Load Balancer (CLB) option is disabled on the Create Environment console
wizard. If you have an existing environment configured with a Classic Load Balancer you
can create a new one by cloning the existing environment using either the Elastic Beanstalk
console or the EB CLI. You also have the option to use the EB CLI or the AWS CLI to create

a new environment configured with a Classic Load Balancer. These command line tools will

create a new environment with a CLB even if one doesn't already exist in your account.
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Rolling updates and deployments

Use the Modify rolling updates and deployments configuration page to configure how Elastic
Beanstalk processes application deployments and configuration updates for your environment.

Application deployments happen when you upload an updated application source bundle and
deploy it to your environment. For more information about configuring deployments, see the
section called "Deployment options”.

Elastic Beanstalk Environments GettingStartedApp-env Configuration
o H :

Modify rolling updates and deployments

Application deployments

Choose how AWS Elastic Beanstalk propagates source code changes and software confl guration updates. Learn more

Deployment policy

All at once b4

Batch size

O Percentage

Fixed

Traffic split

Traffic splitting evaluation time

Configuration changes that modify the launch configuration or VPC settings require terminating all

instances in your environment and replacing them. For more information about setting the update
type and other options, see the section called “Configuration changes”.
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Configuration updates

Changes to virtual machine settings and VPC configuration trigger r
Learn more

olling updates to replace the instances in your environment without downtime

0

Rolling update type

Raolling based on Health v

Batch size

1

Minimum capacity

1

Pause time

Security

Use the Configure service access page to configure service and instance security settings.

For a description of Elastic Beanstalk security concepts, see Permissions.

The first time you create an environment in the Elastic Beanstalk console, you must create an EC2
instance profile with a default set of permissions. If the EC2 instance profile dropdown list doesn't
show any values to choose from, expand the procedure that follows. It provides steps to create a
Role that you can subsequently select for the EC2 instance profile.

Create IAM Role for EC2 instance profile

To create the EC2 instance profile

1.

ok W

Choose Create role.

For Trusted entity type, choose AWS service.

For Use case, choose Elastic Beanstalk - Compute.
Choose Next.

Verify that Permissions policies include the following, then choose Next:
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e AWSElasticBeanstalkWebTier
e AWSElasticBeanstalkWorkerTier
e AWSElasticBeanstalkMulticontainerDocker

6. Choose Create role.

7. Return to the Configure service access tab, refresh the list, then select the newly created EC2

instance profile.

Configure service access e

Service access

Service role

Create and use new service role
0 Use an existing service role
Existing service roles

aws-elasticheanstalk-service-role v | c

EC2 key pair

EC2 instance profile

aws-elasticheanstalk-ec2-role v | &

View permission details

Cancel Skip to review Previous J m

Monitoring

Use the Modify monitoring configuration page to configure health reporting, monitoring rules,
and health event streaming. For details, see the section called “Enable enhanced health”, the

section called “Enhanced health rules”, and the section called “Streaming environment health”.
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Elastic Beanstalk Applications getting-started-app

Modify monitoring

Health reporting

Enhanced health reporting provides free real-time application and operating system maonitoring of the instances and other
resources in your environment. The EnvironmentHealth custom metric is provided free with enhanced health reporting.
Additional charges apply for each custom metric. For more information, see Amazon CloudWatch Pricing [4.

System
O Enhanced

Basic

CloudWatch Custom Metrics - Instance

Managed updates

Use the Modify managed updates configuration page to configure managed platform updates.
You can decide if you want them enabled, set the schedule, and configure other properties. For
details, see the section called “Managed updates”.
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Elastic Beanstalk Applications getting-started-app

Modify managed updates

Managed platform updates

Enable managed platform updates to apply platform updates automatically during a weekly maintenance window that you choose. Your
application stays available during the update process

Managed updates
Enabled

Woeekly update window
Tuesday v at 12 v o 00 v UTC

Any available managed updates wil run between Tuesday, 4:00 AM and Tuesday, 6:00 AM [-0300 GMT)

Update level

Minor and patch v

Instance replacement
If enabled, an instance replacement will be scheduled if no other updates are available

Enabled

Notifications

Use the Modify notifications configuration page to specify an email address to receive email
notifications for important events from your environment.
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Elastic Beanstalk Applications getting-started-app

Modify notifications

Email notifications

Enter an email address to receive email notifications for important events from your environment. Learn more

Email

so

Network

If you have created a custom VPC, the Modify network configuration page to configure your
environment to use it. If you don't choose a VPC, Elastic Beanstalk uses the default VPC and

subnets.
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Elastic Beanstalk Applications getting-started-app

Modify network

Virtual private cloud (VPC)

VIPC
Launch your emvironment in a custom VPC instead of the default VPC. You can create a VPC and subnets in the VPC management console. Leam more
vpc-0f9c96ae?T3c49c1 (172.31.0.0/16) | private-public v &

Create custom VPC

Load balancer settings

Assign your load balancer to a subnet in each Availability Zone (AZ) in which your application runs. For a publicly accessible application, set Visibility to
Public and choose public subnets

Visibility

Make your load balancer internal if your application serves requests only from connected VPCs. Public load balancers serve requesis

Public v

I nad halancar enthnate

Database

Use the Modify database configuration page to add an Amazon Relational Database Service
(Amazon RDS) database to your environment for development and testing. Elastic Beanstalk
provides connection information to your instances by setting environment properties for the
database hostname, user name, password, table name, and port.

For details, see the section called “Database”.
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Elastic Beanstalk Applications getting-started-app

Modify database

Add an Amazon RDS SQL database to your environment for development and testing. AWS Elastic Beanstalk provides connection
information to your instances by setting emvironment properties for the database hostname, username, password, table name, and port.
When you add a database to your environment, its lifecycle is tied to your emvironment’s.

For production emvironments, you can configure your instances to connect to a database. Leamn more &

Restore a snapshot

Restore an existing snapshot in your account, or create a new database
Snapshot

MNone L

£

Database settings

Choose an engine and instance type for your emvironment’s database

Engine

mysql v

Tags

Use the Modify tags configuration page to add tags to the resources in your environment. For
more information about environment tagging, see Tagging resources in your Elastic Beanstalk

environments.
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Elastic Beanstalk Applications getting-started-app
Modify tags
Apply up to 50 tags to the resources in your environment in addition to the default tags.

Key Value

mytag1 valuet Remove

Cancel m

Worker environment

If you're creating a worker tier environment, use the Modify worker configuration page to configure
the worker environment. The worker daemon on the instances in your environment pulls items
from an Amazon Simple Queue Service (Amazon SQS) queue and relays them as post messages to
your worker application. You can choose the Amazon SQS queue that the worker daemon reads
from (auto-generated or existing). You can also configure the messages that the worker daemon
sends to your application.

For more information, see the section called “Worker environments”.

Elastic Beanstalk Applications getting-started-app

Modify worker

You can create a new Amazon SQS queue for your worker application or pull work items from an existing queue. The worker daemon on the
instances in your environment pulls an item from the queue and relays it in the body of a POST request to a local HTTP path relative to
localhost

Queue

Worker queue

Autogenerated queue *r O

505 queue from which to read work tems

Messages
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Clone an Elastic Beanstalk environment

You can use an existing Elastic Beanstalk environment as the basis for a new environment by
cloning the existing environment. For example, you might want to create a clone so that you can
use a newer version of the platform branch used by the original environment's platform. Elastic
Beanstalk configures the clone with the environment settings used by the original environment.
By cloning an existing environment instead of creating a new environment, you don't have to
manually configure option settings, environment variables, and other settings that you made with
the Elastic Beanstalk service. Elastic Beanstalk also creates a copy of any AWS resource associated
with the original environment.

It's important to be aware of the following situations:

» During the cloning process, Elastic Beanstalk doesn't copy data from Amazon RDS to the clone.

« Elastic Beanstalk doesn't include any unmanaged changes to resources in the clone. Changes to
AWS resources that you make using tools other than the Elastic Beanstalk console, command-
line tools, or API are considered unmanaged changes.

» The security groups for ingress are considered unmanaged changes. Cloned Elastic Beanstalk
environments do not carry over the security groups for ingress, leaving the environment open to
all internet traffic. You'll need to reestablish ingress security groups for the cloned environment.

You can only clone an environment to a different platform version of the same platform branch. A
different platform branch isn't guaranteed to be compatible. To use a different platform branch,
you have to manually create a new environment, deploy your application code, and make any
necessary changes in code and options to ensure your application works correctly on the new
platform branch.

AWS management console

/A Important

Cloned Elastic Beanstalk environments do not carry over the security groups for ingress,
leaving the environment open to all internet traffic. You'll need to reestablish ingress
security groups for the cloned environment.

You can see resources that may not be cloned by checking the drift status of your
environment configuration. For more information, see Detect drift on an entire
CloudFormation stack in the AWS CloudFormation User Guide.
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To clone an environment

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

On the environment overview page, choose Actions.
4. Choose Clone environment.

On the Clone environment page, review the information in the Original Environment section
to verify that you chose the environment from which you want to create a clone.

6. Inthe New Environment section, you can optionally change the Environment name,
Environment URL, Description, Platform version, and Service role values that Elastic
Beanstalk automatically set based on the original environment.

(® Note

If the platform version used in the original environment isn't the one recommended
for use in the platform branch, you are warned that a different platform version is
recommended. Choose Platform version, and you can see the recommended platform
version on the list—for example, 3.3.2 (Recommended).

7. When you are ready, choose Clone.

Elastic Beanstalk command line interface (EB CLI)

/A Important

Cloned Elastic Beanstalk environments do not carry over the security groups for ingress,
leaving the environment open to all internet traffic. You'll need to reestablish ingress
security groups for the cloned environment.

You can see resources that may not be cloned by checking the drift status of your
environment configuration. For more information, see Detect drift on an entire
CloudFormation stack in the AWS CloudFormation User Guide.

Use the eb clone command to clone a running environment, as follows.

~/workspace/my-app$ eb clone my-envi

Clone an environment 213


https://console.aws.amazon.com/elasticbeanstalk
https://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/detect-drift-stack.html
https://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/detect-drift-stack.html

AWS Elastic Beanstalk Developer Guide

Enter name for Environment Clone
(default is my-envl-clone): my-env2
Enter DNS CNAME prefix

(default is my-envl-clone): my-env2

You can specify the name of the source environment in the clone command, or leave it out to clone
the default environment for the current project folder. The EB CLI prompts you to enter a name
and DNS prefix for the new environment.

By default, eb clone creates the new environment with the latest available version of the source
environment's platform. To force the EB CLI to use the same version, even if there is a newer
version available, use the - -exact option.

~/workspace/my-app$ eb clone --exact

For more information about this command, see eb clone.

Terminate an Elastic Beanstalk environment

You can terminate a running AWS Elastic Beanstalk environment using the Elastic Beanstalk
console. By doing this, you avoid incurring charges for unused AWS resources.

(® Note

You can always launch a new environment using the same version later.

If you have data from an environment that you want to preserve, set the database deletion policy
to Retain before terminating the environment. This keeps the database operational outside of
Elastic Beanstalk. After this, any Elastic Beanstalk environments must connect to it as an external
database. If you want to back up the data without keeping the database operational, set the
deletion policy to take a snapshot of the database before terminating the environment. For more
information, see Database lifecycle in the Configuring environments chapter of this guide.

Elastic Beanstalk might fail to terminate your environment. One common reason is that the
security group of another environment has a dependency on the security group of the environment
that you want to terminate. For instructions on how to avoid this problem, see EC2 security groups

on the EC2 Instances page of this guide.
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/A Important

If you terminate an environment, you must also delete any CNAME mappings that you
created, as other customers can reuse an available hostname. Be sure to delete DNS records
that point to your terminated environment to prevent a dangling DNS entry. A dangling
DNS entry can expose internet traffic destined for your domain to security vulnerabilities. It
can also present other risks.

For more information, see Protection from dangling delegation records in Route 53 in the

Amazon Route 53 Developer Guide. You can also learn more about dangling DNS entries in
Enhanced Domain Protections for Amazon CloudFront Requests in the AWS Security Blog.

Elastic Beanstalk console
To terminate an environment

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

3. Choose Actions, and then choose Terminate environment.

4. Use the on-screen dialog box to confirm environment termination.

(® Note

When you terminate your environment, the CNAME that's associated with the
terminated environment is freed up to be used by anyone.

It takes a few minutes for Elastic Beanstalk to terminate the AWS resources that are running in
the environment.

AWS CLI

To terminate an environment

e  Run the following command.
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$ aws elasticbeanstalk terminate-environment --environment-name my-env

API

To terminate an environment

« Call TerminateEnvironment with the following parameter:

EnvironmentName = SampleAppEnv

https://elasticbeanstalk.us-west-2.amazon.com/?EnvironmentName=SampleAppEnv
&0peration=TerminateEnvironment
&AuthParams

Creating Elastic Beanstalk environments with the AWS CLI

For details about the AWS CLI commands for Elastic Beanstalk, see the AWS CLI Command
Reference.

1. Check if the CNAME for the environment is available.

$ aws elasticbeanstalk check-dns-availability --cname-prefix my-cname

{

"Available": true,
"FullyQualifiedCNAME": "my-cname.elasticbeanstalk.com"

2. Make sure your application version exists.

$ aws elasticbeanstalk describe-application-versions --application-name my-app --
version-label vi

If you don't have an application version for your source yet, create it. For example, the
following command creates an application version from a source bundle in Amazon Simple
Storage Service (Amazon S3).
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$ aws elasticbeanstalk create-application-version --application-name my-app --
version-label vi --source-bundle S3Bucket=amzn-s3-demo-bucket,S3Key=my-source-
bundle.zip

3. Create a configuration template for the application.

$ aws elasticbeanstalk create-configuration-template --application-name my-app --
template-name v1 --solution-stack-name "64bit Amazon Linux 2015.03 v2.0.0 running
Ruby 2.2 (Passenger Standalone)"

4. Create environment.

$ aws elasticbeanstalk create-environment --cname-prefix my-cname --application-
name my-app --template-name vl --version-label vl --environment-name viclone --
option-settings file://options.txt

Option Settings are defined in the options.txt file:

[
{
"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "IamInstanceProfile",
"Value": "aws-elasticbeanstalk-ec2-role"
}
]

The above option setting defines the IAM instance profile. You can specify the ARN or the
profile name.

5. Determine if the new environment is Green and Ready.

$ aws elasticbeanstalk describe-environments --environment-names my-env

If the new environment does not come up Green and Ready, you should decide if you want to
retry the operation or leave the environment in its current state for investigation. Make sure to
terminate the environment after you are finished, and clean up any unused resources.

With the AWS CLI 217



AWS Elastic Beanstalk Developer Guide

® Note

You can adjust the timeout period if the environment doesn't launch in a reasonable
time.

Creating Elastic Beanstalk environments with the API

1. Call CheckDNSAvailability with the following parameter:

« CNAMEPrefix = SampleApp

Example

https://elasticbeanstalk.us-east-2.amazonaws.com/?CNAMEPrefix=sampleapplication
&Operation=CheckDNSAvailability
&AuthParams

2. Call DescribeApplicationVersions with the following parameters:

e ApplicationName = SampleApp

e VersionlLabel =Version2

Example

https://elasticbeanstalk.us-east-2.amazonaws.com/?ApplicationName=SampleApp
&VersionlLabel=Version2

&0peration=DescribeApplicationVersions

&AuthParams

3. CallCreateConfigurationTemplate with the following parameters:

« ApplicationName = SampleApp
« TemplateName = MyConfigTemplate

« SolutionStackName = 64bit%20Amazon%20Linux%202015.03%20v2.0.0%20running
%20Ruby%202.2%20(Passenger%20Standalone)
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Example

https://elasticbeanstalk.us-east-2.amazonaws.com/?ApplicationName=SampleApp
&TemplateName=MyConfigTemplate

&0Operation=CreateConfigurationTemplate
&SolutionStackName=64bit%20Amazon%20Linux%202015.03%20v2.0.0%20running%20Ruby
%202 .2%20(Passenger%20Standalone)

&AuthParams

4, Call

a.

CreateEnvironment with one of the following sets of parameters.
Use the following for a web server environment tier:

e EnvironmentName = SampleAppEnv2
« VersionlLabel =Version2

» Description=description

« TemplateName = MyConfigTemplate
e ApplicationName = SampleApp

o CNAMEPrefix = sampleapplication

e OptionSettings.member.1l.Namespace =
aws:autoscaling:launchconfiguration

e OptionSettings.member.1l.0ptionName = IamInstanceProfile

e OptionSettings.member.1.Value = aws-elasticbeanstalk-ec2-role

Example

https://elasticbeanstalk.us-east-2.amazonaws.com/?ApplicationName=SampleApp
&VersionlLabel=Version2

&EnvironmentName=SampleAppEnv2

&TemplateName=MyConfigTemplate

&CNAMEPrefix=sampleapplication

&Description=description

&0peration=CreateEnvironment
&0ptionSettings.member.1l.Namespace=aws%3Aautoscaling%3Alaunchconfiguration
&OptionSettings.member.1l.0ptionName=IamInstanceProfile
&0ptionSettings.member.l.Value=aws-elasticbeanstalk-ec2-role
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&AuthParams

Use the following for a worker environment tier:

EnvironmentName = SampleAppEnv2
» VersionLabel =Version2
e Description=description

« TemplateName = MyConfigTemplate

« ApplicationName = SampleApp

Tier =Worker

OptionSettings.member.1.Namespace =

aws:autoscaling:launchconfiguration

OptionSettings.
OptionSettings.
OptionSettings.
OptionSettings.
OptionSettings.

member.
member.
member.
member.

member.

east-2.amazonaws.com

1.

N NN

OptionName = IamInstanceProfile

.Value = aws-elasticbeanstalk-ec2-role
.Namespace = aws:elasticbeanstalk:sqsd
.OptionName = WorkerQueueURL

.Value = sqsd.elasticbeanstalk.us-

e OptionSettings.member.3.Namespace = aws:elasticbeanstalk:sqgsd
 OptionSettings.member.3.0ptionName = HttpPath
e OptionSettings.member.3.Value=/
« OptionSettings.member.4.Namespace = aws:elasticbeanstalk:sqgsd
e OptionSettings.member.4.0ptionName = MimeType
e OptionSettings.member.4.Value =application/json
e OptionSettings.member.5.Namespace = aws:elasticbeanstalk:sqgsd
e OptionSettings.member.5.0ptionName = HttpConnections
e OptionSettings.member.5.Value =75
 OptionSettings.member.6.Namespace = aws:elasticbeanstalk:sqgsd
e OptionSettings.member.6.0ptionName = ConnectTimeout
« OptionSettings.member.6.Value =10

Wihtheap * OptionSettings-member-7-Namespace =aws:elasticheanstatksysd 35
e OptionSettings.member.7.0ptionName = InactivityTimeout
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e OptionSettings.member.
e OptionSettings.member.
e OptionSettings.member.
e OptionSettings.member.
e OptionSettings.member.
« OptionSettings.member.

« OptionSettings.member.

Example

7.Value =10
8.Namespace = aws:elasticbeanstalk:sqgsd
8.0ptionName = VisibilityTimeout
8.Value =60
9.Namespace = aws:elasticbeanstalk:sqsd
9.0ptionName = RetentionPeriod
9.Value = 345600

https://elasticbeanstalk.us-east-2.amazonaws.com/?ApplicationName=SampleApp

&VersionLabel=Version2

&EnvironmentName=SampleAppEnv2
&TemplateName=MyConfigTemplate
&Description=description

&Tier=Worker

&0peration=CreateEnvironment

&OptionSettings.member.
&0ptionSettings.member.
&OptionSettings.member.
&0ptionSettings.member.
&0OptionSettings.member.
&0ptionSettings.member.
&0OptionSettings.member.
&0ptionSettings.member.
&0OptionSettings.member.
&0ptionSettings.member.
&0OptionSettings.member.
&0ptionSettings.member.
&0OptionSettings.member.
&0ptionSettings.member.
&0OptionSettings.member.
&0ptionSettings.member.
&0OptionSettings.member.
&0ptionSettings.member.
&0OptionSettings.member.
&0ptionSettings.member.
&0OptionSettings.member.
&0ptionSettings.member.
&0OptionSettings.member.

1

000NN NOOOOUULU PSP WOWRODNMNNDNDEREPR

.Namespace=aws%3Aautoscaling%3Alaunchconfiguration
.OptionName=IamInstanceProfile
.Value=aws-elastichbeanstalk-ec2-role
.Namespace=aws%3Aelasticbeanstalk%3Asqsd
.OptionName=WorkerQueueURL
.Value=sqsd.elasticbeanstalk.us-east-2.amazonaws.com
.Namespace=aws%3elasticbeanstalk%3sqgsd
.OptionName=HttpPath

.Value=%2F
.Namespace=aws%3Aelasticbeanstalk%3Asqsd
.OptionName=MimeType
.Value=application%2Fjson
.Namespace=aws%3Aelasticbeanstalk%3Asqsd
.OptionName=HttpConnections

.Value=75
.Namespace=aws%3Aelasticbeanstalk%3Asqsd
.OptionName=ConnectTimeout

.Value=10
.Namespace=aws%3Aelasticbeanstalk%3Asqsd
.OptionName=InactivityTimeout

.Value=10
.Namespace=aws%3Aelasticbeanstalk%3Asqsd
.OptionName=VisibilityTimeout
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&0ptionSettings.member.8.Value=60
&0ptionSettings.member.9.Namespace=aws%3Aelasticbeanstalk%3Asqsd
&0ptionSettings.member.9.0ptionName=RetentionPeriod
&0OptionSettings.member.9.Value=345600

&AuthParams

Constructing a Launch Now URL

You can construct a custom URL so that anyone can quickly deploy and run a predetermined web
application in AWS Elastic Beanstalk. This URL is called a Launch Now URL. You might need a
Launch Now URL, for example, to demonstrate a web application that's built to run on Elastic
Beanstalk. With a Launch Now URL, you can use parameters to add the required information to
the Create Application wizard in advance. After you add this information to the wizard, anyone
can use the URL link to launch an Elastic Beanstalk environment with your web application source
in only a few steps. This means users don't need to manually upload or specify the location of
the application source bundle. They also don't need to provide any additional information to the
wizard.

A Launch Now URL gives Elastic Beanstalk the minimum information that's required to create an
application: the application name, solution stack, instance type, and environment type. Elastic
Beanstalk uses default values for other configuration details that aren't explicitly specified in your
custom Launch Now URL.

A Launch Now URL uses standard URL syntax. For more information, see RFC 3986 - Uniform
Resource Identifier (URI): Generic Syntax.

URL parameters
The URL must contain the following parameters, which are case sensitive:

« region - Specify an AWS Region. For a list of Regions that are supported by Elastic Beanstalk, see
AWS Elastic Beanstalk Endpoints and Quotas in the AWS General Reference.

» applicationName - Specify the name of your application. Elastic Beanstalk displays the
application name in the Elastic Beanstalk console to distinguish it from other applications. By
default, the application name also forms the basis of the environment name and environment
URL.

» platform - Specify the platform version to use for the environment. Use one of the following
methods, then URL-encode your choice:
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» Specify a platform ARN without a version. Elastic Beanstalk selects the latest platform version
of the corresponding platform major version. For example, to select the latest Python 3.6
platform version, specify Python 3.6 running on 64bit Amazon Linux.

» Specify the platform name. Elastic Beanstalk selects the latest version of the platform's latest
language runtime (for example, Python).

For a description of all available platforms and their versions, see Elastic Beanstalk supported
platforms.

You can use the AWS Command Line Interface (AWS CLI) to get a list of all the available platform
versions with their respective ARNs. The 1list-platform-versions command lists detailed

information about all the available platform versions. Use the --filters argument to scope
down the list. For example, you can scope the list to only show the platform versions of a specific
language.

The following example queries all the Python platform versions, and pipes the output through a
series of commands. The result is a list of platform version ARNs (without the /version tail), in
a human-readable format, without URL encoding.

$ aws elasticbeanstalk list-platform-versions --filters
'Type="PlatformName",Operator="contains",Values="Python"' | grep PlatformArn | awk -

F '"' '{print $4}' | awk -F '/' '{print $2}'

Preconfigured Docker - Python 3.4 running on 64bit Debian

Preconfigured Docker - Python 3.4 running on 64bit Debian

Python 2.6 running on 32bit Amazon Linux

Python 2.6 running on 32bit Amazon Linux 2014.03

Python 3.6 running on 64bit Amazon Linux

The following example adds a Perl command to the last example to URL-encode the output.

$ aws elasticbeanstalk list-platform-versions --filters
'Type="PlatformName",Operator="contains",6Values="Python"' | grep PlatformArn | awk
-F '"" "{print $4}' | awk -F '/' '{print $2}' | perl -MURI::Escape -ne 'chomp;print
uri_escape($_),"\n"'
Preconfigured%20@Docker%20-%20Python%203.4%20running%200n%2064bit%2@Debian
Preconfigured%20Docker%20-%20Python%203.4%20running%200n%2064bit%20Debian
Python%202.6%20running%200n%2032bit%20Amazon%20Linux
Python%202.6%20running%200n%2032bit%20Amazon%20Linux%202014.03
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Python%203.6%20running%200n%2064bit%20Amazon%20Linux

A Launch Now URL can optionally contain the following parameters. If you don't include the
optional parameters in your Launch Now URL, Elastic Beanstalk uses default values to create and
run your application. When you don't include the sourceBundleUrl parameter, Elastic Beanstalk
uses the default sample application for the specified platform.

» sourceBundleUrl - Specify the location of your web application source bundle in URL
format. For example, if you uploaded your source bundle to an Amazon S3 bucket, you
might specify the value of the sourceBundleUrl parameter as https://amzn-s3-demo-
bucket.s3.amazonaws.com/myobject.

(® Note

You can specify the value of the sourceBundleUrl parameter as an HTTP URL, but the
user's web browser will convert characters as needed by applying HTML URL encoding.

« environmentType - Specify whether the environment is load balanced and scalable or
just a single instance. For more information, see Environment types. You can specify either

LoadBalancing or SingleInstance as the parameter value.

 tierName - Specify whether the environment supports a web application that processes web
requests or a web application that runs background jobs. For more information, see Elastic
Beanstalk worker environments. You can specify either WebServer or Worker,

« instanceType - Specify a server with the characteristics (including memory size and CPU power)
that are most appropriate to your application. For more information about Amazon EC2 instance
families and types, see Instance types in the Amazon EC2 User Guide. For more information about

the available instance types across Regions, see Available instance types in the Amazon EC2 User
Guide.

« withVpc - Specify whether to create the environment in an Amazon VPC. You can specify either
true or false. For more information about using Elastic Beanstalk with Amazon VPC, see Using
Elastic Beanstalk with Amazon VPC.

« withRds - Specify whether to create an Amazon RDS database instance with this environment.
For more information, see Using Elastic Beanstalk with Amazon RDS. You can specify either true

or false.
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rdsDBEngine - Specify the database engine that you want to use for your Amazon EC2 instances
in this environment. You can specify mysql, oracle-sel, sqlserver-ex, sqlserver-web, or
sqlserver-se. The default value is mysql.

rdsDBAllocatedStorage - Specify the allocated database storage size in gigabytes (GB). You can
specify the following values:

e MySQL -5 to 1024. The default is 5.

Oracle - 10 to 1024. The default is 10.
Microsoft SQL Server Express Edition — 30.
Microsoft SQL Server Web Edition - 30.
Microsoft SQL Server Standard Edition - 200.

rdsDBInstanceClass - Specify the database instance type. The default valueis db.t2.micro
(db.ml.laxrge is for an environment that's not running in an Amazon VPC). For a list of
database instance classes that are supported by Amazon RDS, see DB Instance Class in the

Amazon Relational Database Service User Guide.

rdsMultiAZDatabase — Specify whether Elastic Beanstalk needs to create the database instance
across multiple Availability Zones. You can specify either true or false. For more information
about multiple Availability Zone deployments with Amazon RDS, see Regions and Availability
Zones in the Amazon Relational Database Service User Guide.

rdsDBDeletionPolicy — Specify whether to delete or snapshot the database instance on
environment termination. You can specify either Delete or Snapshot.

Example

The following is an example Launch Now URL. After you construct your own, you can give it to your

users. For example, you can embed the URL on a webpage or in training materials. When users
create an application using the Launch Now URL, the Elastic Beanstalk Create an Application wizard

requires no additional input.

https://console.aws.amazon.com/elasticbeanstalk/home?region=us-west-2#/newApplication?
applicationName=YourCompanySampleApp
&platform=PHP%207.3%20running%20on%2064bit%20Amazon%20Linux&sourceBundleUrl=
http://s3.amazonaws.com/amzn-s3-demo-bucket/
myobject&environmentType=SingleInstance&tierName=WebServer
&instanceType=ml.small&withVpc=true&withRds=true&rdsDBEngine=

postgres&rdsDBAllocatedStorage=6&rdsDBInstanceClass=db.ml.small&rdsMultiAZDatabase=
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true&rdsDBDeletionPolicy=Snapshot

To use the Launch Now URL

1. Choose the Launch Now URL.

2. After the Elastic Beanstalk console opens, on the Create a web app page, choose Review and
launch to view the settings that Elastic Beanstalk uses to create the application and launch the
environment where the application runs.

3. On the Configure page, choose Create app to create the application.
Creating and updating groups of Elastic Beanstalk environments

With the AWS Elastic Beanstalk ComposeEnvironments API, you can create and update groups
of Elastic Beanstalk environments within a single application. Each environment in the group

can run a separate component of a service-oriented architecture application. The Compose
Environments API takes a list of application versions and an optional group name. Elastic
Beanstalk creates an environment for each application version, or, if the environments already
exist, deploys the application versions to them.

Create links between Elastic Beanstalk environments to designate one environment as

a dependency of another. When you create a group of environments with the Compose
Environments API, Elastic Beanstalk creates dependent environments only after their
dependencies are up and running. For more information on environment links, see Creating links

between Elastic Beanstalk environments.

The Compose Environments APl uses an environment manifest to store configuration details

that are shared by groups of environments. Each component application must have an env.yaml
configuration file in its application source bundle that specifies the parameters used to create its
environment.

Compose Environments requires the EnvironmentName and SolutionStack to be specified in
the environment manifest for each component application.

You can use the Compose Environments API with the Elastic Beanstalk command line interface
(EB CLI), the AWS CLI, or an SDK. See Managing multiple Elastic Beanstalk environments as a group
with the EB CLI for EB CLI instructions.
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Using the Compose Environments API

For example, you could make an application named Media Library that lets users upload and
manage images and videos stored in Amazon Simple Storage Service (Amazon S3). The application
has a front-end environment, front, that runs a web application that lets users upload and
download individual files, view their library, and initiate batch processing jobs.

Instead of processing the jobs directly, the front-end application adds jobs to an Amazon SQS
queue. The second environment, worker, pulls jobs from the queue and processes them. worker
uses a G2 instance type that has a high-performance GPU, while front can run on a more cost-
effective generic instance type.

You would organize the project folder, Media Library, into separate directories for each
component, with each directory containing an environment definition file (env.yaml) with the
source code for each:

~/workspace/media-library
|-- front
| “-- env.yaml
"-- worker
“-- env.yaml

The following listings show the env.yaml file for each component application.

~/workspace/media-library/front/env.yaml

EnvironmentName: front+
EnvironmentLinks:

"WORKERQUEUE" : "worker+"
AwWSConfigurationTemplateVersion: 1.1.0.0
EnvironmentTier:

Name: WebServer

Type: Standard
SolutionStack: 64bit Amazon Linux 2015.09 v2.0.4 running Java 8
OptionSettings:

aws:autoscaling:launchconfiguration:

InstanceType: m4.large

~/workspace/media-library/worker/env.yaml

EnvironmentName: worker+
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AwWSConfigurationTemplateVersion: 1.1.0.0
EnvironmentTier:

Name: Worker

Type: SQS/HTTP
SolutionStack: 64bit Amazon Linux 2015.09 v2.0.4 running Java 8
OptionSettings:

aws:autoscaling:launchconfiguration:

InstanceType: g2.2xlarge

After creating an application version for the front-end (front-v1) and worker (worker-v1)

application components, you call the Compose Environments APl with the version names. In this
example, we use the AWS CLI to call the API.

# Create application versions for each component:

~$ aws elasticbeanstalk create-application-version --application-name media-
library --version-label front-vl --process --source-bundle S3Bucket="amzn-s3-demo-
bucket",S3Key="front-v1l.zip"

{
"ApplicationVersion": {
"ApplicationName": "media-library",
"VersionLabel": "front-v1",
"Description": "",
"DateCreated": "2015-11-03T23:01:25.4127",
"DateUpdated": "2015-11-03T23:01:25.4127",
"SourceBundle": {
"S3Bucket": "amzn-s3-demo-bucket",
"S3Key": "front-vl.zip"
}
}
}

~$ aws elasticbeanstalk create-application-version --application-name media-library
--version-label workex-vl --process --source-bundle S3Bucket="amzn-s3-demo-
bucket",S3Key="worker-v1.zip"

{

"ApplicationVersion": {
"ApplicationName": "media-library",
"VersionLabel": "worker-v1",
"Description": "",

"DateCreated": "2015-11-03T23:01:48.1517",
"DateUpdated": "2015-11-03T23:01:48.15172",
"SourceBundle": {
"S3Bucket": "amzn-s3-demo-bucket",
"S3Key": "worker-vl.zip"
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}

}
}

# Create environments:
~$ aws elasticbeanstalk compose-environments --application-name media-library --group-
name dev --version-labels front-vl worker-vl

The third call creates two environments, front-dev and worker-dev. The API creates the names
of the environments by concatenating the EnvironmentName specified in the env.yaml file with
the group name option specified in the Compose Environments call, separated by a hyphen.
The total length of these two options and the hyphen must not exceed the maximum allowed
environment name length of 23 characters.

The application running in the front-dev environment can access the name of the Amazon SQS
queue attached to the worker-dev environment by reading the WORKERQUEUE variable. For more
information on environment links, see Creating links between Elastic Beanstalk environments.

Managing multiple Elastic Beanstalk environments as a group
with the EB CLI

You can use the EB CLI to create groups of AWS Elastic Beanstalk environments, each running
a separate component of a service-oriented architecture application. The EB CLI manages such
groups by using the ComposeEnvironments API.

® Note

Environment groups are different than multiple containers in a Multicontainer Docker
environment. With environment groups, each component of your application runs in

a separate Elastic Beanstalk environment, with its own dedicated set of Amazon EC2
instances. Each component can scale separately. With Multicontainer Docker, you combine
several components of an application into a single environment. All components share the
same set of Amazon EC2 instances, with each instance running multiple Docker containers.
Choose one of these architectures according to your application's needs.

For details about Multicontainer Docker, see Using the ECS managed Docker platform
branch in Elastic Beanstalk.

Organize your application components into the following folder structure:
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~/project-name

| -- component-a

| “-- env.yaml

‘-- component-b
“-- env.yaml

Each subfolder contains the source code for an independent component of an application that will
run in its own environment and an environment definition file named env.yaml. For details on the
env.yaml format, see Environment manifest (env.yaml).

To use the Compose Environments API, first run eb init from the project folder, specifying each
component by the name of the folder that contains it with the --modules option:

~/workspace/project-name$ eb init --modules component-a component-b

The EB CLI prompts you to configure each component, and then creates the .elasticbeanstalk

directory in each component folder. EB CLI doesn't create configuration files in the parent
directory.

~/project-name
| -- component-a
| | -- .elasticbeanstalk
| ‘-- env.yaml
*-- component-b
| -- .elasticbeanstalk
“-- env.yaml

Next, run the eb create command with a list of environments to create, one for each component:

~/workspace/project-name$ eb create --modules component-a component-b --env-group-
suffix group-name

This command creates an environment for each component. The names of the environments are
created by concatenating the EnvironmentName specified in the env. yaml file with the group
name, separated by a hyphen. The total length of these two options and the hyphen must not
exceed the maximum allowed environment name length of 23 characters.

To update the environment, use the eb deploy command:
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~/workspace/project-name$ eb deploy --modules component-a component-b

You can update each component individually or you can update them as a group. Specify the
components that you want to update with the --modules option.

The EB CLI stores the group name that you used with eb create in the branch-defaults section
of the EB CLI configuration file under /.elasticbeanstalk/config.yml. To deploy your
application to a different group, use the --env-group-suffix option when you run eb deploy. If
the group does not already exist, the EB CLI will create a new group of environments:

~/workspace/project-name$ eb deploy --modules component-a component-b --env-group-
suffix group-2-name

To terminate environments, run eb terminate in the folder for each module. By default, the EB

CLI will show an error if you try to terminate an environment that another running environment is
dependent on. Terminate the dependent environment first, or use the --ignore-1inks option to
override the default behavior:

~/workspace/project-name/component-b$ eb terminate --ignore-links

Deploying applications to Elastic Beanstalk environments

You can use the AWS Elastic Beanstalk console to upload an updated source bundle and deploy it
to your Elastic Beanstalk environment, or redeploy a previously uploaded version.

Each deployment is identified by a deployment ID. Deployment IDs start at 1 and increment by
one with each deployment and instance configuration change. If you enable enhanced health
reporting, Elastic Beanstalk displays the deployment ID in both the health console and the EB CLI
when it reports instance health status. The deployment ID helps you determine the state of your

environment when a rolling update fails.

Elastic Beanstalk provides several deployment policies and settings. For details about configuring
a policy and additional settings, see the section called “Deployment options”. The following table
lists the policies and the kinds of environments that support them.
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Supported deployment policies

Deployment policy Load-balanced
environments

All at once v Yes
Rolling v Yes
Rolling with an v Yes

additional batch
Immutable v Yes

Traffic splitting v Yes (Application
Load Balancer)

Single-instance
environments

v Yes
X No

X No

v Yes

X No

Legacy Windows
Server environme
ntst

v Yes
v Yes

X No

X No

X No

T In this table, a Legacy Windows Server environment is an environment based on a Windows Server

platform configuration that uses an IIS version earlier than IIS 8.5.

/A Warning

Some policies replace all instances during the deployment or update. This causes all

accumulated Amazon EC2 burst balances to be lost. It happens in the following cases:

» Managed platform updates with instance replacement enabled

o Immutable updates

» Deployments with immutable updates or traffic splitting enabled

Choosing a deployment policy

Choosing the right deployment policy for your application is a tradeoff of a few considerations,

and depends on your particular needs. The the section called “Deployment options” page has more

information about each policy, and a detailed description of the workings of some of them.

The following list provides summary information about the different deployment policies and adds

related considerations.
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« All at once - The quickest deployment method. Suitable if you can accept a short loss of service,
and if quick deployments are important to you. With this method, Elastic Beanstalk deploys the
new application version to each instance. Then, the web proxy or application server might need
to restart. As a result, your application might be unavailable to users (or have low availability) for
a short time.

» Rolling - Avoids downtime and minimizes reduced availability, at a cost of a longer deployment
time. Suitable if you can't accept any period of completely lost service. With this method, your
application is deployed to your environment one batch of instances at a time. Most bandwidth is
retained throughout the deployment.

» Rolling with additional batch - Avoids any reduced availability, at a cost of an even longer
deployment time compared to the Rolling method. Suitable if you must maintain the same
bandwidth throughout the deployment. With this method, Elastic Beanstalk launches an extra
batch of instances, then performs a rolling deployment. Launching the extra batch takes time,
and ensures that the same bandwidth is retained throughout the deployment.

o Immutable - A slower deployment method, that ensures your new application version is always
deployed to new instances, instead of updating existing instances. It also has the additional
advantage of a quick and safe rollback in case the deployment fails. With this method, Elastic
Beanstalk performs an immutable update to deploy your application. In an immutable update,
a second Auto Scaling group is launched in your environment and the new version serves traffic
alongside the old version until the new instances pass health checks.

 Traffic splitting — A canary testing deployment method. Suitable if you want to test the health
of your new application version using a portion of incoming traffic, while keeping the rest of the
traffic served by the old application version.

The following table compares deployment method properties.

Deployment methods

Methoc Impact of failed deployment Deploy time Zero No Rollbac Code
downti DNS process deployed
change to

Allat Downtime XNo v Yes Manual Existing
once redeplo instances

(0
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Methoc Impact of failed deployment

Rolling

Rolling
with
an
additio
l

batch

Immut:

Traffic
splittin

Blue/
green

T Varies depending on batch size.

Single batch out of service; any
successful batches before failure
running new application version

Minimal if first batch fails;
otherwise, similar to Rolling

Minimal

Percentage of client traffic routed
to new version temporarily

impacted

Minimal

Deploy time

(0

£

£

0

]

1T Varies depending on evaluation time option setting.

Deploying a new application version

Zero
downti

2 v Yes

e v Yes

e v Yes

e v Yes

e v Yes

You can perform deployments from your environment's dashboard.

No
DNS
change

v Yes

v Yes

v Yes

v Yes

X No

Rollbac
process

Manual
redeplo

Manual
redeplo

Termine
new
instanc

Reroute
traffic
and
terminc
new
instanc

Swap
URL

Code
deployed
to

Existing
instances

New

and
existing
instances

New
instances

New
instances

New
instances
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To deploy a new application version to an Elastic Beanstalk environment

1.
2.

Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

Choose Upload and deploy.
Use the on-screen form to upload the application source bundle.

Choose Deploy.

Redeploying a previous version

You can also deploy a previously uploaded version of your application to any of its environments
from the application versions page.

To deploy an existing application version to an existing environment

1.

A

Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

In the navigation pane, choose Applications, and then choose your application's name from
the list.

In the navigation pane, find your application's name and choose Application versions.
Select the application version to deploy.
Choose Actions, and then choose Deploy.

Select an environment, and then choose Deploy.

Other ways to deploy your application

If you deploy often, consider using the Elastic Beanstalk Command Line Interface (EB CLI) to
manage your environments. The EB CLI creates a repository alongside your source code. It can also
create a source bundle, upload it to Elastic Beanstalk, and deploy it with a single command.

For deployments that depend on resource configuration changes or a new version that can't run

alongside the old version, you can launch a new environment with the new version and perform a
CNAME swap for a blue/green deployment.
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To automate your build, test, and deployment processes, you can implement continuous
integration and continuous deployment (Cl/CD) with your Elastic Beanstalk environment. For more
information, see Implementing CI/CD integration with your Elastic Beanstalk environment.

Deployment policies and settings

AWS Elastic Beanstalk provides several options for how deployments are processed, including
deployment policies (All at once, Rolling, Rolling with additional batch, Immutable, and Traffic
splitting) and options that let you configure batch size and health check behavior during
deployments. By default, your environment uses all-at-once deployments. If you created the
environment with the EB CLI and it's a scalable environment (you didn't specify the --single
option), it uses rolling deployments.

With rolling deployments, Elastic Beanstalk splits the environment's Amazon EC2 instances into
batches and deploys the new version of the application to one batch at a time. It leaves the rest

of the instances in the environment running the old version of the application. During a rolling
deployment, some instances serve requests with the old version of the application, while instances
in completed batches serve other requests with the new version. For details, see the section called

“How rolling deployments work".

To maintain full capacity during deployments, you can configure your environment to launch

a new batch of instances before taking any instances out of service. This option is known as a
rolling deployment with an additional batch. When the deployment completes, Elastic Beanstalk
terminates the additional batch of instances.

Immutable deployments perform an immutable update to launch a full set of new instances

running the new version of the application in a separate Auto Scaling group, alongside the
instances running the old version. Immutable deployments can prevent issues caused by partially
completed rolling deployments. If the new instances don't pass health checks, Elastic Beanstalk
terminates them, leaving the original instances untouched.

Traffic-splitting deployments let you perform canary testing as part of your application
deployment. In a traffic-splitting deployment, Elastic Beanstalk launches a full set of new instances
just like during an immutable deployment. It then forwards a specified percentage of incoming
client traffic to the new application version for a specified evaluation period. If the new instances
stay healthy, Elastic Beanstalk forwards all traffic to them and terminates the old ones. If the new
instances don't pass health checks, or if you choose to abort the deployment, Elastic Beanstalk
moves traffic back to the old instances and terminates the new ones. There's never any service
interruption. For details, see the section called “"How traffic-splitting deployments work".
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/A Warning

Some policies replace all instances during the deployment or update. This causes all
accumulated Amazon EC2 burst balances to be lost. It happens in the following cases:

« Managed platform updates with instance replacement enabled
o Immutable updates

» Deployments with immutable updates or traffic splitting enabled

If your application doesn't pass all health checks, but still operates correctly at a lower health
status, you can allow instances to pass health checks with a lower status, such as Warning, by
modifying the Healthy threshold option. If your deployments fail because they don't pass health
checks and you need to force an update regardless of health status, specify the Ignore health
check option.

When you specify a batch size for rolling updates, Elastic Beanstalk also uses that value for rolling
application restarts. Use rolling restarts when you need to restart the proxy and application servers
running on your environment's instances without downtime.

Configuring application deployments

In the environment management console, enable and configure batched application version

deployments by editing Updates and Deployments on the environment's Configuration page.
To configure deployments (console)

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

3. Inthe navigation pane, choose Configuration.
4. Inthe Rolling updates and deployments configuration category, choose Edit.

5. In the Application Deployments section, choose a Deployment policy, batch settings, and
health check options.

6. To save the changes choose Apply at the bottom of the page.
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The Application deployments section of the Rolling updates and deployments page has the
following options for application deployments:

« Deployment policy — Choose from the following deployment options:

« All at once - Deploy the new version to all instances simultaneously. All instances in your
environment are out of service for a short time while the deployment occurs.

» Rolling — Deploy the new version in batches. Each batch is taken out of service during the
deployment phase, reducing your environment's capacity by the number of instances in a
batch.

« Rolling with additional batch — Deploy the new version in batches, but first launch a new
batch of instances to ensure full capacity during the deployment process.

o Immutable - Deploy the new version to a fresh group of instances by performing an
immutable update.

« Traffic splitting — Deploy the new version to a fresh group of instances and temporarily split
incoming client traffic between the existing application version and the new one.

For the Rolling and Rolling with additional batch deployment policies you can configure:

» Batch size — The size of the set of instances to deploy in each batch.

Choose Percentage to configure a percentage of the total number of EC2 instances in the Auto
Scaling group (up to 100 percent), or choose Fixed to configure a fixed number of instances (up
to the maximum instance count in your environment's Auto Scaling configuration).

For the Traffic splitting deployment policy you can configure the following:

 Traffic split — The initial percentage of incoming client traffic that Elastic Beanstalk shifts to
environment instances running the new application version you're deploying.

« Traffic splitting evaluation time - The time period, in minutes, that Elastic Beanstalk waits after
an initial healthy deployment before proceeding to shift all incoming client traffic to the new
application version that you're deploying.
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Elastic Beanstalk Environments GettingStariedApp-env onfiguration

Modify rolling updates and deployments

Application deployments

Choose how AWS Elaslic Beanstalk propagates source code changes and software configuration updates. Learn more

Deployment policy

All at once b4

Batch size

O Percentage

Fixed

Traffic split

Traffic splitting evaluation time

The Deployment preferences section contains options related to health checks.
« Ignore health check - Prevents a deployment from rolling back when a batch fails to become
healthy within the Command timeout.

« Healthy threshold - Lowers the threshold at which an instance is considered healthy during
rolling deployments, rolling updates, and immutable updates.

« Command timeout — The number of seconds to wait for an instance to become healthy before
canceling the deployment or, if Ignore health check is set, to continue to the next batch.
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Deployment preferences

Customize health check requirements and deployment timeouts

Ignore health check

False v

Heallhy threshold

Ok v

Command timeout

600

How rolling deployments work

When processing a batch, Elastic Beanstalk detaches all instances in the batch from the load
balancer, deploys the new application version, and then reattaches the instances. If you enable
connection draining, Elastic Beanstalk drains existing connections from the Amazon EC2 instances
in each batch before beginning the deployment.

After reattaching the instances in a batch to the load balancer, Elastic Load Balancing waits until
they pass a minimum number of Elastic Load Balancing health checks (the Healthy check count
threshold value), and then starts routing traffic to them. If no health check URL is configured, this
can happen very quickly, because an instance will pass the health check as soon as it can accept a
TCP connection. If a health check URL is configured, the load balancer doesn't route traffic to the
updated instances until they return a 200 OK status code in response to an HTTP GET request to
the health check URL.

Elastic Beanstalk waits until all instances in a batch are healthy before moving on to the next
batch. With basic health reporting, instance health depends on the Elastic Load Balancing health
check status. When all instances in the batch pass enough health checks to be considered healthy
by Elastic Load Balancing, the batch is complete. If enhanced health reporting is enabled, Elastic

Beanstalk considers several other factors, including the result of incoming requests. With enhanced
health reporting, all instances must pass 12 consecutive health checks with an OK status within
two minutes for web server environments, and 18 health checks within three minutes for worker
environments.
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If a batch of instances does not become healthy within the command timeout, the deployment
fails. After a failed deployment, check the health of the instances in your environment for
information about the cause of the failure. Then perform another deployment with a fixed or
known good version of your application to roll back.

If a deployment fails after one or more batches completed successfully, the completed batches run
the new version of your application while any pending batches continue to run the old version. You
can identify the version running on the instances in your environment on the health page in the
console. This page displays the deployment ID of the most recent deployment that executed on
each instance in your environment. If you terminate instances from the failed deployment, Elastic
Beanstalk replaces them with instances running the application version from the most recent
successful deployment.

How traffic-splitting deployments work

Traffic-splitting deployments allow you to perform canary testing. You direct some incoming client
traffic to your new application version to verify the application's health before committing to the
new version and directing all traffic to it.

During a traffic-splitting deployment, Elastic Beanstalk creates a new set of instances in a separate
temporary Auto Scaling group. Elastic Beanstalk then instructs the load balancer to direct a certain
percentage of your environment's incoming traffic to the new instances. Then, for a configured
amount of time, Elastic Beanstalk tracks the health of the new set of instances. If all is well, Elastic
Beanstalk shifts remaining traffic to the new instances and attaches them to the environment's
original Auto Scaling group, replacing the old instances. Then Elastic Beanstalk cleans up—
terminates the old instances and removes the temporary Auto Scaling group.

® Note

The environment's capacity doesn't change during a traffic-splitting deployment. Elastic
Beanstalk launches the same number of instances in the temporary Auto Scaling group

as there are in the original Auto Scaling group at the time the deployment starts. It then
maintains a constant number of instances in both Auto Scaling groups for the deployment
duration. Take this fact into account when configuring the environment's traffic splitting
evaluation time.

Rolling back the deployment to the previous application version is quick and doesn't impact
service to client traffic. If the new instances don't pass health checks, or if you choose to abort the
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deployment, Elastic Beanstalk moves traffic back to the old instances and terminates the new ones.
You can abort any deployment by using the environment overview page in the Elastic Beanstalk
console, and choosing Abort current operation in Environment actions. You can also call the
AbortEnvironmentUpdate API or the equivalent AWS CLI command.

Traffic-splitting deployments require an Application Load Balancer. Elastic Beanstalk uses this load
balancer type by default when you create your environment using the Elastic Beanstalk console or
the EB CLI.

Deployment option namespaces

You can use the configuration options in the aws:elasticbeanstalk:command namespace to

configure your deployments. If you choose the traffic-splitting policy, additional options for this
policy are available in the aws:elasticbeanstalk:trafficsplitting namespace.

Use the DeploymentPolicy option to set the deployment type. The following values are
supported:

« A11AtOnce - Disables rolling deployments and always deploys to all instances simultaneously.
* Rolling - Enables standard rolling deployments.

e RollingWithAdditionalBatch - Launches an extra batch of instances, before starting the
deployment, to maintain full capacity.

o Immutable - Performs an immutable update for every deployment.

o TrafficSplitting - Performs traffic-splitting deployments to canary-test your application
deployments.

When you enable rolling deployments, set the BatchSize and BatchSizeType options to
configure the size of each batch. For example, to deploy 25 percent of all instances in each batch,
specify the following options and values.

Example .ebextensions/rolling-updates.config

option_settings:
aws:elasticbeanstalk:command:
DeploymentPolicy: Rolling
BatchSizeType: Percentage
BatchSize: 25
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To deploy to five instances in each batch, regardless of the number of instances running, and to
bring up an extra batch of five instances running the new version before pulling any instances out
of service, specify the following options and values.

Example .ebextensions/rolling-additionalbatch.config

option_settings:
aws:elasticbeanstalk:command:
DeploymentPolicy: RollingWithAdditionalBatch
BatchSizeType: Fixed
BatchSize: 5

To perform an immutable update for each deployment with a health check threshold of Warning,
and proceed with the deployment even if instances in a batch don't pass health checks within a
timeout of 15 minutes, specify the following options and values.

Example .ebextensions/immutable-ignorehealth.config

option_settings:
aws:elasticbeanstalk:command:
DeploymentPolicy: Immutable
HealthCheckSuccessThreshold: Warning
IgnoreHealthCheck: true
Timeout: "900"

To perform traffic-splitting deployments, forwarding 15 percent of client traffic to the new
application version and evaluating health for 10 minutes, specify the following options and values.

Example .ebextensions/traffic-splitting.config

option_settings:
aws:elasticbeanstalk:command:
DeploymentPolicy: TrafficSplitting
aws:elasticbeanstalk:trafficsplitting:
NewVersionPercent: "15"
EvaluationTime: "10"

The EB CLI and Elastic Beanstalk console apply recommended values for the preceding options.

You must remove these settings if you want to use configuration files to configure the same. See
Recommended values for details.
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Blue/Green deployments with Elastic Beanstalk

Because AWS Elastic Beanstalk performs an in-place update when you update your application
versions, your application might become unavailable to users for a short period of time. To
avoid this, perform a blue/green deployment. To do this, deploy the new version to a separate
environment, and then swap the CNAMEs of the two environments to redirect traffic to the new
version instantly.

A blue/green deployment is also required if you want to update an environment to an
incompatible platform version. For more information, see the section called “Platform updates”.

Blue/green deployments require that your environment runs independently of your production
database, if your application uses one. If your environment includes a database that Elastic
Beanstalk created on your behalf, the database and connection of the environment isn't preserved
unless you take specific actions. If you have a database that you want to retain, use one of the
Elastic Beanstalk database lifecycle options. You can choose the Retain option to keep the database
and environment operational after decoupling the database. For more information see Database
lifecycle in the Configuring environments chapter of this guide.

For instructions on how to configure your application to connect to an Amazon RDS instance that's
not managed by Elastic Beanstalk, see Using Elastic Beanstalk with Amazon RDS.

To perform a blue/green deployment

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. Clone your current environment, or launch a new environment to run the platform version you
want.

3. Deploy the new application version to the new environment.

4. Test the new version on the new environment.

5. On the environment overview page, choose Actions, and then choose Swap environment
URLs.

6. For Environment name, select the current environment.
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Elastic Beanstalk Environments GettingStartedApp-env

Swap environment URLs

When you swap an environment's URL with another environment's URL, you can deploy versions with no downtime. Learn more [

/A Swapping the environment URL will modify the Route 53 DNS configuration, which may take a few minutes. Your application
will continue to run while the changes are propagated.

Environment details

Environment name
staging-env

Environment URL:
staging-env bx7dx222kw us-east-2 elasticbeanstalk com

Select an environment to swap

Environment name

prod-env (e-2mvwbhpfcs) v

Environment URL:
prod-env. bx7dx222kw us-east-2 elasticheanstalk.com

7. Choose Swap.

Elastic Beanstalk swaps the CNAME records of the old and new environments, redirecting traffic
from the old version to the new version.

After Elastic Beanstalk completes the swap operation, verify that the new environment responds
when you try to connect to the old environment URL. However, do not terminate your old
environment until the DNS changes are propagated and your old DNS records expire. DNS servers
don't always clear old records from their cache based on the time to live (TTL) that you set on your
DNS records.
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Implementing CI/CD integration with your Elastic Beanstalk
environment

Elastic Beanstalk integrates with many CI/CD tools to automate your application development
workflow. CI/CD practices enable you to automatically build, test, and deploy your applications
with minimal manual intervention. Continuous delivery/deployment (CD) extends continuous
integration (Cl) by automating the deployment process. You can create streamlined deployment
pipelines using AWS services like CodePipeline or third-party tools such as Jenkins and GitLab to
ensure consistent, reliable deployments to your Elastic Beanstalk environments.

AWS sources to get started

The following list highlights Cl/CD tools and the corresponding AWS resources that provide step-
by-step guidance for creating automated deployment pipelines to Elastic Beanstalk environments:

« AWS CodePipeline — This AWS Getting Started Resource Center tutorial shows you how to set up
a continuous deployment pipeline to Elastic Beanstalk from GitHub , S3, or AWS CodeCommit.

o GitHub Actions — This .NET on AWS Blog post walks you through configuring YAML-based
workflows to setup a continuous deployment pipeline to Elastic Beanstalk directly from GitHub.

» GitLab - This AWS DevOps Developer Productivity Blog post demonstrates how to configure
GitLab continuous pipelines to deploy Node.js applications to Elastic Beanstalk Docker
environments.

o Azure DevOps - This .NET on AWS Blog post guides you through implementing a continuous

deployment pipeline from an Azure DevOps Git repository to Elastic Beanstalk using Azure
Pipelines.

Additional resources

The following third-party tools and resources can help you implement automated deployment
pipelines to Elastic Beanstalk environments:

« Jenkins - The AWS EBDeployment Jenkins plugin enables direct deployment to Elastic Beanstalk

environments from your Jenkins Job Configuration page.

« Circle Cl: - The Orbs for Elastic Beanstalk provide reusable configuration packages to deploy and
scale applications to Elastic Beanstalk.
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 Bitbucket Pipelines — The article Deploy Elastic Beanstalk Application using Bitbucket Pipelines

provides a basic configuration example for implementing Bitbucket Pipelines with Elastic
Beanstalk.

Configuration changes

When you modify configuration option settings in the Configuration section of the environment
management console, AWS Elastic Beanstalk propagates the change to all affected resources.
These resources include the load balancer that distributes traffic to the Amazon EC2 instances
running your application, the Auto Scaling group that manages those instances, and the EC2

instances themselves.

Many configuration changes can be applied to a running environment without replacing existing
instances. For example, setting a health check URL triggers an environment update to modify
the load balancer settings, but doesn't cause any downtime because the instances running your
application continue serving requests while the update is propagated.

Configuration changes that modify the launch configuration or VPC settings require terminating
all instances in your environment and replacing them. For example, when you change the instance
type or SSH key setting for your environment, the EC2 instances must be terminated and replaced.

Elastic Beanstalk provides several policies that determine how this replacement is done.

» Rolling updates - Elastic Beanstalk applies your configuration changes in batches, keeping a
minimum number of instances running and serving traffic at all times. This approach prevents
downtime during the update process. For details, see Rolling updates.

« Immutable updates - Elastic Beanstalk launches a temporary Auto Scaling group outside of
your environment with a separate set of instances running with the new configuration. Then
Elastic Beanstalk places these instances behind your environment's load balancer. Old and new
instances both serve traffic until the new instances pass health checks. At that time, Elastic
Beanstalk moves the new instances into your environment's Auto Scaling group and terminates
the temporary group and old instances. For details, see Immutable updates.

« Disabled - Elastic Beanstalk makes no attempt to avoid downtime. It terminates your
environment's existing instances and replaces them with new instances running with the new
configuration.
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/A Warning

Some policies replace all instances during the deployment or update. This causes all

accumulated Amazon EC2 burst balances to be lost. It happens in the following cases:

« Managed platform updates with instance replacement enabled

o Immutable updates

» Deployments with immutable updates or traffic splitting enabled

Supported update types

Rolling update
setting

Disabled

Rolling Based on
Health

Rolling Based on
Time

Immutable

Load-balanced
environments

v Yes

v Yes

v Yes

v Yes

Single-instance
environments

v Yes

X No

X No

v Yes

Legacy Windows
server environme
ntst

v Yes

v Yes

v Yes

X No

T For the purpose of this table, a Legacy Windows Server Environment is an environment based on a
Windows Server platform configuration that use an IIS version earlier than IIS 8.5.

Topics

« Elastic Beanstalk rolling environment configuration updates

o Immutable environment updates

Elastic Beanstalk rolling environment configuration updates

When a configuration change requires replacing instances, Elastic Beanstalk can perform the

update in batches to avoid downtime while the change is propagated. During a rolling update,
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capacity is only reduced by the size of a single batch, which you can configure. Elastic Beanstalk
takes one batch of instances out of service, terminates them, and then launches a batch with the
new configuration. After the new batch starts serving requests, Elastic Beanstalk moves on to the
next batch.

Rolling configuration update batches can be processed periodically (time-based), with a delay
between each batch, or based on health. For time-based rolling updates, you can configure the
amount of time that Elastic Beanstalk waits after completing the launch of a batch of instances
before moving on to the next batch. This pause time allows your application to bootstrap and start
serving requests.

With health-based rolling updates, Elastic Beanstalk waits until instances in a batch pass health
checks before moving on to the next batch. The health of an instance is determined by the health
reporting system, which can be basic or enhanced. With basic health, a batch is considered healthy
as soon as all instances in it pass Elastic Load Balancing (ELB) health checks.

With enhanced health reporting, all of the instances in a batch must pass multiple consecutive
health checks before Elastic Beanstalk will move on to the next batch. In addition to ELB health
checks, which check only your instances, enhanced health monitors application logs and the state

of your environment's other resources. In a web server environment with enhanced health, all
instances must pass 12 health checks over the course of two minutes (18 checks over three minutes
for worker environments). If any instance fails one health check, the count resets.

If a batch doesn't become healthy within the rolling update timeout (default is 30
minutes), the update is canceled. Rolling update timeout is a configuration option

that is available in the aws:autoscaling:updatepolicy:rollingupdate
namespace. If your application doesn't pass health checks with Ok status but is stable
at a different level, you can set the HealthCheckSuccessThreshold option in the

aws:elasticbeanstalk:healthreporting:system namespace to change the level at which

Elastic Beanstalk considers an instance to be healthy.

If the rolling update process fails, Elastic Beanstalk starts another rolling update to roll back to the
previous configuration. A rolling update can fail due to failed health checks or if launching new
instances causes you to exceed the quotas on your account. If you hit a quota on the number of
Amazon EC2 instances, for example, the rolling update can fail when it attempts to provision a
batch of new instances. In this case, the rollback fails as well.

A failed rollback ends the update process and leaves your environment in an unhealthy state.
Unprocessed batches are still running instances with the old configuration, while any batches
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that completed successfully have the new configuration. To fix an environment after a failed
rollback, first resolve the underlying issue that caused the update to fail, and then initiate another
environment update.

An alternative method is to deploy the new version of your application to a different environment
and then perform a CNAME swap to redirect traffic with zero downtime. See Blue/Green
deployments with Elastic Beanstalk for more information.

Rolling updates versus rolling deployments

Rolling updates occur when you change settings that require new Amazon EC2 instances to be
provisioned for your environment. This includes changes to the Auto Scaling group configuration,
such as instance type and key-pair settings, and changes to VPC settings. In a rolling update, each
batch of instances is terminated before a new batch is provisioned to replace it.

Rolling deployments occur whenever you deploy your application and can typically be performed

without replacing instances in your environment. Elastic Beanstalk takes each batch out of service,
deploys the new application version, and then places it back in service.

The exception to this is if you change settings that require instance replacement at the same
time you deploy a new application version. For example, if you change the key name settings in
a configuration file in your source bundle and deploy it to your environment, you trigger a rolling

update. Instead of deploying your new application version to each batch of existing instances,
a new batch of instances is provisioned with the new configuration. In this case, a separate
deployment doesn't occur because the new instances are brought up with the new application
version.

Anytime new instances are provisioned as part of an environment update, there is a deployment
phase where your application's source code is deployed to the new instances and any configuration
settings that modify the operating system or software on the instances are applied. Deployment
health check settings (Ignore health check, Healthy threshold, and Command timeout) also apply
to health-based rolling updates and immutable updates during the deployment phase.

Configuring rolling updates
You can enable and configure rolling updates in the Elastic Beanstalk console.
To enable rolling updates

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.
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2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

3. In the navigation pane, choose Configuration.
4. Inthe Rolling updates and deployments configuration category, choose Edit.

5. In the Configuration updates section, for Rolling update type, select one of the Rolling
options.

Configuration updates

Changes to virtual machine setlings and VPC configuration trigger roling updates to replace the instances in your environment without downtime

Learn more

Rolling update type

Rolling based on Health v

Batch size

1

Minimum capacity

1

Pause time

6. Choose Batch size, Minimum capacity, and Pause time settings.

7. To save the changes choose Apply at the bottom of the page.

The Configuration updates section of the Rolling updates and deployments page has the
following options for rolling updates:

» Rolling update type - Elastic Beanstalk waits after it finishes updating a batch of instances
before moving on to the next batch, to allow those instances to finish bootstrapping and start
serving traffic. Choose from the following options:

» Rolling based on Health — Wait until instances in the current batch are healthy before placing
instances in service and starting the next batch.

« Rolling based on Time - Specify an amount of time to wait between launching new instances
and placing them in service before starting the next batch.
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o Immutable - Apply the configuration change to a fresh group of instances by performing an
immutable update.

« Batch size — The number of instances to replace in each batch, between 1 and 10000. By default,
this value is one-third of the minimum size of the Auto Scaling group, rounded up to a whole
number.

o Minimum capacity — The minimum number of instances to keep running while other instances
are updated, between @ and 9999. The default value is either the minimum size of the Auto
Scaling group or one less than the maximum size of the Auto Scaling group, whichever number is
lower.

« Pause time (time-based only) — The amount of time to wait after a batch is updated before
moving on to the next batch, to allow your application to start receiving traffic. Between O
seconds and one hour.

The aws:autoscaling:updatepolicy:rollingupdate namespace

You can also use the configuration options in the

aws:autoscaling:updatepolicy:rollingupdate namespace to configure rolling updates.

Use the RollingUpdateEnabled option to enable rolling updates, and RollingUpdateType to
choose the update type. The following values are supported for RollingUpdateType:

« Health - Wait until instances in the current batch are healthy before placing instances in service
and starting the next batch.

« Time - Specify an amount of time to wait between launching new instances and placing them in
service before starting the next batch.

« Immutable - Apply the configuration change to a fresh group of instances by performing an
immutable update.

When you enable rolling updates, set the MaxBatchSize and MinInstancesInService options
to configure the size of each batch. For time-based and health-based rolling updates, you can also
configure a PauseTime and Timeout, respectively.

For example, to launch up to five instances at a time, while maintaining at least two instances in
service, and wait five minutes and 30 seconds between batches, specify the following options and
values.
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Example .ebextensions/timebased.config

option_settings:
aws:autoscaling:updatepolicy:rollingupdate:
RollingUpdateEnabled: true
MaxBatchSize: 5
MinInstancesInService: 2
RollingUpdateType: Time
PauseTime: PT5M30S

To enable health-based rolling updates, with a 45-minute timeout for each batch, specify the
following options and values.

Example .ebextensions/healthbased.config

option_settings:
aws:autoscaling:updatepolicy:rollingupdate:
RollingUpdateEnabled: true
MaxBatchSize: 5
MinInstancesInService: 2
RollingUpdateType: Health
Timeout: PT45M

Timeout and PauseTime values must be specified in ISO8601 duration: PT#H#M#S, where each #

is the number of hours, minutes, or seconds, respectively.

The EB CLI and Elastic Beanstalk console apply recommended values for the preceding options.
You must remove these settings if you want to use configuration files to configure the same. See
Recommended values for details.

Immutable environment updates

Immutable environment updates are an alternative to rolling updates. Immutable environment

updates ensure that configuration changes that require replacing instances are applied efficiently
and safely. If an immutable environment update fails, the rollback process requires only
terminating an Auto Scaling group. A failed rolling update, on the other hand, requires performing
an additional rolling update to roll back the changes.

To perform an immutable environment update, Elastic Beanstalk creates a second, temporary Auto
Scaling group behind your environment's load balancer to contain the new instances. First, Elastic
Beanstalk launches a single instance with the new configuration in the new group. This instance
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serves traffic alongside all of the instances in the original Auto Scaling group that are running the
previous configuration.

When the first instance passes health checks, Elastic Beanstalk launches additional instances with
the new configuration, matching the number of instances running in the original Auto Scaling
group. When all of the new instances pass health checks, Elastic Beanstalk transfers them to the
original Auto Scaling group, and terminates the temporary Auto Scaling group and old instances.

(® Note

During an immutable environment update, the capacity of your environment doubles for
a short time when the instances in the new Auto Scaling group start serving requests and
before the original Auto Scaling group's instances are terminated. If your environment
has many instances, or you have a low on-demand instance quota, ensure that you have

enough capacity to perform an immutable environment update. If you are near the quota,
consider using rolling updates instead.

Immutable updates require enhanced health reporting to evaluate your environment's health
during the update. Enhanced health reporting combines standard load balancer health checks
with instance monitoring to ensure that the instances running the new configuration are serving
requests successfully.

You can also use immutable updates to deploy new versions of your application, as an alternative
to rolling deployments. When you configure Elastic Beanstalk to use immutable updates for
application deployments, it replaces all instances in your environment every time you deploy a new
version of your application. If an immutable application deployment fails, Elastic Beanstalk reverts
the changes immediately by terminating the new Auto Scaling group. This can prevent partial fleet
deployments, which can occur when a rolling deployment fails after some batches have already

completed.

/A Warning

Some policies replace all instances during the deployment or update. This causes all
accumulated Amazon EC2 burst balances to be lost. It happens in the following cases:

» Managed platform updates with instance replacement enabled

o Immutable updates
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» Deployments with immutable updates or traffic splitting enabled

If an immutable update fails, the new instances upload bundle logs to Amazon S3 before Elastic
Beanstalk terminates them. Elastic Beanstalk leaves logs from a failed immutable update in
Amazon S3 for one hour before deleting them, instead of the standard 15 minutes for bundle and
tail logs.

(® Note

If you use immutable updates for application version deployments, but not for
configuration, you might encounter an error if you attempt to deploy an application version
that contains configuration changes that would normally trigger a rolling update (for
example, configurations that change instance type). To avoid this, make the configuration
change in a separate update, or configure immutable updates for both deployments and
configuration changes.

You can't perform an immutable update in concert with resource configuration changes. For
example, you can't change settings that require instance replacement while also updating other

settings, or perform an immutable deployment with configuration files that change configuration
settings or additional resources in your source code. If you attempt to change resource settings (for
example, load balancer settings) and concurrently perform an immutable update, Elastic Beanstalk
returns an error.

If your resource configuration changes aren't dependent on your source code change or on
instance configuration, perform them in two updates. If they are dependent, perform a blue/green

deployment instead.

Configuring immutable updates

You can enable and configure immutable updates in the Elastic Beanstalk console.
To enable immutable updates (console)

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.
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3. In the navigation pane, choose Configuration.
4. Inthe Rolling updates and deployments configuration category, choose Edit.

5. In the Configuration Updates section, set Rolling update type to Immutable.

Configuration updates

L-.:!'H".':.‘-:"S o virlual machine settings and VPC C onfiguration trigger rolling updates to replace the instances in your environment without downtime
Learn more

Rolling update type

Immutable v

Batch size

Minimum capacity

FPause time

6. To save the changes choose Apply at the bottom of the page.

The aws:autoscaling:updatepolicy:rollingupdate namespace

You can also use the options in the aws:autoscaling:updatepolicy:rollingupdate
namespace to configure immutable updates. The following example configuration file enables
immutable updates for configuration changes.

Example .ebextensions/immutable-updates.config

option_settings:
aws:autoscaling:updatepolicy:rollingupdate:
RollingUpdateType: Immutable

The following example enables immutable updates for both configuration changes and
deployments.
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Example .ebextensions/immutable-all.config

option_settings:
aws:autoscaling:updatepolicy:rollingupdate:
RollingUpdateType: Immutable
aws:elasticbeanstalk:command:
DeploymentPolicy: Immutable

The EB CLI and Elastic Beanstalk console apply recommended values for the preceding options.
You must remove these settings if you want to use configuration files to configure the same. See
Recommended values for details.

Updating your Elastic Beanstalk environment's platform
version

Elastic Beanstalk regularly releases new platform versions to update all Linux-based and Windows
Server-based platforms. New platform versions provide updates to existing software components
and support for new features and configuration options. To learn about platforms and platform
versions, see Elastic Beanstalk platforms glossary.

You can use the Elastic Beanstalk console or the EB CLI to update your environment's platform
version. Depending on the platform version you'd like to update to, Elastic Beanstalk recommends
one of two methods for performing platform updates.

« Method 1 - Update your environment's platform version. We recommend this method when

you're updating to the latest platform version within a platform branch—with the same runtime,
web server, application server, and operating system, and without a change in the major
platform version. This is the most common and routine platform update.

o Method 2 — Perform a Blue/Green deployment. We recommend this method when you're
updating to a platform version in a different platform branch—with a different runtime, web
server, application server, or operating system, or to a different major platform version. This is

a good approach when you want to take advantage of new runtime capabilities or the latest
Elastic Beanstalk functionality, or when you want to move off of a deprecated or retired platform
branch.

Migrating from a legacy platform version requires a blue/green deployment, because these

platform versions are incompatible with currently supported versions.
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Migrating a Linux application to Amazon Linux 2 requires a blue/green deployment, because

Amazon Linux 2 platform versions are incompatible with previous Amazon Linux AMI platform
versions.

For more help with choosing the best platform update method, expand the section for your
environment's platform.

Docker

Use Method 1 to perform platform updates.
Multicontainer Docker

Use Method 1 to perform platform updates.
Preconfigured Docker

Consider the following cases:

« If you're migrating your application to another platform, for example from Go 1.4 (Docker) to Go
1.117 or from Python 3.4 (Docker) to Python 3.6, use Method 2.

« If you're migrating your application to a different Docker container version, for example from
Glassfish 4.1 (Docker) to Glassfish 5.0 (Docker), use Method 2.

« If you're updating to a latest platform version with no change in container version or major
version, use Method 1.

Go
Use Method 1 to perform platform updates.
Java SE

Consider the following cases:

« If you're migrating your application to a different Java runtime version, for example from Java 7
to Java 8, use Method 2.

« If you're updating to a latest platform version with no change in runtime version, use Method 1.
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Java with Tomcat

Consider the following cases:
« If you're migrating your application to a different Java runtime version or Tomcat application
server version, for example from Java 7 with Tomcat 7 to Java 8 with Tomcat 8.5, use Method 2.

« If you're migrating your application across major Java with Tomcat platform versions (v1.x.x,
v2.x.X, and v3.x.x), use Method 2.

« If you're updating to a latest platform version with no change in runtime version, application
server version, or major version, use Method 1.

.NET on Windows server with IIS

Consider the following cases:
« If you're migrating your application to a different Windows operating system version, for
example from Windows Server 2008 R2 to Windows Server 2016, use Method 2.

« If you're migrating your application across major Windows Server platform versions, see
Migrating from earlier major versions of the Windows server platform, and use Method 2.

o If your application is currently running on a Windows Server platform V2.x.x and you're updating
to a latest platform version, use Method 1.

(® Note

Windows Server platform versions earlier than v2 aren't semantically versioned. You can
only launch the latest version of each of these Windows Server major platform versions
and can't roll back after an upgrade.

Node.js
Use Method 2 to perform platform updates.
PHP

Consider the following cases:
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« If you're migrating your application to a different PHP runtime version, for example from PHP 5.6
to PHP 7.2, use Method 2.

« If you're migrating your application across major PHP platform versions (v1.x.x and v2.x.x), use
Method 2.

« If you're updating to a latest platform version with no change in runtime version or major
version, use Method 1.

Python

Consider the following cases:
« If you're migrating your application to a different Python runtime version, for example from
Python 2.7 to Python 3.6, use Method 2.

« If you're migrating your application across major Python platform versions (v1.x.x and v2.x.x), use
Method 2.

« If you're updating to a latest platform version with no change in runtime version or major
version, use Method 1.

Ruby

Consider the following cases:

« If you're migrating your application to a different Ruby runtime version or application server
version, for example from Ruby 2.3 with Puma to Ruby 2.6 with Puma, use Method 2.

« If you're migrating your application across major Ruby platform versions (v1.x.x and v2.x.x), use
Method 2.

« If you're updating to a latest platform version with no change in runtime version, application
server version, or major version, use Method 1.

Method 1 - Update your environment's platform version

Use this method to update to the latest version of your environment's platform branch. If you've
previously created an environment using an older platform version, or upgraded your environment
from an older version, you can also use this method to revert to a previous platform version,
provided that it's in the same platform branch.
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To update your environment's platform version

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

3. On the environment overview page, under Platform, choose Change.

Platform

&

Tomcat 8.5 with Java & running on
G4bit Amazon Linux3.3.1

/A Different version
recommended

‘ Change

4. On the Update platform version dialog, select a platform version. The newest (recommended)
platform version in the branch is selected automatically. You can update to any version that
you've used in the past.
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Update platform version X

@ Availability warning
This operation replaces your instances; your application is unavailable during the update. To keep at least one
instance in service during the update, enable rolling updates. Another option is to clone the current
environment, which creates a newer version of the platform, and then swap the CNAME of the environments
when you are ready to deploy the clone. Learn more at Updating AWS Elastic Beanstalk Environments with
Rolling Updates and Deploying Version with Zero Downtime.

Platform branch

Tomcat 8.5 with Java 8 running on 64bit Amazon Linux

Current platform version
3.31

New platform version

3.3.2 (Recommended) v

5. Choose Save.

To further simplify platform updates, Elastic Beanstalk can manage them for you. You can
configure your environment to apply minor and patch version updates automatically during a
configurable weekly maintenance window. Elastic Beanstalk applies managed updates with no
downtime or reduction in capacity, and cancels the update immediately if instances running your
application on the new version fail health checks. For details, see Managed platform updates.

Method 2 - Perform a Blue/Green deployment

Use this method to update to a different platform branch—with a different runtime, web server,
application server, or operating system, or to a different major platform version. This is typically
necessary when you want to take advantage of new runtime capabilities or the latest Elastic
Beanstalk functionality. It's also required when you're migrating off of a deprecated or retired
platform branch.

When you migrate across major platform versions or to platform versions with major component
updates, there's a greater likelihood that your application, or some aspects of it, might not function
as expected on the new platform version, and might require changes.
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Before performing the migration, update your local development machine to the newer runtime
versions and other components of the platform you plan on migrating to. Verify that your
application still works as expected, and make any necessary code fixes and changes. Then use the
following best practice procedure to safely migrate your environment to the new platform version.

To migrate your environment to a platform version with major updates

1.

Create a new environment, using the new target platform version, and deploy your application

code to it. The new environment should be in the Elastic Beanstalk application that contains
the environment you're migrating. Don't terminate the existing environment yet.

Use the new environment to migrate your application. In particular:
» Find and fix any application compatibility issues that you couldn't discover during the
development phase.

» Ensure that any customizations that your application makes using configuration files work
correctly in the new environment. These might include option settings, additional installed
packages, custom security policies, and script or configuration files installed on environment

instances.

o If your application uses a custom Amazon Machine Image (AMI), create a new custom AMI
based on the AMI of the new platform version. To learn more, see Using a custom Amazon
machine image (AMI) in your Elastic Beanstalk environment. Specifically, this is required if
your application uses the Windows Server platform with a custom AMI, and you're migrating
to a Windows Server V2 platform version. In this case, see also Migrating from earlier major
versions of the Windows server platform.

Iterate on testing and deploying your fixes until you're satisfied with the application on the
new environment.

Turn the new environment into your production environment by swapping its CNAME with
the existing production environment's CNAME. For details, see Blue/Green deployments with

Elastic Beanstalk.

When you're satisfied with the state of your new environment in production, terminate the old
environment. For details, see Terminate an Elastic Beanstalk environment.
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Managed platform updates

AWS Elastic Beanstalk regularly releases platform updates to provide fixes, software updates,

and new features. With managed platform updates, you can configure your environment to
automatically upgrade to the latest version of a platform during a scheduled maintenance window.

Your application remains in service during the update process with no reduction in capacity.
Managed updates are available on both single-instance and load-balanced environments.

® Note

This feature isn't available on Windows Server platform versions earlier than version 2 (v2).

You can configure your environment to automatically apply patch version updates, or both patch

and minor version updates. Managed platform updates don't support updates across platform
branches (updates to different major versions of platform components such as operating system,
runtime, or Elastic Beanstalk components), because these can introduce changes that are backward
incompatible.

You can also configure Elastic Beanstalk to replace all instances in your environment during the
maintenance window, even if a platform update isn't available. Replacing all instances in your
environment is helpful if your application encounters bugs or memory issues when running for a
long period.

On environments created on November 25, 2019 or later using the Elastic Beanstalk console,
managed updates are enabled by default whenever possible. Managed updates require enhanced
health to be enabled. Enhanced health is enabled by default when you select one of the
configuration presets, and disabled when you select Custom configuration. The console can't
enable managed updates for older platform versions that don't support enhanced health, or when
enhanced health is disabled. When the console enables managed updates for a new environment,
the Weekly update window is set to a random day of the week at a random time. Update level

is set to Minor and patch, and Instance replacement is disabled. You can disable or reconfigure
managed updates before the final environment creation step.

For an existing environment, use the Elastic Beanstalk console anytime to configure managed
platform updates.
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/A Important

A high number of Beanstalk environments in one AWS account may present a risk of
throttling issues during managed updates. High number is a relative amount that depends
on how closely you schedule the managed updates for your environments. Over 200
environments in one account scheduled closely could cause throttling issues, although a
lower number may also be problematic.

To balance the resource load for managed updates, we advise that you spread out the
scheduled maintenance windows for the environments in one account.

Also, consider a multi-account strategy. For more information, see Organizing Your AWS
Environment Using Multiple Accounts on the AWS Whitepapers & Guides website.

To configure managed platform updates

A

Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

In the navigation pane, choose Configuration.
In the Managed updates category, choose Edit.
Disable or enable Managed updates.

If managed updates are enabled, select a maintenance window, and then select an Update
level.

(Optional) Select Instance replacement to enable weekly instance replacement.
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Elastic Beanstalk Envirenments GettingStartedApp-env Configuration

Modify managed updates

Managed platform updates

Enable managed platform updates to apply platform updates automatically during a weekly maintenance window that you choose. Your
application stays available during the update process

Managed updates
Enabled

Woeekly update window
Tuesday v at 12 v | 00 v UTC

Any available managed updates will run between Tuesday, 4:00 AM and Tuesday, 6:00 AM (-0300 GMT)
Update level

Minor and patch v

Instance replacement
If enabled, an instance replacement will be scheduled if no othér updates are available

Enabled

8. To save the changes choose Apply at the bottom of the page.

Managed platform updates depend on enhanced health reporting to determine that your
application is healthy enough to consider the platform update successful. See Enabling Elastic
Beanstalk enhanced health reporting for instructions.

Sections

» Permissions required to perform managed platform updates

« Managed update maintenance window

« Minor and patch version updates

o Immutable environment updates

« Managing managed updates

» Managed action option namespaces
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Permissions required to perform managed platform updates

Elastic Beanstalk needs permission to initiate a platform update on your behalf. To

gain these permissions, Elastic Beanstalk assumes the managed-updates service role.

When you use the default service role for your environment, the Elastic Beanstalk

console uses it as the managed-updates service role too. The console assigns the
AWSElasticBeanstalkManagedUpdatesCustomerRolePolicy managed policy to your service
role. This policy has all permissions that Elastic Beanstalk needs to perform managed platform

updates.

For details about other ways to set the managed-updates service role, see the section called

“Service roles”.

(@ Note

If you use configuration files to extend your environment to include additional resources,

you might need to add permissions to your environment's managed-updates service role.
Typically you need to add permissions when you reference these resources by name in
other sections or files.

If an update fails, you can find the reason for the failure on the Managed updates page.

Managed update maintenance window

When AWS releases a new version of your environment's platform, Elastic Beanstalk schedules a
managed platform update during the next weekly maintenance window. Maintenance windows are
two hours long. Elastic Beanstalk starts a scheduled update during the maintenance window. The
update might not complete until after the window ends.

(® Note

In most cases, Elastic Beanstalk schedules your managed update to occur during your
coming weekly maintenance window. The system considers various aspects of update
safety and service availability when scheduling managed updates. In rare cases, an update
might not be scheduled for the first coming maintenance window. If this happens, the
system tries again during the next maintenance window. To manually apply the managed
update, choose Apply now as explained in Managing managed updates on this page.

Managed updates 267



AWS Elastic Beanstalk Developer Guide

Minor and patch version updates

You can enable managed platform updates to apply patch version updates only, or for both
minor and patch version updates. Patch version updates provide bug fixes and performance
improvements, and can include minor configuration changes to the on-instance software, scripts,
and configuration options. Minor version updates provide support for new Elastic Beanstalk
features. You can't apply major version updates, which might make changes that are backward
incompatible, with managed platform updates.

In a platform version number, the second number is the minor update version, and the third
number is the patch version. For example, a version 2.0.7 platform version has a minor version of 0
and a patch version of 7.

Immutable environment updates

Managed platform updates perform immutable environment updates to upgrade your

environment to a new platform version. Immutable updates update your environment without
taking any instances out of service or modifying your environment, before confirming that
instances running the new version pass health checks.

In an immutable update, Elastic Beanstalk deploys as many instances as are currently running with
the new platform version. The new instances begin to take requests alongside those running the
old version. If the new set of instances passes all health checks, Elastic Beanstalk terminates the
old set of instances, leaving only instances with the new version.

Managed platform updates always perform immutable updates, even when you apply them
outside of the maintenance window. If you change the platform version from the Dashboard,
Elastic Beanstalk applies the update policy that you've chosen for configuration updates.

/A Warning

Some policies replace all instances during the deployment or update. This causes all
accumulated Amazon EC2 burst balances to be lost. It happens in the following cases:

« Managed platform updates with instance replacement enabled
o Immutable updates

» Deployments with immutable updates or traffic splitting enabled
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Managing managed updates

The Elastic Beanstalk console shows detailed information about managed updates on the Managed
updates overview page.

To view information about managed updates (console)

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

3. Choose Managed updates.
The Managed updates overview section provides information about scheduled and pending
managed updates. The History section lists successful updates and failed attempts.

You can choose to apply a scheduled update immediately, instead of waiting until the maintenance
window.

To apply a managed platform update immediately (console)

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

Choose Managed updates.
4. Choose Apply now.
5. Verify the update details, and then choose Apply.

When you apply a managed platform update outside of the maintenance window, Elastic Beanstalk
performs an immutable update. If you update the environment's platform from the Dashboard,

or by using a different client, Elastic Beanstalk uses the update type that you selected for
configuration changes.

If you don't have a managed update scheduled, your environment might already be running the
latest version. Other reasons for not having an update scheduled include:

« A minor version update is available, but your environment is configured to automatically apply
only patch version updates.
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« Your environment hasn't been scanned since the update was released. Elastic Beanstalk typically
checks for updates every hour.

« An update is pending or already in progress.

When your maintenance window starts or when you choose Apply now, scheduled updates go into
pending status before execution.

Managed action option namespaces

You can use configuration options in the aws:elasticbeanstalk:managedactions and

aws:elasticbeanstalk:managedactions:platformupdate namespaces to enable and

configure managed platform updates.

The ManagedActionsEnabled option turns on managed platform updates. Set this option
to true to enable managed platform updates, and use the other options to configure update
behavior.

Use PreferredStartTime to configure the beginning of the weekly maintenance window in
day:hour:minute format.

Set UpdatelLevel to minor or patch to apply both minor and patch version updates, or just
patch version updates, respectively.

When managed platform updates are enabled, you can enable instance replacement by setting
the InstanceRefreshEnabled option to true. When this setting is enabled, Elastic Beanstalk
runs an immutable update on your environment every week, regardless of whether there is a new
platform version available.

The following example configuration file enables managed platform updates for patch version

updates with a maintenance window starting at 9:00 AM UTC each Tuesday.

Example .ebextensions/managed-platform-update.config

option_settings:
aws:elasticbeanstalk:managedactions:
ManagedActionsEnabled: true
PreferredStartTime: "Tue:09:00"
aws:elasticbeanstalk:managedactions:platformupdate:
UpdatelLevel: patch
InstanceRefreshEnabled: true
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Migrating your application from a legacy platform version

If you have deployed an Elastic Beanstalk application that uses a legacy platform version, you
should migrate your application to a new environment using a non-legacy platform version so that
you can get access to new features. If you are unsure whether you are running your application
using a legacy platform version, you can check in the Elastic Beanstalk console. For instructions, see
To check if you are using a legacy platform version.

What new features are legacy platform versions missing?

Legacy platforms do not support the following features:

» Configuration files, as described in the Advanced environment customization with configuration

files (. ebextensions) topic

« ELB health checks, as described in the Basic health reporting topic

« Instance Profiles, as described in the Managing Elastic Beanstalk instance profiles topic

» VPCs, as described in the Using Elastic Beanstalk with Amazon VPC topic

» Data Tiers, as described in the Adding a database to your Elastic Beanstalk environment topic

« Worker Tiers, as described in the Elastic Beanstalk worker environments topic

 Single Instance Environments, as described in the Environment types topic

» Tags, as described in the Tagging resources in your Elastic Beanstalk environments topic

» Rolling Updates, as described in the Elastic Beanstalk rolling environment configuration updates

topic

Why are some platform versions marked legacy?

Some older platform versions do not support the latest Elastic Beanstalk features. These versions
are marked (legacy) on the environment overview page in the Elastic Beanstalk console.

To check if you are using a legacy platform version

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

3. On the environment overview page, view the Platform name.
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Your application is using a legacy platform version if you see (legacy) next to the platform's
name.

To migrate your application

1. Deploy your application to a new environment. For instructions, go to Creating an Elastic

Beanstalk environment.

2. If you have an Amazon RDS DB Instance, update your database security group to allow
access to your EC2 security group for your new environment. For instructions on how to
find the name of your EC2 security group using the AWS Management Console, see EC2
security groups. For more information about configuring your EC2 security group, go to the
"Authorizing Network Access to an Amazon EC2 Security Group" section of Working with DB
Security Groups in the Amazon Relational Database Service User Guide.

3. Swap your environment URL. For instructions, go to Blue/Green deployments with Elastic

Beanstalk.

4. Terminate your old environment. For instructions, go to Terminate an Elastic Beanstalk

environment.

® Note

If you use AWS Identity and Access Management (IAM) then you will need to update
your policies to include AWS CloudFormation and Amazon RDS (if applicable). For more
information, see Using Elastic Beanstalk with AWS Identity and Access Management.

Migrating your Elastic Beanstalk Linux application to Amazon Linux
2023 or Amazon Linux 2

This section describes how to migrate your application using one of the following migration paths.

« Migrate from an Amazon Linux 2 platform branch to an Amazon Linux 2023 platform branch.

« Migrate from an Amazon Linux AMI (AL1) platform branch to either an Amazon Linux 2023
(recommended) or an Amazon Linux 2 platform branch.

Topics
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» Migration from Amazon Linux 2 to Amazon Linux 2023

« Migration from Amazon Linux AMI (AL1) to AL2 or AL2023

Migration from Amazon Linux 2 to Amazon Linux 2023

This topic provides guidance to migrate your application from an Amazon Linux 2 platform branch
to an Amazon Linux 2023 platform branch.

Differences and compatibility

Between the Elastic Beanstalk AL2 and AL2023 platforms

There is a high degree of compatibility between Elastic Beanstalk Amazon Linux 2 and Amazon
Linux 2023 platforms. Although there are some differences to note:

 Instance Metadata Service Version 1 (IMDSv1) — The DisableIMDSv1 option setting defaults to
true on AL2023 platforms. The default is false on AL2 platforms.

« pkg-repo instance tool — The pkg-repo tool is not available for environments running on AL2023
platforms. However,you can manually apply package and operating system updates to an
AL2023 instance. For more information, see Managing packages and operating system updates

in the Amazon Linux 2023 User Guide.

« Apache HTTPd configuration — The Apache httpd. conf file for AL2023 platforms has some
configuration settings that are different from those for AL2:

» Deny access to the server’s entire file system by default. These settings are described in Protect
Server Files by Default on the Apache website Security Tips page.

« Stop users from overriding security features you've configured. The configuration denies access
to set up of . htaccess in all directories, except for those specifically enabled. This setting is
described in Protecting System Settings on the Apache website Security Tips page. The Apache
HTTP Server Tutorial: .htaccess files page states this setting may help improve performance.

« Deny access to files with name pattern . ht*. This setting prevents web clients from viewing
.htaccess and .htpasswd files.

You can change any of the above configuration settings for your environment. For more
information, see Configuring Apache HTTPD.

Between the Amazon Linux operating systems
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For more information about the differences between the Amazon Linux 2 and Amazon Linux 2023
operating systems, see Comparing Amazon Linux 2 and Amazon Linux 2023 in the Amazon Linux
2023 User Guide.

For more information about Amazon Linux 2023, see What is Amazon Linux 20237 in the Amazon
Linux 2023 User Guide.

General migration process

When you're ready to go to production, Elastic Beanstalk requires a blue/green deployment to
perform the upgrade. The following are the general best practice steps that we recommend for
migration with a blue/green deployment procedure.

Preparing to test for your migration

Before you deploy your application and start testing, review the information in the prior section

Differences and compatibility. Also review the reference cited in that section, Comparing Amazon
Linux 2 and Amazon Linux 2023 in the Amazon Linux 2023 User Guide. Make a note of the specific
information from this content that applies or may apply to your application and configuration set

up.

High level migration steps

1. Create a new environment that's based on an AL2023 platform branch.

2. Deploy your application to the target AL2023 environment.

Your existing production environment will remain active and unaffected, while you iterate
through testing and making adjustments to the new environment.

3. Test your application thoroughly in the new environment.

4. When your destination AL2023 environment is ready to go to production, swap the CNAMEs of
the two environments to redirect traffic to the new AL2023 environment.

More detailed migration steps and best practices

For a more detailed blue/green deployment procedure, see Blue/Green deployments with Elastic
Beanstalk.

For more specific guidance and detailed best practice steps, see Blue/Green method.
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More references to help plan your migration
The following references can offer additional information to plan your migration.

Elastic Beanstalk supported platforms in AWS Elastic Beanstalk Platforms

Retired platform branch history

the section called “Linux platforms”

Platform retirement FAQ

Migration from Amazon Linux AMI (AL1) to AL2 or AL2023

If your Elastic Beanstalk application is based on an Amazon Linux AMI platform branch, use this
section to learn how to migrate your application's environments to Amazon Linux 2 or Amazon
Linux 2023. Previous generation platform branches based on Amazon Linux AMI are now retired.

We highly recommend that you migrate to Amazon Linux 2023, since it's more recent than Amazon
Linux 2. The Amazon Linux 2 operating system will reach end of support before Amazon Linux
2023 does, so you'll benefit from a longer time frame of support if you migrate to Amazon Linux
2023.

It's worthwhile to note that there is a high degree of compatibility between the Elastic Beanstalk
Amazon Linux 2 and Amazon Linux 2023 platforms. Although some areas do have differences: the
Instance Metadata Service Version 1 (IMDSv1) option default, support for the pkg-repo instance
tool, and some Apache HTTPd configuration. For more information, see Amazon Linux 2023

Differences and compatibility

The AL2023/AL2 based platform branches aren't guaranteed to be backward compatible with your
existing application. It's also important to be aware that even if your application code successfully
deploys to the new platform version, it might behave or perform differently due to operating
system and run time differences.

Although Amazon Linux AMI and AL2023/AL2 share the same Linux kernel, they differ in the
following aspects: their initialization system, the 1ibc versions, the compiler tool chain, and
various packages. For more information, see Amazon Linux 2 FAQs.

The Elastic Beanstalk service has also updated platform specific versions of runtime, build tools,
and other dependencies.
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Therefore we recommend that you take your time, test your application thoroughly in a
development environment, and make any necessary adjustments.

General migration process

When you're ready to go to production, Elastic Beanstalk requires a blue/green deployment to
perform the upgrade. The following are the general best practice steps that we recommend for
migration with a blue/green deployment procedure.

Preparing to test for your migration

Before you deploy your application and start testing, review the information in Considerations

for all Linux platforms, which follows later in this topic. Also, review the information that applies

to your platform in the Platform specific considerations section that follows. Make a note of

the specific information from this content that applies or may apply to your application and
configuration set up.

High level migration steps

1. Create a new environment that's based on an AL2 or AL2023 platform branch. We recommend
that you migrate to an AL2023 platform branch.

2. Deploy your application to the target AL2023/AL2 environment.

Your existing production environment will remain active and unaffected, while you iterate
through testing and making adjustments to the new environment.

3. Test your application thoroughly in the new environment.

4. When your destination AL2023/AL2 environment is ready to go to production, swap the
CNAMEs of the two environments to redirect traffic to the new environment.

More detailed migration steps and best practices

For a more detailed blue/green deployment procedure, see Blue/Green deployments with Elastic
Beanstalk.

For more specific guidance and detailed best practice steps, see Blue/Green method.

More references to help plan your migration

The following references can offer additional information to plan your migration.
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o Comparing Amazon Linux 2 and Amazon Linux 2023 Amazon Linux 2023 User Guide.

« What is Amazon Linux 2023? in the Amazon Linux 2023 User Guide

« Elastic Beanstalk supported platforms in AWS Elastic Beanstalk Platforms

 Retired platform branch history

 the section called “Linux platforms”

e Platform retirement FAQ

Considerations for all Linux platforms

The following table discusses considerations you should be aware of when planning an application
migration to AL2023/AL2. These considerations apply to any of the Elastic Beanstalk Linux
platforms, regardless of specific programming languages or application servers.

Area Changes and information

Configura On AL2023/AL2 platforms, you can use configuration files as before, and all

tion Files sections work the same way. However, specific settings might not work the same
as they did on previous Amazon Linux AMI platforms. For example:

« Some software packages that you install using a configuration file might not be
available on AL2023/AL2, or their names might have changed.

» Some platform specific configuration options have moved from their platform
specific namespaces to different, platform agnostic namespaces.

» Proxy configuration files provided in the .ebextensions/nginx directory
should move to the .platform/nginx platform hooks directory. For details,
see Reverse proxy configuration.

We recommend using platform hooks to run custom code on your environment
instances. You can still use commands and container commands in .ebextens
ions configuration files, but they aren't as easy to work with. For example,
writing command scripts inside a YAML file can be cumbersome and difficult to
test.

You still need to use .ebextensions configuration files for any script that
needs a reference to an AWS CloudFormation resource.
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Area

Platform
hooks

Supported

proxy
servers

Changes and information

AL2 platforms introduced a new way to extend your environment's platform by
adding executable files to hook directories on the environment's instances. With
previous Linux platform versions, you might have used custom platform hooks.
These hooks weren't designed for managed platforms and weren't supported, but
could work in useful ways in some cases. With AL2023/AL2 platform versions,
custom platform hooks don't work. You should migrate any hooks to the new
platform hooks. For details see Platform hooks.

AL2023/AL2 platform versions support the same reverse proxy servers as each
platform supported in its Amazon Linux AMI platform versions. All AL2023/AL

2; platform versions use nginx as their default reverse proxy server, with the
exception of the ECS and Docker platforms. The Tomcat, Node.js, PHP, and Python
platform also support Apache HTTPD as an alternative. All platforms enable
proxy server configuration in a uniform way, as described in this section. However,
configuring the proxy server is slightly different than it was on Amazon Linux AMI.
These are the differences for all platforms:

« Default is nginx — The default proxy server on all AL2023/AL2 platform
versions is nginx. On Amazon Linux AMI platform versions of Tomcat, PHP, and
Python, the default proxy server was Apache HTTPD.

« Consistent namespace — All AL2023/AL2 platform versions use the aws:elast
icbeanstalk:environment:proxy namespace to configure the
proxy server. On Amazon Linux AMI platform versions this was a per-platform
decision, and Node.js used a different namespace.

» Configuration file location - You should place proxy configuration files in the
.platform/nginx and .platform/httpd directories onall AL2023/AL2
platform versions. On Amazon Linux AMI platform versions these locations were
.ebextensions/nginx and .ebextensions/httpd , respectively.

For platform-specific proxy configuration changes, see the section called
“Platform specific considerations”. For information about proxy configuration on

AL2023/AL2 platforms, see Reverse proxy configuration.
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Proxy
Configura
tion
Changes

Instance
profile

Enhanced
health

Custom
AMI

Custom
platforms

Changes and information

There are proxy configuration changes that apply uniformly to all platforms in
addition to proxy configuration changes that are specific to each platform. It's
important to refer to both to accurately configure your environments.

« All platforms - see Reverse proxy configuration

« Platform-specific — see the section called “Platform specific considerations”.

AL2023/AL2 platforms require an instance profile to be configured. Environment
creation might temporarily succeed without one, but the environment might show
errors soon after creation when actions requiring an instance profile start failing.
For details, see the section called “Instance profiles”.

AL2023/AL2 platform versions enable enhanced health by default. This is a
change if you don't use the Elastic Beanstalk console to create your environments.
The console enables enhanced health by default whenever possible, regardless of
platform version. For details, see the section called “Enhanced health reporting

and monitoring".

If your environment uses a custom AMI, create a new AMI based on AL2023/AL2
for your new environment using an Elastic Beanstalk AL2023/AL2 platform.

The managed AMIs of AL2023/AL2 platform versions don't support custom
platforms.

Platform specific considerations

This section discusses migration considerations specific to particular Elastic Beanstalk Linux

platforms.

Docker

The Docker platform branch family based on Amazon Linux AMI (AL1) includes three platform

branches. We recommend a different migration path for each.
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AL1
Platform
branch

Multi-
container
Docker
managed
by Amazon
ECS
running on
Amazon
Linux AMI
(ALT)

Docker
running on
Amazon
Linux AMI
(AL1)

Preconfig
ured
Docker
(Glassfis
h 5.0)
running
Amazon
Linux AMI
(AL1)

Migration Path to AL2023/AL2

ECS based Docker AL2023/AL2 platform branches

The ECS based Docker AL2023/AL2 platform branches offer a straightforward
migration path for environments running on the Multi-container Docker AL1
platform branch.

o Like the previous Multi-container Docker AL1 branch, the AL2023/AL2 platform
branches use Amazon ECS to coordinate deployment of multiple Docker
containers to an Amazon ECS cluster in an Elastic Beanstalk environment.

o The AL2023/AL2 platform branches support all of the features in the previous
Multi-container Docker AL1 branch.

o The AL2023/AL2 platform branches also support the same Dockerrun

.aws.json v2 file.

For more information about migrating your applications running on the Multi-
container Docker Amazon Linux platform branch to an Amazon ECS running on
AL2023/AL2 platform branch, see ?7?.

Docker Running on AL2023/AL2 platform branch

We recommend that you migrate your applications running on environments
based on Preconfigured Docker (Glassfish 5.0) or Docker running on Amazon Linux
AMI (AL17) to environments that are based on the Docker Running on Amazon
Linux 2 or Docker Running on AL2023 platform branches.

If your environment is based on the Preconfigured Docker (Glassfish 5.0) platform
branch, see the section called “Tutorial - GlassFish on Docker: path to Amazon
Linux 2023".

The following table lists migration information specific to the platform branch
Docker Running on AL2023/AL2.
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Platform
branch

Area

Storage

Private
repositor
y
authentic
ation

Proxy
server

Changes and information

Elastic Beanstalk configures Docker to use storage drivers to

store Docker images and container data. On Amazon Linux AMI,
Elastic Beanstalk used the Device Mapper storage driver. To

improve performance, Elastic Beanstalk provisioned an extra
Amazon EBS volume. On AL2023/AL2 Docker platform versions,
Elastic Beanstalk uses the OverlayFS storage driver, and achieves
even better performance while not requiring a separate volume

anymore.

With Amazon Linux AMI, if you used the BlockDeviceMapping

s option of the aws:autoscaling:launchconfiguration
namespace to add custom storage volumes to a Docker environme
nt, we advised you to also add the /dev/xvdcz Amazon EBS
volume that Elastic Beanstalk provisions. Elastic Beanstalk doesn't
provision this volume anymore, so you should remove it from

your configuration files. For details, see the section called “Docker

configuration on Amazon Linux AMI (preceding Amazon Linux 2)".

When you provide a Docker-generated authentication file to
connect to a private repository, you no longer need to convert it to
the older format that Amazon Linux AMI Docker platform versions
required. AL2023/AL2 Docker platform versions support the new
format. For details, see the section called “Authenticating with

image repositories”.

AL2023/AL2 Docker platform versions don't support standalone
containers that don't run behind a proxy server. On Amazon Linux
AMI Docker platform versions, this used to be possible through
the none value of the ProxyServer optioninthe aws:elast
icbeanstalk:environment:proxy namespace.
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Go

The following table lists migration information for the AL2023/AL2 platform versions in the Go
platform.

Area Changes and information
Port On AL2023/AL2 platforms, Elastic Beanstalk doesn't pass a port value to your
passing application process through the PORT environment variable. You can simulate this

behavior for your process by configuring a PORT environment property yourself.
However, if you have multiple processes, and you're counting on Elastic Beanstalk
passing incremental port values to your processes (5000, 5100, 5200 etc.), you
should modify your implementation. For details see Reverse proxy configuration.

Amazon Corretto

The following table lists migration information for the Corretto platform branches in the Java SE
platform.

Area Changes and information

Corretto To implement the Java Platform, Standard Edition (Java SE), AL2023/AL2

VS. platform branches use Amazon Corretto, an AWS distribution of the Open Java

OpenlJDK Development Kit (OpenJDK). Prior Elastic Beanstalk Java SE platform branches
use the OpenlJDK packages included with Amazon Linux AMI.

Build tools  AL2023/AL2 platforms have newer versions of the build tools: gradle, maven,
and ant.

JAR file On AL2023/AL2 platforms, if your source bundle (ZIP file) contains a single

handling JAR file and no other files, Elastic Beanstalk no longer renames the JAR file to
application.jar .Renaming occurs only if you submit a JAR file on its own,
not within a ZIP file.

Port On AL2023/AL2 platforms, Elastic Beanstalk doesn't pass a port value to your

passing application process through the PORT environment variable. You can simulate this
behavior for your process by configuring a PORT environment property yourself.
However, if you have multiple processes, and you're counting on Elastic Beanstalk
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passing incremental port values to your processes (5000, 5100, 5200 etc.), you
should modify your implementation. For details see Reverse proxy configuration.

Java 7 Elastic Beanstalk doesn't support an AL2023/AL2 Java 7 platform branch. If you
have a Java 7 application, migrate it to Corretto 8 or Corretto 11.

Tomcat

The following table lists migration information for the AL2023/AL2 platform versions in the
Tomcat platform.

Area Changes and information

Configura On AL2023/AL2 platform versions, Elastic Beanstalk supports only a subset of

tion the configuration options and option values in the aws:elasticbeansta
options lk:environment:proxy namespace. Here's the migration information for
each option.

Option Migration information

GzipComp Unsupported on AL2023/AL2 platform versions.

ession

ProxySer AL2023/AL2 Tomcat platform versions support both the nginx
er and the Apache HTTPD version 2.4 proxy servers. However, Apache
version 2.2 isn't supported.

On Amazon Linux AMI platform versions, the default proxy was
Apache 2.4. If you used the default proxy setting and added custom
proxy configuration files, your proxy configuration should still work
on AL2023/AL2. However, if you used the apache/2.2 option
value, you now have to migrate your proxy configuration to Apache
version 2.4.
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The XX:MaxPermSize optioninthe aws:elasticbeanstalk:contai
ner:tomcat:jvmoptions namespace isn't supported on AL2023/AL2
platform versions. The JVM setting to modify the size of the permanent generatio
n applies only to Java 7 and earlier, and is therefore not applicable to AL2023/AL2
platform versions.

Applicati On AL2023/AL2 platforms, the path to the application's directory on Amazon
on path EC2 instances of your environment is /var/app/current .Itwas /var/lib/
tomcat8/webapps on Amazon Linux AMI platforms.

Node.js

The following table lists migration information for the AL2023/AL2 platform versions in the
Node.js platform.

Area Changes and information

Installed On AL2023/AL2 platforms, Elastic Beanstalk maintains several Node.js platform
Node.js branches, and only installs the latest version of the Node.js major version
versions corresponding with the platform branch on each platform version. For example,

each platform version in the Node.js 12 platform branch only has Node.js 12.x.y
installed by default. On Amazon Linux AMI platform versions, we installed the
multiple versions of multiple Node.js versions on each platform version, and only
maintained a single platform branch.

Choose the Node.js platform branch that corresponds with the Node.js major
version that your application needs.

Apache On AL2023/AL2 platforms, if you use the Apache HTTPD proxy server, the HTTPD

HTTPD log log file names are access_log and error_log , which is consistent with all

file names  other platforms that support Apache HTTPD. On Amazon Linux AMI platform
versions, these log files were named access.log and error.log , respectiv
ely.

For details about log file names and locations for all platforms, see the section
called “How Elastic Beanstalk sets up CloudWatch Logs".
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Configura On AL2023/AL2 platforms, Elastic Beanstalk doesn't support the configuration

tion options in the aws:elasticbeanstalk:container:nodejs namespace.
options Some of the options have alternatives. Here's the migration information for each
option.
Option Migration information
NodeComm Use a Procfile orthe scripts keyword in a package. json
nd file to specify the start script.
NodeVers Use the engines keyword in a package. json file to specify
on the Node.js version. Be aware that you can only specify a Node.js
version that correspondes with your platform branch. For example,
if you're using the Node.js 12 platform branch, you can specify only
a 12.x.y Node.js version. For details, see the section called “Specifyi
ng Node.js dependencies with a package.json file".
GzipComp Unsupported on AL2023/AL2 platform versions.
ession
ProxySer On AL2023/AL2 Node.js platform versions, this option moved
er to the aws:elasticbeanstalk:environment:proxy

namespace. You can choose between nginx (the default) and
apache.

AL2023/AL2 Node.js platform versions don't support standalone
applications that don't run behind a proxy server. On Amazon Linux
AMI Node.js platform versions, this used to be possible through

the none value of the ProxyServer optioninthe aws:elast
icbeanstalk:container:nodejs namespace. If your
environment runs a standalone application, update your code to
listen to the port that the proxy server (nginx or Apache) forwards
traffic to.

var port = process.env.PORT || 5000;
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Option Migration information

app.listen(port, function() {

console.log('Server running at http://127.0.0.1:%s’,
port);
1)

PHP

The following table lists migration information for the AL2023/AL2 platform versions in the PHP
platform.

Area Changes and information

PHP file On AL2023/AL2 platforms, PHP files are processed using PHP-FPM (a CGI process

processing  manager). On Amazon Linux AMI platforms we used mod_php (an Apache
module).

Proxy AL2023/AL2 PHP platform versions support both the nginx and the Apache

server HTTPD proxy servers. The default is nginx.

Amazon Linux AMI PHP platform versions supported only Apache HTTPD. If you
added custom Apache configuration files, you can set the ProxyServer option
in the aws:elasticbeanstalk:environment:proxy namespace to
apache.

Python

The following table lists migration information for the AL2023/AL2 platform versions in the
Python platform.

Area Changes and information
WSGI On AL2023/AL2 platforms, Gunicorn is the default WSGI server. By default,
server Gunicorn listens on port 8000. The port might be different than what your
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application used on the Amazon Linux AMI platform. If you're setting the
WSGIPath option of the aws:elasticbeanstalk:container:python

namespace, replace the value with Gunicorn's syntax. For details, see the section
called "Python configuration namespaces”.

Alternatively, you can use a Procfile to specify and configure the WSGI server.
For details, see the section called “Procfile”.

Applicati On AL2023/AL2 platforms, the path to the application's directory on Amazon EC2
on path instances of your environment is /var/app/current . It was /opt/python/
current/app on Amazon Linux AMI platforms.

Proxy AL2023/AL2 Python platform versions support both the nginx and the Apache
server HTTPD proxy servers. The default is nginx.

Amazon Linux AMI Python platform versions supported only Apache HTTPD. If
you added custom Apache configuration files, you can set the ProxyServer
option in the aws:elasticbeanstalk:environment:proxy namespace
to apache.

Ruby

The following table lists migration information for the AL2023/AL2 platform versions in the Ruby

platform.
Area Changes and information
Installed On AL2023/AL2 platforms, Elastic Beanstalk only installs the latest version of a
Ruby single Ruby version, corresponding with the platform branch, on each platform
versions version. For example, each platform version in the Ruby 2.6 platform branch only

has Ruby 2.6.x installed. On Amazon Linux AMI platform versions, we installed the
latest versions of multiple Ruby versions, for example, 2.4.x, 2.5.x, and 2.6.x.

If your application uses a Ruby version that doesn't correspond to the platform
branch you're using, we recommend that you switch to a platform branch that has
the correct Ruby version for your application.
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Applicati On AL2023/AL2 platforms, Elastic Beanstalk only installs the Puma application
on server server on all Ruby platform versions. You can use a Procfile to start a different
application server, and a Gemfile to install it.

On the Amazon Linux AMI platform, we supported two flavors of platform
branches for each Ruby version—one with the Puma application server and the
other with the Passenger application server. If your application uses Passenger,
you can configure your Ruby environment to install and use Passenger.

n

For more information and examples, see the section called “The Ruby platform”.

Platform retirement FAQ

(® Note

Elastic Beanstalk retired all platform branches based on Amazon Linux AMI (AL1) on July
18, 2022.

The answers in this FAQ reference the following topics:

Elastic Beanstalk platform support policy

Retired platform branch history

Elastic Beanstalk supported platforms in AWS Elastic Beanstalk Platforms

Migrating your Elastic Beanstalk Linux application to Amazon Linux 2023 or Amazon Linux 2

Amazon Linux 2 FAQs.

1. What does retirement of a platform branch mean?

Following the announced retirement date of a platform branch, you will no longer be able to
create a new environment based on the retired platform branch, unless you already have an active
environment based on that platform branch. For more information, see FAQ #11. Elastic Beanstalk
will stop providing new maintenance updates for these platform branches. A retired platform
branch isn't recommended for use in production environments. For more information, see FAQ #5.
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2. Why has AWS retired the AL1-based platforms branches?

Elastic Beanstalk retires platform branches when platform components are deprecated or retired
by their vendors. In this case, the Amazon Linux AMI (AL1) has ended standard support as of
December 31, 2020. While Elastic Beanstalk continued to offer AL1 based platforms through 2022,
we have since released AL2 and AL2023 and based platforms that have the latest features. In order
for customers to continue to benefit from the latest security and features going forward, it's critical
for customers to migrate to our AL2 or AL2023 based platforms.

3. Which platform branches are retired?

For a list of platform components and platform branches that have been retired, see Retired
platform branch history.

4. Which platforms are currently supported?

See Elastic Beanstalk supported platforms in AWS Elastic Beanstalk Platforms.

5. Will Elastic Beanstalk remove or terminate any components of my environment
after retirement?

Our policy for retired platform branches does not remove access to environments nor delete
resources. However, an environment based on a retired platform branch can end up in an
unpredictable situation, because Elastic Beanstalk isn't able to provide security updates, technical
support, or hotfixes for retired platform branches due to the supplier marking their component
as End of Life (EOL). For example, a detrimental and critical security vulnerability may surface

in an environment running on a retired platform branch. Or an EB API action may stop working
for the environment if it becomes incompatible with the Elastic Beanstalk service over time.

The opportunity for these types of risks increases the longer an environment based on a retired
platform branch remains active.

If your application should encounter issues while running on a retired platform branch and

you're not able to migrate it to a supported platform, you'll need to consider other alternatives.
Workarounds include encapsulating the application into a Docker image to run it as a Docker
container. This would allow a customer to use any of our Docker solutions, such as our Elastic
Beanstalk AL2023/AL2 Docker platforms, or other Docker based services such as Amazon ECS or
Amazon EKS. Non-Docker alternatives include our AWS CodeDeploy service, which allows complete
customization of the runtimes you desire.
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6. Can | submit a request to extend the retirement date?

No. After the retirement date existing environments will continue to function. However, Elastic
Beanstalk will no longer provide platform maintenance and security updates. Therefore, it's critical
to migrate to AL2 or AL2023 if you are still running applications on an AL1-based platform. For
more information about risks and workarounds, see FAQ #5.

7. What are the workarounds if | can't complete my AL2 or AL2023 migration in
time?

Customers may continue to run the environment, although we strongly encourage you to plan

to migrate all of your Elastic Beanstalk environments to a supported platform version. Doing

so will minimize risk and provide continued benefit from important security, performance, and
functionality enhancements offered in more recent releases. For more information about risks and
workarounds, see FAQ #5.

8. What is the recommended process to migrate to AL2 or AL2023 platforms?

For comprehensive AL1 to AL2023/AL2 migration instructions, see Migrating your Elastic Beanstalk
Linux application to Amazon Linux 2023 or Amazon Linux 2. This topic explains that Elastic
Beanstalk requires a blue/green deployment to perform the upgrade.

9. If | have an environment running on a retired platform, what would be the
impact?

An environment based on a retired platform branch can end up in an unpredictable situation,
because Elastic Beanstalk isn't able to provide security updates, technical support, or hotfixes for
retired platform branches due to the supplier marking their component as End of Life (EOL). For
example, a detrimental and critical security vulnerability may surface in an environment running on
a retired platform branch. Or an EB API action may stop working for the environment if it becomes
incompatible with the Elastic Beanstalk service over time. The opportunity for these types of

risks increases the longer an environment on a retired platform branch remains active. For more
information, see FAQ #5.

10. What happens 90 days after the retirement date?

Our policy for retired platform branches does not remove access to environments nor delete
resources. However, be aware that an environment based on a retired platform branch can end
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up in an unpredictable situation, because Elastic Beanstalk isn't able to provide security updates,
technical support, or hotfixes for retired platform branches due to the supplier marking their
component as End of Life (EOL). For example, a detrimental and critical security vulnerability may
surface in an environment running on a retired platform branch. Or an EB API action may stop
working for the environment if it becomes incompatible with the Elastic Beanstalk service over
time. The opportunity for these types of risks increases the longer an environment on a retired
platform branch remains active. For more information see FAQ #5.

11. Can | create a new environment based on a retired platform?

You can create a new environment based on a retired platform branch, if you've already used that
platform branch to create an existing environment using the same account and in the same region.
The retired platform branch will not be available in the Elastic Beanstalk console. However, for
customers that have existing environments based on a retired platform branch, it will be available
through the EB CLI, EB API, and AWS CLI. Also, existing customers can use the Clone environment
and Rebuild environment consoles. However, be aware that an environment based on a retired

platform branch can end up in an unpredictable situation. For more information, see FAQ #5.

12. If | have an existing environment running on a retired platform branch, until
when can | create a new environment based on the retired platform branch? Can |
do so using the console, CLI or API?

You can create the environment after the retirement date. However, keep in mind that a retired
platform branch can end up in an unpredictable situation. The further out in time such an
environment an environment is created or active, the higher the risk for the environment to
encounter unexpected issues. For more information about creating a new environment, see FAQ
#11.

13. Can | clone or rebuild my environment which is based on retired platform?

Yes. You can do so using the Clone environment and Rebuild environment consoles. You can also

use the EB CLI, EB API, and AWS CLI. For more information about creating a new environment, see
FAQ #11.

However, we strongly encourage you to plan to migrate all your Elastic Beanstalk environments
to a supported platform version. Doing so will minimize risk and provide continued benefit from
important security, performance, and functionality enhancements offered in more recent releases.
For more information about risks and workarounds, see FAQ #5.
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14. After the retirement date, what would happen to the AWS resources of my
Elastic Beanstalk environment that is based on a retired platform branch? For
example, if the running EC2 instance gets terminated, would Elastic Beanstalk be
able to launch a new AL1 based EC2 instance to maintain capacity?

The environment's resources would remain active and continue to function. And, yes, Elastic
Beanstalk will auto scale for AL1 EC2 instances in the environment. However, Elastic Beanstalk
will stop providing new platform maintenance updates to the environment, which can lead to the
environment ending up in an unpredictable situation over time. For more information, see FAQ #5.

15. What are key differences between the AL2023/AL2 and Amazon Linux AMI
(AL1) operating systems? How are the Elastic Beanstalk AL2023/AL2 platform
branches affected?

Although Amazon Linux AMI and AL2023/AL2 share the same Linux kernel, they differ in their
initialization system, 1ibc versions, the compiler tool chain, and various packages. For more
information, see Amazon Linux 2 FAQs.

The Elastic Beanstalk service has also updated platform specific versions of runtime, build tools,
and other dependencies. The AL2023/AL2 based platform branches aren't guaranteed to be
backward compatible with your existing application. Furthermore, even if your application code
successfully deploys to the new platform version, it might behave or perform differently due

to operating system and run time differences. For a list and description of configurations and
customizations that you'll need to review and test, see Migrating your Elastic Beanstalk Linux

application to Amazon Linux 2023 or Amazon Linux 2.

Canceling environment configuration updates and application
deployments

You can cancel in-progress updates that are triggered by environment configuration changes.

You can also cancel the deployment of a new application version in progress. For example, you
might want to cancel an update if you decide you want to continue using the existing environment
configuration instead of applying new environment configuration settings. Or, you might realize
that the new application version that you are deploying has problems that will cause it to not start
or not run properly. By canceling an environment update or application version update, you can
avoid waiting until the update or deployment process is done before you begin a new attempt to
update the environment or application version.
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® Note

During the cleanup phase in which old resources that are no longer needed are removed,
after the last batch of instances has been updated, you can no longer cancel the update.

Elastic Beanstalk performs the rollback the same way that it performed the last successful update.
For example, if you have time-based rolling updates enabled in your environment, then Elastic
Beanstalk will wait the specified pause time between rolling back changes on one batch of
instances before rolling back changes on the next batch. Or, if you recently turned on rolling
updates, but the last time you successfully updated your environment configuration settings was
without rolling updates, Elastic Beanstalk will perform the rollback on all instances simultaneously.

You cannot stop Elastic Beanstalk from rolling back to the previous environment configuration
once it begins to cancel the update. The rollback process continues until all instances in the
environment have the previous environment configuration or until the rollback process fails.

For application version deployments, canceling the deployment simply stops the deployment;
some instances will have the new application version and others will continue to run the existing
application version. You can deploy the same or another application version later.

For more information about rolling updates, see Elastic Beanstalk rolling environment
configuration updates. For more information about batched application version deployments, see
Deployment policies and settings.

To cancel an update

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

3. On the environment overview page, choose Actions, and then choose Abort current
operation.

Rebuilding Elastic Beanstalk environments

Your AWS Elastic Beanstalk environment can become unusable if you don't use Elastic Beanstalk
functionality to modify or terminate the environment's underlying AWS resources. If this happens,
you can rebuild the environment to attempt to restore it to a working state. Rebuilding an
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environment terminates all of its resources and replaces them with new resources with the same
configuration.

You can also rebuild terminated environments within six weeks (42 days) of their termination.
When you rebuild, Elastic Beanstalk attempts to create a new environment with the same name, ID,
and configuration.

Rebuilding a running environment

You can rebuild an environment through the Elastic Beanstalk console or by using the
RebuildEnvironment API.

/A Warning

If your environment has a coupled database, it will be deleted as part of the rebuild,
and the new database in the rebuilt environment will not contain the previous data. If you
would like to retain the database or take a snapshot, make sure you have the database
deletion policy configured properly for the desired results after it's rebuilt. For more
information, see Database lifecycle.

To rebuild a running environment (console)

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

Choose Actions, and then choose Rebuild environment.
4. Choose Rebuild.

To rebuild a running environment with the Elastic Beanstalk API, use the RebuildEnvironment
action with the AWS CLI or the AWS SDK.

$ aws elasticbeanstalk rebuild-environment --environment-id e-vdnftxubwq

Rebuilding a terminated environment

You can rebuild and restore a terminated environment by using the Elastic Beanstalk console, the
EB CLI, or the RebuildEnvironment API.

Rebuilding a running environment 294


https://console.aws.amazon.com/elasticbeanstalk
https://docs.aws.amazon.com/elasticbeanstalk/latest/api/API_RebuildEnvironment.html

AWS Elastic Beanstalk Developer Guide

® Note

Unless you are using your own custom domain name with your terminated environment,
the environment uses a subdomain of elasticbeanstalk.com. These subdomains are shared
within an Elastic Beanstalk region. Therefore, they can be used by any environment created
by any customer in the same region. While your environment was terminated, another
environment could use its subdomain. In this case, the rebuild would fail.

You can avoid this issue by using a custom domain. See Your Elastic Beanstalk

environment's Domain name for details.

Recently terminated environments appear in the application overview for up to an hour. During
this time, you can view events for the environment in its dashboard, and use the Restore

environment action to rebuild it.

To rebuild an environment that is no longer visible, use the Restore terminated environment
option from the application page.

To rebuild a terminated environment (console)

Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

In the navigation pane, choose Applications, and then choose your application's name from
the list.

Choose Actions, and then choose Restore terminated environment.

.............................................

Create environment
Restore terminated environment
xray-dotnet Swap envirnnment{;ELs

Delete application
Environment tier: wWen semver
Running versions: Sample Application
Last modified: 20016-12-12 16:08:25 UTC-0800

4. Choose a terminated environment.

5.

Choose Restore.
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kS

Terminated environments

You can restore environments terminated in the last six weeks

Name Date terminated Platform configuration Application version
@ betajava 2016-12-12 10:50:49 UTC-0800 B4bit Amazon Linux 2016.03 v2.1.6 running Java 8  app-a7ab-161024_181124
Cancel Restore

Elastic Beanstalk attempts to create a new environment with the same name, ID, and configuration.
If an environment with the same name or URL exists when you attempt to rebuild, the rebuild fails.
Deleting the application version that was deployed to the environment will also cause the rebuild
to fail.

If you use the EB CLI to manage your environment, use the eb restore command to rebuild a
terminated environment.

$ eb restore e-vdnftxubwq

See eb restore for more information.

To rebuild a terminated environment with the Elastic Beanstalk API, use the
RebuildEnvironment action with the AWS CLI or the AWS SDK.

$ aws elasticbeanstalk rebuild-environment --environment-id e-vdnftxubwq

Environment types

In AWS Elastic Beanstalk, you can create a load-balanced, scalable environment or a single-instance
environment. The type of environment that you require depends on the application that you
deploy. For example, you can develop and test an application in a single-instance environment to
save costs and then upgrade that environment to a load-balanced, scalable environment when the
application is ready for production.
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® Note

A worker environment tier for a web application that processes background tasks doesn't
include a load balancer. However, a worker environment does effectively scale out by
adding instances to the Auto Scaling group to process data from the Amazon SQS queue
when the load necessitates it.

Load-balanced, scalable environment

A load-balanced and scalable environment uses the Elastic Load Balancing and Amazon EC2

Auto Scaling services to provision the Amazon EC2 instances that are required for your deployed
application. Amazon EC2 Auto Scaling automatically starts additional instances to accommodate
increasing load on your application. If the load on your application decreases, Amazon EC2 Auto
Scaling stops instances but always leaves your specified minimum number of instances running. If
your application requires scalability with the option of running in multiple Availability Zones, use a
load-balanced, scalable environment. If you're not sure which environment type to select, you can
pick one and, if required, switch the environment type later.

Single-instance environment

A single-instance environment contains one Amazon EC2 instance with an Elastic IP address.

A single-instance environment doesn't have a load balancer, which can help you reduce costs
compared to a load-balanced, scalable environment. Although a single-instance environment
does use the Amazon EC2 Auto Scaling service, settings for the minimum number of instances,
maximum number of instances, and desired capacity are all set to 1. Consequently, new instances
are not started to accommodate increasing load on your application.

Use a single-instance environment if you expect your production application to have low traffic

or if you are doing remote development. If you're not sure which environment type to select, you
can pick one and, if required, you can switch the environment type later. For more information, see
Changing environment type.

Changing environment type

You can change your environment type to a single-instance or load-balanced, scalable environment
by editing your environment's configuration. In some cases, you might want to change your
environment type from one type to another. For example, let's say that you developed and tested
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an application in a single-instance environment to save costs. When your application is ready for
production, you can change the environment type to a load-balanced, scalable environment so that
it can scale to meet the demands of your customers.

To change an environment's type

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

3. In the navigation pane, choose Configuration.
4. In the Capacity category, choose Edit.

5. From the Environment Type list, select the type of environment that you want.

Elastic Beanstalk Environments GettingStartedApp-env Configuration

Modify capacity

Configure the compute capacity of your environment and Auto Scaling settings to opltimize the number of instances used

Auto Scaling Group

Environment type

Load balanced v

Instances

Min 1 T

Max| 2 &

Fleet composition
hoose 3 f On-L & Learn more [4
© On-Demand instances

Combine purchase options and instances

Maximum spot price

6. Choose Save.

It can take several minutes for the environment to update while Elastic Beanstalk provisions
AWS resources.
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If your environment is in a VPC, select subnets to place Elastic Load Balancing and Amazon EC2
instances in. Each Availability Zone that your application runs in must have both. See Using Elastic
Beanstalk with Amazon VPC for details.

Elastic Beanstalk worker environments

If your AWS Elastic Beanstalk application performs operations or workflows that take a long time
to complete, you can offload those tasks to a dedicated worker environment. Decoupling your web
application front end from a process that performs blocking operations is a common way to ensure
that your application stays responsive under load.

A long-running task is anything that substantially increases the time it takes to complete a request,
such as processing images or videos, sending email, or generating a ZIP archive. These operations
can take only a second or two to complete, but a delay of a few seconds is a lot for a web request
that would otherwise complete in less than 500 ms.

One option is to spawn a worker process locally, return success, and process the task
asynchronously. This works if your instance can keep up with all of the tasks sent to it. Under

high load, however, an instance can become overwhelmed with background tasks and become
unresponsive to higher priority requests. If individual users can generate multiple tasks, the
increase in load might not correspond to an increase in users, making it hard to scale out your web
server tier effectively.

To avoid running long-running tasks locally, you can use the AWS SDK for your programming
language to send them to an Amazon Simple Queue Service (Amazon SQS) queue, and run the
process that performs them on a separate set of instances. You then design these worker instances
to take items from the queue only when they have capacity to run them, preventing them from
becoming overwhelmed.

Elastic Beanstalk worker environments simplify this process by managing the Amazon SQS

queue and running a daemon process on each instance that reads from the queue for you. When
the daemon pulls an item from the queue, it sends an HTTP POST request locally to http://
localhost/ on port 80 with the contents of the queue message in the body. All that your
application needs to do is perform the long-running task in response to the POST. You can
configure the daemon to post to a different path, use a MIME type other than application/JSON,
connect to an existing queue, or customize connections (maximum concurrent requests), timeouts,

and retries.
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POST / HTTP/1.1

Hosc: leocalhost

Uaer-fgent: aws-asgedfl.1

Content-Type: applicaticon/jaon
Content-Length: 73

Connection: Heep=Alive

X-aws-ggsd-m3gid: Eb9blELA-37IT-4fae-Bcas5-

671a8051ccdd
X-aws-agsd-queue: subsacriptlon-gueue
H-awe-sged-first-recelved-at: 2004-02- I

18T23:04:508
H-aws-ggad-recseive-counc: 1

i
"FiratHame": "Jana",
“LastHame™: "Doe®,
"Email®*: "janedoefexample.com®™

I

J[—m—]

Client 505 Message 505 Queue 505 Message

Elastic Beanstalk Container .

* HTTP Respanss of 200 OK = delete the message
Any ather HTTP Response = retry the message after the VisibilityTimeout period
o response = retry the message after the InactivityTimeout period

With periodic tasks, you can also configure the worker daemon to queue messages based on a cron
schedule. Each periodic task can POST to a different path. Enable periodic tasks by including a
YAML file in your source code that defines the schedule and path for each task.

(@ Note

The .NET on Windows Server platform doesn't support worker environments.

Sections

« The worker environment SQS daemon

o Dead-letter queues

« Periodic tasks

» Use Amazon CloudWatch for automatic scaling in worker environment tiers
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» Configuring worker environments

The worker environment SQS daemon

Worker environments run a daemon process provided by Elastic Beanstalk. This daemon is updated
regularly to add features and fix bugs. To get the latest version of the daemon, update to the latest
platform version.

When the application in the worker environment returns a 200 OK response to acknowledge that
it has received and successfully processed the request, the daemon sends a DeleteMessage call
to the Amazon SQS queue to delete the message from the queue. If the application returns any
response other than 200 OK, Elastic Beanstalk waits to put the message back in the queue after
the configured ErrorVisibilityTimeout period. If there is no response, Elastic Beanstalk waits
to put the message back in the queue after the InactivityTimeout period so that the message
is available for another attempt at processing.

(® Note

The properties of Amazon SQS queues (message order, at-least-once delivery, and message
sampling) can affect how you design a web application for a worker environment. For more
information, see Properties of Distributed Queues in the Amazon Simple Queue Service
Developer Guide.

Amazon SQS automatically deletes messages that have been in a queue for longer than the
configured RetentionPeriod.

The daemon sets the following HTTP headers.

HTTP headers
Name Value
User-Agent aws-sqsd

aws-sqgsd/1.1 1
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HTTP headers

X-Aws-Sqsd-Msgid SQS message ID, used to detect message
storms (an unusually high number of new
messages).

X-Aws-Sqgsd-Queue Name of the SQS queue.

X-Aws-Sqgsd-First-Received-At UTC time, in ISO 8601 format, when the

message was first received.

X-Aws-Sgsd-Receive-Count SQS message receive count.
X-Aws-Sqsd-Attr- message-a Custom message attributes assigned to the
ttribute-name message being processed. The message-a

ttribute-name is the actual message
attribute name. All string and number
message attributes are added to the header.
Binary attributes are discarded and not
included in the header.

Content-Type Mime type configuration; by default,
application/json .

Dead-letter queues

Elastic Beanstalk worker environments support Amazon Simple Queue Service (Amazon SQS) dead-
letter queues. A dead-letter queue is a queue where other (source) queues can send messages

that for some reason could not be successfully processed. A primary benefit of using a dead-

letter queue is the ability to sideline and isolate the unsuccessfully processed messages. You can
then analyze any messages sent to the dead-letter queue to try to determine why they were not
successfully processed.

If you specify an autogenerated Amazon SQS queue at the time you create your worker
environment tier, a dead-letter queue is enabled by default for a worker environment. If you
choose an existing SQS queue for your worker environment, you must use SQS to configure a dead-
letter queue independently. For information about how to use SQS to configure a dead-letter
queue, see Using Amazon SQS Dead Letter Queues.
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You cannot disable dead-letter queues. Messages that cannot be delivered are always eventually
sent to a dead-letter queue. You can, however, effectively disable this feature by setting the
MaxRetries option to the maximum valid value of 100.

If a dead-letter queue isn't configured for your worker environment's Amazon SQS queue, Amazon
SQS keeps messages on the queue until the retention period expires. For details about configuring
the retention period, see the section called “Configuring worker environments”.

(@ Note

The Elastic Beanstalk MaxRetries option is equivalent to the SQS MaxReceiveCount
option. If your worker environment doesn't use an autogenerated SQS queue, use the
MaxReceiveCount option in SQS to effectively disable your dead-letter queue. For more
information, see Using Amazon SQS Dead Letter Queues.

For more information about the lifecycle of an SQS message, go to Message Lifecycle.

Periodic tasks

You can define periodic tasks in a file named cron.yaml in your source bundle to add jobs to your
worker environment's queue automatically at a regular interval.

For example, the following cron.yaml file creates two periodic tasks. The first one runs every 12
hours and the second one runs at 11 PM UTC every day.

Example cron.yaml

version: 1
cron:
- name: "backup-job"
url: "/backup"
schedule: "@ */12 * * *"
- name: "audit"
url: "/audit"
schedule: "@ 23 * * ="

The name must be unique for each task. The URL is the path to which the POST request is sent to
trigger the job. The schedule is a CRON expression that determines when the task runs.
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When a task runs, the daemon posts a message to the environment's SQS queue with a header
indicating the job that needs to be performed. Any instance in the environment can pick up the
message and process the job.

(® Note

If you configure your worker environment with an existing SQS queue and choose an
Amazon SQS FIFO queue, periodic tasks aren't supported.

Elastic Beanstalk uses leader election to determine which instance in your worker environment
queues the periodic task. Each instance attempts to become leader by writing to an Amazon
DynamoDB table. The first instance that succeeds is the leader, and must continue to write to the
table to maintain leader status. If the leader goes out of service, another instance quickly takes its
place.

For periodic tasks, the worker daemon sets the following additional headers.

HTTP headers

Name Value

X-Aws-Sqgsd-Taskname For periodic tasks, the name of the task to
perform.

X-Aws-Sqgsd-Scheduled-At Time at which the periodic task was scheduled

X-Aws-Sqsd-Sender-1Id AWS account number of the sender of the
message

Use Amazon CloudWatch for automatic scaling in worker environment
tiers

Together, Amazon EC2 Auto Scaling and CloudWatch monitor the CPU utilization of the running
instances in the worker environment. How you configure the automatic scaling limit for CPU
capacity determines how many instances the Auto Scaling group runs to appropriately manage the
throughput of messages in the Amazon SQS queue. Each EC2 instance publishes its CPU utilization
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metrics to CloudWatch. Amazon EC2 Auto Scaling retrieves from CloudWatch the average CPU
usage across all instances in the worker environment. You configure the upper and lower threshold
as well as how many instances to add or terminate according to CPU capacity. When Amazon EC2
Auto Scaling detects that you have reached the specified upper threshold on CPU capacity, Elastic
Beanstalk creates new instances in the worker environment. The instances are deleted when the
CPU load drops back below the threshold.

® Note

Messages that have not been processed at the time an instance is terminated are returned
to the queue where they can be processed by another daemon on an instance that is still
running.

You can also set other CloudWatch alarms, as needed, by using the Elastic Beanstalk console, CLlI,
or the options file. For more information, see Using Elastic Beanstalk with Amazon CloudWatch and
Create an Auto Scaling group with Step Scaling Policies.

Configuring worker environments

You can manage a worker environment's configuration by editing the Worker category on the
Configuration page in the environment management console.
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Modify worker

“ou can create a new Amazon SQS queue for your worker application or pull work items from an existing queue. The worker daemon on the
instances in your environment pulls an item from the queue and relays it in the body of a POST request to a local HTTP path relative to localhost.

Queue

Worker gueue

Autogenerated queue v | C",;

505 queue from which to read work itemns.

Messages

HTTP path

, |

The daemon pulls items from the Amazon 505 gueue and posts them locally to this path.

MIME type

application/jzon v |

Change the MIME type of the POST reguests that the worker daemon sends to your application.

HTTP connections

30 |

Maximum number of concumrent connections to the application.

“izibility timeout

300 seconds

The amount of time to lodk an incoming message for processing before returning it to the queue.

Error visibility timeout

seconds

The amount of time to wait before resending a message after an emor response from the application.

¥ Advanced options
The following settings control advanced behavior of the worker tier daemon. Learn more [

Max retries

K |

Maximum number of retries after which the message is discarded.
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® Note

You can configure the URL path for posting worker queue messages, but you can't
configure the IP port. Elastic Beanstalk always posts worker queue messages on port 80.
The worker environment application or its proxy must listen to port 80.

To configure the worker daemon

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

3. In the navigation pane, choose Configuration.

4. In the Worker configuration category, choose Edit.

The Modify worker configuration page has the following options.

In the Queue section:

« Worker queue - Specify the Amazon SQS queue from which the daemon reads. If you have one,
you can choose an existing queue. If you choose Autogenerated queue, Elastic Beanstalk creates
a new Amazon SQS queue and a corresponding Worker queue URL.

® Note

When you choose Autogenerated queue, the queue that Elastic Beanstalk creates is a
standard Amazon SQS queue. When you choose an existing queue, you can provide either
a standard or a FIFO Amazon SQS queue. Be aware that if you provide a FIFO queue,
periodic tasks aren't supported.

« Worker queue URL - If you choose an existing Worker queue, this setting displays the URL
associated with that Amazon SQS queue.

In the Messages section:
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HTTP path - Specify the relative path to the application that will receive the data from the
Amazon SQS queue. The data is inserted into the message body of an HTTP POST message. The
default value is /.

MIME type - Indicate the MIME type that the HTTP POST message uses. The default value is
application/json. However, any value is valid because you can create and then specify your
own MIME type.

HTTP connections — Specify the maximum number of concurrent connections that the daemon
can make to any application within an Amazon EC2 instance. The default is 50. You can specify 1
to 100.

Visibility timeout - Indicate the amount of time, in seconds, an incoming message from the
Amazon SQS queue is locked for processing. After the configured amount of time has passed, the
message is again made visible in the queue for another daemon to read. Choose a value that is
longer than you expect your application requires to process messages, up to 43200 seconds.

Error visibility timeout - Indicate the amount of time, in seconds, that elapses before Elastic
Beanstalk returns a message to the Amazon SQS queue after an attempt to process it fails with
an explicit error. You can specify @ to 43200 seconds.

In the Advanced options section:

Max retries — Specify the maximum number of times Elastic Beanstalk attempts to send the
message to the Amazon SQS queue before moving the message to the dead-letter queue. The

default value is 10. You can specify 1 to 100.

(® Note

The Max retries option only applies to Amazon SQS queues that are configured with a
dead-letter queue. For any Amazon SQS queues that aren't configured with a dead-letter
queue, Amazon SQS retains messages in the queue and processes them until the period
specified by the Retention period option expires.

Connection timeout - Indicate the amount of time, in seconds, to wait for successful
connections to an application. The default value is 5. You can specify 1 to 60 seconds.

Inactivity timeout - Indicate the amount of time, in seconds, to wait for a response on an
existing connection to an application. The default value is 180. You can specify 1 to 36000
seconds.
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» Retention period - Indicate the amount of time, in seconds, a message is valid and is actively
processed. The default value is 345600. You can specify 60 to 1209600 seconds.

If you use an existing Amazon SQS queue, the settings that you configure when you create a
worker environment can conflict with settings you configured directly in Amazon SQS. For example,
if you configure a worker environment with a RetentionPeriod value that is higher than the
MessageRetentionPeriod value you set in Amazon SQS, Amazon SQS deletes the message
when it exceeds the MessageRetentionPeriod.

Conversely, if the RetentionPeriod value you configure in the worker environment settings is
lower than the MessageRetentionPeriod value you set in Amazon SQS, the daemon deletes
the message before Amazon SQS can. For VisibilityTimeout, the value that you configure for
the daemon in the worker environment settings overrides the Amazon SQS VisibilityTimeout
setting. Ensure that messages are deleted appropriately by comparing your Elastic Beanstalk
settings to your Amazon SQS settings.

Creating links between Elastic Beanstalk environments

As your application grows in size and complexity, you may want to split it into components that
have different development and operational lifecycles. By running smaller services that interact
with each other over a well defined interface, teams can work independently and deployments can
be lower risk. AWS Elastic Beanstalk lets you link your environments to share information between
components that depend on one another.

® Note

Elastic Beanstalk currently supports environment links for all platforms except
Multicontainer Docker.

With environment links, you can specify the connections between your application's component
environments as named references. When you create an environment that defines a link, Elastic
Beanstalk sets an environment variable with the same name as the link. The value of the variable
is the endpoint that you can use to connect to the other component, which can be a web server or
worker environment.

For example, if your application consists of a frontend that collects email addresses and a worker
that sends a welcome email to the email addresses collected by the frontend, you can create a link
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to the worker in your frontend and have the frontend automatically discover the endpoint (queue
URL) for your worker.

Define links to other environments in an environment manifest, a YAML formatted file named
env.yaml in the root of your application source. The following manifest defines a link to an
environment named worker:

~/workspace/my-app/frontend/env.yaml

AWSConfigurationTemplateVersion: 1.1.0.0
EnvironmentLinks:
"WORKERQUEUE": "worker"

When you create an environment with an application version that includes the above environment
manifest, Elastic Beanstalk looks for an environment named worker that belongs to the same
application. If that environment exists, Elastic Beanstalk creates an environment property

named WORKERQUEUE. The value of WORKERQUEUE is the Amazon SQS queue URL. The frontend
application can read this property in the same manner as an environment variable. See
Environment manifest (env.yaml) for details.

To use environment links, add an environment manifest to your application source and upload it
with the EB CLI, AWS CLI or an SDK. If you use the AWS CLI or an SDK, set the process flag when
you call CreateApplicationVersion:

$ aws elasticbeanstalk create-application-version --process --application-name
my-app --version-label frontend-vl --source-bundle S3Bucket="amzn-s3-demo-
bucket",S3Key="front-vl.zip"

This option tells Elastic Beanstalk to validate the environment manifest and configuration files in
your source bundle when you create the application version. The EB CLI sets this flag automatically
when you have an environment manifest in your project directory.

Create your environments normally using any client. When you need to terminate environments,
terminate the environment with the link first. If an environment is linked to by another
environment, Elastic Beanstalk will prevent the linked environment from being terminated. To
override this protection, use the ForceTerminate flag. This parameter is available in the AWS CLI
as --force-terminate:
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$ aws elasticbeanstalk terminate-environment --force-terminate --environment-name
worker

Recovering your Elastic Beanstalk environment from an invalid
state

This topic provides some background information and resources that explain how to troubleshoot
an Elastic Beanstalk environment in an invalid state.

Addressing the error

Standard operations on an environment in an invalid state will not complete successfully. The
failed operation will return an error that includes the following text:

The stack stack_id associated with environment environment-ID is in stack-status state.

To troubleshoot and resolve this error, see the Knowledge Center article Why is my Elastic
Beanstalk environment in the invalid state?.

® Note

Prior to December 16, 2024, the failing operation returned the following error instead:
Environment is in an invalid state for this operation. Must be ready.
In this case you had to contact AWS Support to reset the environment status after you
completed the corrective actions.

Today you must still resolve the stack issues following the instructions in the referenced

Knowledge Center article. However, once you successfully complete the corrective actions,
Elastic Beanstalk automatically updates the environment's status from invalid to available,
and you can resume the standard operations on your environment without further delay.

Why the error occurs

When you deploy an application in Elastic Beanstalk, the service creates an underlying AWS
CloudFormation stack. Elastic Beanstalk calls the AWS CloudFormation service to launch the
resources in your environment and propagate configuration changes.
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If Elastic Beanstalk performs an operation on an environment without having access to a required
resource, the environment’s underlying CloudFormation stack can enter a failed state. Other
issues can also lead to this state, although permission issues are the primary cause. As a result of
the stack’s failed state, AWS CloudFormation blocks Elastic Beanstalk operation requests from
performing further stack updates, causing the failure of Elastic Beanstalk operations, such as
UpdateEnvironment and RetrieveEnvironmentinfo.

At this point you must first correct the root cause of the underlying issue to remedy the
CloudFormation stack. The Elastic Beanstalk service then detects the CloudFormation stack status
change and follows through to reset your environment to an available status. At this point further
operations can complete successfully.

Permission issues typically cause this effect on the CloudFormation stack and the Elastic Beanstalk
environment, although out-of-band changes can also cause issues.

/A Important

To avoid disruption to your environment, we strongly recommend that you only initiate
operations to manage and configure your environment from the Elastic Beanstalk service.
Modification of resources by using the console, CLI commands, or SDK of a service other
than Elastic Beanstalk is an out-of-band change, which causes resource drift. Resource drift
affects the status of the CloudFormation stack, which in turn causes the Elastic Beanstalk
environment to enter into an invalid state.

For more information about resource drift, see What is drift? in the AWS CloudFormation
User Guide.
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Configuring Elastic Beanstalk environments

This topic focuses on the configuration options available in the Elastic Beanstalk console.
AWS Elastic Beanstalk provides a wide range of options for customizing the resources in your
environment, along with Elastic Beanstalk behavior and platform settings.

The following topics show how to configure your environment in the console. They also describe
the underlying namespaces that correspond to the console options for use with configuration files
or API configuration options. To learn about advanced configuration methods, see Configuring
environments (advanced).

Topics

« Provisioned resources

« Environment configuration using the Elastic Beanstalk console

« The Amazon EC2 instances for your Elastic Beanstalk environment

« Auto Scaling your Elastic Beanstalk environment instances

» Load balancer for your Elastic Beanstalk environment

« Adding a database to your Elastic Beanstalk environment

» Your AWS Elastic Beanstalk environment security

» Tagging resources in your Elastic Beanstalk environments

« Environment variables and other software settings

« Elastic Beanstalk environment notifications with Amazon SNS

» Configuring Amazon Virtual Private Cloud (Amazon VPC) with Elastic Beanstalk

« Your Elastic Beanstalk environment's Domain name

Provisioned resources

When you create a web server environment, Elastic Beanstalk creates multiple resources to support
the operation of your application. This chapter describes how to customize these resources for your
Elastic Beanstalk environment.

« EC2 instance — An Amazon Elastic Compute Cloud (Amazon EC2) virtual machine configured to
run web apps on the platform that you choose.
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Each platform runs a specific set of software, configuration files, and scripts to support a specific
language version, framework, web container, or combination of these. Most platforms use either
Apache or NGINX as a reverse proxy that sits in front of your web app, forwards requests to it,
serves static assets, and generates access and error logs.

« Instance security group — An Amazon EC2 security group configured to allow inbound traffic on
port 80. This resource lets HTTP traffic from the load balancer reach the EC2 instance running
your web app. By default, traffic isn't allowed on other ports.

» Load balancer - An Elastic Load Balancing load balancer configured to distribute requests to
the instances running your application. A load balancer also eliminates the need to expose your
instances directly to the internet.

» Load balancer security group — An Amazon EC2 security group configured to allow inbound
traffic on port 80. This resource lets HTTP traffic from the internet reach the load balancer. By
default, traffic isn't allowed on other ports.

« Auto Scaling group — An Auto Scaling group configured to replace an instance if it is terminated
or becomes unavailable.

« Amazon S3 bucket - A storage location for your source code, logs, and other artifacts that are
created when you use Elastic Beanstalk.

« Amazon CloudWatch alarms - Two CloudWatch alarms that monitor the load on the instances
in your environment and that are triggered if the load is too high or too low. When an alarm is
triggered, your Auto Scaling group scales up or down in response.

« AWS CloudFormation stack - Elastic Beanstalk uses AWS CloudFormation to launch the
resources in your environment and propagate configuration changes. The resources are defined
in a template that you can view in the AWS CloudFormation console.

« Domain name - A domain name that routes to your web app in the form
subdomain.region.elasticbeanstalk.com.

(@ Domain security

To augment the security of your Elastic Beanstalk applications, the elasticbeanstalk.com
domain is registered in the Public Suffix List (PSL).
If you ever need to set sensitive cookies in the default domain name for your Elastic

Beanstalk applications, we recommend that you use cookies with a __Host - prefix for
increased security. This practice defends your domain against cross-site request forgery
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attempts (CSRF). For more information see the Set-Cookie page in the Mozilla Developer
Network.

Environment configuration using the Elastic Beanstalk console

This topic outlines the configuration options available through the Elastic Beanstalk console and
explains how to navigate the configuration pages.

To view a summary of your environment's configuration

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

3. Inthe navigation pane, choose Configuration.

Configuration page

The Configuration overview page shows a set of configuration categories. Each configuration
category groups a set of related options.

Service access

The options in this category select the service role and EC2 instance profile that Elastic Beanstalk
uses to manage your environment. Optionally choose an EC2 key pair to securely log in to your EC2
instances.

Networking and database

The options in this category configure VPC settings, and subnets for the environment's EC2
instances and load balancer. They also provide the option to set up an Amazon RDS database that's
integrated with your environment.

Instance traffic and scaling

These options customize the capacity, scaling, and load balancing for the environment's EC2
instances. You can also configure Elastic Load Balancing to capture logs with detailed information
about requests sent to the load balancer.

The following options for your EC2 instances are also available for configuration:
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« Root volume type, size, input/output operation rate (IOPS), and throughput.

Enabling instance metadata service (IMDS).

Selection of EC2 security groups to control instance traffic.

CloudWatch metrics monitoring interval.

Time interval for metrics logging.

Updates, monitoring, and logging
This category configures the following options:

« Environment health reporting, including the option to select enhanced health reporting.

» Managed platform updates that define when and how Elastic Beanstalk deploys changes to the
environment.

« Enabling of the X-Ray service to collect data about your application's behavior to identify issues
and optimization opportunities.

» Platform specific options, including the proxy server and OS environment properties.

Navigating the configuration page

Choose Edit in a configuration category to launch the associated configuration page, where you
can see full option values and make changes.

Navigation in a configuration category
Navigate in a configuration category page with any of the following actions:

« Cancel - Go back to the Configuration overview page without applying your configuration
changes. When you choose Cancel, the console loses any pending changes you made on any
configuration category.

You can also cancel your configuration changes by choosing another item on the left navigation
page, like Events or Logs.

» Continue — Go back to the Configuration overview page. You can then continue making changes
or apply pending ones.

« Apply - Apply the changes you made in any of the configuration categories to your environment.
In some cases you're prompted to confirm a consequence of one of your configuration decisions.
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Navigation on the Configuration overview page

Choose Edit in a configuration category to launch a related configuration page, where you can see
full option values and make changes. When you're done viewing and modifying options, you can
choose one of the following actions from the Configuration overview page:

« Cancel - Go back to the environment's dashboard without applying your configuration changes.
When you choose Cancel, the console loses any pending changes you made on any configuration
category.

You can also cancel your configuration changes by choosing another item on the left navigation
page, like Events or Logs.

« Review changes — Get a summary of all the pending changes you made in any of the
configuration categories. For details, see Review changes page.

« Apply changes - Apply the changes you made in any of the configuration categories to
your environment. In some cases you're prompted to confirm a consequence of one of your
configuration decisions.

Review changes page

The Review Changes page displays a table showing all the pending option changes you made in
any of the configuration categories and haven't applied to your environment yet.

The tables lists each option as a combination of the Namespace and Option with which Elastic
Beanstalk identifies it. For details, see Configuration options.

Review changes .. Continue
Hamespace Dption Old value Mew value

aws:elasticbeanstalkchealthreporting system ConfigDocement {"Version™ 1, "CloudWatchMetries™{"Instanc {ClovdWatchMetries™: [ "Emvirenment™ [], "Instance
awsautoscaling updatepalicy rollingupdate RollingUpdateEnabled true

caling.updatepolicy rollingupdate MininstancesinService - 0

aws.autescaling updatepalicy rollingupdate Maxiiatchdize —_ 1

aws elasticbeanstallomanagedactions PreferredStant Tirme — TUEE:23

v autescaling Launcheonfiguration DisablelMD5v1 true falze
awseclinstances EnableSpot false

aws:ecliansiances InstanceTypes trmicrg, t2.small tl.micro,t2 small
awsautescaling asg MinSize — 2
awsautescaling asg MaxSize
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When you're done reviewing your changes, you can choose one of the following actions:

« Continue - Go back to the Configuration overview page. You can then continue making changes
or apply pending ones.

« Apply changes — Apply the changes you made in any of the configuration categories to
your environment. In some cases you're prompted to confirm a consequence of one of your
configuration decisions.

The Amazon EC2 instances for your Elastic Beanstalk
environment

This topic explains the Amazon EC2 instances and the configuration options that affect your Elastic
Beanstalk environment.

When you create a web server environment, AWS Elastic Beanstalk creates one or more Amazon
Elastic Compute Cloud (Amazon EC2) virtual machines, known as Instances.

The instances in your environment are configured to run web apps on the platform that you
choose. You can make changes to various properties and behaviors of your environment's
instances when you create your environment or after it's already running. Or, you can already make
these changes by modifying the source code that you deploy to the environment. For for more
information, see the section called “Configuration options”.

® Note

The Auto Scaling group in your environment manages the Amazon EC2 instances that run
your application. When you make configuration changes that are described in this topic,
the launch configuration also changes. The launch configuration is either an Amazon EC2
launch template or an Auto Scaling group launch configuration resource. This change

requires replacement of all instances. It also triggers either a rolling update or immutable
update, depending on which one is configured.

EC2 instance purchasing options

Elastic Beanstalk supports several Amazon EC2 instance purchasing options:
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« On-Demand — An On-Demand Instance is a pay-as-you-go resource—there's no long-term
commitment required when you use it.

» Reserved — A Reserved Instance is a pre-purchased billing discount applied automatically to
matching On-Demand instances in your environment.

» Spot — A Spot Instance is an unused Amazon EC2 instance that is available for less than the
On-Demand price. You can enable and configure the allocation of Spot Instances in your
environment. For more information, see Auto Scaling your Elastic Beanstalk environment
instances.

Topics

« Amazon EC2 instance types

» Configuring Amazon EC2 instances using the Elastic Beanstalk console

« Managing EC2 security groups

» Configuring Amazon EC2 security groups and instance types using the AWS CLI

» Configuring Amazon EC2 instances with namespace options

» Configuring the IMDS on your Elastic Beanstalk environment's instances

Amazon EC2 instance types

This topic explains the term instance type. When you create a new environment, Elastic Beanstalk
provisions Amazon EC2 instances that are based on the Amazon EC2 instance types that you
choose. The instance types that you choose determine the host hardware that runs your instances.
EC2 instance types can be categorized by which processor architecture each is based on. Elastic
Beanstalk supports instance types based on the following processor architectures: AWS Graviton
64-bit Arm architecture (arm64), 64-bit architecture (x86), and 32-bit architecture (i386). Elastic
Beanstalk selects the x86 processor architecture by default when you create a new environment.

® Note

The i386 32-bit architecture is no longer supported by the majority of Elastic Beanstalk
platforms. We recommended that you choose the x86 or arm64 architecture types instead.
Elastic Beanstalk provides configuration options for i386 processor instance types in the

aws:ec2:instances namespace.
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All of the instance types in the configuration for a given Elastic Beanstalk environment must have
the same type of processor architecture. Assume that you add a new instance type to an existing
environment that already has a t2.medium instance type, which is based on x86 architecture.

You can only add another instance type of the same architecture, such as t2.small. If you want

to replace the existing instance types with those from a different architecture, you can do so.

But make sure that all of the instance types in the command are based on the same type of
architecture.

Elastic Beanstalk regularly adds support for new compatible instance types after Amazon EC2
introduces them. For information about instance types that are available, see Instance types in the
Amazon EC2 User Guide.

® Note

Elastic Beanstalk now offers support for Graviton on all of the latest Amazon Linux 2
platforms across all AWS Graviton supported Regions. For more information about creating
an Elastic Beanstalk environment with arm64 based instances types, see Configuring
Amazon EC2 instances using the Elastic Beanstalk console.

Create new environments that run Amazon EC2 instances on arm64 architecture and
migrate your existing applications to them with the deployment options in Elastic

Beanstalk.
To learn more about Graviton arm64 based processors, see these AWS resources:

« Benefits — The AWS Graviton Processor

« Getting started and other topics, such as Language-specific considerations — Getting
started with AWS Graviton GitHub article

Configuring Amazon EC2 instances using the Elastic Beanstalk console

You can create or modify your Elastic Beanstalk environment's Amazon EC2 instance configuration
in the Elastic Beanstalk console.

® Note

Although the Elastic Beanstalk console doesn't provide the option to change the processor
architecture of an existing environment, you can do so with the AWS CLI. For example

Configuring with the console 320


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/instance-types.html
https://aws.amazon.com/ec2/graviton/
https://github.com/aws/aws-graviton-getting-started#getting-started-with-aws-graviton
https://github.com/aws/aws-graviton-getting-started#getting-started-with-aws-graviton

AWS Elastic Beanstalk Developer Guide

commands, see Configuring Amazon EC2 security groups and instance types using the AWS
CLI.

To configure Amazon EC2 instances in the Elastic Beanstalk console during environment
creation

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

In the navigation pane, choose Environments.

Choose Create a new environment to start creating your environment.

P WD

On the wizard's main page, before choosing Create environment, choose Configure more
options.

5. Inthe Instances configuration category, choose Edit. Make changes to settings in this
category, and then choose Apply. For setting descriptions, see the section the section called
“Instances category settings” on this page.

6. In the Capacity configuration category, choose Edit. Make changes to settings in this category,
and then choose Continue. For setting descriptions, see the section the section called
“Capacity category settings” on this page.

(@ Selecting processor architecture

Scroll down to Processor to select a processor architecture for your EC2 instances. The
console lists processor architectures that are supported by the platform that you chose
earlier in the Create environment panel.

If you don't see the processor architecture that you need, return to the configuration
category list to select a platform that supports it. From the Modify Capacity panel,
choose Cancel. Then, choose Change platform version to choose new platform
settings. Next, in the Capacity configuration category choose Edit tot see the
processor architecture choices again.
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Elastic Beanstalk Create environment

Modify capacity

Configure the compute capacity of your environment and auto scaling settings to optimize the number of instances used.

Auto scaling group

Processor
You can't change this selection after you create the environment.

%86

0 amss CESEETD

Instance types

recommend you include at least two instance types. Learn more E

v

AMIID
ami-00123f0296f04e610

Add instance types for your fleet. Change the order that the instances are in to set the preferred launch order. This only affects On-Demand instances. We

7. Choose Save, and then make any other configuration changes that your environment requires.

8. Choose Create environment.

To configure a running environment’s Amazon EC2 instances in the Elastic Beanstalk console

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment

from the list.

3. Inthe navigation pane, choose Configuration.

4. In the Instances configuration category, choose Edit. Make changes to settings in this

category, and then choose Apply. For setting descriptions, see the section the section called

“Instances category settings” on this page.

5. In the Capacity configuration category, choose Edit. Make changes to settings in this category,

and then choose Continue. For setting descriptions, see the section the section called

“Capacity category settings” on this page.
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Instances category settings

The following settings related to Amazon EC2 instances are available in the Instances
configuration category.

Options

« Monitoring interval

e Root volume (boot device)

+ Instance metadata service

« EC2 security groups
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Elastic Beanstalk Environments Gettingstarted-env Configuration

Modify instances

Amazon CloudWatch monitoring

The time interval between when metrics are reported from the EC2 instances.

Monitoring interval

5 minute v

Root volume (boot device)

Root volume type

(Container default) v
Size
The number of gigabytes of the root volume attached to each instance.
GB
10PS
Input/output operations per second for a provisioned 10PS (S5D) volume.
100 10PS
Throughput
The desired throughput to provision for the Amazon EBS root volume attached to your environment's EC2 instance
MiB/s

Instance metadata service (IMDS)
Your environment's platform supports both IMDSv1 and IMDSv2. To enforce IMDSv2, disable IMDSv1. Learn more '

Disable IMDSw1
With the current setting, the environment enables both IMDSv1 and IMDSv2.

Disabled

EC2 security groups

Group name Group ID Name
awseb-e-awppgphwta-stack-AWSEBLoadBalancerSecurityGroup-LUAOUHKL3SNI sg-027aafe45182171f WinTest-dev
awseb-e-awppgphwta-stack-AWSEBSecurityGroup-10905QSLX6UCC sg-020e30e60b3e80c5h WinTest-dev
awseb-e-m5yhre5nuj-stack-AWSEBLoadBalancerSecurityGroup-PIICIFO0QHGG sg-03879e31cdebeS8ea Gettingstarted-env

awseb-e-m5SyhreSnuj-stack-AWSEBSecurityGroup-12122MOSKFTC4 5g-05b1982101cf211ef Gettingstarted-env ‘
default sg-3527cd14

Cancel
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Monitoring interval

By default, the instances in your environment publish basic health metrics to Amazon CloudWatch

at five-minute intervals at no additional cost.

For more detailed reporting, you can set the Monitoring interval to 1 minute to increase the
frequency that the resources in your environment publish basic health metrics to CloudWatch
at. CloudWatch service charges apply for one-minute interval metrics. For more information, see
Amazon CloudWatch.

Root volume (boot device)

Each instance in your environment is configured with a root volume. The root volume is the
Amazon EBS block device attached to the instance to store the operating system, libraries, scripts,
and your application source code. By default, all platforms use general-purpose SSD block devices
for storage.

You can modify Root volume type to use magnetic storage or provisioned IOPS SSD volume types
and, if needed, increase the volume size. For provisioned IOPS volumes, you must also select the
number of IOPS to provision. Throughput is only applicable to gp3 SSD volume types. You might
enter the desired throughput to provision. It can range between 125 and 1000 mebibytes per
second (MiB/s). Select the volume type that meets your performance and price requirements.

/A Important

The RootVolumeType option setting can cause Elastic Beanstalk to migrate an existing
environment with launch configurations to launch templates. Doing so requires the
necessary permissions to manage launch templates. These permissions are included in our
managed policy. If you use custom policies instead of our managed policies, environment
creation or updates might fail when you update your environment configuration. For more
information and other considerations, see Migrating your Elastic Beanstalk environment to

launch templates .

For more information, see Amazon EBS Volume Types in the Amazon EC2 User Guide and Amazon
EBS Product Details.
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Instance metadata service

The instance metadata service (IMDS) is an on-instance component that code on the instance uses
to securely access instance metadata. Code can access instance metadata from a running instance
using one of two methods. They are Instance Metadata Service Version 1 (IMDSv1) or Instance
Metadata Service Version 2 (IMDSv2). IMDSv2 is more secure. Disable IMDSv1 to enforce IMDSv2.
For more information, see the section called “IMDS".

(® Note

The IMDS section on this configuration page appears only for platform versions that
support IMDSv2.

EC2 security groups

The security groups that are attached to your instances determine which traffic is allowed to reach
and exit the instances.

The default EC2 security group that Elastic Beanstalk creates allows all incoming traffic from

the internet or load balancers on the standard ports for HTTP (80) and SSH(22). You may also
define your own custom security groups to designate firewall rules for the EC2 instances. The
security groups can allow traffic on other ports or from other sources. For example, you can create
a security group for SSH access that allows inbound traffic on port 22 from a restricted IP address
range. Or for additional security, you can create one that allows traffic from a bastion host that
only you can access.

You can select to opt out your environment from the default EC2 security group by setting

the DisableDefaultEC2SecurityGroup option in the aws:autoscaling:launchconfiguration
namespace to true. This option is not available in the console, but you can set it with the AWS CLI.
For more information, see Managing EC2 security groups.

For more information about Amazon EC2 security groups, see Amazon EC2 Security Groups in the
Amazon EC2 User Guide.

(® Note

To allow traffic between environment A's instances and environment B's instances, you
can add a rule to the security group that Elastic Beanstalk attached to environment B.
Then, you can specify the security group that Elastic Beanstalk attached to environment
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A. This allows inbound traffic from, or outbound traffic to, environment A's instances.
However, doing so creates a dependency between the two security groups. If you later
try to terminate environment A, Elastic Beanstalk can't delete the environment's security
group, because environment B's security group is dependent on it.

Therefore, we recommend that you instead first create a separate security group. Then,
attach it to environment A, and specify it in a rule of environment B's security group.

Capacity category settings

The following settings related to Amazon EC2 instances are available in the Capacity configuration
category.

Options
« Instance types

« AMIID

Elastic Beanstalk Environments Gettingstartedz-env Configuration

Modify capacity

Configure the compute capacity of your environment and auto scaling settings to optimize the number of instances used.

Auto scaling group

Instance types
Add instance types for your fleet. Change the order that the instances are in to set the preferred launch order. This only affects On-Demand instances. We recommend you include at least two instance

types. Learn more [7]

v

td4g.medium X | | t4g.2xlarge X

AMIID
ami-00123f0296f04e610

Instance types

The Instance types setting determines the type of Amazon EC2 instance that's launched to run
your application. This configuration page shows a list of Instance types. You can select one or
more instance types. The Elastic Beanstalk console only displays the instance types based on the
processor architecture that's configured for your environment. Therefore, you can only add instance
types of the same processor architecture.
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® Note

Although the Elastic Beanstalk console doesn't provide the option to change the processor
architecture of an existing environment, you can do so with the AWS CLI. For example
commands, see Configuring Amazon EC2 security groups and instance types using the AWS
CLI.

Choose an instance that's powerful enough to run your application under load, but not so powerful
that it's idle most of the time. For development purposes, the t2 family of instances provides a
moderate amount of power with the ability to burst for short periods of time. For large-scale,
high-availability applications, use a pool of instances to ensure that capacity isn't too strongly
affected if any single instance goes down. Start with an instance type that you can use to run five
instances under moderate loads during normal hours. If any instance fails, the rest of the instances
can absorb the rest of the traffic. The capacity buffer also allows time for the environment to scale
up as traffic begins to rise during peak hours.

For more information about Amazon EC2 instance families and types, see Instance types in the

Amazon EC2 User Guide. To determine which instance types meet your requirements and their
supported Regions, see Available instance types in the Amazon EC2 User Guide.

AMI ID

The Amazon Machine Image (AMI) is the Amazon Linux or Windows Server machine image that
Elastic Beanstalk uses to launch Amazon EC2 instances in your environment. Elastic Beanstalk
provides machine images that contain the tools and resources required to run your application.

Elastic Beanstalk selects a default AMI for your environment based on the Region, platform version
and processor architecture that you choose. If you have created a custom AMI, replace the default
AMI ID with your own default custom one.

Managing EC2 security groups

When Elastic Beanstalk creates an environment, it assigns a default security group to the EC2
instances that are launched with it. The security groups that are attached to your instances
determine which traffic is allowed to reach and exit the instances.

The default EC2 security group that Elastic Beanstalk creates allows all incoming traffic from
the internet or load balancers on the standard ports for HTTP (80) and SSH(22). You may also
define your own custom security groups to designate firewall rules for the EC2 instances. The
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security groups can allow traffic on other ports or from other sources. For example, you can create
a security group for SSH access that allows inbound traffic on port 22 from a restricted IP address
range. Or for additional security, you can create one that allows traffic from a bastion host that
only you can access.

You can select to opt out your environment from the default EC2 security group by setting
the DisableDefaultEC2SecurityGroup option in the aws:autoscaling:launchconfiguration

namespace to true. Use the AWS CLI or configuration files to apply this option to your
environment and to attach custom security groups to the EC2 instances.

Managing EC2 security groups in multi-instance environments

If you create a custom EC2 security group in a multi-instance environment you must also consider
how the load balancers and incoming traffic rules keep your instances secure and accessible.

Inbound traffic to an environment with multiple EC2 instances is managed by the load balancer,

which directs incoming traffic among all of the EC2 instances. When Elastic Beanstalk creates a
default EC2 security group, it also defines inbound rules that allow incoming traffic from the load
balancer. Without this inbound rule in the security group, the incoming traffic will not be allowed
to enter the instances. This condition would essentially block the instances from external requests.

If you disable the default EC2 security group for a load balanced environment, Elastic Beanstalk
validates some configuration rules. If the configuration doesn't meet the validation checks, it issues
messages instructing you to provide the required configuration. The validation checks are the
following:

» At least one security group must be assigned to the load balancer using the SecurityGroups
option of the aws:elbv2:loadbalancer or aws:elb:loadbalancer, depending on whether it's an

application load balancer or classic load balancer, respectively. For AWS CLI examples see
Configuring with the AWS CLI.

 Inbound traffic rules must exist that allow your EC2 instances to receive traffic from the load
balancer. Both your EC2 security groups and your load balancer security groups must reference
these inbound rules. For more information, see the Inbound rules for traffic section that follows.

Inbound rules for traffic

The EC2 security group(s) for a multi-instance environment, must include an inbound rule that
references the load balancer security group. This applies to environments with any type of load
balancer, dedicated or shared, and with either custom or default load balancer security groups.
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You can view all of the security groups that are attached to your environment components in the
EC2 console. The following image shows the EC2 console listing of security groups that Elastic
Beanstalk creates by default during the create environment operation.

The Security Groups screen shows environments and their associated security groups. Both
GettingStarted-env and GettingStarted3-env are multi-instance environments with dedicated load
balancers. Each of these environments has two security groups listed, one for the EC2 instances
and another for the load balancer. Elastic Beanstalk creates these security groups when it creates
the environments. GettingStarted5-env doesn't have a load balancer security group, because it only
has one EC2 instance, and thus no load balancer.

The Inbound rules screen drills down into the EC2 security group for the instances of
GettingStarted3-env. This example defines the inbound rules for the EC2 security group. Note that
the Source column in the Inbound rules lists the security group id of the load balancer security
group listed in the prior image. This rule allows the EC2 instances of GettingStarted3-env to receive
inbound traffic from that specific load balancer on port 80.

Security Groups (6) info E Create security g
Q 1
Name a Security group ID Security group name VPC ID Description
- sg-12334567 default vpc-labedefg [4 default VPC security group
Gettingstarted-env sg-223456abcd78%efgh awseb-a-123456789-stack-AWSEBLoadBalancerSecurityGroup... vpc-labedefg [4 Elastic Beanstalk created security group used when no ELB security groups are spe...
Gettingstarted-env 59-32345d7392fgh awseb-a-223456789-stack-AWSEBSecurityGroup-1ATABASFFY. vpc-labedefg [4 SecurityGroup for ElasticBeanstalk environment.
Gettingstarted3-env sg-423456abcd789efgh awseb-a-323456789-stack-AWSEBSecurityGroup-RS1ABTSJFZGS vpc-labedefg [4 SecurityGroup for ElasticBeanstalk environment.
Gettingstarted3-env sg-523456abcd789efgh awseb-a-423456789-stack-AWSEBLoadBalancerSecurityGroup.. vpc-labedefg [4 Elastic Beanstalk created security group used when no ELB security groups are spe...
Gettingstarted5-env 5g-623456abcd78%efgh awseb-a-523456789-stack-AWSEBSecurityGroup-QUC2Z3R0B... vpc-labedefg [4 SecurityGroup for ElasticBeanstalk environment.
Inbound rules (1/1) ‘ Manage tags ‘ ‘ Edit inbound rules ‘
Q 1 @
Security group rule... IP version Type Protocol Port range Source Description
sgr-1234abc567¢90123 = HTTP TCP 80 59-523456abcd78%efgh / ... =

For more information, see Change security groups for your instance and Elastic Load Balancing
rules in the Amazon EC2 User Guide.

Configuring Amazon EC2 security groups and instance types using the
AWS CLI

You can use the AWS Command Line Interface (AWS CLI) to configure the Amazon EC2 instances in
your Elastic Beanstalk environments.
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Configuring EC2 security groups using the AWS CLI

This topic provides examples for different EC2 security group configurations for both single-
instance and load balanced (multi-instance) environments. For more information about the options
in these examples, see aws:autoscaling:launchconfiguration.

® Notes

The create environment operation provides an EC2 security group by default. It also creates
an environment with an application load balancer by default.

The update environment operation can be used to either disable or enable

the default EC2 security group for your environment with the boolean option
DisableDefaultEC2SecurityGroup. Example 5 shows how to set your environment
back to the default security configuration if you had previously modified it.

The following examples show a create-environment command opting out of the

default EC2 security group and providing custom security groups instead. Since the
DisableDefaultEC2SecurityGroup option is set to true, the default EC2 security group that
Elastic Beanstalk normally associates to the EC2 instances is not created. Therefore, you must
provide other security groups with the SecurityGroups option.

Note that the aws:elasticbeanstalk:environment EnvironmentType option is set to
SinglelInstance. To create a single instance environment, you must specify this option, because
LoadBalanced is the default EnvironmentType. Since this environment does not include a load
balancer, we don't need to specify a load balancer security group.

Example 1 — New single-instance environment with custom EC2 security groups (namespace
options inline)

aws elasticbeanstalk create-environment \

--region us-east-1 \

--application-name my-app \

--environment-name my-env \

--solution-stack-name "64bit Amazon Linux 2023 v6.5.0 applrunning Node.js 22" \
--option-settings \
Namespace=aws:elasticbeanstalk:environment,OptionName=EnvironmentType,Value=SingleInstance
\

Namespace=aws:autoscaling:launchconfiguration,OptionName=IamInstanceProfile,Value=aws-
elasticbeanstalk-ec2-role \
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Namespace=aws:autoscaling:launchconfiguration,OptionName=DisableDefaultEC2SecurityGroup,Value=t
\

Namespace=aws:autoscaling:launchconfiguration,OptionName=SecurityGroups,Value=sg-
abcdef0l1l, sg-abcdef02 \
Namespace=aws:autoscaling:launchconfiguration, OptionName=EC2KeyName,Value=my-keypair

As an alternative, use an options. json file to specify the namespace options instead of including
them inline.

Example 2 — New single-instance environment with custom EC2 security groups (namespace
options in options. json file)

aws elasticbeanstalk create-environment \

--region us-east-1 \

--application-name my-app \

--environment-name my-env \

--solution-stack-name "64bit Amazon Linux 2023 v6.5.0 running Node.js 22" \
--option-settings file://options.json

Example

### example options.json ###

[

{ "Namespace" : "aws:elasticbeanstalk:environment",
"OptionName" : "EnvironmentType",
"Value" : "SingleInstance"

},

{
"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "IamInstanceProfile",
"Value": "aws-elasticbeanstalk-ec2-role"

},

{
"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "DisableDefaultEC2SecurityGroup",
"Value": "true"

},

{
"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "SecurityGroups",

"Value": "sg-abcdef@l, sg-abcdef@2"
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3,

{
"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "EC2KeyName",
"Value": "my-keypair"

}

The following example creates a load-balanced environment. It specifies the
aws:elasticbeanstalk:environment namespace option LoadBalancerType set

to application. Since we're disabling the default EC2 security group with the
DisableDefaultEC2SecurityGroup option, we need to provide our own custom
security groups for the EC2 instances again, with the aws:autoscaling:launchconfiguration

SecurityGroups option, like the previous example. Since this environment has a load balancer to
route traffic, we must provide security groups for the load balancer as well.

To create an environment with a with a classic load balancer, but otherwise the same configuration,
update the configuration for the aws:elasticbeanstalk:environment namespace option

LoadBalancerType to classic.

The different load balancer types have different namespaces that hold the options to specify the
security groups:

» application load balancer — aws:elbv2:loadbalancer SecurityGroups option

« classic load balancer — aws:elb:loadbalancer SecurityGroups option

» network load balancer - since network load balancers do not have security groups, configure the
EC2 security groups with VPC identifiers. For more information, see Update the security groups
for your Network Load Balancer in the User Guide for Network Load Balancers.

Example 3 — New multi-instance environment with custom EC2 security groups (namespace
options in options. json file)

aws elasticbeanstalk create-environment \

--region us-east-1 \

--application-name my-app \

--environment-name my-env \

--solution-stack-name "64bit Amazon Linux 2023 v6.5.0 running Node.js 22" \
--option-settings file://options.json

Configuring with the AWS CLI 333


https://docs.aws.amazon.com/elasticloadbalancing/latest/network/load-balancer-security-groups.html
https://docs.aws.amazon.com/elasticloadbalancing/latest/network/load-balancer-security-groups.html

AWS Elastic Beanstalk

Developer Guide

Example
### example options.json ###
[
{
"Namespace" : "aws:elasticbeanstalk:environment",
"OptionName" : "EnvironmentType",
"Value" : "LoadBalanced"
I
{
"Namespace" : "aws:elasticbeanstalk:environment",
"OptionName" : "LoadBalancerType",
"Value" : "application"
1,
{
"Namespace" : "aws:elbv2:loadbalancer",
"OptionName" : "SecurityGroups",
"Value" : "sg-abcdefghikl@©12345"
I
{
"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "IamInstanceProfile",
"Value": "aws-elasticbeanstalk-ec2-role"
1,
{
"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "DisableDefaultEC2SecurityGroup",
"Value": "true"
I
{
"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "SecurityGroups",
"Value": "sg-abcdef@l, sg-abcdef@2"
1,
{
"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "EC2KeyName",
"Value": "my-keypair"
}
]

Configuring with the AWS CLI

334



AWS Elastic Beanstalk Developer Guide

You can disable the default EC2 security group for an existing environment with the update-
environment command. The following example command disables the default EC2 security group
and assigns the environment's EC2 instances custom EC2 security groups.

Use the example options. jason files in examples 4(a), 4(b), or 4(c), depending on whether the
environment is load balanced and the type of load balancer. Configuration file 4(a) specifies the
security groups for a single-instance environment. Since it doesn't require a load balancer, we

only provide the security group for the EC2 instances. Configuration files 4(b) and 4(c) specify the
security groups for an application load balancer and a classic load balancer. For these cases we also
need to specify security groups for the load balancer.

Example 4 — Update an existing environment to disable default EC2 security group (namespace
options in options. json file)

aws elasticbeanstalk update-environment \

--region us-east-1 \

--application-name my-app \

--environment-name my-env \

--solution-stack-name "64bit Amazon Linux 2023 v6.5.0 running Node.js 22" \
--option-settings file://options.json

Example 4(a) — Configuration file for single-instance environment (no load balancer)

### example options.json ###

[
{
"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "DisableDefaultEC2SecurityGroup",
"Value": "true"
1,
{
"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "SecurityGroups",
"Value": "sg-abcdef@l, sg-abcdef@2"
}
]

To update an environment that uses an application load balancer, use the
aws:elbv2:1loadbalancer namespace to specify the security groups for the load balancer.
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Example 4(b) — Configuration file for environment with an application load balancer

### example options.json ###

L

"Namespace" : "aws:elbv2:loadbalancer",
"OptionName" : "SecurityGroups",

"Value" : "sg-abcdefghikl@©12345"

"Namespace": "aws:autoscaling:launchconfiguration",

"OptionName": "DisableDefaultEC2SecurityGroup",
"Value": "true"

"Namespace": "aws:autoscaling:launchconfiguration",

"OptionName": "SecurityGroups",
"Value": "sg-abcdef@l, sg-abcdef@2"

To update an environment that uses a classic load balancer use the aws:elb:loadbalancer

namespace to specify the security groups for the load balancer.

Example 4(c) — Configuration file for environment with a classic load balancer

HH##

L

example options.json ###

"Namespace" : "aws:elb:loadbalancer",

"OptionName" : "SecurityGroups",

"Value" : "sg-abcdefghikl@12345"

"Namespace": "aws:autoscaling:launchconfiguration",

"OptionName": "DisableDefaultEC2SecurityGroup",
"Value": "true"

"Namespace": "aws:autoscaling:launchconfiguration",n

"OptionName": "SecurityGroups",
"Value": "sg-abcdef@l, sg-abcdef©2"
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]

To return your environment to the default behavior and configuration with the default
security group that Elastic Beanstalk assigns, use the update-environment command to set the
DisableDefaultEC2SecurityGroup to false. For a multi-instance environment, Elastic

Beanstalk also handles the security groups and network traffic rules for your environment's load
balancer.

The following example applies to both a single-instance or multi-instance (load balanced)
environment:

Example 5 — Update an environment back to using the default security group (namespace
options in options. json file)

aws elasticbeanstalk update-environment \

--region us-east-1 \

--application-name my-app \

--environment-name my-env \

--solution-stack-name "64bit Amazon Linux 2023 v6.5.0 running Node.js 22" \
--option-settings file://options.json

Example

### example options.json ###

[
{
"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "DisableDefaultEC2SecurityGroup",
"Value": "false"
}
]

Configuring EC2 with instance types using the AWS CLI

This topic provides examples for configuring the instance types of the EC2 instances in your
environment.

The first two examples creates a new environment. The command specifies an Amazon EC2
instances type, t4g.small, that's based on arm64 processor architecture. Elastic Beanstalk defaults
the Image ID (AMI) for the EC2 instances based on the Region, platform version and instance type.
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The instance type corresponds to a processor architecture. The solution-stack-name parameter
applies to platform version.

Example 1 — create a new arm64 based environment (namespace options inline)

aws elasticbeanstalk create-environment \

--region us-east-1 \

--application-name my-app \

--environment-name my-env \

--solution-stack-name "64bit Amazon Linux 2 v3.4.7 running Docker" \

--option-settings \
Namespace=aws:autoscaling:launchconfiguration,OptionName=IamInstanceProfile,Value=aws-
elasticbeanstalk-ec2-role \
Namespace=aws:ec2:instances,OptionName=InstanceTypes,Value=t4g.small

As an alternative, use an options. json file to specify the namespace options instead of including
them inline.

Example 2 — create a new arm64 based environment (namespace options in options.json
file)

aws elasticbeanstalk create-environment \

--region us-east-1 \

--application-name my-app \

--environment-name my-env \

--solution-stack-name "64bit Amazon Linux 2 v3.4.7 running Docker" \
--option-settings file://options.json

Example

### example options.json ###

[
{
"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "IamInstanceProfile",
"Value": "aws-elasticbeanstalk-ec2-role"
},
{

"Namespace": "aws:ec2:instances",
"OptionName": "InstanceTypes",
"Value": "t4g.small"
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}

The next two examples update the configuration for an existing environment with the update-
environment command. In this example we're adding another instance type that's also based on
arm64 processor architecture. For existing environments, all instance types that are added must
have the same processor architecture. If you want to replace the existing instance types with those
from a different architecture, you can do so. But make sure that all of the instance types in the
command have the same type of architecture.

Example 3 — update an existing arm64 based environment (namespace options inline)

aws elasticbeanstalk update-environment \

--region us-east-1 \

--application-name my-app \

--environment-name my-env \

--solution-stack-name "64bit Amazon Linux 2 v3.4.7 running Docker" \

--option-settings \
Namespace=aws:autoscaling:launchconfiguration,OptionName=IamInstanceProfile,Value=aws-
elasticbeanstalk-ec2-role \
Namespace=aws:ec2:instances,OptionName=InstanceTypes,Value=t4g.small,t4g.micro

As an alternative, use an options. json file to specify the namespace options instead of including
them inline.

Example 4 — update an existing arm64 based environment (namespace options in
options. json file)

aws elasticbeanstalk update-environment \

--region us-east-1 \

--application-name my-app \

--environment-name my-env \

--solution-stack-name "64bit Amazon Linux 2 v3.4.7 running Docker" \
--option-settings file://options.json

Example

### example options.json ###
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[
{
"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "IamInstanceProfile",
"Value": "aws-elasticbeanstalk-ec2-role"
I
{
"Namespace": "aws:ec2:instances",
"OptionName": "InstanceTypes",
"Value": "t4g.small, t4g.micro"
}
]

The next two examples show more create-environment commands. These examples don't provide
values for InstanceTypes. When InstanceTypes values aren't specified, Elastic Beanstalk
defaults to x86 based processor architecture. The Image ID (AMI) for the environment's EC2
instances will default according to the Region, platform version and defaulted instance type. The
instance type corresponds to a processor architecture.

Example 5 — create a new x86 based environment (namespace options inline)

aws elasticbeanstalk create-environment \

--region us-east-1 \

--application-name my-app \

--environment-name my-env \

--solution-stack-name "64bit Amazon Linux 2 v3.4.7 running Docker" \

--option-settings \
Namespace=aws:autoscaling:launchconfiguration,OptionName=IamInstanceProfile,Value=aws-
elasticbeanstalk-ec2-role

As an alternative, use an options. json file to specify the namespace options instead of including
them inline.

Example 6 — create a new x86 based environment (namespace options in options. json file)

aws elasticbeanstalk create-environment \

--region us-east-1 \

--application-name my-app \

--environment-name my-env \

--solution-stack-name "64bit Amazon Linux 2 v3.4.7 running Docker" \
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--option-settings file://options.json

Example

### example options.json ###

[
{
"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "IamInstanceProfile",
"Value": "aws-elasticbeanstalk-ec2-role"
}
]

Configuring Amazon EC2 instances with namespace options

You can use the configuration options in the aws :autoscaling:launchconfiguration
namespace to configure the instances for your environment, including additional options that

aren't available in the console.

/A Important

The DisableIMDSv1, RootVolumeType, or BlockDeviceMappings option setting can
cause Elastic Beanstalk to migrate an existing environment with launch configurations

to launch templates. Doing so requires the necessary permissions to manage launch
templates. These permissions are included in our managed policy. If you use custom
policies instead of our managed policies, environment creation or updates might fail
when you update your environment configuration. For more information and other
considerations, see Migrating your Elastic Beanstalk environment to launch templates .

The following configuration file example uses the basic configuration options that are explained in
this topic. To see examples of additional configuration options when you need to specify security
groups for load balancers, see Configuring with the AWS CLI.

option_settings:
aws:autoscaling:launchconfiguration:
SecurityGroups: my-securitygroup
MonitoringInterval: "1 minute"
DisableIMDSv1l: false
DisableDefaultEC2SecurityGroup: true
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SecurityGroups: '"sg-abcdef@l, sg-abcdef2"

EC2KeyName: my-keypair

IamInstanceProfile: "aws-elasticbeanstalk-ec2-role"

BlockDeviceMappings: "/dev/sdj=:100,/dev/sdh=snap-5leef269, /dev/sdb=ephemeral@"
aws:elasticbeanstalk:environment:

EnvironmentType: SingleInstance

The DisableDefaultEC2SecurityGroup and BlockDeviceMappings are not available in the
console.

You can use BlockDeviceMappings to configure additional block devices for your instances. For
more information, see Block Device Mapping in the Amazon EC2 User Guide.

The EB CLI and Elastic Beanstalk console apply recommended values for the preceding options.
You must remove these settings if you want to use configuration files to configure the same. See
Recommended values for details.

Configuring the IMDS on your Elastic Beanstalk environment's
instances

This topic describes the Instance Metadata Service (IMDS).

Instance metadata is data that's related to an Amazon Elastic Compute Cloud (Amazon EC2)
instance that applications can use to configure or manage the running instance. The instance
metadata service (IMDS) is an on-instance component that code on the instance uses to securely
access instance metadata. This code can be Elastic Beanstalk platform code on your environment
instances, the AWS SDK that your application might be using, or even your application's own code.
For more information, see Instance metadata and user data in the Amazon EC2 User Guide.

Code can access instance metadata from a running instance using one of two methods: Instance
Metadata Service Version 1 (IMDSv1) or Instance Metadata Service Version 2 (IMDSv2). IMDSv2 uses
session-oriented requests and mitigates several types of vulnerabilities that could be used to try to
access the IMDS. For information about these two methods, see Configuring the instance metadata
service in the Amazon EC2 User Guide.

Topics
» Platform support for IMDS
o Choosing IMDS methods

« Configuring IMDS using the Elastic Beanstalk console
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» The aws:autoscaling:launchconfiguration namespace

Platform support for IMDS

Elastic Beanstalk platforms running on Amazon Linux 2 and Amazon Linux 2023 and Windows
server all support both IMDSv1 and IMDSv2. For more information, see Configuring IMDS using the
Elastic Beanstalk console

Choosing IMDS methods

When making a decision about the IMDS methods that you want your environment to support,
consider the following use cases:

o AWS SDK - If your application uses an AWS SDK, make sure you use an the latest version of the
SDK. The AWS SDKs make IMDS calls, and newer SDK versions use IMDSv2 whenever possible. If
you ever disable IMDSv1, or if your application uses an old SDK version, IMDS calls might fail.

» Your application code - If your application makes IMDS calls, consider using the AWS SDK so that
you can make the calls instead of making direct HTTP requests. This way, you don't need to make
code changes to switch between IMDS methods. The AWS SDK uses IMDSv2 whenever possible.

o Elastic Beanstalk platform code — Our code makes IMDS calls through the AWS SDK, and
therefore uses IMDSv2 on all supporting platform versions. If your code uses an up-to-date AWS
SDK and makes all IMDS calls through the SDK, you can safely disable IMDSv1.

Configuring IMDS using the Elastic Beanstalk console

You can modify your Elastic Beanstalk environment's Amazon EC2 instance configuration in the
Elastic Beanstalk console.

/A Important

The DisableIMDSv1 option setting can cause Elastic Beanstalk to migrate an existing
environment with launch configurations to launch templates. Doing so requires the
necessary permissions to manage launch templates. These permissions are included in our
managed policy. If you use custom policies instead of our managed policies, environment
creation or updates might fail when you update your environment configuration. For more
information and other considerations, see Migrating your Elastic Beanstalk environment to
launch templates .
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To configure IMDS on your Amazon EC2 instances in the Elastic Beanstalk console

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

3. Inthe navigation pane, choose Configuration.
4. In the Instance traffic and scaling configuration category, choose Edit.

5. Set Disable IMDSv1 to enforce IMDSv2. Clear Disable IMDSv1 to enable both IMDSv1 and
IMDSv2.

6. To save the changes choose Apply at the bottom of the page.
The aws:autoscaling:launchconfiguration namespace

You can use a configuration option in the aws:autoscaling:launchconfiguration
namespace to configure IMDS on your environment's instances.

/A Important

The DisableIMDSv1 option setting can cause Elastic Beanstalk to migrate an existing
environment with launch configurations to launch templates. Doing so requires the
necessary permissions to manage launch templates. These permissions are included in our
managed policy. If you use custom policies instead of our managed policies, environment
creation or updates might fail when you update your environment configuration. For more
information and other considerations, see Migrating your Elastic Beanstalk environment to
launch templates .

The following configuration file example disables IMDSv1 using the DisableIMDSv1 option.

option_settings:
aws:autoscaling:launchconfiguration:
DisableIMDSv1: true

Set DisableIMDSv1 to true to disable IMDSv1 and enforce IMDSv2.

Set DisableIMDSv1 to false to enable both IMDSv1 and IMDSv?2.
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Auto Scaling your Elastic Beanstalk environment instances

This topic describes how you can customize the Auto Scaling features to manage your Elastic
Beanstalk environment’s workload. You can configure Auto Scaling for your environment using the
Elastic Beanstalk console, namespace configuration options, the AWS CLI, or the EB CLI.

Load-balanced or single instance environments

Your AWS Elastic Beanstalk environment includes an Auto Scaling group that manages the Amazon
EC2 instances in your environment. In a single-instance environment, the Auto Scaling group

ensures that there is always one instance running. In a load-balanced environment, you configure
the group with a range of instances to run, and Auto Scaling adds or removes instances as needed,
based on load.

EC2 Instance configuration

The Auto Scaling group also applies your configuration choices to provision and manage the EC2
instances in your environment. You can modify the EC2 configuration to change the instance type,
key pair, Amazon Elastic Block Store (Amazon EBS) storage, and other settings that can only be
configured when you launch an instance.

On-Demand and Spot Instances

As an option, Elastic Beanstalk can include Spot Instances in your environment and manage
them in combination with On-Demand instances. You can configure Amazon EC2 Auto Scaling to
monitor and automatically respond to changes that affect the availability of your Spot Instances by

enabling Capacity Rebalancing. You can also configure the Spot allocation strategy that the Auto

Scaling service uses to provision Spot Instances to your environment.
Required permissions when enabling Spot Instances

Enabling Spot Instance requests requires using Amazon EC2 launch templates. When you configure
this feature during environment creation or updates, Elastic Beanstalk attempts to configure your
environment to use Amazon EC2 launch templates (if the environment isn't using them already).

In this case, if your user policy lacks the necessary permissions, environment creation or updates
might fail. Therefore, we recommend that you use our managed user policy or add the required
permissions to your custom policies. For details about the required permissions, see Required
permissions for launch templates.

Auto Scaling triggers
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The Auto Scaling group uses two Amazon CloudWatch alarms to trigger scaling operations. The
default triggers scale when the average outbound network traffic from each instance is higher than
6 MiB or lower than 2 MiB over a period of five minutes. To use Auto Scaling effectively, configure
triggers that are appropriate for your application, instance type, and service requirements. You can
scale based on several statistics including latency, disk I/0, CPU utilization, and request count.

Schedule Auto Scaling actions

To optimize your environment's use of Amazon EC2 instances through predictable periods of peak
traffic, configure your Auto Scaling group to change its instance count on a schedule. You can

schedule changes to your group's configuration that recur daily or weekly, or schedule one-time
changes to prepare for marketing events that will drive a lot of traffic to your site.

Auto Scaling health check

Auto Scaling monitors the health of each Amazon EC2 instance that it launches. If any instance
terminates unexpectedly, Auto Scaling detects the termination and launches a replacement
instance. To configure the group to use the load balancer's health check mechanism, see Auto
Scaling health check setting for your Elastic Beanstalk environment.

Topics

» Migrating your Elastic Beanstalk environment to launch templates

Spot Instance support for your Elastic Beanstalk environment

Auto Scaling triggers for your Elastic Beanstalk environment

Scheduled Auto Scaling actions for your Elastic Beanstalk environments

Auto Scaling health check setting for your Elastic Beanstalk environment

Migrating your Elastic Beanstalk environment to launch templates

As of October 1, 2024, Amazon EC2 Auto Scaling no longer supports launch configurations for new
accounts. Accounts created prior to that date might have launch configurations.

We recommend migrating to launch templates for the following benefits:

« Improved availability for your applications
» Better optimization of workloads in your Auto Scaling groups

o Access to the latest EC2 and Auto Scaling features
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For more information, see Auto Scaling launch configurations in the Amazon EC2 Auto Scaling User
Guide.

Option settings for launch templates

To migrate your environment from launch configurations to launch templates, set one of the
following configuration options:

« RootVolumeType option set to gp3. You can set this option with the console or the namespace .

« BlockDeviceMappings option contains gp3. You can set this option with the console or the

namespace.
« DisableIMDSv1 option set to true. We recommend that you set this option using the

namespace.
« EnableSpot option set to true. For more information, see Enabling Spot Instances.

/A Important

After an environment begins using launch templates, Elastic Beanstalk does not revert
to launch configurations, even if you remove the configuration options that originally
triggered the use of launch templates.

Confirm whether your environment has launch configurations or launch
templates

You can confirm if your environment already uses launch templates, or if it's using launch
configurations, by inspecting the CloudFormation stack template.

To inspect your environment's CloudFormation stack template

1. Open the AWS CloudFormation console at https://console.aws.amazon.com/cloudformation.

2. On the navigation bar at the top of the screen, choose the AWS Region where you created the
environment.

3. On the Stacks page of the CloudFormation console, inspect the Description column.

Locate and select the stack for the Elastic Beanstalk environment. CloudFormation displays the
stack details for the environment.
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4. In Stack details select the Template tab.

Using your browser's page search, you can search the template text for launchtemplate or
launchconfiguration.

For more information, see View stack information in the AWS CloudFormation User Guide.

Required permissions for launch templates

The default Elastic Beanstalk managed service role policy
AWSElasticBeanstalkManagedUpdatesCustomerRolePolicy provides the required permissions

to create and manage launch templates. Elastic Beanstalk must manage launch templates to
complete many environment operations, including creating environments.

If you attach custom policies to an Elastic Beanstalk service role, verify that the service role
includes the following permissions for creating launch templates. These permissions enable Elastic
Beanstalk to successfully create and update environments in your account:

Required permissions for Amazon EC2 launch templates

e ec2:Runlnstances

e ec2:CreateLaunchTemplate

o ec2:CreateLaunchTemplateVersions
o ec2:DeleteLaunchTemplate

o ec2:DeleteLaunchTemplateVersions
e ec2:DescribelLaunchTemplate

« ec2:DescribeLaunchTemplateVersions

The following example 1AM policy includes these permissions.

"Statement": [
{
"Effect": "Allow",
"Action": [
"ec2:RunInstances",
"ec2:CreatelLaunchTemplate",
"ec2:CreateLaunchTemplateVersions",
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"ec2:DeleteLaunchTemplate",
"ec2:DeleteLaunchTemplateVersions",
"ec2:DescribelLaunchTemplate",
"ec2:DescribelLaunchTemplateVersions"

]I

"Resource": [

"

For more information, see Managing Elastic Beanstalk service roles and Managing Elastic Beanstalk
user policies.

More about launch templates

To learn more about launch templates, see Auto Scaling launch templates in the Amazon EC2 Auto

Scaling User Guide.

To learn more about the AWS transition to launch templates and the benefits they offer,
see Amazon EC2 Auto Scaling will no longer add support for new EC2 features to Launch
Configurations in the AWS Compute Blog.

/A Important
You don't need to follow the procedure referenced in this blog article to transition an older
environment to launch templates. To migrate an existing Elastic Beanstalk environment to
launch templates, set one of the options listed in Option settings for launch templates.

Spot Instance support for your Elastic Beanstalk environment

This topic describes the configuration options that are available for you to manage the capacity
and load balancing of Spot Instances in your Elastic Beanstalk environment. It also provides details
and examples for the methods you can use to configure these options. You can use the Elastic
Beanstalk console, namespace configuration options, the AWS CLI, or the EB CLI to manage the
configuration options.

Minimize Spot instance interruptions with Capacity Rebalancing
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To help minimize the impact of Spot Instance interruptions to your application, you can enable the
Capacity Rebalancing option included with Amazon EC2 Auto Scaling.

/A Important

Demand for Spot Instances can vary significantly from moment to moment, and the
availability of Spot Instances can also vary significantly depending on how many unused
Amazon EC2 instances are available. It's always possible that your Spot Instance might be
interrupted.

When you enable Capacity Rebalancing, EC2 automatically attempts to replace Spot Instances in
an Auto Scaling group before they are interrupted. To enable this feature use the Elastic Beanstalk
console to configure the Auto Scaling group. Alternatively, you can set the Elastic Beanstalk
EnableCapacityRebalancing configuration option to true in the aws:autoscaling:asg
namespace.

For more information, see Capacity Rebalancing in the Amazon EC2 Auto Scaling User Guide and

Spot Instance Interruptions in the Amazon EC2 User Guide.

Older Instance Types and Spot Instance Support

Some older AWS accounts might provide Elastic Beanstalk with default instance types that don't
support Spot Instances. If you enable Spot Instance requests and you see the error None of the
instance types you specified supports Spot, update your configuration with instance types that
support Spot Instances. To choose Spot Instance types, use the Spot Instance Advisor.

Topics

Enabling Spot Instances for your environment

Spot Instance allocation strategy

Managing On-Demand instances and Spot instances

Capacity configuration for your Elastic Beanstalk environment

Enabling Spot Instances for your environment

To take advantage of Amazon EC2 Spot Instances, set the EnableSpot option for your
environment. Your environment's Auto Scaling group then combines Amazon EC2 purchase options
and maintains a mix of On-Demand and Spot Instances.
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You can use the Elastic Beanstalk console, namespace configuration options, the AWS CLI, or the EB
CLI to enable Spot Instance requests for your environment.

Before you enable Spot Instances for your environment, become familiar with the Auto Scaling,
capacity, and load balancing configuration options that are available. Your application's
requirements that are related to workload, impact of instance interruptions, and pricing, are all
important considerations in your planning to enable Spot Instances.

The topics that follow provide details about the Auto Scaling and capacity management options
and how their combined use affects your environment. There are procedures and example
configurations to inform and guide you about the various options and how to configure them.
We also offer tools and features to help you manage your configuration and respond to events.
You can schedule automated changes to your configuration based on predictable periods of
traffic, configure triggers to respond to factors such as traffic volume, and configure Auto Scaling
monitoring and health checks.

For more detailed information about Spot Instances, including explanation of key concepts and
best practices, see Spot Instances in the Amazon EC2 User Guide.

/A Important

The EnableSpot option setting can cause Elastic Beanstalk to migrate an existing
environment with launch configurations to launch templates. Doing so requires the
necessary permissions to manage launch templates. These permissions are included in our
managed policy. If you use custom policies instead of our managed policies, environment
creation or updates might fail when you update your environment configuration. For more
information and other considerations, see Migrating your Elastic Beanstalk environment to
launch templates .

Spot Instance allocation strategy

You can select any one of the allocation strategies listed in this topic for your Elastic Beanstalk
environment. Use the Elastic Beanstalk console, namespace configuration options, or the AWS CLI,
to set and configure Spot Instance allocation strategy and related attributes for your environment.

Amazon EC2 applies an allocation strategy to manage and provision Spot instances for your
environment. Each allocation strategy optimizes the allocated instances based on how it's defined
to handle available capacity, price, and selection of instance types.
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Amazon EC2 Auto Scaling provides the following allocation strategies for Spot Instances.

» Capacity optimized (default)

» Requests Spot Instances from the pool, with optimal capacity for the number of instances that
are launching.

« This strategy works well for workloads where the possibility of service disruption must be
minimized.
 Price capacity optimized
» Requests Spot Instances from the pools that have the lowest chance of interruption and the
lowest possible price.
« This is the preferable choice for most Spot workloads.
» Capacity optimized prioritized
» Requests Spot Instances based on capacity availability first, while honoring your choice of

instance type prioritization on a best-effort basis. You can provide a list of instance types,
ordered by priority, when you configure Spot Instance options for Elastic Beanstalk.

» This strategy is good for workloads that require minimal service disruption, and a specific
instance type prioritization matters.

» Lowest price
» Requests Spot Instances from the lowest priced pool with available instances.

« It'simportant to take precaution when using this strategy, since it only considers instance price
and not capacity availability, which will result in high interruption rates.

For more details about each allocation strategy, see Allocation strategies for multiple instance
types in the Amazon EC2 Auto Scaling User Guide.

To help you understand which allocation strategy is best suited to meet your environment's
requirements, see Choose the appropriate Spot allocation strategy in the Amazon EC2 User Guide.

Managing On-Demand instances and Spot instances

You can launch and automatically scale a fleet of On-Demand Instances and Spot Instances within
a single Auto Scaling group. The following options can be used in tandem to configure how the
Auto Scaling service manages Spot Instances and On-Demand Instances in your environment.

You can configure these options for your environment using the Elastic Beanstalk console,

namespace configuration options, the AWS CLI, or the EB CLI.
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These options are part of the aws:ec2:instances namespace:

« EnableSpot - When set to true this setting enables Spot Instance requests for your
environment.

» SpotFleetOnDemandBase - Sets the minimum number of On-Demand Instances that your
Auto Scaling group provisions before considering Spot Instances as your environment scales up.

» SpotFleetOnDemandAboveBasePercentage - The percentage of On-Demand Instances
as part of additional capacity that your Auto Scaling group provisions beyond the
SpotOnDemandBase instances.

The previously listed options correlate with the following options in the aws:autoscaling:asg
namespace:

e MinSize - The minimum number of instances that you want in your Auto Scaling group.

« MaxSize - The maximum number of instances that you want in your Auto Scaling group.

/A Important

The EnableSpot option setting can cause Elastic Beanstalk to migrate an existing
environment with launch configurations to launch templates. Doing so requires the
necessary permissions to manage launch templates. These permissions are included in our
managed policy. If you use custom policies instead of our managed policies, environment
creation or updates might fail when you update your environment configuration. For more
information and other considerations, see Migrating your Elastic Beanstalk environment to
launch templates .

Applying both sets of namespace options

The following points describe how the combination of these option settings affects the scaling for
your environment.

« Only MinSize determines your environment's initial capacity—the number of instances you
want running at a minimum.
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» SpotFleetOnDemandBase doesn't affect initial capacity. When Spot is enabled, this option
determines how many On-Demand Instances are provisioned before any Spot Instances are
considered.

« Consider when SpotFleetOnDemandBase is less than MinSize. You'll still get exactly MinSize
instances as initial capacity. At least SpotFleetOnDemandBase of them must be On-Demand
Instances.

» Consider when SpotFleetOnDemandBase is greater than MinSize. As your environment scales
out, you're guaranteed to get at least an additional amount of instances equal to the difference
between the two values. In other words, you're guaranteed to get at least an additional
(SpotFleetOnDemandBase - MinSize) instances that are On-Demand before satisfying the
SpotFleetOnDemandBase requirement.

Single-instance environments

In production environments, Spot Instances are particularly useful as part of a scalable, load-
balanced environment. We don't recommend using Spot in a single-instance environment. If

Spot Instances aren't available, you might lose the entire capacity (a single instance) of your
environment. You may still wish to use a Spot Instance in a single instance environment for
development or testing. When you do, be sure to set both SpotFleetOnDemandBase and
SpotFleetOnDemandAboveBasePercentage to zero. Any other settings result in an On-Demand
Instance.

Examples of scaling options settings

The following examples demonstrate different scenarios of setting the various scaling options. All
examples assume a load-balanced environment with Spot Instance requests enabled.

Example 1: On-Demand and Spot as part of initial capacity

Option settings

Option Namespace Value
MinSize aws:autoscaling:as 10

g
MaxSize aws:autoscaling:as 24

g
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Option Namespace Value
SpotFleetOnDemandBase aws:ec2:instances 4
SpotFleetOnDemandAboveBasePercentage aws:ec2:instances 50

In this example, the environment starts with ten instances, of which seven are On-Demand (four
base, and 50% of the six above base) and three are Spot. The environment can scale out up to 24
instances. As it scales out, the portion of On-Demand in the part of the fleet above the four base
On-Demand instances is kept at 50%, up to a maximum of 24 instances overall, of which 14 are
On-Demand (four base, and 50% of the 20 above base) and ten are Spot.

Example 2: All On-Demand initial capacity

Option settings

Option Namespace Value
MinSize aws:autoscaling:as 4

g
MaxSize aws:autoscaling:as 24

g
SpotFleetOnDemandBase aws:ec2:instances 4
SpotFleetOnDemandAboveBasePercentage aws:ec2:instances 50

In this example, the environment starts with four instances, all of which are On-Demand. The
environment can scale out up to 24 instances. As it scales out, the portion of On-Demand in the
part of the fleet above the four base On-Demand instances is kept at 50%, up to a maximum of 24
instances overall, of which 14 are On-Demand (four base, and 50% of the 20 above base) and ten
are Spot.
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Example 3: Additional On-Demand base beyond initial capacity

Option settings

Option Namespace Value
MinSize aws:autoscaling:as 3

g
MaxSize aws:autoscaling:as 24

g
SpotFleetOnDemandBase aws:ec2:instances 4
SpotFleetOnDemandAboveBasePercentage aws:ec2:instances 50

In this example, the environment starts with three instances, all of which are On-Demand. The
environment can scale out up to 24 instances. The first additional instance above the initial three is
On-Demand, to complete the four base On-Demand instances. As it scales out further, the portion
of On-Demand in the part of the fleet above the four base On-Demand instances is kept at 50%,
up to a maximum of 24 instances overall, of which 14 are On-Demand (four base, and 50% of the
20 above base) and ten are Spot.

Capacity configuration for your Elastic Beanstalk environment

This topic describes the different approaches to configure Auto Scaling capacity for your Elastic
Beanstalk environment. You can use the Elastic Beanstalk console, the EB CLI, the AWS CLI, or
namespace options.

/A Important

The EnableSpot option setting can cause Elastic Beanstalk to migrate an existing
environment with launch configurations to launch templates. Doing so requires the
necessary permissions to manage launch templates. These permissions are included in our
managed policy. If you use custom policies instead of our managed policies, environment
creation or updates might fail when you update your environment configuration. For more
information and other considerations, see Migrating your Elastic Beanstalk environment to

launch templates .
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Configuration using the console

You can configure the capacity management of an Auto Scaling group by editing Capacity on the

environment's Configuration page in the Elastic Beanstalk console.

To configure Auto Scaling group capacity in the Elastic Beanstalk console

1.
2.

Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

In the navigation pane, choose Configuration.
In the Capacity configuration category, choose Edit.

In the Auto Scaling group section, configure the following settings.

o Environment type - Select Load balanced.

« Min instances — The minimum number of EC2 instances that the group should contain at
any time. The group starts with the minimum count and adds instances when the scale-up
trigger condition is met.

« Max instances — The maximum number of EC2 instances that the group should contain at
any time.

® Note

If you use rolling updates, be sure that the maximum instance count is higher than
the Minimum instances in service setting for rolling updates.

o Fleet composition — The default is On-Demand Instances. To enable Spot Instance requests,
select Combined purchase options and instances.

/A Important

The EnableSpot option setting can cause Elastic Beanstalk to migrate an existing
environment with launch configurations to launch templates. Doing so requires the
necessary permissions to manage launch templates. These permissions are included
in our managed policy. If you use custom policies instead of our managed policies,
environment creation or updates might fail when you update your environment
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configuration. For more information and other considerations, see Migrating your
Elastic Beanstalk environment to launch templates .

The following options are enabled if you select to enable Spot Instance requests:

» Spot allocation strategy — Determines the method used to manage and provision the
Spot Instances in your environment, based on available capacity, price, and selection of
instance types. Select from Capacity optimized (default), Price capacity optimized, Capacity
optimized prioritized, or Lowest price. For a description of each allocation strategy and
more information, see the section called “Spot allocation strategy”.

« Maximum spot price — For recommendations about maximum price options for Spot
Instances, see Spot Instance pricing history in the Amazon EC2 User Guide.

« On-Demand base — The minimum number of On-Demand Instances that your Auto
Scaling group provisions before considering Spot Instances as your environment scales
out.

« On-Demand above base — The percentage of On-Demand Instances as part of any
additional capacity that your Auto Scaling group provisions beyond the On-Demand base
instances.

® Note

The options On-Demand base and On-Demand above base correlate to the Min
and Max Instances options listed earlier. For more information about these options
and examples, see the section called “Spot Instance support”.

« Capacity Rebalancing - This option is only relevant when there is at least one Spot
Instance in your Auto Scaling group. When this feature is enabled, EC2 automatically
attempts to replace Spot Instances in the Auto Scaling group before they're interrupted,
minimizing Spot Instance interruptions to your applications. For more information, see
Capacity Rebalancing in the Amazon EC2 Auto Scaling User Guide

« Architecture — The processor architecture for your EC2 instances. The processor architecture
determines the EC2 Instance types that become available in the next field.

« Instance types - The types of Amazon EC2 instance launched to run your application. For
details, see the section called "“Instance types".
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o AMI ID - The machine image that Elastic Beanstalk uses to launch Amazon EC2 instances in
your environment. For details, see the section called “AMI ID".

« Availability Zones — Choose the number of Availability Zones to spread your environment's
instances across. By default, the Auto Scaling group launches instances evenly across all
usable zones. To concentrate your instances in fewer zones, choose the number of zones to
use. For production environments, use at least two zones to ensure that your application is
available in case one Availability Zone goes out.

« Placement (optional) — Choose the Availability Zones to use. Use this setting if your
instances need to connect to resources in specific zones, or if you have purchased reserved
instances, which are zone-specific. If you launch your environment in a custom VPC, you
cannot configure this option. In a custom VPC, you choose Availability Zones for the subnets
that you assign to your environment.

» Scaling cooldown — The amount of time, in seconds, to wait for instances to launch or
terminate after scaling, before continuing to evaluate triggers. For more information, see
Scaling Cooldowns.

6. To save the changes choose Apply at the bottom of the page.

Configuration using namespace options

Elastic Beanstalk provides configuration options for Auto Scaling settings in two namespaces:

aws:autoscaling:asgand aws:ec2:instances.

The aws:autoscaling:asg namespace

The aws:autoscaling:asg namespace provides options for overall scale and availability.

The following configuration file example configures the Auto Scaling group to use two to four

instances, specific availability zones, and a cooldown period of 12 minutes (720 seconds). It enables
Capacity Rebalancing for Spot Instances. This EnableCapacityRebalancing option only takes

effect if EnableSpot is set to true in the aws:ec2:instances namespace, as shown in the

configuration file example following this one.

option_settings:
aws:autoscaling:asg:
Availability Zones: Any
Cooldown: '720'
Custom Availability Zones: 'us-west-2a,us-west-2b'
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MaxSize: '4'
MinSize: '2'
EnableCapacityRebalancing: true

The aws:ec2:instances namespace

(@ Note

When you update your environment configuration and remove one or more instance types
from the InstanceTypes option, Elastic Beanstalk terminates any Amazon EC2 instances
running on any of the removed instance types. Your environment's Auto Scaling group then
launches new instances, as necessary to complete the desired capacity, using your current
specified instance types.

The aws:ec2:instances namespace provides options related to your

environment's instances, including Spot Instance management. It complements
aws:autoscaling:launchconfigurationand aws:autoscaling:asg.

The following configuration file example configures the Auto Scaling group to enable Spot

Instance requests for your environment. It designates three possible instance types that can be
used. At least one On-Demand Instance is used for baseline capacity, and a sustained 33% of On-
Demand Instances is used for any additional capacity.

The configuration sets the spot allocation strategy to capacity-optimized-prioritized. This

particular allocation strategy prioritizes the instance launches from the pool based on the order of
the instance types specified in the InstanceTypes option. If SpotAllocationStrategy is not
specified it defaults to capacity-optimized.

option_settings:
aws:ec2:instances:
EnableSpot: true
InstanceTypes: 't2.micro,t3.micro,t3.small’
SpotAllocationStrategy: capacity-optimized-prioritized
SpotFleetOnDemandBase: '1'
SpotFleetOnDemandAboveBasePercentage: '33'

To choose Spot Instance types, use the Spot Instance Advisor.
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/A Important

The EnableSpot option setting can cause Elastic Beanstalk to migrate an existing
environment with launch configurations to launch templates. Doing so requires the
necessary permissions to manage launch templates. These permissions are included in our
managed policy. If you use custom policies instead of our managed policies, environment
creation or updates might fail when you update your environment configuration. For more
information and other considerations, see Migrating your Elastic Beanstalk environment to
launch templates .

Configuration using the AWS CLI

This section provides examples of how you can use the AWS CLI create-environment command
to configure your environment with the Auto Scaling and Capacity options described in
these sections. You'll notice the namespace settings for aws: autoscaling:asg and

aws:ec2:instances, as described in the previous namespace configuration options section are

also configured with this example.

The AWS Command Line Interface provides commands to create and configure Elastic Beanstalk
environments. With the --option-settings option, you can pass in namespace options that are
supported by Elastic Beanstalk. This means that the namespace configuration options described
previously can be passed into applicable AWS CLI commands to configure your Elastic Beanstalk
environment.

(® Note

You can also use the update-environment command with --option-settings to add

or update namespace options. If you need to remove any namespace options from your
environment use the update-environment command with --options-to-remove.

The following example creates a new environment. Refer to the previous topic namespace
configuration options for more context about the options that are passed in.

The fist option listed, IamInstanceProfile in the aws:autoscaling:launchconfiguration
namespace, is the Elastic Beanstalk instance profile. It's required when you create a new
environment.

Spot Instance support 361


https://docs.aws.amazon.com/cli/latest/reference/elasticbeanstalk/create-environment.html
https://docs.aws.amazon.com/cli/latest/reference/elasticbeanstalk/update-environment.html

AWS Elastic Beanstalk

Developer Guide

Example — create-environment with Auto Scaling options (namespace options inline)

aws elasticbeanstalk create-environment \

--region us-east-1 \

--application-name my-app \

--environment-name my-env \

--solution-stack-name "64bit Amazon Linux 2023 v4.3.0 running Python 3.12" \
--option-settings \
Namespace=aws:autoscaling:launchconfiguration,OptionName=IamInstanceProfile,Value=aws-
elasticbeanstalk-ec2-role

autoscaling:asg,OptionName=Availability Zones,Value=Any \
autoscaling:asg,OptionName=Cooldown,Value=720 \
autoscaling:asg,OptionName=Custom Availability Zones,Value=us-west-2a,us-

Namespace=aws:
Namespace=aws:
Namespace=aws:

west-2b \

Namespace=aws:
Namespace=aws:
Namespace=aws:
Namespace=aws:
Namespace=aws:
Namespace=aws:

prioritized \

Namespace=aws:
Namespace=aws:

/A Important

autoscaling:asg,OptionName=MaxSize,Value=4 \
autoscaling:asg,OptionName=MinSize,Value=2 \
autoscaling:asg,OptionName=EnableCapacityRebalancing,Value=true \

ec2:
ec2:
:instances,OptionName=SpotAllocationStrategy,Value=capacity-optimized-

ec2

ec2:
ec2:

instances,OptionName=EnableSpot,Value=true \
instances,OptionName=InstanceTypes,Value=t2.micro,t3.micro,t3.small \

instances,OptionName=SpotFleetOnDemandBase,Value=1 \
instances,OptionName=SpotFleetOnDemandAboveBasePercentage,Value=33

The EnableSpot option setting can cause Elastic Beanstalk to migrate an existing

environment with launch configurations to launch templates. Doing so requires the

necessary permissions to manage launch templates. These permissions are included in our

managed policy. If you use custom policies instead of our managed policies, environment

creation or updates might fail when you update your environment configuration. For more

information and other considerations, see Migrating your Elastic Beanstalk environment to

launch templates .

As an alternative, use an options. json file to specify the namespace options instead of including

them inline.
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Example —create-environment with Auto Scaling options (namespace options in

options. json file)

aws elasticbeanstalk create-environment \

--region us-east-1 \

--application-name my-app \

--environment-name my-env \

--solution-stack-name "64bit Amazon Linux 2023 v4.3.0 running Python 3.12"

--option-settings file://options.json

Example

### example options.json ###

L

"Namespace": "aws:autoscaling:launchconfiguration",
"OptionName": "IamInstanceProfile",

"Value": "aws-elasticbeanstalk-ec2-role"
"Namespace": "aws:autoscaling:asg",

"OptionName": "Availability Zones",

"Value": "Any"

"Namespace": "aws:autoscaling:asg",
"OptionName": "Cooldown",
"Value": "720"

"Namespace": "aws:autoscaling:asg",
"OptionName": "Custom Availability Zones",
"Value": "us-west-2a,us-west-2b"
"Namespace": "aws:autoscaling:asg",
"OptionName": "MaxSize",

Ilvaluell: Il4ll

"Namespace": "aws:autoscaling:asg",
"OptionName": "MinSize",

Ilvaluell: Il2ll
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}I
{

"Namespace": "aws:autoscaling:asg",
"OptionName": "EnableCapacityRebalancing",
"Value": "true"

"Namespace": "aws:ec2:instances",
"OptionName": "EnableSpot",

"Value": "true"

"Namespace": "aws:ec2:instances",
"OptionName": "InstanceTypes",

"Value": "t2.micro,t3.micro,t3.small"
"Namespace": "aws:ec2:instances",
"OptionName": "SpotAllocationStrategy",
"Value": "capacity-optimized-prioritized"
"Namespace": "aws:ec2:instances",
"OptionName": "SpotFleetOnDemandBase",
Ilvaluell: II1II

"Namespace": "aws:ec2:instances",
"OptionName": "SpotFleetOnDemandAboveBasePercentage"
Ilvaluell: Il33ll

Configuration using the EB CLI

When creating an environment using the eb create command, you can specify a few options that

are related to your environment's Auto Scaling group. These are some of the options that help you

control the capacity of your environment.

--single

Creates the environment with one Amazon EC2 instance and no load balancer. If you don't use

this option, a load-balancer is added to the environment that's created.
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--enable-spot

Enables Spot Instance requests for your environment.

/A Important

The enable-spot option setting can cause Elastic Beanstalk to migrate an existing
environment with launch configurations to launch templates. Doing so requires the
necessary permissions to manage launch templates. These permissions are included

in our managed policy. If you use custom policies instead of our managed policies,
environment creation or updates might fail when you update your environment
configuration. For more information and other considerations, see Migrating your Elastic

Beanstalk environment to launch templates .

The following options for the eb create command can only be used with --enable-spot.

--instance-types

Lists the Amazon EC2 instance types that you want your environment to use.
--spot-max-price
The maximum price per unit hour, in US dollars, that you're willing to pay for a Spot

Instance. For recommendations about maximum price options for Spot Instances, see Spot
Instance pricing history in the Amazon EC2 User Guide.

--on-demand-base-capacity

The minimum number of On-Demand Instances that your Auto Scaling group provisions
before considering Spot Instances as your environment scales up.

--on-demand-above-base-capacity

The percentage of On-Demand Instances as part of additional capacity that your Auto
Scaling group provisions that's more than the number of instances that's specified by the - -
on-demand-base-capacity option.

The following example creates an environment and configures the Auto Scaling group to enable
Spot Instance requests for the new environment. For this example, three possible instance types
can be used.
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$ eb create --enable-spot --instance-types "t2.micro,t3.micro,t3.small"

/A Important

There is another similarly named option that's called --instance-type (no “s") that the
EB CLI only recognizes when processing On-Demand Instances. Don't use --instance-
type (no "s") with the --enable-spot option. If you do, the EB CLI ignores it. Instead use
--instance-types (with "s") with the --enable-spot option.

Auto Scaling triggers for your Elastic Beanstalk environment

The Auto Scaling group in your Elastic Beanstalk environment uses two Amazon CloudWatch
alarms to trigger scaling operations. The default triggers scale when the average outbound
network traffic from each instance is higher than 6 MB or lower than 2 MB over a period of five
minutes. To use Amazon EC2 Auto Scaling effectively, configure triggers that are appropriate for
your application, instance type, and service requirements. You can scale based on several statistics
including latency, disk I/O, CPU utilization, and request count.

For more information about CloudWatch metrics and alarms, see Amazon CloudWatch Concepts in
the Amazon CloudWatch User Guide.

Configuring Auto Scaling triggers

You can configure the triggers that adjust the number of instances in your environment's Auto
Scaling group in the Elastic Beanstalk console.

To configure triggers in the Elastic Beanstalk console

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

In the navigation pane, choose Configuration.
4. In the Capacity configuration category, choose Edit.

5. Inthe Scaling triggers section, configure the following settings:

» Metric — Metric used for your Auto Scaling trigger.
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« Statistic — Statistic calculation the trigger should use, such as Average.
« Unit - Unit for the trigger metric, such as Bytes.

« Period - Specifies how frequently Amazon CloudWatch measures the metrics for your
trigger.

» Breach duration — Amount of time, in minutes, a metric can be outside of the upper and
lower thresholds before triggering a scaling operation.

« Upper threshold - If the metric exceeds this number for the breach duration, a scaling
operation is triggered.

 Scale up increment — The number of Amazon EC2 instances to add when performing a
scaling activity.

« Lower threshold - If the metric falls below this number for the breach duration, a scaling
operation is triggered.

 Scale down increment — The number of Amazon EC2 instances to remove when performing
a scaling activity.

6. To save the changes choose Apply at the bottom of the page.

The aws:autoscaling:trigger namespace

Elastic Beanstalk provides configuration options for Auto Scaling settings in the

aws:autoscaling:trigger namespace. Settings in this namespace are organized by the

resource that they apply to.

option_settings:

AWSEBAutoScalingScaleDownPolicy.aws:autoscaling:trigger:

LowerBreachScaleIncrement: '-1'
AWSEBAutoScalingScaleUpPolicy.aws:autoscaling:trigger:

UpperBreachScaleIncrement: '1'
AWSEBCloudwatchAlarmHigh.aws:autoscaling:trigger:

UpperThreshold: '6000000'
AWSEBCloudwatchAlarmLow.aws:autoscaling:trigger:

BreachDuration: '5'

EvaluationPeriods: '1'

LowerThreshold: '2000000'

MeasureName: NetworkOut

Period: '5'

Statistic: Average

Unit: Bytes
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Scheduled Auto Scaling actions for your Elastic Beanstalk environments

To optimize your environment's use of Amazon EC2 instances through predictable periods of peak
traffic, configure your Amazon EC2 Auto Scaling group to change its instance count on a schedule.
You can configure your environment with a recurring action to scale up each day in the morning,
and scale down at night when traffic is low. For example, if you have a marketing event that will
drive traffic to your site for a limited period of time, you can schedule a one-time event to scale up
when it starts, and another to scale down when it ends.

You can define up to 120 active scheduled actions per environment. Elastic Beanstalk also retains
up to 150 expired scheduled actions, which you can reuse by updating their settings.

Configuring scheduled actions

You can create scheduled actions for your environment's Auto Scaling group in the Elastic
Beanstalk console.

To configure scheduled actions in the Elastic Beanstalk console

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

In the navigation pane, choose Configuration.
In the Capacity configuration category, choose Edit.

In the Time-based scaling section, choose Add scheduled action.

o v M W

Fill in the following scheduled action settings:

» Name - Specify a unique name of up to 255 alphanumeric characters, with no spaces.

« Instances - Choose the minimum and maximum instance count to apply to the Auto Scaling
group.

» Desired capacity (optional) — Set the initial desired capacity for the Auto Scaling group.
After the scheduled action is applied, triggers adjust the desired capacity based on their
settings.

« Occurrence — Choose Recurring to repeat the scaling action on a schedule.

« Start time - For one-time actions, choose the date and time to run the action.
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For recurrent actions, a start time is optional. Specify it to choose the earliest time
the action is performed. After this time, the action recurs according to the Recurrence
expression.

» Recurrence — Use a Cron expression to specify the frequency with which you want the
scheduled action to occur. For example, 30 6 * * 2 runs the action every Tuesday at 6:30
AM UTC.

« End time (optional) — Optional for recurrent actions. If specified, the action recurs according
to the Recurrence expression, and is not performed again after this time.

When a scheduled action ends, Auto Scaling doesn't automatically go back to its previous
settings. Configure a second scheduled action to return Auto Scaling to the original settings
as needed.

7. Choose Add.

8. To save the changes choose Apply at the bottom of the page.

(@ Note

Scheduled actions will not be saved until applied.

The aws:autoscaling:scheduledaction namespace

If you need to configure a large number of scheduled actions, you can use configuration files or the
Elastic Beanstalk API to apply the configuration option changes from a YAML or JSON file. These
methods also let you access the Suspend option to temporarily deactivate a recurrent scheduled

action.

(® Note

When working with scheduled action configuration options outside of the console,

use ISO 8601 time format to specify start and end times in UTC. For example,
2015-04-28T04:07:02Z. For more information about ISO 8601 time format, see Date and
Time Formats. The dates must be unique across all scheduled actions.
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Elastic Beanstalk provides configuration options for scheduled action settings in the

aws:autoscaling:scheduledaction namespace. Use the resource_name field to specify the

name of the scheduled action.

Example Scheduled-scale-up-specific-time-long.config

This configuration file instructs Elastic Beanstalk to scale out from five instances to 10 instances at
2015-12-12T00:00:00Z.

option_settings:

namespace: aws:autoscaling:scheduledaction
resource_name: ScheduledScaleUpSpecificTime
option_name: MinSize

value: '5'

namespace: aws:autoscaling:scheduledaction
resource_name: ScheduledScaleUpSpecificTime
option_name: MaxSize

value: '10'

namespace: aws:autoscaling:scheduledaction
resource_name: ScheduledScaleUpSpecificTime
option_name: DesiredCapacity

value: '5'

namespace: aws:autoscaling:scheduledaction
resource_name: ScheduledScaleUpSpecificTime
option_name: StartTime

value: '2015-12-12T00:00:00Z'

Example Scheduled-scale-up-specific-time.config

To use the shorthand syntax with the EB CLI or configuration files, prepend the resource name to

the namespace.

option_settings:

ScheduledScaleUpSpecificTime.aws:autoscaling:scheduledaction:

MinSize: '5'

MaxSize: '10'

DesiredCapacity: '5'

StartTime: '2015-12-12T00:00:00Z'

Example Scheduled-scale-down-specific-time.config

This configuration file instructs Elastic Beanstalk to scale in at 2015-12-12T07:00:00Z.
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option_settings:
ScheduledScaleDownSpecificTime.aws:autoscaling:scheduledaction:
MinSize: '1'
MaxSize: '1'
DesiredCapacity: '1'
StartTime: '2015-12-12T07:00:00Z'

Example Scheduled-periodic-scale-up.config

This configuration file instructs Elastic Beanstalk to scale out every day at 9AM. The action is
scheduled to begin May 14, 2015 and end January 12, 2016.

option_settings:
ScheduledPeriodicScaleUp.aws:autoscaling:scheduledaction:
MinSize: '5'
MaxSize: '10Q'
DesiredCapacity: '5'
StartTime: '2015-05-14T07:00:00Z'
EndTime: '2016-01-12T07:00:00Z'
Recurrence: @ 9 * * *

Example Scheduled-periodic-scale-down.config

This configuration file instructs Elastic Beanstalk to scale in to no running instance every day at
6PM. If you know that your application is mostly idle outside of business hours, you can create

a similar scheduled action. If your application must be down outside of business hours, change

MaxSize to @.

option_settings:
ScheduledPeriodicScaleDown.aws:autoscaling:scheduledaction:
MinSize: '0Q'
MaxSize: '1'
DesiredCapacity: 'Q'
StartTime: '2015-05-14T07:00:00Z'
EndTime: '2016-01-12T07:00:00Z'
Recurrence: 0 18 * * *
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Example Scheduled-weekend-scale-down.config

This configuration file instructs Elastic Beanstalk to scale in every Friday at 6PM. If you know
that your application doesn't receive as much traffic over the weekend, you can create a similar
scheduled action.

option_settings:
ScheduledWeekendScaleDown.aws:autoscaling:scheduledaction:
MinSize: '1'
MaxSize: '4'
DesiredCapacity: '1'
StartTime: '2015-12-12T07:00:00Z'
EndTime: '2016-01-12T07:00:00Z'
Recurrence: 0 18 * * 5

Auto Scaling health check setting for your Elastic Beanstalk
environment

Amazon EC2 Auto Scaling monitors the health of each Amazon Elastic Compute Cloud (Amazon
EC2) instance that it launches. If any instance terminates unexpectedly, Auto Scaling detects the
termination and launches a replacement instance. By default, the Auto Scaling group created for
your environment uses Amazon EC2 status checks. If an instance in your environment fails an
Amazon EC2 status check, Auto Scaling takes it down and replaces it.

Amazon EC2 status checks only cover an instance's health, not the health of your application,
server, or any Docker containers running on the instance. If your application crashes, but the
instance that it runs on is still healthy, it may be kicked out of the load balancer, but Auto Scaling
won't replace it automatically. The default behavior is good for troubleshooting. If Auto Scaling
replaced the instance as soon as the application crashed, you might not realize that anything went
wrong, even if it crashed quickly after starting up.

If you want Auto Scaling to replace instances whose application has stopped responding, you can
use a configuration file to configure the Auto Scaling group to use Elastic Load Balancing health
checks. The following example sets the group to use the load balancer's health checks, in addition
to the Amazon EC2 status check, to determine an instance's health.

Example .ebextensions/autoscaling.config

Resources:
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AWSEBAutoScalingGroup:
Type: "AWS::AutoScaling::AutoScalingGroup"
Properties:
HealthCheckType: ELB
HealthCheckGracePeriod: 300

For more information about the HealthCheckType and HealthCheckGracePeriod properties,
see AWS::AutoScaling::AutoScalingGroup in the AWS CloudFormation User Guide and Health Checks
for Auto Scaling Instances in the Amazon EC2 Auto Scaling User Guide.

By default, the Elastic Load Balancing health check is configured to attempt a TCP connection to
your instance over port 80. This confirms that the web server running on the instance is accepting
connections. However, you might want to customize the load balancer health check to ensure

that your application, and not just the web server, is in a good state. The grace period setting sets
the number of seconds that an instance can fail the health check without being terminated and
replaced. Instances can recover after being kicked out of the load balancer, so give the instance an
amount of time that is appropriate for your application.

Load balancer for your Elastic Beanstalk environment

A load balancer distributes traffic among your environment's instances. When you enable load
balancing, AWS Elastic Beanstalk creates an Elastic Load Balancing load balancer dedicated to your

environment. Elastic Beanstalk fully manages this load balancer, taking care of security settings
and of terminating the load balancer when you terminate your environment.

Alternatively, you can choose to share a load balancer across several Elastic Beanstalk
environments. With a shared load balancer, you save on operational cost by avoiding a dedicated
load balancer for each environment. You also assume more of the management responsibility for
the shared load balancer that your environments use.

Elastic Load Balancing has these load balancer types:

o Classic Load Balancer — The previous-generation load balancer. Routes HTTP, HTTPS, or TCP
request traffic to different ports on environment instances.

» Application Load Balancer — An appl