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What is AWS Elastic Beanstalk?

Amazon Web Services (AWS) comprises over one hundred services, each of which exposes an area
of functionality. While the variety of services offers flexibility for how you want to manage your
AWS infrastructure, it can be challenging to figure out which services to use and how to provision
them.

With Elastic Beanstalk, you can quickly deploy and manage applications in the AWS Cloud without
having to learn about the infrastructure that runs those applications. Elastic Beanstalk reduces
management complexity without restricting choice or control. You simply upload your application,
and Elastic Beanstalk automatically handles the details of capacity provisioning, load balancing,
scaling, and application health monitoring.

Elastic Beanstalk supports applications developed in Go, Java, .NET, Node.js, PHP, Python, and
Ruby. When you deploy your application, Elastic Beanstalk builds the selected supported platform
version and provisions one or more AWS resources, such as Amazon EC2 instances, to run your
application.

You can interact with Elastic Beanstalk by using the Elastic Beanstalk console, the AWS Command
Line Interface (AWS CLI), or eb, a high-level CLI designed specifically for Elastic Beanstalk.

To learn more about how to deploy a sample web application using Elastic Beanstalk, see Getting
Started with AWS: Deploying a Web App.

You can also perform most deployment tasks, such as changing the size of your fleet of Amazon
EC2 instances or monitoring your application, directly from the Elastic Beanstalk web interface
(console).

To use Elastic Beanstalk, you create an application, upload an application version in the form of
an application source bundle (for example, a Java .war file) to Elastic Beanstalk, and then provide
some information about the application. Elastic Beanstalk automatically launches an environment
and creates and configures the AWS resources needed to run your code. After your environment

is launched, you can then manage your environment and deploy new application versions. The
following diagram illustrates the workflow of Elastic Beanstalk.

Update Version

Launch
Environment

Create
Application

Upload
# V:r;:n -

- WELET-E]
Environment

Deploy New Version
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After you create and deploy your application, information about the application—including
metrics, events, and environment status—is available through the Elastic Beanstalk console, APlIs,
or Command Line Interfaces, including the unified AWS CLI.

Pricing

There is no additional charge for Elastic Beanstalk. You pay only for the underlying AWS resources
that your application consumes. For details about pricing, see the Elastic Beanstalk service detail

page.

Where to go next

This guide contains conceptual information about the Elastic Beanstalk web service, as well as
information about how to use the service to deploy web applications. Separate sections describe
how to use the Elastic Beanstalk console, command line interface (CLI) tools, and API to deploy and
manage your Elastic Beanstalk environments. This guide also documents how Elastic Beanstalk is
integrated with other services provided by Amazon Web Services.

We recommend that you first read Getting started using Elastic Beanstalk to learn how to start

using Elastic Beanstalk. Getting Started steps you through creating, viewing, and updating
your Elastic Beanstalk application, as well as editing and terminating your Elastic Beanstalk
environment. Getting Started also describes different ways you can access Elastic Beanstalk.

To learn more about an Elastic Beanstalk application and its components, see the following pages.

Elastic Beanstalk concepts

Elastic Beanstalk platforms glossary

Shared responsibility model for Elastic Beanstalk platform maintenance

Elastic Beanstalk platform support policy

Pricing 2
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Getting started using Elastic Beanstalk

To help you understand how AWS Elastic Beanstalk works, this tutorial walks you through creating,
exploring, updating, and deleting an Elastic Beanstalk application. It takes less than an hour to
complete.

There is no cost for using Elastic Beanstalk, but the AWS resources that it creates for this tutorial
are live (and don't run in a sandbox). You incur the standard usage fees for these resources until
you terminate them at the end of this tutorial. The total charges are typically less than a dollar. For
information about how to minimize charges, see AWS free tier.

Topics

« Setting up: Create an AWS account

» Step 1: Create an example application

» Step 2: Explore your environment

» Step 3: Deploy a new version of your application

» Step 4: Configure your environment

o Step 5: Clean up
e Next steps

Setting up: Create an AWS account

If you're not already an AWS customer, you need to create an AWS account. Signing up enables you
to access Elastic Beanstalk and other AWS services that you need.

Sign up for an AWS account
If you do not have an AWS account, complete the following steps to create one.
To sign up for an AWS account

1. Open https://portal.aws.amazon.com/billing/signup.

2. Follow the online instructions.

Part of the sign-up procedure involves receiving a phone call and entering a verification code
on the phone keypad.

Setting up: Create an AWS account 3
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When you sign up for an AWS account, an AWS account root user is created. The root user
has access to all AWS services and resources in the account. As a security best practice, assign
administrative access to an administrative user, and use only the root user to perform tasks

that require root user access.

AWS sends you a confirmation email after the sign-up process is complete. At any time, you can
view your current account activity and manage your account by going to https://aws.amazon.com/
and choosing My Account.

Create an administrative user

After you sign up for an AWS account, secure your AWS account root user, enable AWS IAM Identity
Center, and create an administrative user so that you don't use the root user for everyday tasks.

Secure your AWS account root user

1. Signin to the AWS Management Console as the account owner by choosing Root user and

entering your AWS account email address. On the next page, enter your password.

For help signing in by using root user, see Signing in as the root user in the AWS Sign-In User
Guide.

2. Turn on multi-factor authentication (MFA) for your root user.

For instructions, see Enable a virtual MFA device for your AWS account root user (console) in
the IAM User Guide.

Create an administrative user

1. Enable IAM Identity Center.

For instructions, see Enabling AWS IAM Identity Center in the AWS IAM Identity Center User
Guide.

2. InIAM lIdentity Center, grant administrative access to an administrative user.

For a tutorial about using the IAM Identity Center directory as your identity source, see
Configure user access with the default IAM Identity Center directory in the AWS IAM Identity
Center User Guide.

Create an administrative user 4
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Sign in as the administrative user

e Tosign in with your IAM Identity Center user, use the sign-in URL that was sent to your email
address when you created the IAM Identity Center user.

For help signing in using an IAM Identity Center user, see Signing in to the AWS access portal in
the AWS Sign-In User Guide.

Step 1: Create an example application

In this step, you create a new application starting from a preexisting example application. Elastic
Beanstalk supports platforms for different programming languages, application servers, and
Docker containers. You choose a platform when you create the application.

Create an application and an environment

To create your example application, you'll use the Create application console wizard. It creates
an Elastic Beanstalk application and launches an environment within it. An environment is the
collection of AWS resources required to run your application code.

To create an example application

Open the Elastic Beanstalk console.

Choose Create application.
For Application name enter getting-started-app.

Optionally add application tags.

For Platform, choose a platform.
Choose Next.
The Configure service access page displays.

Choose Use an existing service role for Service Role.

© ® N v s W DN =

Next, we'll focus on the EC2 instance profile dropdown list. The values displayed in this
dropdown list may vary, depending on whether you account has previously created a new
environment.

Choose one of the following, based on the values displayed in your list.

« Ifaws-elasticbeanstalk-ec2-role displays in the dropdown list, select it from the
EC2 instance profile dropdown list.

Step 1: Create 5
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« If another value displays in the list, and it's the default EC2 instance profile intended for
your environments, select it from the EC2 instance profile dropdown list.

« If the EC2 instance profile dropdown list doesn't list any values to choose from, expand
the procedure that follows, Create IAM Role for EC2 instance profile.

Complete the steps in Create IAM Role for EC2 instance profile to create an IAM Role that
you can subsequently select for the EC2 instance profile. Then return back to this step.

Now that you've created an IAM Role, and refreshed the list, it displays as a choice in
the dropdown list. Select the IAM Role you just created from the EC2 instance profile
dropdown list.

10. Choose Skip to Review on the Configure service access page.

This skips the optional steps.

11. The Review page displays a summary of all your choices.

Choose Submit at the bottom of the page.

Create IAM Role for EC2 instance profile

Configure service access e

Service access
’ = L Bath ¢

Servige role

Create and use new service role

0 Use an existing service role
Ems‘[lr'L: SErVICE rodes

aws-elasticbeanstalk-service-role v | G
ECZ key pair

t B
L J | c

EC2 instance profile

aws-elasticbeanstalk-ec2-role v | (&)

View permission details

Cancel Skip to review Previous | m
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To create a an IAM Role for EC2 instance profile selection

1.

© N O U M W DN

10.
11.
12.
13.
14.

15.

Choose View permission details. This displays under the EC2 instance profile dropdown list.

A modal window titled View instance profile permissions displays. This window lists the
managed profiles that you'll need to attach to the new EC2 instance profile that you create. It
also provides a link to launch the IAM console.

Choose the IAM console link displayed at the top of the window.

In the IAM console navigation pane, choose Roles.

Choose Create role.

Under Trusted entity type, choose AWS service.

Under Use case, choose EC2.

Choose Next.

Attach the appropriate managed policies. Scroll in the View instance profile permissions
modal window to see the managed policies. The policies are also listed here:
« AWSElasticBeanstalkWebTier

« AWSElasticBeanstalkWorkerTier

« AWSElasticBeanstalkMulticontainerDocker

Choose Next.

Enter a name for the role.

(Optional) Add tags to the role.

Choose Create role.

Return to the Elastic Beanstalk console window that is open.

Close the modal window View instance profile permissions.

/A Important

Do not close the browser page that displays the Elastic Beanstalk console.

Choose

&

(refresh), next to the EC2 instance profile dropdown list.

Create an application and an environment 7
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This refreshes the dropdown list, so that the Role you just created will display in the dropdown
list.

Elastic Beanstalk workflow

To deploy and run the example application on AWS resources, Elastic Beanstalk takes the following
actions. They take about five minutes to complete.

1. Creates an Elastic Beanstalk application named getting-started-app.

2. Launches an environment named GettingStartedApp-env with these AWS resources:

An Amazon Elastic Compute Cloud (Amazon EC2) instance (virtual machine)

An Amazon EC2 security group

An Amazon Simple Storage Service (Amazon S3) bucket

Amazon CloudWatch alarms

An AWS CloudFormation stack

A domain name

For details about these AWS resources, see the section called "AWS resources created for the

example application”.

3. Creates a new application version named Sample Application. This is the default Elastic
Beanstalk example application file.

4. Deploys the code for the example application to the GettingStartedApp-env environment.

During the environment creation process, the console tracks progress and displays events.

Create an application and an environment 8
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Gettingstarted-env

Environment overview

Domain

Events Health Legs Maonitoring

Events (20) o

QL Filter events

Time

January 8, 2023 19:40013 (UTC-5)

January 8 2023 19:39:29 (UTC-3)
January &, 2023 19:3%:28 (UTC-5)
January 8, 2023 19:39:13 (UTC-5)
January 8, 2023 19:38:56 (UTC-5)

January 8, 2023 19:38:28 (UTC-5)

January &, 2023 19:37:13 (UTC-5)

January &, 2023 19:37:11 (UTC-5)

Janyary 8, 2023 19:36:55 (UTC-5)

January & 2023 19:36:55 (UTC-5)

January 8, 2023 19:36:34 (UTC-5)

January & 2023 19:38:33 (UTC-3)

Elastic Beanstalk » Environments » Gettingstarted-env

Alarms

Type
@INFD

@inFo
@ NFo
@ nro
@ nFo
@ InFO

@ InFo

G)INlr_)
@ InFO

@D INFO

@INFD

@ INFO

S——

Platfom

Mode s 16 running on G4bit Amazon Linux 2/5.6.3
L Updte

Running version

- Sample Application

Managed updates Tags

Details

Erviranment health has transitioned from Pending to Ok, Initialization completed 46 seconds ago

and took 2 minutes

Successfully launched emdronment: Gettingstarted-emy

Application available at Gettingstarted-env.eba-wlpdx%as.us-east-1 elasticheanstalk.com,
Added instance [i-0b1530¢ 3cabd S8083] to your emviromment.

Instance deployment completed successfully.

Waiting for EC2 instances to launch. This may take a few minutes.

Emvironment health has transitioned to Pending. Initializatien in progress (running for 20 seconds).
Thene areé No inStances.

Created security group named: awseb-e-irkuaon Iny-stack-AWSEBSecurityGroup- 1 TQDOOYHCNMTW
Created security group named: $9-0d8a41934051 2fe0a

Created target group named: arm:aws-elasticloadbalandingrs-east-
11646568291 71 targetgroup/awseb- AW SEB-EURAPI SOV 2H /3 3eflle2dc Shica

Using elasticbeanstalk-us-east-1- 164656829171 as Amazon 53 storage bucket for environment
data

createEmironment is starng.

When all of the resources are launched and the EC2 instances running the application pass health
checks, the environment's health changes to Ok. You can now use your web application's website.

AWS resources created for the example application

When you create the example application, Elastic Beanstalk creates the following AWS resources:

« EC2 instance — An Amazon EC2 virtual machine configured to run web apps on the platform you

choose.

AWS resources created for the example application
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Each platform runs a different set of software, configuration files, and scripts to support a
specific language version, framework, web container, or combination thereof. Most platforms
use either Apache or nginx as a reverse proxy that processes web traffic in front of your web app,
forwards requests to it, serves static assets, and generates access and error logs.

« Instance security group — An Amazon EC2 security group configured to allow incoming traffic
on port 80. This resource lets HTTP traffic from the load balancer reach the EC2 instance running
your web app. By default, traffic is not allowed on other ports.

« Amazon S3 bucket - A storage location for your source code, logs, and other artifacts that are
created when you use Elastic Beanstalk.

« Amazon CloudWatch alarms - Two CloudWatch alarms that monitor the load on the instances in
your environment and are triggered if the load is too high or too low. When an alarm is triggered,
your Auto Scaling group scales up or down in response.

« AWS CloudFormation stack — Elastic Beanstalk uses AWS CloudFormation to launch the
resources in your environment and propagate configuration changes. The resources are defined
in a template that you can view in the AWS CloudFormation console.

« Domain name - A domain name that routes to your web app in the form
subdomain.region.elasticbeanstalk.com.

® Note

To augment the security of your Elastic Beanstalk applications, the elasticbeanstalk.com
domain is registered in the Public Suffix List (PSL). For further security, we recommend
that you use cookies with a __Host- prefix if you ever need to set sensitive cookies in

the default domain name for your Elastic Beanstalk applications. This practice will help
to defend your domain against cross-site request forgery attempts (CSRF). For more
information see the Set-Cookie page in the Mozilla Developer Network.

Step 2: Explore your environment

To see an overview of your Elastic Beanstalk application's environment, use the Environment
overview page in the Elastic Beanstalk console.

To view the environment overview

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

Step 2: Explore 10
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2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

® Note

If you have many environments, use the search bar to filter the environment list.

The upper portion of the Environment overview page shows top level information about your
environment. This includes its name, its domain URL, its current health status, the name of the
currently deployed application version, and the platform version that the application is running on.
Below the overview pane you can see the most recent environment events in the Events tab. The
other tabs display other main details about your environment.

To learn more about environment tiers, platforms, application versions, and other Elastic Beanstalk
concepts, see Concepts.

Elastic Beanstalk Ed Elasii tale > G ts » Gettingstarted-eny

Gettingstarted-eny w. C | actions » | RSy

Environment overview Platfarm Change version

Events Health Lags Manitoring Alarmi Marimged updates

Events L &}
=] 1 I ]

Time Dretalls

While Elastic Beanstalk creates your AWS resources and launches your application, the environment
isin a Pending state. Status messages about launch events are continuously added to the
overview.

The environment's Domain, or URL, is located in the upper portion of the Environment overview
page, below the environment's Health. This is the URL of the web application that the environment
is running. Choose this URL to get to the example application's Congratulations page. The
navigation pane on the left lists a Go to environment link that launches the same application
page.

Step 2: Explore 11
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Also listed on the left navigation pane is Configuration, which shows the Configuration overview
page. This page displays a summary of environment configuration option values, grouped by
category.

The tabs displayed on the bottom half of the page contain more detailed information about your
environment and provide access to additional features:

« Events — Shows information or error messages from the Elastic Beanstalk service and from other
services whose resources this environment uses.

« Health — Shows the status of and detailed health information about the Amazon EC2 instances
running your application.

» Logs - Retrieve and download logs from the Amazon EC2 in your environment. You can retrieve
full logs or recent activity. The retrieved logs are available for 15 minutes.

» Monitoring — Shows statistics for the environment, such as average latency and CPU utilization.

« Alarms - Shows the alarms that you configured for environment metrics. You can add, modify or
delete alarms on this page.

« Managed updates - Shows information about upcoming and completed managed platform
updates and instance replacement.

« Tags - Shows environment tags and allows you to manage them. Tags are key-value pairs that
are applied to your environment.

® Note

The navigation pane on the left side of the console lists links with the same name as the
tabs. Selecting any of these links will display the contents of the corresponding tab.

Step 3: Deploy a new version of your application

Periodically, you might need to deploy a new version of your application. You can deploy a new
version at any time, as long as no other update operations are in progress on your environment.

The application version that you started this tutorial with is called Sample Application.

Step 3: Deploy a new version 12
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To update your application version

1. Download the sample application that matches your environment's platform. Use one of the
following applications.

« Docker - docker.zip

» Multicontainer Docker — docker-multicontainer-v2.zip

» Preconfigured Docker (Glassfish) — docker-glassfish-v1.zip

e Go-go.zip
e Corretto — corretto.zip
« Tomcat - tomcat.zip

« .NET Core on Linux — dotnet-core-linux.zip

» .NET Core - dotnet-asp-windows.zip

« Node.js - nodejs.zip
« PHP - php.zip

« Python - python.zip
* Ruby - ruby.zip

2. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

3. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

® Note

If you have many environments, use the search bar to filter the environment list.

4. On the environment overview page, choose Upload and deploy.

5. Choose Choose file, and then upload the sample application source bundle that you
downloaded.

Step 3: Deploy a new version 13
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Upload and deploy X

® To deploy a previous version, go to the Application Versions page.

Upload application:

| [t] Choose file ‘

File name - java-tomcat-v3.zip &
Version label:

Sample Application-2

P Deployment Preferences

The application version will be deployed using the All at once policy.
Current number of instances: 1

oep

The console automatically fills in the Version label with a new unique label. If you type in your

own version label, ensure that it's unique.

6. Choose Deploy.

While Elastic Beanstalk deploys your file to your Amazon EC2 instances, you can view the
deployment status on the environment's overview. While the application version is updated, the
Environment Health status is gray. When the deployment is complete, Elastic Beanstalk performs
an application health check. When the application responds to the health check, it's considered
healthy and the status returns to green. The environment overview shows the new Running
Version—the name you provided as the Version label.

Elastic Beanstalk also uploads your new application version and adds it to the table of application
versions. To view the table, choose Application versions under getting-started-app on the
navigation pane.
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Step 4: Configure your environment

You can configure your environment to better suit your application. For example, if you have

a compute-intensive application, you can change the type of Amazon Elastic Compute Cloud
(Amazon EC2) instance that is running your application. To apply configuration changes, Elastic
Beanstalk performs an environment update.

Some configuration changes are simple and happen quickly. Some changes require deleting
and recreating AWS resources, which can take several minutes. When you change configuration
settings, Elastic Beanstalk warns you about potential application downtime.

Make a configuration change

In this example of a configuration change, you edit your environment's capacity settings. You
configure a load-balanced, scalable environment that has between two and four Amazon EC2
instances in its Auto Scaling group, and then you verify that the change occurred. Elastic Beanstalk
creates an additional Amazon EC2 instance, adding to the single instance that it created initially.
Then, Elastic Beanstalk associates both instances with the environment's load balancer. As a result,
your application's responsiveness is improved and its availability is increased.

To change your environment's capacity

1. Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

2. In the navigation pane, choose Environments, and then choose the name of your environment
from the list.

(® Note

If you have many environments, use the search bar to filter the environment list.

In the navigation pane, choose Configuration.
4. In the Instance traffic and scaling configuration category, choose Edit.

Collapse the Instances section, so you can more easily see the Capacity section. Under Auto
Scaling group change Environment type to Load balanced.

6. In the Instances row, change Max to 4, and then change Min to 2.
7. To save the changes choose Apply at the bottom of the page.

8. A warning tells you that this update replaces all of your current instances. Choose Confirm.
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9. The Environment overview page will display, showing the Events tab.

The environment update can take a few minutes. To find out that it's complete, look for
the event Successfully deployed new configuration to environment in the event list. This
confirms that the Auto Scaling minimum instance count has been set to 2. Elastic Beanstalk
automatically launches the second instance.

Verify the configuration change

When the environment update is complete and the environment is ready, verify your change.
To verify the increased capacity

1. Choose Health from either the tab list or from the left navigation pane.

2. Look at the Enhanced instance health section.

You can see that two Amazon EC2 instances are listed. Your environment capacity has
increased to two instances.

Events t Logs Monitoring Alarms Managed updates Tags

Overall health o %]

1.5 1.5

P9O latency Pal Latency ney PSO latency P10 latent

0.001 0.001 0.00m 0.001 0.00

Enhanced instance health (2] wfo &
Instance 1D Status Running time Deployment 1D Requests/sec 2xx Responses
i-04a22cd25ba2fTcde Ok January 10, 2023 071:20:26 (UTC-5) 1 2 2
i-0b1530c3cabd 58083 Ok January 8, 2023 19:37:28 (UTC-5) 1 1 1

¥

Step 5: Clean up

Congratulations! You have successfully deployed a sample application to the AWS Cloud, uploaded
a new version, and modified its configuration to add a second Auto Scaling instance. To ensure that
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you're not charged for any services you aren't using, delete all application versions and terminate
the environment. This also deletes the AWS resources that the environment created for you.

To delete the application and all associated resources

1. Delete all application versions.

g.

Open the Elastic Beanstalk console, and in the Regions list, select your AWS Region.

In the navigation pane, choose Applications, and then choose getting-started-app.

In the navigation pane, find your application's name and choose Application versions.
On the Application versions page, select all application versions that you want to delete.
Choose Actions, and then choose Delete.

Turn on Delete versions from Amazon S3.

Choose Delete, and then choose Done.

2. Terminate the environment.

In the navigation pane, choose getting-started-app, and then choose
GettingStartedApp-env in the environment list.

Choose Actions, and then choose Terminate Environment.

Confirm that you want to terminate GettingStartedApp-env by typing the environment
name, and then choose Terminate.

3. Delete the getting-started-app application.

a. Inthe navigation pane, choose the getting-started-app.
b. Choose Actions, and then choose Delete application.
¢. Confirm that you want to delete getting-started-app by typing the application name, and
then choose Delete.
Next steps

Now that you know how to create an Elastic Beanstalk application and environment, we

recommend that you read Concepts. This topic provides information about the Elastic Beanstalk

components and architecture, and describes important design considerations for your Elastic

Beanstalk application.

Next steps
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In addition to the Elastic Beanstalk console, you can use the following tools to create and manage
Elastic Beanstalk environments.

EB CLI

The EB CLI is a command line tool for creating and managing environments. See Using the Elastic
Beanstalk command line interface (EB CLI) for details.

AWS SDK for Java

The AWS SDK for Java provides a Java API you can use to build applications that use AWS
infrastructure services. With the AWS SDK for Java, you can get started in minutes with a single,
downloadable package that includes the AWS Java library, code examples, and documentation.

The AWS SDK for Java requires the J2SE Development Kit 5.0 or later. You can download the
latest Java software from http://developers.sun.com/downloads/. The SDK also requires Apache

Commons (Codec, HTTPClient, and Logging) and Saxon-HE third-party packages, which are
included in the third-party directory of the SDK.

For more information, see AWS SDK for Java.

AWS Toolkit for Eclipse

The AWS Toolkit for Eclipse is an open source plug-in for the Eclipse Java IDE. You can use it to
create AWS Java web projects that are preconfigured with the AWS SDK for Java, and then deploy
the web applications to Elastic Beanstalk. The Elastic Beanstalk plug-in builds on top of the Eclipse
Web Tools Platform (WTP). The toolkit provides a Travel Log sample web application template that
demonstrates the use of Amazon S3 and Amazon SNS.

To ensure that you have all the WTP dependencies, we recommend that you start with the Java EE
distribution of Eclipse. You can download it from http://eclipse.org/downloads/.

For more information about using the Elastic Beanstalk plug-in for Eclipse, see AWS Toolkit for
Eclipse. To get started creating your Elastic Beanstalk application using Eclipse, see Creating and
deploying Java applications on Elastic Beanstalk.

AWS SDK for .NET

The AWS SDK for .NET enables you to build applications that use AWS infrastructure services. With
the AWS SDK for .NET, you can get started in minutes with a single, downloadable package that
includes the AWS .NET library, code examples, and documentation.
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For more information, see AWS SDK for .NET. For supported .NET Framework and Visual Studio
versions, see the AWS SDK for .NET Developer Guide.

AWS Toolkit for Visual Studio

With the AWS Toolkit for Visual Studio plug-in, you can deploy an existing .NET application to
Elastic Beanstalk. You can also create projects using the AWS templates that are preconfigured with
the AWS SDK for .NET.

For prerequisite and installation information, see the AWS Toolkit for Visual Studio. To get started
creating your Elastic Beanstalk application using Visual Studio, see Creating and deploying .NET
applications on Elastic Beanstalk.

AWS SDK for JavaScript in Node.js

The AWS SDK for JavaScript in Node.js enables you to build applications on top of AWS
infrastructure services. With the AWS SDK for JavaScript in Node.js, you can get started in minutes
with a single, downloadable package that includes the AWS Node.js library, code examples, and
documentation.

For more information, see the AWS SDK for JavaScript in Node.js.

AWS SDK for PHP

The AWS SDK for PHP enables you to build applications on top of AWS infrastructure services. With
the AWS SDK for PHP, you can get started in minutes with a single, downloadable package that
includes the AWS PHP library, code examples, and documentation.

The AWS SDK for PHP requires PHP 5.2 or later. For download details, see http://php.net/.

For more information, see the AWS SDK for PHP.

AWS SDK for Python (Boto)

With the AWS SDK for Python (Boto), you can get started in minutes with a single, downloadable
package that includes the AWS Python library, code examples, and documentation. You can build
Python applications on top of APIs that take the complexity out of coding directly against web
service interfaces.

The all-in-one library provides Python developer-friendly APIs that hide many of the lower-level
tasks associated with programming for the AWS Cloud, including authentication, request retries,
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and error handling. The SDK provides practical examples in Python for how to use the libraries to
build applications.

For information about Boto, example code, documentation, tools, and additional resources, see the
Python Developer Center.

AWS SDK for Ruby

You can get started in minutes with a single, downloadable package complete with the AWS Ruby
library, code examples, and documentation. You can build Ruby applications on top of APIs that
take the complexity out of coding directly against web services interfaces.

The all-in-one library provides Ruby developer-friendly APIs that hide many of the lower-level
tasks associated with programming for the AWS Cloud, including authentication, request retries,
and error handling. The SDK provides practical examples in Ruby for how to use the libraries to
build applications.

For information about the SDK, example code, documentation, tools, and additional resources, see
the Ruby Developer Center.
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Elastic Beanstalk concepts

AWS Elastic Beanstalk enables you to manage all of the resources that run your application as
environments. Here are some key Elastic Beanstalk concepts.

Application

An Elastic Beanstalk application is a logical collection of Elastic Beanstalk components, including
environments, versions, and environment configurations. In Elastic Beanstalk an application is
conceptually similar to a folder.

Application version

In Elastic Beanstalk, an application version refers to a specific, labeled iteration of deployable

code for a web application. An application version points to an Amazon Simple Storage Service
(Amazon S3) object that contains the deployable code, such as a Java WAR file. An application
version is part of an application. Applications can have many versions and each application version
is unique. In a running environment, you can deploy any application version you already uploaded
to the application, or you can upload and immediately deploy a new application version. You
might upload multiple application versions to test differences between one version of your web
application and another.

Environment

An environment is a collection of AWS resources running an application version. Each environment
runs only one application version at a time, however, you can run the same application version

or different application versions in many environments simultaneously. When you create an
environment, Elastic Beanstalk provisions the resources needed to run the application version you
specified.

Environment tier

When you launch an Elastic Beanstalk environment, you first choose an environment tier. The
environment tier designates the type of application that the environment runs, and determines
what resources Elastic Beanstalk provisions to support it. An application that serves HTTP requests
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runs in a web server environment tier. A backend environment that pulls tasks from an Amazon

Simple Queue Service (Amazon SQS) queue runs in a worker environment tier.

Environment configuration

An environment configuration identifies a collection of parameters and settings that define

how an environment and its associated resources behave. When you update an environment'’s
configuration settings, Elastic Beanstalk automatically applies the changes to existing resources or
deletes and deploys new resources (depending on the type of change).

Saved configuration

A saved configuration is a template that you can use as a starting point for creating unique
environment configurations. You can create and modify saved configurations, and apply them to
environments, using the Elastic Beanstalk console, EB CLI, AWS CLI, or API. The APl and the AWS
CLI refer to saved configurations as configuration templates.

Platform

A platform is a combination of an operating system, programming language runtime, web server,
application server, and Elastic Beanstalk components. You design and target your web application
to a platform. Elastic Beanstalk provides a variety of platforms on which you can build your
applications.

For details, see Elastic Beanstalk platforms.

Web server environments

The following diagram shows an example Elastic Beanstalk architecture for a web server
environment tier, and shows how the components in that type of environment tier work together.
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The environment is the heart of the application. In the diagram, the environment is shown within
the top-level solid line. When you create an environment, Elastic Beanstalk provisions the resources
required to run your application. AWS resources created for an environment include one elastic
load balancer (ELB in the diagram), an Auto Scaling group, and one or more Amazon Elastic
Compute Cloud (Amazon EC2) instances.

Every environment has a CNAME (URL) that points to a load balancer. The environment

has a URL, such as myapp.us-west-2.elasticbeanstalk.com. This URL is aliased in

Amazon Route 53 to an Elastic Load Balancing URL—something like abcdef-123456.us-
west-2.elb.amazonaws.com—by using a CNAME record. Amazon Route 53 is a highly available
and scalable Domain Name System (DNS) web service. It provides secure and reliable routing to
your infrastructure. Your domain name that you registered with your DNS provider will forward
requests to the CNAME.

The load balancer sits in front of the Amazon EC2 instances, which are part of an Auto Scaling
group. Amazon EC2 Auto Scaling automatically starts additional Amazon EC2 instances to
accommodate increasing load on your application. If the load on your application decreases,
Amazon EC2 Auto Scaling stops instances, but always leaves at least one instance running.

The software stack running on the Amazon EC2 instances is dependent on the container type.

A container type defines the infrastructure topology and software stack to be used for that
environment. For example, an Elastic Beanstalk environment with an Apache Tomcat container uses
the Amazon Linux operating system, Apache web server, and Apache Tomcat software. For a list of
supported container types, see Elastic Beanstalk supported platforms. Each Amazon EC2 instance

that runs your application uses one of these container types. In addition, a software component
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called the host manager (HM) runs on each Amazon EC2 instance. The host manager is responsible
for the following:

» Deploying the application

» Aggregating events and metrics for retrieval via the console, the API, or the command line

» Generating instance-level events

» Monitoring the application log files for critical errors

« Monitoring the application server

« Patching instance components

« Rotating your application's log files and publishing them to Amazon S3

The host manager reports metrics, errors and events, and server instance status, which are
available via the Elastic Beanstalk console, APIs, and CLlIs.

The Amazon EC2 instances shown in the diagram are part of one security group. A security group
defines the firewall rules for your instances. By default, Elastic Beanstalk defines a security
group, which allows everyone to connect using port 80 (HTTP). You can define more than one
security group. For example, you can define a security group for your database server. For more
information about Amazon EC2 security groups and how to configure them for your Elastic
Beanstalk application, see Security groups.

Worker environments

AWS resources created for a worker environment tier include an Auto Scaling group, one or more
Amazon EC2 instances, and an IAM role. For the worker environment tier, Elastic Beanstalk also
creates and provisions an Amazon SQS queue if you don't already have one. When you launch a
worker environment, Elastic Beanstalk installs the necessary support files for your programming
language of choice and a daemon on each EC2 instance in the Auto Scaling group. The daemon
reads messages from an Amazon SQS queue. The daemon sends data from each message that

it reads to the web application running in the worker environment for processing. If you have
multiple instances in your worker environment, each instance has its own daemon, but they all read
from the same Amazon SQS queue.

The following diagram shows the different components and their interactions across environments
and AWS services.
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Amazon CloudWatch is used for alarms and health monitoring. For more information, go to Basic
health reporting.

For details about how the worker environment tier works, see Elastic Beanstalk worker

environments.

Design considerations

Because applications deployed using AWS Elastic Beanstalk run on AWS Cloud resources, you
should keep several configuration factors in mind to optimize your applications: scalability, security,
persistent storage, fault tolerance, content delivery, software updates and patching, and connectivity.
Each of these are covered separately in this topic. For a comprehensive list of technical AWS
whitepapers, covering topics such as architecture, as well as security and economics, see AWS Cloud
Computing Whitepapers.
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Scalability

When operating in a physical hardware environment, in contrast to a cloud environment, you can
approach scalability in one of either two ways. Either you can scale up through vertical scaling

or you can scale out through horizontal scaling. The scale-up approach requires that you invest
in powerful hardware, which can support the increasing demands of your business. The scale-
out approach requires that you follow a distributed model of investment. As such, your hardware
and application acquisitions can be more targeted, your data sets are federated, and your design
is service oriented. The scale-up approach can be expensive, and there's also the risk that your
demand could outgrow your capacity. In this regard, the scale-out approach is usually more
effective. However, when using it, you must be able to predict demand at regular intervals and
deploy infrastructure in chunks to meet that demand. As a result, this approach can often lead to
unused capacity and might require some careful monitoring.

By migrating to the cloud, you can make your infrastructure align well with demand by leveraging
the elasticity of cloud. Elasticity helps to streamline resource acquisition and release. With it,

your infrastructure can rapidly scale in and scale out as demand fluctuates. To use it, configure
your Auto Scaling settings to scale up or down based on the metrics for the resources in your
environment. For example, you can set metrics such as server utilization or network /0. You can
use Auto Scaling for compute capacity to be added automatically whenever usage rises and for it
to be removed whenever usage drops. You can publish system metrics (for example, CPU, memory,
disk 1/0, and network 1/0) to Amazon CloudWatch. Then, you can use CloudWatch to configure
alarms to trigger Auto Scaling actions or send notifications based on these metrics. For instructions
on how to configure Auto Scaling, see Auto Scaling group for your Elastic Beanstalk environment.

We also recommend that you design all your Elastic Beanstalk applications as stateless as possible,
using loosely coupled, fault-tolerant components that can be scaled out as needed. For more
information about designing scalable application architectures for AWS, see AWS Well-Architected
Framework.

Security

Security on AWS is a shared responsibility. Amazon Web Services protects the physical resources

in your environment and ensures that the Cloud is a safe place for you to run applications. You're
responsible for the security of data coming in and out of your Elastic Beanstalk environment and
the security of your application.

Configure SSL to protect information that flows between your application and clients. To configure
SSL, you need a free certificate from AWS Certificate Manager (ACM). If you already have a
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certificate from an external certificate authority (CA), you can use ACM to import that your
certificate. Otherwise, you can import it using the AWS CLI.

If ACM isn't available in your AWS Region, you can purchase a certificate from an external CA, such
as VeriSign or Entrust. Then, use the AWS Command Line Interface (AWS CLI) to upload a third-
party or self-signed certificate and private key to AWS Identity and Access Management (IAM). The
public key of the certificate authenticates your server to the browser. It also serves as the basis for
creating the shared session key that encrypts the data in both directions. For instructions on how
to create, upload, and assign an SSL certificate to your environment, see Configuring HTTPS for
your Elastic Beanstalk environment.

When you configure an SSL certificate for your environment, data is encrypted between the client
and the Elastic Load Balancing load balancer for your environment. By default, encryption is
terminated at the load balancer, and traffic between the load balancer and Amazon EC2 instances
is unencrypted.

Persistent storage

Elastic Beanstalk applications run on Amazon EC2 instances that have no persistent local storage.
When the Amazon EC2 instances terminate, the local file system isn't saved. New Amazon EC2
instances start with a default file system. We recommend that you configure your application to
store data in a persistent data source. AWS offers a number of persistent storage services that you
can use for your application. The following table lists them.

Storage service Service documentation Elastic Beanstalk integration
Amazon S3 Amazon Simple Storage Using Elastic Beanstalk with
Service Documentation Amazon S3
Amazon Elastic File Amazon Elastic File System Using Elastic Beanstalk with
System Documentation Amazon Elastic File System
Amazon Elastic Block Amazon Elastic Block Store
Store
Feature Guide: Elastic Block
Store
Amazon DynamoDB Amazon DynamoDB Using Elastic Beanstalk with
Documentation Amazon DynamoDB
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Storage service Service documentation Elastic Beanstalk integration
Amazon Relational Amazon Relational Database Using Elastic Beanstalk with
Database Service (RDS) Service Documentation Amazon RDS

® Note

Elastic Beanstalk creates a webapp user for you to set up as the owner of application
directories on EC2 instances. For Amazon Linux 2 platform versions that are released on
or after Feburary 3, 2022, Elastic Beanstalk assigns the webapp user a uid (user id) and gid
(group id) value of 900 for new environments. It does the same for existing environments
following a platform version update. This approach keeps consistent access permission for
the webapp user to permanent file system storage.

In the unlikely situation that another user or process is already using 900, the operating
system defaults the webapp user uid and gid to another value. Run the Linux command

id webapp on your EC2 instances to verify the uid and gid values that are assigned to the
webapp user.

Fault tolerance

As a rule of thumb, you should be a pessimist when designing architecture for the cloud. Leverage
the elasticity that it offers. Always design, implement, and deploy for automated recovery from
failure. Use multiple Availability Zones for your Amazon EC2 instances and for Amazon RDS.
Availability Zones are conceptually like logical data centers. Use Amazon CloudWatch to get more
visibility into the health of your Elastic Beanstalk application and take appropriate actions in case
of hardware failure or performance degradation. Configure your Auto Scaling settings to maintain
your fleet of Amazon EC2 instances at a fixed size so that unhealthy Amazon EC2 instances are
replaced by new ones. If you're using Amazon RDS, then set the retention period for backups, so
that Amazon RDS can perform automated backups.

Content delivery

When users connect to your website, their requests may be routed through a number of individual
networks. As a result, users might experience poor performance due to high latency. Amazon
CloudFront can help ameliorate latency issues by distributing your web content, such as images
and video, across a network of edge locations around the world. Users' requests are routed to the
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nearest edge location, so content is delivered with the best possible performance. CloudFront
works seamlessly with Amazon S3, which durably stores the original, definitive versions of your
files. For more information about Amazon CloudFront, see the Amazon CloudFront Developer
Guide.

Software updates and patching

AWS Elastic Beanstalk regularly releases platform updates to provide fixes, software updates,

and new features. Elastic Beanstalk offers several options to handle platform updates. With
managed platform updates your environment automatically upgrades to the latest version of a

platform during a scheduled maintenance window while your application remains in service. For
environments created on November 25, 2019 or later using the Elastic Beanstalk console, managed
updates are enabled by default whenever possible. You can also manually initiate updates using
the Elastic Beanstalk console or EB CLI.

Connectivity

Elastic Beanstalk needs to be able to connect to the instances in your environment to complete
deployments. When you deploy an Elastic Beanstalk application inside an Amazon VPC, the
configuration required to enable connectivity depends on the type of Amazon VPC environment
you create:

» For single-instance environments, no additional configuration is required. This is because, with
these environments, Elastic Beanstalk assigns each Amazon EC2 instance a public Elastic IP
address that enables the instance to communicate directly with the internet.

» For load-balanced, scalable environments in an Amazon VPC with both public and private
subnets, you must do the following:

« Create a load balancer in the public subnet to route inbound traffic from the internet to the
Amazon EC2 instances.

» Create a network address translation (NAT) device to route outbound traffic from the Amazon
EC2 instances in private subnets to the internet.

» Create inbound and outbound routing rules for the Amazon EC2 instances inside the private
subnet.

« If you're using a NAT instance, configure the security groups for the NAT instance and Amazon
EC2 instances to enable internet communication.

» For a load-balanced, scalable environment in an Amazon VPC that has one public subnet, no
additional configuration is required. This is because, with this environment, your Amazon EC2
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instances are configured with a public IP address that enables the instances to communicate with
the internet.

For more information about using Elastic Beanstalk with Amazon VPC, see Using Elastic Beanstalk
with Amazon VPC.
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Service roles, instance profiles, and user policies

When you create an environment, AWS Elastic Beanstalk prompts you to provide the following
AWS Identity and Access Management (IAM) roles:

« Service role: Elastic Beanstalk assumes a service role to use other AWS services on your behalf.

« Instance profile Elastic Beanstalk applies instances profile to the instances in your environment.
It allows them to do the following:

 Retrieve application versions from Amazon Simple Storage Service (Amazon S3).

« Upload logs to Amazon S3.

« Perform other tasks that vary depending on the environment type and platform.

Service role

When you create an environment in the Elastic Beanstalk console or using Elastic Beanstalk EB CLI,
the required service roles are created and assigned managed policies. These policies include all of

the necessary permissions. Now, suppose that the service role already exists in your account and
you then create a new environment in Elastic Beanstalk console or using Elastic Beanstalk CLI. If
this happens, the existing service role automatically gets assigned to the new environment.

Instance profile

If your AWS account doesn’t have an EC2 instance profile, you must create one using the IAM
service. You can then assign the EC2 instance profile to new environments that you create. The
Create environment wizard provides information to guide you through the IAM service, so that
you can create an EC2 instance profile with the required permissions. After creating the instance
profile, you can return to the console to select it as the EC2 instance profile and continue the steps
to create your environment.

(@ Note

Previously Elastic Beanstalk created a default EC2 instance profile named aws -
elasticbeanstalk-ec2-role the first time an AWS account created an environment.
This instance profile included default managed policies. If your account already has this
instance profile, it will remain available for you to assign to your environments.

However, recent AWS security guidelines don’t allow an AWS service to automatically create
roles with trust policies to other AWS services, EC2 in this case. Because of these security
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guidelines, Elastic Beanstalk no longer creates a default aws-elasticbeanstalk-ec2-
role instance profile.

User policies

In addition to the roles that you assign to your environment, you can also create user policies and
apply them to IAM users and groups in your account. Applying user policies allows the users to
create and manage Elastic Beanstalk applications and environments. Elastic Beanstalk also provides
managed policies for full access and read-only access. For more information about these policies,
see the section called “User policies”.

Additional instance profiles and user policies

You can create your own instance profiles and user policies for advanced scenarios. If your
instances need to access services that aren't included in the default policies, you can create a new
policy or add additional policies to the default one. If the managed policy is too permissive for
your needs, you can also create more restrictive user policies. For more information about AWS
permissions, see the IAM User Guide.

Topics

« Elastic Beanstalk service role

 Elastic Beanstalk instance profile

» Elastic Beanstalk user policy

Elastic Beanstalk service role

A service role is the IAM role that Elastic Beanstalk assumes when calling other services on your
behalf. For example, Elastic Beanstalk uses a service role when it calls Amazon Elastic Compute
Cloud (Amazon EC2), Elastic Load Balancing, and Amazon EC2 Auto Scaling APIs to gather
information. The service role that Elastic Beanstalk uses is the one that you specified when you
create the Elastic Beanstalk environment.

There are two managed policies that are attached to the service role. These policies provide
the permissions that allow Elastic Beanstalk to access the required AWS resources to create and
manage your environments. One managed policy provides permissions for enhanced health

monitoring and worker tier Amazon SQS support, and another one provides additional permissions
required for managed platform updates.
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AWSElasticBeanstalkEnhancedHealth

This policy grants all of the permissions that Elastic Beanstalk requires to monitor environment
health. It also includes Amazon SQS actions to allow Elastic Beanstalk to monitor queue activity for
worker environments.

"Version": "2012-10-17",
"Statement": [
{

"Effect": "Allow",

"Action": [
"elasticloadbalancing:DescribeInstanceHealth",
"elasticloadbalancing:DescribeloadBalancers",
"elasticloadbalancing:DescribeTargetHealth",
"ec2:DescribeInstances",

"ec2:DescribelInstanceStatus",
"ec2:GetConsoleOutput",
"ec2:AssociateAddress",
"ec2:DescribeAddresses",
"ec2:DescribeSecurityGroups",
"sqs:GetQueueAttributes"”,

"sqgs:GetQueueUrl",
"autoscaling:DescribeAutoScalingGroups",
"autoscaling:DescribeAutoScalingInstances",
"autoscaling:DescribeScalingActivities",
"autoscaling:DescribeNotificationConfigurations",
"sns:Publish"

]I

"Resource": [

nmin

AWSElasticBeanstalkManagedUpdatesCustomerRolePolicy

This policy grants permissions for Elastic Beanstalk to update environments on your behalf to
perform managed platform updates.

Service-level permission groupings
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This policy is grouped into statements based on the set of permissions provided.

e ElasticBeanstalkPermissions — This group of permissions is for calling the Elastic
Beanstalk service actions (Elastic Beanstalk APIs).

e« AllowPassRoleToElasticBeanstalkAndDownstreamServices — This group of permissions
allows any role to be passed to Elastic Beanstalk and to other downstream services like AWS
CloudFormation.

* ReadOnlyPermissions — This group of permissions is for collecting information about the
running environment.

« *OperationPermissions — Groups with this naming pattern are for calling the necessary
operations to perform platform updates.

» *BroadOperationPermissions — Groups with this naming pattern are for calling the
necessary operations to perform platform updates. They also include broad permissions for
supporting legacy environments.

« *TagResource — Groups with this naming pattern are for calls that use the tag-on-create APIs
to attach tags on resources that are being created in an Elastic Beanstalk environment.

"Version": "2012-10-17",
"Statement": [

{
"Sid": "ElasticBeanstalkPermissions",
"Effect": "Allow",
"Action": [
"elasticbeanstalk:*"
1,
"Resource": "*"
.
{
"Sid": "AllowPassRoleToElasticBeanstalkAndDownstreamServices",
"Effect": "Allow",
"Action": "iam:PassRole",
"Resource": "arn:aws:iam::*:role/*",

"Condition": {
"StringEquals": {

"iam:PassedToService": [
"elasticbeanstalk.amazonaws.com",
"ec2.amazonaws.com",
"ec2.amazonaws.com.cn",
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"autoscaling.amazonaws.com",
"elasticloadbalancing.amazonaws.com",
"ecs.amazonaws.com",
"cloudformation.amazonaws.com"

"Sid": "ReadOnlyPermissions",

"Effect"
"Action"

: "Allow",
5 L

"autoscaling:DescribeAccountLimits",
"autoscaling:DescribeAutoScalingGroups",
"autoscaling:DescribeAutoScalingInstances",
"autoscaling:DescribelLaunchConfigurations",
"autoscaling:DescribelLoadBalancers",
"autoscaling:DescribeNotificationConfigurations",
"autoscaling:DescribeScalingActivities",
"autoscaling:DescribeScheduledActions",

"ec2:
ec2:
"ec2:
ec2:
"ec2:
ec2:

"ec2

ec2:

ec2:
"ec2:
ec2:
"ec2:
ec2:
"ec2:
ec2:

DescribeAccountAttributes",
DescribeAddresses"”,
DescribeAvailabilityZones",
DescribelImages",
DescribeInstanceAttribute",
DescribeInstances",
DescribeKeyPairs",
:DescribelaunchTemplates",
DescribelLaunchTemplateVersions",
DescribeSecurityGroups",
DescribeSnapshots",
DescribeSpotInstanceRequests"”,
DescribeSubnets",
DescribeVpcClassiclLink",
DescribeVpcs",

"elasticloadbalancing:DescribeInstanceHealth",
"elasticloadbalancing:DescribelLoadBalancers",
"elasticloadbalancing:DescribeTargetGroups",
"elasticloadbalancing:DescribeTargetHealth",
"logs:DescribelogGroups",

rds
"rds

rds
"sns

:DescribeDBEngineVersions",
:DescribeDBInstances",
:DescribeOrderableDBInstanceOptions",
:ListSubscriptionsByTopic"

Service role
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]I

"Resource": [

"

]
},
{
"Sid": "EC2BroadOperationPermissions",
"Effect": "Allow",
"Action": [
"ec2:AllocateAddress",
"ec2:AssociateAddress",
"ec2:AuthorizeSecurityGroupEgress",
"ec2:AuthorizeSecurityGroupIngress",
"ec2:CreatelLaunchTemplate",
"ec2:CreateLaunchTemplateVersion",
"ec2:CreateSecurityGroup",
"ec2:DeleteLaunchTemplate",
"ec2:DeleteLaunchTemplateVersions",
"ec2:DeleteSecurityGroup",
"ec2:DisassociateAddress",
"ec2:ReleaseAddress",
"ec2:RevokeSecurityGroupEgress",
"ec2:RevokeSecurityGroupIngress"
1,
"Resource": "*"
I
{
"Sid": "EC2RunInstancesOperationPermissions",
"Effect": "Allow",
"Action": "ec2:RunInstances",
"Resource": "*",
"Condition": {
"ArnLike": {
"ec2:LaunchTemplate": "arn:aws:ec2:*:*:launch-template/*"
}
}
},
{
"Sid": "EC2TerminatelInstancesOperationPermissions",

"Effect": "Allow",
"Action": [
"ec2:TerminateInstances"

]I

"Resource": "arn:aws:ec2:*:*:instance/*",

Service role 36



AWS Elastic Beanstalk

Developer Guide

"Condition": {
"StringlLike": {
"ec2:ResourceTag/aws:cloudformation:stack-id": [
"arn:aws:cloudformation:*:*:stack/awseb-e-*",
"arn:aws:cloudformation:*:*:stack/eb-*"

"Sid": "ECSBroadOperationPermissions",
"Effect": "Allow",
"Action": [

"ecs:CreateCluster",

ecs:DescribeClusters",
"ecs:RegisterTaskDefinition"

iF

"Resource": "*"

"Sid": "ECSDeleteClusterOperationPermissions",
"Effect": "Allow",

"Action": "ecs:DeleteCluster",

"Resource": "arn:aws:ecs:*:*:cluster/awseb-*"
"Sid": "ASGOperationPermissions",

"Effect": "Allow",

"Action": [
"autoscaling:AttachInstances",
"autoscaling:CreateAutoScalingGroup",
"autoscaling:CreateLaunchConfiguration",
"autoscaling:CreateOrUpdateTags",
"autoscaling:DeleteLaunchConfiguration",
"autoscaling:DeleteAutoScalingGroup",
"autoscaling:DeleteScheduledAction",
"autoscaling:DetachInstances",
"autoscaling:DeletePolicy",
"autoscaling:PutScalingPolicy",
"autoscaling:PutScheduledUpdateGroupAction",
"autoscaling:PutNotificationConfiguration",
"autoscaling:ResumeProcesses",
"autoscaling:SetDesiredCapacity",
"autoscaling:SuspendProcesses",

Service role
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"autoscaling:TerminateInstanceInAutoScalingGroup",
"autoscaling:UpdateAutoScalingGroup"

1,
"Resource": [
"arn:aws:autoscaling:
awseb-e-*",
"arn:aws:autoscaling:
eb-*",
"arn:aws:autoscaling:
e-*",

"arn:aws:autoscaling:

"Sid":
"Effect": "Allow",
"Action": [

"cloudformation:*"
1,

"Resource":

L

:launchConfiguration:*:launchConfigurationName/
:launchConfiguration:*:launchConfigurationName/
:autoScalingGroup: *:autoScalingGroupName/awseb-

:autoScalingGroup: *:autoScalingGroupName/eb-*"

"CFNOperationPermissions",

"arn:aws:cloudformation:*:*:stack/awseb-*",
"arn:aws:cloudformation:*:*:stack/eb-*"

"Sid":
"Effect":
"Action":

"Allow",

[
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:
"elasticloadbalancing:

1,

"Resource":

L

"arn:

aws
arn:aws:

"arn:

aws @
arn:aws:

"arn:aws:

:elasticloadbalancing:
elasticloadbalancing:
elasticloadbalancing:
elasticloadbalancing:
elasticloadbalancing:

"ELBOperationPermissions",

AddTags",
ApplySecurityGroupsToLoadBalancer",
ConfigureHealthCheck",
CreatelLoadBalancer",
DeletelLoadBalancer",
DeregisterInstancesFromLoadBalancer",
DeregisterTargets",
RegisterInstancesWithLoadBalancer",
RegisterTargets"

:targetgroup/awseb-*",
:targetgroup/eb-*",
:loadbalancer/awseb-*",
:loadbalancer/eb-*",
:loadbalancer/*/awseb-*/*",
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"arn:aws:elasticloadbalancing:*:*:loadbalancer/*/eb-*/*"

"Sid": "CWLogsOperationPermissions",

"Effect": "Allow",

"Action": [
"logs:CreatelLogGroup",
"logs:DeletelLogGroup",
"logs:PutRetentionPolicy"

1,
"Resource": "arn:aws:logs:*:*:log-group:/aws/elasticbeanstalk/*"
"Sid": "S30bjectOperationPermissions",

"Effect": "Allow",

"Action": [
"s3:DeleteObject",
"s3:GetObject",
"s3:GetObjectAcl",
"s3:GetObjectVersion",
"s3:GetObjectVersionAcl",
"s3:PutObject",
"s3:PutObjectAcl",
"s3:PutObjectVersionAcl"

1,
"Resource": "arn:aws:s3:::elasticbeanstalk-*/*"
"Sid": "S3BucketOperationPermissions",
"Effect": "Allow",
"Action": [
"s3:GetBucketLocation",
"s3:GetBucketPolicy",
"s3:ListBucket",
"s3:PutBucketPolicy"
1,
"Resource": "arn:aws:s3:::elasticbeanstalk-*"
"Sid": "SNSOperationPermissions",

"Effect": "Allow",
"Action": [
"sns:CreateTopic",
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"sns:GetTopicAttributes",
"sns:SetTopicAttributes"”,
"sns:Subscribe"

1,

"Resource": "arn:aws:sns:*:*:ElasticBeanstalkNotifications-*"

"Sid": "SQSOperationPermissions",

"Effect": "Allow",

"Action": [
"sqgs:GetQueueAttributes",
"sqs:GetQueueUrl"

1,

"Resource": [
"arn:aws:sqs:*:*:awseb-e-*",
"arn:aws:sqs:*:*:eb-*"

"Sid": "CWPutMetricAlarmOperationPermissions",

"Effect": "Allow",

"Action": [
"cloudwatch:PutMetricAlarm"

1,

"Resource": [
"arn:aws:cloudwatch:*:*:alarm:awseb-*",
"arn:aws:cloudwatch:*:*:alarm:eb-*"

"Sid": "AllowECSTagResource",
"Effect": "Allow",
"Action": [
"ecs:TagResource"
1,
"Resource": "*",
"Condition": {
"StringEquals": {
"ecs:CreateAction": [
"CreateCluster",
"RegisterTaskDefinition"

Service role
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}

You may create an Elastic Beanstalk environment with any of the following approaches. Each
section describes how the approach handles the service role.

Elastic Beanstalk console

If you create an environment using the Elastic Beanstalk console, Elastic Beanstalk prompts you
to create a service role that's named aws-elasticbeanstalk-service-role. When created
via Elastic Beanstalk, this role includes a trust policy that allows Elastic Beanstalk to assume the
service role. The two managed policies described earlier in this topic are also attached to the role.

Elastic Beanstalk Command Line Interface (EB CLI)

You may create an environment using the the section called “eb create” command of the

Elastic Beanstalk Command Line Interface (EB CLI). If you don't specify a service role through

the --service-role option. Elastic Beanstalk creates the same default service role aws-
elasticbeanstalk-service-role. If the default service role already exists, Elastic Beanstalk
uses it for the new environment. When created via Elastic Beanstalk, this role includes a trust policy
that allows Elastic Beanstalk to assume the service role. The two managed policies described earlier
in this topic are also attached to the role.

Elastic Beanstalk API

You may create an environment using the CreateEnvironment action of the Elastic Beanstalk
API. If you don't specify a service role, Elastic Beanstalk creates a monitoring service-linked role.
This is a unique type of service role that is predefined by Elastic Beanstalk to include all the
permissions that the service requires to call other AWS services on your behalf. The service-linked
role is associated with your account. Elastic Beanstalk creates it once, and then reuses it when
creating additional environments. You can also use IAM to create the monitoring service-linked role
for your account in advance. When your account has a monitoring service-linked role, you can use
it to create an environment using either the Elastic Beanstalk console, the Elastic Beanstalk API, or
the EB CLI. For instructions on how to use service-linked roles with Elastic Beanstalk environments,
see Using service-linked roles for Elastic Beanstalk.

For more information about service roles, see Managing Elastic Beanstalk service roles.
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Elastic Beanstalk instance profile

An instance profile is an IAM role that's applied to Amazon EC2 instances that are launched in your
Elastic Beanstalk environment. When creating an Elastic Beanstalk environment, you specify the
instance profile that's used when your EC2 instances take the following actions:

» Retrieve application versions from Amazon Simple Storage Service (Amazon S3)

» Write logs to Amazon S3
« In AWS X-Ray integrated environments, upload debugging data to X-Ray

« In Amazon ECS managed Docker environments, coordinate container deployments with Amazon
Elastic Container Service (Amazon ECS)

 In worker environments, read from an Amazon Simple Queue Service (Amazon SQS) queue
 In worker environments, perform leader election with Amazon DynamoDB

« In worker environments, publish instance health metrics to Amazon CloudWatch

Elastic Beanstalk provides a set of managed policies that allow the EC2 instances in your
environment to perform required operations. The managed policies required for basic use cases are
the following.

e AWSElasticBeanstalkWebTier
e AWSElasticBeanstalkWorkerTier

e AWSElasticBeanstalkMulticontainerDocker

You attach these policies to the instance profile that you create when you launch an environment
in the Elastic Beanstalk console for the first time.

If your web application requires access to other additional AWS services, add statements or
managed policies to the instance profile that allow access to those services.

For more information about instance profiles, see Managing Elastic Beanstalk instance profiles.

Elastic Beanstalk user policy

Create IAM users for each user who uses Elastic Beanstalk to avoid using your root account or
sharing credentials. As a security best practice, only grant these users permissions to access services
and features that they need.
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Elastic Beanstalk requires permissions not only for its own API actions, but also for several other
AWS services. Elastic Beanstalk uses user permissions to launch resources in an environment. These
resources include EC2 instances, an Elastic Load Balancing load balancer, and an Auto Scaling
group. Elastic Beanstalk also uses user permissions to save logs and templates to Amazon Simple
Storage Service (Amazon S3), send notifications to Amazon SNS, assign instance profiles, and
publish metrics to CloudWatch. Elastic Beanstalk requires AWS CloudFormation permissions to
orchestrate resource deployments and updates. It also requires Amazon RDS permissions to create
databases when needed, and Amazon SQS permissions to create queues for worker environments.

For more information about user policies, see Managing Elastic Beanstalk user policies.

User policy 43



AWS Elastic Beanstalk Developer Guide

Elastic Beanstalk platforms

AWS Elastic Beanstalk provides a variety of platforms on which you can build your applications.
You design your web application to one of these platforms, and Elastic Beanstalk deploys your
code to the platform version you selected to create an active application environment.

Elastic Beanstalk provides platforms for different programming languages, application servers, and
Docker containers. Some platforms have multiple concurrently-supported versions.

Topics

 Elastic Beanstalk platforms glossary

» Shared responsibility model for Elastic Beanstalk platform maintenance

« Elastic Beanstalk platform support policy

 Elastic Beanstalk supported platforms

« Elastic Beanstalk Linux platforms

» Deploying Elastic Beanstalk applications from Docker containers

» Creating and deploying Go applications on Elastic Beanstalk

« Creating and deploying Java applications on Elastic Beanstalk

« Working with .NET Core on Linux

» Creating and deploying .NET applications on Elastic Beanstalk

» Deploying Node.js applications to Elastic Beanstalk

» Creating and deploying PHP applications on Elastic Beanstalk

» Working with Python

» Creating and deploying Ruby applications on Elastic Beanstalk

Elastic Beanstalk platforms glossary

Following are key terms related to AWS Elastic Beanstalk platforms and their lifecycle.

Runtime

The programming language-specific runtime software (framework, libraries, interpreter, vm,
etc.) required to run your application code.
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Elastic Beanstalk Components

Software components that Elastic Beanstalk adds to a platform to enable Elastic Beanstalk
functionality. For example, the enhanced health agent is necessary for gathering and reporting
health information.

Platform

A combination of an operating system (OS), runtime, web server, application server, and
Elastic Beanstalk components. Platforms provide components that are available to run your
application.

Platform Version

A combination of specific versions of an operating system (OS), runtime, web server, application
server, and Elastic Beanstalk components. You create an Elastic Beanstalk environment based
on a platform version and deploy your application to it.

A platform version has a semantic version number of the form X.Y.Z, where X is the major
version, Y is the minor version, and Z is the patch version.

A platform version can be in one of the following states:

» Supported — A platform version that consists entirely of supported components. All
components have not reached their End of Life (EOL), as designated by their respective
suppliers (owners—AWS or third parties—or communities). They receive regular patch or
minor updates from their suppliers . Elastic Beanstalk makes supported platform versions
available to you for environment creation.

 Retired — A platform version with one or more retired components, which have reached their
End of Life (EOL), as designated by their suppliers. Retired platform versions aren't available
for use in Elastic Beanstalk environments for either new or existing customers.

For details about retired components, see the section called “Platform support policy”.

Platform Branch

A line of platform versions sharing specific (typically major) versions of some of their
components, such as the operating system (OS), runtime, or Elastic Beanstalk components. For
example: Python 3.6 running on 64bit Amazon Linux; IS 10.0 running on 64bit Windows Server
2016. Each successive platform version in the branch is an update to the previous one.

The latest platform version in each platform branch is available to you unconditionally for
environment creation. Previous platform versions in the branch are still supported—you can
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create an environment based on a previous platform version if you've used it in an environment
in the last 30 days. But these previous platform versions lack the most up-to-date components
and aren't recommended for use.

A platform branch can be in one of the following states:

o Supported — A current platform branch. It consists entirely of supported components. It
receives ongoing platform updates, and is recommended for use in production environments.
For a list of supported platform branches, see Elastic Beanstalk supported platforms in the
AWS Elastic Beanstalk Platforms guide.

o Beta - A preview, pre-release platform branch. It's experimental in nature. It may receive
ongoing platform updates for a while, but has no long-term support. A beta platform branch
isn't recommended for use in production environments. Use it only for evaluation. For a list
of beta platform branches, see Elastic Beanstalk Platform Versions in Public Beta in the AWS
Elastic Beanstalk Platforms guide.

o Deprecated — A platform branch with one or more deprecated components. It receives ongoing
platform updates, but isn't recommended for use in production environments. For a list
of deprecated platform branches, see Elastic Beanstalk Platform Versions Scheduled for
Retirement in the AWS Elastic Beanstalk Platforms guide.

o Retired - A platform branch with one or more retired components. It doesn't receive platform
updates anymore, and isn't recommended for use in production environments. Retired
platform branches aren't listed in the AWS Elastic Beanstalk Platforms guide. Elastic Beanstalk
doesn't make platform versions of retired platform branches available to you for environment
creation.

A supported component has no retirement date scheduled by its supplier (owner or community).
The supplier might be AWS or a third party. A deprecated component has a retirement date
scheduled by its supplier. A retired component has reached End of Life (EOL) and is no longer
supported by its supplier. For details about retired components, see the section called “Platform

support policy”.

If your environment uses a deprecated or retired platform branch, we recommend that you
update it to a platform version in a supported platform branch. For details, see the section
called "Platform updates”.
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Platform Update

A release of new platform versions that contain updates to some components of the platform
—OS, runtime, web server, application server, and Elastic Beanstalk components. Platform
updates follow semantic version taxonomy, and can have several levels:

» Major update — An update that has changes that are incompatible with existing platform
versions. You might need to modify your application to run correctly on a new major version.
A major update has a new major platform version number.

» Minor update — An update that adds functionality that is backward compatible with an
existing platform version. You don't need to modify your application to run correctly on a
new minor version. A minor update has a new minor platform version number.

o Patch update — An update that consists of maintenance releases (bug fixes, security updates,
and performance improvements) that are backward compatible with an existing platform
version. A patch update has a new patch platform version number.

Managed Updates

An Elastic Beanstalk feature that automatically applies patch and minor updates to the
operating system (OS), runtime, web server, application server, and Elastic Beanstalk
components for an Elastic Beanstalk supported platform version. A managed update applies a
newer platform version in the same platform branch to your environment. You can configure
managed updates to apply only patch updates, or minor and patch updates. You can also
disable managed updates completely.

For more information, see Managed platform updates.

Shared responsibility model for Elastic Beanstalk platform
maintenance

AWS and our customers share responsibility for achieving a high level of software component
security and compliance. This shared model reduces your operational burden.

For details, see the AWS Shared Responsibility Model.

AWS Elastic Beanstalk helps you perform your side of the shared responsibility model by providing
a managed updates feature. This feature automatically applies patch and minor updates for an
Elastic Beanstalk supported platform version. If a managed update fails, Elastic Beanstalk notifies
you of the failure to ensure that you are aware of it and can take immediate action.
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For more information, see Managed platform updates.

In addition, Elastic Beanstalk does the following:

» Publishes its platform support policy and retirement schedule for the coming 12 months.

» Releases patch, minor, and major updates of operating system (OS), runtime, application server,
and web server components typically within 30 days of their availability. Elastic Beanstalk
is responsible for creating updates to Elastic Beanstalk components that are present on its
supported platform versions. All other updates come directly from their suppliers (owners or
community).

We announce all updates to our supported platforms in our release notes in the AWS Elastic
Beanstalk Release Notes guide. We also provide a list of all supported platforms and their
components, along with a platform history, in the AWS Elastic Beanstalk Platforms guide. For more
information see Supported platform versions.

You are responsible to do the following:

« Update all the components that you control (identified as Customer in the AWS Shared
Responsibility Model). This includes ensuring the security of your application, your data, and any

components that your application requires and that you downloaded.

» Ensure that your Elastic Beanstalk environments are running on a supported platform version,
and migrate any environment running on a retired platform version to a supported version.

» Resolve all issues that come up in failed managed update attempts and retry the update.

» Patch the OS, runtime, application server, and web server yourself if you opted out of Elastic
Beanstalk managed updates. You can do this by applying platform updates manually or directly

patching the components on all relevant environment resources.

« Manage the security and compliance of any AWS services that you use outside of Elastic
Beanstalk according to the AWS Shared Responsibility Model.

Elastic Beanstalk platform support policy

AWS Elastic Beanstalk provides a variety of platforms for running applications on AWS. Elastic
Beanstalk supports platform branches that still receive ongoing minor and patch updates from
their suppliers (owners or community). For a complete definition of related terms, see Elastic
Beanstalk platforms glossary.
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Retired platform branches

When a component (operating system [OS], runtime, application server, or web server) of a
supported platform branch is marked End of Life (EOL) by its supplier, Elastic Beanstalk marks
the platform branch as retired. When a platform branch is marked as retired, Elastic Beanstalk
no longer makes it available to new Elastic Beanstalk customers for deployments to new
environments. There is a 90 day grace period from the published retirement date for existing
customers with active environments that are running on retired platform branches.

® Note

The retired platform branch will not be available in the Create environment wizard.
However, it will be available through the AWS CLI, EB CLI and EB API for customers that
have existing environments based on the retired platform branch. Also, existing customers
can use the Clone environment and Rebuild environment consoles.

Beyond the 90 day grace period

Existing customers running an Elastic Beanstalk environment on a retired platform branch beyond
90 days from the published retirement date should be aware of the risks of doing so. We would
never remove access or delete the environment's resources. However, such environments can end
up in an unpredictable situation, because Elastic Beanstalk isn't able to provide security updates,
technical support, or hotfixes for retired platform branches due to the supplier marking their
component EOL.

For example, a detrimental and critical security vulnerability may surface in an environment
running on a retired platform branch. Or an EB API action may stop working for the environment
if it becomes incompatible with the Elastic Beanstalk service over time. The opportunity for these
types of risks increases the longer an environment on a retired platform branch remains active. To
continue to benefit from important security, performance, and functionality enhancements offered
by component suppliers in more recent releases, we strongly encourage you to update all your
Elastic Beanstalk environments to a supported platform version.

If a circumstance like the ones just described should arise for an application that you must keep
running and that you're not able to update to a supported Elastic Beanstalk platform, you'll need
to consider and employ other alternatives. Workarounds include encapsulating the application
into a Docker image to run it as a Docker container. This would allow a customer to use any of our
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Docker solutions, such as our Elastic Beanstalk AL2023/AL2 Docker platforms, or other Docker
based services such as Amazon ECS, Amazon EKS, or AWS App Runner. Non-Docker alternatives
include our AWS CodeDeploy service, which allows complete customization of the runtimes you
desire.

Retiring platform branch schedule

The following tables list existing platform components that are either marked as retired or have
retirement dates scheduled. The tables provide the availability end date for Elastic Beanstalk
platform branches that contain these components.

For a list of related Elastic Beanstalk retiring platform branches, see platform versions scheduled

for retirement in the AWS Elastic Beanstalk Platforms guide.

Amazon Linux platforms

Amazon Linux 2 (AL2) - Runtime versions and platform branches

Runtime version Platform retirement date
or platform
branch

Python 3.7 AL2 September 30, 2024
Node.js 14 AL2 September 30, 2024
Node.js 16 AL2 September 30, 2024
Ruby 2.7 AL2 September 30, 2024
Ruby 3.0 AL2 September 30, 2024

Corretto 8 with September 30, 2024
Tomcat 8.5 AL2

Corretto 11 with  September 30, 2024
Tomcat 8.5 AL2

PHP 8.0 AL2 September 30, 2024

Retiring platform branch schedule
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Retired platform branch history

The following tables list platform components that were marked as retired in the past. The tables
provide the date on which Elastic Beanstalk retired platform branches that contained these
components.

® Note

For more information about the retirement of the Windows 2072 R2 platform branches, see
Windows Server 2012 R2 platform branches retired in the AWS Elastic Beanstalk Release
Notes.

On July 18,2022, Elastic Beanstalk set the status of all platform branches based on Amazon
Linux AMI (AL1) to retired. For more information, see Platform retirement FAQ.

Operating System (OS) versions

OS version Platform retirement date

Windows Server December 4, 2023
2012 R2 running
lIS 8.5

Windows Server December 4, 2023
Core 2012 R2
running IS 8.5

Amazon Linux July 18, 2022
AMI (AL1)

Windows Server  June 22, 2022
2012 R1

Windows Server October 28, 2019
2008 R2

Retired platform branch history
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Application server versions

Application
server version

Tomcat 7

Tomcat 6

Tomcat 8

Web server versions

Web server
version

[IS 8 running on
64bit Windows
Server

Apache HTTP
Server 2.2

Nginx 1.12.2

Amazon Linux 2 (AL2) - Runtime versions and platform branches

Runtime version
or platform
branch

Corretto 11 with
Tomcat 7 AL2

Availability end date
June 29, 2022 for Amazon Linux 2

(AL2) platforms

July 18, 2022 for Amazon Linux AMI
(AL1) platforms

October 31, 2020

October 31, 2020

Availability end date

June 22, 2022

October 31, 2020

October 31, 2020

Platform retirement date

June 29, 2022

Retired platform branch history
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Runtime version
or platform
branch

Corretto 8 with
Tomcat 7 AL2

Node.js 12 AL2
Node.js 10 AL2
PHP 7.4 AL2
PHP 7.3 AL2
PHP 7.2 AL2
Ruby 2.6 AL2

Ruby 2.5 AL2

Amazon Linux AMI (AL1) - Runtime versions and platform branches

Runtime version

or platform
branch

Single Container
Docker

Multicontainer
Docker

Preconfig
ured Docker -
GlassFish 5.0
with Java 8

Go 1

Platform retirement date

June 29, 2022

December 23, 2022
June 29, 2022

June 9, 2023

June 29, 2022

June 29, 2022
December 23, 2022

June 29, 2022

Availability end date

July 18, 2022

July 18, 2022

July 18, 2022

July 18, 2022
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Runtime version

or platform
branch

Java 8
Java 7

Java 8 with
Tomcat 8.5

Java 7 with
Tomcat 7

Node.js
PHP7.2-7.3
Python 3.6

Ruby 2,4,
2.5, 2.6 with
Passenger

Ruby 2.4, 2.5,
2.6 with Puma

Go 1.3-1.10
Java 6

Node.js 4.x-8.x
PHP 5.4-5.6
PHP 7.0-7.1

Python 2.6, 2.7,
34

Ruby 1.9.3

Availability end date

July 18, 2022
July 18, 2022

July 18, 2022

July 18, 2022

July 18, 2022
July 18, 2022
July 18, 2022

July 18, 2022

July 18, 2022

October 31, 2020
October 31, 2020
October 31, 2020
October 31, 2020
October 31, 2020

October 31, 2020

October 31, 2020

Retired platform branch history
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Runtime version Availability end date
or platform
branch

Ruby 2.0-2.3 October 31, 2020

Windows Server - Platform branches and Platform versions

Platform Retirement date
branch or

platform

version

[IS 8.5 running June 29, 2022
on 64bit

Windows Server

(& Core) 2012

R2 version 0.1.0

[IS 8.5 running June 29, 2022
on 64bit

Windows Server

(& Core) 2012

R2 version 1.2.0

[IS 10.0 running June 29, 2022
on 64bit

Windows Server

2016 (& Core)

version 1.2.0

[IS 8 running on June 22, 2022
64bit Windows

Server 2012 R1

Platform Branch

[IS 8 running on June 22, 2022
64bit Windows
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Platform Retirement date
branch or

platform

version

Server 2012 R1
version 0.1.0

[IS 8 running on June 22, 2022
64bit Windows

Server 2012 R1

version 1.2.0

Elastic Beanstalk supported platforms

AWS Elastic Beanstalk provides a variety of platforms on which you can build your applications.
You design your web application to one of these platforms, and Elastic Beanstalk deploys your
code to the platform version you selected to create an active application environment.

Elastic Beanstalk provides platforms for programming languages (Go, Java, Node.js, PHP, Python,
Ruby), application servers (Tomcat, Passenger, Puma), and Docker containers. Some platforms have
multiple concurrently-supported versions.

Elastic Beanstalk provisions the resources needed to run your application, including one or more
Amazon EC2 instances. The software stack running on the Amazon EC2 instances depends on the
specific platform version you've selected for your environment.

You can use the solution stack name listed under the platform version name to launch an
environment with the EB CLI, Elastic Beanstalk API, or AWS CLI. You can also retrieve solution
stack names from the service with the ListAvailableSolutionStacks APl (aws elasticbeanstalk
list-available-solution-stacks in the AWS CLI). This operation returns all of the solution
stacks that you can use to create an environment.

(® Note

Each platform has supported and retired platform versions. You can always create an
environment based on a supported platform version. Retired platform versions are
available only to existing customer environments for a period of 90 days from the
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published retirement date. For a list of published platform version retirement dates, see
Retiring platform branch schedule.

When Elastic Beanstalk updates a platform, previous platform versions are still supported,
but they lack the most up-to-date components and aren't recommended for use. We
recommend that you transition to the latest platform version. You can still create an
environment based on a previous platform version if you've used it in an environment in
the last 30 days (using the same account, in the same region).

You can customize and configure the software that your application depends on in your platform.
Learn more at Customizing software on Linux servers and Customizing software on Windows

servers. Detailed release notes are available for recent releases at AWS Elastic Beanstalk Release

Notes.

Supported platform versions

All current platform versions are listed in Elastic Beanstalk Supported Platforms in the AWS Elastic

Beanstalk Platforms guide. Each platform-specific section also points to the platform history, a list
of previous platform versions. For direct access to the version list of a specific platform, use one of
the following links.

» Docker

- Go

e Java SE

e Tomcat

e .NET Core on Linux

« .NET on Windows Server

+ PHP
+ Python
+ Ruby
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Elastic Beanstalk Linux platforms

Most of the platforms that Elastic Beanstalk supports are based on the Linux operating system.
Specifically, these platforms are based on Amazon Linux, a Linux distribution provided by AWS.
Elastic Beanstalk Linux platforms use Amazon Elastic Compute Cloud (Amazon EC2) instances, and
these instances run Amazon Linux.

The Elastic Beanstalk Linux platforms provide a lot of functionality out of the box. You can extend
the platforms in several ways to support your application. For details, see the section called

"Extending Linux platforms”.

Topics

o Supported Amazon Linux versions

o List of Elastic Beanstalk Linux platforms

» Extending Elastic Beanstalk Linux platforms

Supported Amazon Linux versions

AWS Elastic Beanstalk supports platforms based on Amazon Linux 2 and Amazon Linux 2023.

As of October 19, 2023, Elastic Beanstalk offers AL2023 platforms for all of the programming
languages that are also supported on the Amazon Linux 2 platforms. Beanstalk also supports the

Docker and ECS-based Docker platforms on both Amazon Linux 2 and Amazon Linux 2023.
For more information about Amazon Linux 2 and Amazon Linux 2023, see the following:

« Amazon Linux 2 - Amazon Linux in the Amazon EC2 User Guide for Linux Instances.

« Amazon Linux 2023 - What is Amazon Linux 20237 in the Amazon Linux 2023 User Guide

For details about supported platform versions, see Elastic Beanstalk supported platforms.

(® Note

You can migrate your application from an Elastic Beanstalk AL1 or AL2 platform branch to
the equivalent AL2023 platform branch. For more information, see Migrating your Elastic

Beanstalk Linux application to Amazon Linux 2023 or Amazon Linux 2.
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Amazon Linux 2023

AWS announced the general availability of Amazon Linux 2023 in March of 2023. The Amazon

Linux 2023 User Guide summarizes key differences between Amazon Linux 2 and Amazon Linux
2023. For more information, see Comparing Amazon Linux 2 and Amazon Linux 2023 in the user
guide.

There is a high degree of compatibility between Elastic Beanstalk Amazon Linux 2 and Amazon
Linux 2023 platforms. Although there are some differences to note:

« Instance Metadata Service Version 1 (IMDSv1) — The DisableIMDSv1 option setting defaults to
true on AL2023 platforms. The default is false on AL2 platforms.

» pkg-repo instance tool — The pkg-repo tool is not available for environments running on AL2023
platforms. However,you can manually apply package and operating system updates to an
AL2023 instance. For more information, see Managing packages and operating system updates
in the Amazon Linux 2023 User Guide.

« Apache HTTPd configuration — The Apache httpd. conf file for AL2023 platforms has some
configuration settings that are different from those for AL2:

» Deny access to the server’s entire file system by default. These settings are described in Protect
Server Files by Default on the Apache website Security Tips page.

» Stop users from overriding security features you've configured. The configuration denies access
to set up of .htaccess in all directories, except for those specifically enabled. This setting is
described in Protecting System Settings on the Apache website Security Tips page. The Apache
HTTP Server Tutorial: .htaccess files page states this setting may help improve performance.

« Deny access to files with name pattern . ht*. This setting prevents web clients from viewing
.htaccess and .htpasswd files.

You can change any of the above configuration settings for your environment. For more
information, see Extending Elastic Beanstalk Linux platforms. Expand the Reverse Proxy topic to see
the Configuring Apache HTTPD section.

List of Elastic Beanstalk Linux platforms

The following list provides the Linux platforms that Elastic Beanstalk supports for different
programming languages as well as for Docker containers. Elastic Beanstalk offers platforms based
on Amazon Linux 2 and Amazon Linux 2023 for all of them. To learn more about a platform, select
the corresponding link.
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o Docker (and ECS Docker)

+ Go
« Tomcat (running Java SE)

e Java SE

« .NET Core on Linux
+ PHP

+ Python

- Ruby

Extending Elastic Beanstalk Linux platforms

The AWS Elastic Beanstalk Linux platforms provide a lot of functionality out of the box to support

developing and running your application. When necessary, you can extend the platforms in several
ways to configure options, install software, add files and start-up commands, provide build and
runtime instructions, and add initialization scripts that run in various provisioning stages of your
environment's Amazon Elastic Compute Cloud (Amazon EC2) instances.

Buildfile and Procfile

Some platforms allow you to customize how you build or prepare your application, and to specify
the processes that run your application. Each individual platform topic specifically mentions
Buildfile and/or Procfile if the platform supports them. Look for your specific platform under
Platforms.

For all supporting platforms, syntax and semantics are identical, and are as described on this
page. Individual platform topics mention specific usage of these files for building and running
applications in their respective languages.

Buildfile

To specify a custom build and configuration command for your application, place a file named
Buildfile in the root directory of your application source. The file name is case sensitive. Use the
following syntax for your Buildfile.

<process_name>: <command>
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The command in your Buildfile must match the following regular expression: A[A-Za-

z0-9_-]+:\s*[*\s].*$

Elastic Beanstalk doesn't monitor the application that is run with a Buildfile. Use a Buildfile
for commands that run for short periods and terminate after completing their tasks. For long-
running application processes that should not exit, use a Procfile.

All paths in the Buildfile are relative to the root of the source bundle. In the following example
of aBuildfile, build.sh is a shell script located at the root of the source bundle.

Example Buildfile

make: ./build.sh

If you want to provide custom build steps, we recommend that you use predeploy platform
hooks for anything but the simplest commands, instead of a Buildfile. Platform hooks allow
richer scripts and better error handling. Platform hooks are described in the next section.

Procfile

To specify custom commands to start and run your application, place a file named Procfile in
the root directory of your application source. The file name is case sensitive. Use the following
syntax for your Procfile. You can specify one or more commands.

<process_namel>: <commandl>
<process_name2>: <command2>

Each line in your Procfile must match the following regular expression: A[A-Za-z0-9_-]+:

\s*["\s].*$

Use a Procfile for long-running application processes that shouldn't exit. Elastic Beanstalk
expects processes run from the Procfile to run continuously. Elastic Beanstalk monitors these
processes and restarts any process that terminates. For short-running processes, use a Buildfile.

All paths in the Procfile are relative to the root of the source bundle. The following example
Procfile defines three processes. The first one, called web in the example, is the main web
application.
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Example Procfile

web: bin/myserver
cache: bin/mycache
foo: bin/fooapp

Elastic Beanstalk configures the proxy server to forward requests to your main web application on
port 5000, and you can configure this port number. A common use for a Procfile is to pass this
port number to your application as a command argument. For details about proxy configuration,
expand the Reverse proxy configuration section on this page.

Elastic Beanstalk captures standard output and error streams from Procfile processes in log
files. Elastic Beanstalk names the log files after the process and stores them in /var/log. For
example, the web process in the preceding example generates logs named web-1.10g and
web-1.error.log for stdout and stderr, respectively.

Platform hooks

Platform hooks are specifically designed to extend your environment's platform. These are custom
scripts and other executable files that you deploy as part of your application's source code, and
Elastic Beanstalk runs during various instance provisioning stages.

(® Note

Platform hooks aren't supported on Amazon Linux AMI platform versions (preceding
Amazon Linux 2).

Application deployment platform hooks

An application deployment occurs when you provide a new source bundle for deployment, or when
you make a configuration change that requires termination and recreation of all environment
instances.

To provide platform hooks that run during an application deployment, place the files under the
.platform/hooks directory in your source bundle, in one of the following subdirectories.

« prebuild - Files here run after the Elastic Beanstalk platform engine downloads and extracts
the application source bundle, and before it sets up and configures the application and web
server.
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The prebuild files run after running commands found in the commands section of any
configuration file and before running Buildfile commands.

« predeploy - Files here run after the Elastic Beanstalk platform engine sets up and configures
the application and web server, and before it deploys them to their final runtime location.

The predeploy files run after running commands found in the container_commands section of

any configuration file and before running Procfile commands.

« postdeploy - Files here run after the Elastic Beanstalk platform engine deploys the application
and proxy server.

This is the last deployment workflow step.

Configuration deployment platform hooks

A configuration deployment occurs when you make configuration changes that only update
environment instances without recreating them. The following option updates cause a
configuration update.

Environment properties and platform-specific settings

Static files

AWS X-Ray daemon

Log storage and streaming

Application port (for details, expand the Reverse proxy configuration section on this page)

To provide hooks that run during a configuration deployment, place them under the .platform/
confighooks directory in your source bundle. The same three subdirectories as for application
deployment hooks apply.

More about platform hooks

Hook files can be binary files, or script files starting with a #! line containing their interpreter
path, such as #! /bin/bash. All files must have execute permission. Use chmod +x to set execute
permission on your hook files. For all Amazon Linux 2023 and Amazon Linux 2 based platforms
versions that were released on or after April 29, 2022, Elastic Beanstalk automatically grants
execute permissions to all of the platform hook scripts. In this case you don't have to manually
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grant execute permissions. For a list of these platform versions, refer to the April 29, 2022 Linux
release notes in the AWS Elastic Beanstalk Release Notes Guide.

Elastic Beanstalk runs files in each one of these directories in lexicographical order of file names.
All files run as the root user. The current working directory (cwd) for platform hooks is the
application's root directory. For prebuild and predeploy files it's the application staging
directory, and for postdeploy files it's the current application directory. If one of the files fails
(exits with a non-zero exit code), the deployment aborts and fails.

A platform hooks text script may fail if it contains Windows Carriage Return / Line Feed (CRLF)
line break characters. If a file was saved in a Windows host, then transferred to a Linux server, it
may contain Windows CRLF line breaks. For platforms released on or after December 29, 2022,

Elastic Beanstalk automatically converts Windows CRLF characters to Linux Line Feed (LF) line break
characters in platform hooks text files. If you application runs on any Amazon Linux 2 platforms
that were release prior to this date, you'll need to convert the Windows CRLF characters to Linux

LF characters. One way to accomplish this is to create and save the script file on a Linux host. Tools
that convert these characters are also available on the internet.

Hook files have access to all environment properties that you've defined in application options, and
to the system environment variables HOME, PATH, and PORT.

To get values of environment variables and other configuration options into your platform hook
scripts, you can use the get-config utility that Elastic Beanstalk provides on environment
instances. For details, see the section called “Platform script tools”.

Configuration files

You can add configuration files to the .ebextensions directory of your application's source

code to configure various aspects of your Elastic Beanstalk environment. Among other things,
configuration files let you customize software and other files on your environment's instances and
run initialization commands on the instances. For more information, see the section called “Linux

server”.

You can also set configuration options using configuration files. Many of the options control
platform behavior, and some of these options are platform specific.

For platforms based on Amazon Linux 2 and Amazon Linux 2023, we recommend using Buildfile,
Procfile, and platform hooks to configure and run custom code on your environment instances
during instance provisioning. These mechanisms are described in the previous sections on this
page. You can still use commands and container commands in . ebextensions configuration files,
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but they aren't as easy to work with. For example, writing command scripts inside a YAML file can
be challenging from a syntax standpoint. You still need to use .ebextensions configuration files
for any script that needs a reference to a AWS CloudFormation resource.

Reverse proxy configuration

All Amazon Linux 2 and Amazon Linux 2023 platform versions use nginx as their default reverse
proxy server. The Tomcat, Node.js, PHP, and Python platform also support Apache HTTPD

as an alternative. To select Apache on these platforms, set the ProxyServer option in the
aws:elasticbeanstalk:environment:proxy namespace to apache. All platforms enable
proxy server configuration in a uniform way, as described in this section.

(@ Note

On Amazon Linux AMI platform versions (preceding Amazon Linux 2) you might have to
configure proxy servers differently. You can find these legacy details under the respective
platform topics in this guide.

Elastic Beanstalk configures the proxy server on your environment's instances to forward web
traffic to the main web application on the root URL of the environment; for example, http://my-
env.elasticbeanstalk.com.

By default, Elastic Beanstalk configures the proxy to forward requests coming in on port 80 to
your main web application on port 5000. You can configure this port number by setting the PORT
environment property using the aws:elasticbeanstalk:application:environment namespace in a

configuration file, as shown in the following example.

option_settings:
- namespace: aws:elasticbeanstalk:application:environment
option_name: PORT
value: <main_port_number>

For more information about setting environment variables for your application, see the section
called "Option settings”.

Your application should listen on the port that is configured for it in the proxy. If you change
the default port using the PORT environment property, your code can access it by reading
the value of the PORT environment variable. For example, call os.Getenv("PORT") in Go,
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or System.getenv("PORT") in Java. If you configure your proxy to send traffic to multiple
application processes, you can configure several environment properties, and use their values in
both proxy configuration and your application code. Another option is to pass the port value to
the process as a command argument in the Procfile. For details on that, expand the Buildfile and
Procfile section on this page.

Configuring nginx

Elastic Beanstalk uses nginx as the default reverse proxy to map your application to your Elastic
Load Balancing load balancer. Elastic Beanstalk provides a default nginx configuration that you can
extend or override completely with your own configuration.

(@ Note

When you add or edit an nginx . conf configuration file, be sure to encode it as UTF-8.

To extend the Elastic Beanstalk default nginx configuration, add . conf configuration files to
a folder named .platform/nginx/conf.d/ in your application source bundle. The Elastic
Beanstalk nginx configuration includes . conf files in this folder automatically.

~/workspace/my-app/

|-- .platform

| “-- nginx

| "-- conf.d

| *-- myconf.conf
‘-- other source files

To override the Elastic Beanstalk default nginx configuration completely, include a configuration in
your source bundle at .platform/nginx/nginx.conf:

~/workspace/my-app/
|-- .platform

| “-- nginx

| “-- nginx.conf
‘-- other source files

If you override the Elastic Beanstalk nginx configuration, add the following line to your
nginx.conf to pullin the Elastic Beanstalk configurations for Enhanced health reporting and
monitoring, automatic application mappings, and static files.
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include conf.d/elasticbeanstalk/*.conf;

Configuring Apache HTTPD

The Tomcat, Node.js, PHP, and Python platforms allow you to choose the Apache HTTPD proxy
server as an alternative to nginx. This isn't the default. The following example configures Elastic
Beanstalk to use Apache HTTPD.

Example .ebextensions/httpd-proxy.config

option_settings:
aws:elasticbeanstalk:environment:proxy:
ProxyServer: apache

You can extend the Elastic Beanstalk default Apache configuration with your additional
configuration files. Alternatively, you can override the Elastic Beanstalk default Apache
configuration completely.

To extend the Elastic Beanstalk default Apache configuration, add . conf configuration files to a
folder named .platform/httpd/conf.d in your application source bundle. The Elastic Beanstalk
Apache configuration includes . conf files in this folder automatically.

~/workspace/my-app/

| -- .ebextensions

| -- httpd-proxy.config
|-- .platform

| -- httpd

| -- conf.d

| -- port5000.conf
| -- ssl.conf

-- index.jsp

For example, the following Apache 2.4 configuration adds a listener on port 5000.

Example .platform/httpd/conf.d/port5000.conf

listen 5000
<VirtualHost *:5000>
<Proxy *>
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Require all granted
</Proxy>
ProxyPass / http://localhost:8080/ retry=0
ProxyPassReverse / http://localhost:8080/
ProxyPreserveHost on

ErrorLog /var/log/httpd/elasticbeanstalk-error_log
</VirtualHost>

To override the Elastic Beanstalk default Apache configuration completely, include a configuration
in your source bundle at .platform/httpd/conf/httpd.conf.

~/workspace/my-app/

|-- .ebextensions

| -- httpd-proxy.config
|-- .platform

| “-- httpd

| “-- conf

| "-- httpd.conf
“-- index.jsp

(® Note

If you override the Elastic Beanstalk Apache configuration, add the following lines to your
httpd.conf to pull in the Elastic Beanstalk configurations for Enhanced health reporting

and monitoring, automatic application mappings, and static files.

IncludeOptional conf.d/elasticbeanstalk/*.conf

(@ Note

If you're migrating your Elastic Beanstalk application to an Amazon Linux 2 or Amazon
Linux 2023 platform, be sure to also read the information in the section called “Migrate to
AL2023/AL2".

Topics

» Application example with extensions
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 Instance deployment workflow

« Instance deployment workflow for ECS running on Amazon Linux 2 and later

o Platform script tools

Application example with extensions

The following example demonstrates an application source bundle with several extensibility
features that Elastic Beanstalk Amazon Linux 2 and Amazon Linux 2023 platforms support: a
Procfile, .ebextensions configuration files, custom hooks, and proxy configuration files.

~/my-app/
|-- web.jar
| -- Procfile
| -- readme.md
| -- .ebextensions/
| | -- options.config # Option settings
| "-- cloudwatch.config # Other .ebextensions sections, for example files and
container commands
“-- .platform/
|-- nginx/ # Proxy configuration
| | -- nginx.conf
| ‘-- conf.d/
| "-- custom.conf
| -- hooks/ # Application deployment hooks
| | -- prebuild/
| | | -- @1_set_secrets.sh
| | "-- 12_update_permissions.sh
| |-- predeploy/
| | "-- Q1l_some_service_stop.sh
| "-- postdeploy/
| |-- 01_set_tmp_file_permissions.sh
| | -- 50@_run_something_after_app_deployment.sh
| "-- 99 _some_service_start.sh
“-- confighooks/ # Configuration deployment hooks
| -- prebuild/
| ‘-- Q@1_set_secrets.sh
| -- predeploy/
| "-- Q1_some_service_stop.sh
'-- postdeploy/

|-- @1_run_something_after_config_deployment.sh
‘-- 99 _some_service_start.sh
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® Note

Some of these extensions aren't supported on Amazon Linux AMI platform versions
(preceding Amazon Linux 2).

Instance deployment workflow

(® Note

The information in this section doesn't apply to the ECS running on Amazon Linux 2 and
Amazon Linux 2023 platform branches. For more information, see the next section Instance
deployment workflow for ECS running on Amazon Linux 2 and later.

With many ways to extend your environment's platform, it's useful to know what happens
whenever Elastic Beanstalk provisions an instance or runs a deployment to an instance. The
following diagram shows this entire deployment workflow. It depicts the different phases in a
deployment and the steps that Elastic Beanstalk takes in each phase.

(® Notes

» The diagram doesn't represent the complete set of steps that Elastic Beanstalk takes on
environment instances during deployment. We provide this diagram for illustration, to
provide you with the order and context for the execution of your customizations.

 For simplicity, the diagram mentions only the .platform/hooks/* hook subdirectories
(for application deployments), and not the . platform/confighooks/* hook
subdirectories (for configuration deployments). Hooks in the latter subdirectories run
during exactly the same steps as hooks in corresponding subdirectories shown in the
diagram.
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1. Initial steps

Download application
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Run commands:
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2. Configure
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Run prebuild hooks

.platform/hooks/prebuild/*

Configure app and proxy
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3. Deploy

!

Run Buildfile commands
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Configure proxy overrides
.platform/nginx/*
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Run container commands:
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Run predeploy hooks

.platform/hooks/predeploy/*
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The following list details the deployment phases and steps.
1. Initial steps

Elastic Beanstalk downloads and extracts your application. After each one of these steps, Elastic
Beanstalk runs one of the extensibility steps.

a. Runs commands found in the commands: section of any configuration file.

b. Runs any executable files found in the . platform/hooks/prebuild directory of your
source bundle (.platform/confighooks/prebuild for a configuration deployment).

2. Configure

Elastic Beanstalk configures your application and the proxy server.
a. Runs the commands found in the Buildfile in your source bundle.

b. Copies your custom proxy configuration files, if you have any in the .platform/nginx
directory of your source bundle, to their runtime location.

¢. Runs commands found in the container_commands: section of any configuration file.

d. Runs any executable files found in the .platform/hooks/predeploy directory of your
source bundle (. platform/confighooks/predeploy for a configuration deployment).

3. Deploy

Elastic Beanstalk deploys and runs your application and the proxy server.
a. Runs the command found in the Procfile file in your source bundle.
b. Runs or reruns the proxy server with your custom proxy configuration files, if you have any.

¢. Runs any executable files found in the . platform/hooks/postdeploy directory of your
source bundle (.platform/confighooks/postdeploy for a configuration deployment).

Instance deployment workflow for ECS running on Amazon Linux 2 and later

The previous section describes the supported extensibility features throughout the phases of the
application deployment workflow. There are some differences for the Docker platform branches

ECS running on Amazon Linux 2 and later. This section explains how those concepts apply to this

specific platform branch.

With many ways to extend your environment's platform, it's useful to know what happens
whenever Elastic Beanstalk provisions an instance or runs a deployment to an instance. The
following diagram shows this entire deployment workflow for an environment based on the ECS
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running on Amazon Linux 2 and ECS running on Amazon Linux 2023 platform branches. It depicts
the different phases in a deployment and the steps that Elastic Beanstalk takes in each phase.

Unlike the workflow described in the prior section, the deployment Configuration phase doesn't
support the following extensibility features: Buildfile commands, Procfile commands,
reverse proxy configuration.

(@ Notes

» The diagram doesn't represent the complete set of steps that Elastic Beanstalk takes on
environment instances during deployment. We provide this diagram for illustration, to
provide you with the order and context for the execution of your customizations.

» For simplicity, the diagram mentions only the . platform/hooks/* hook subdirectories
(for application deployments), and not the .platform/confighooks/* hook
subdirectories (for configuration deployments). Hooks in the latter subdirectories run
during exactly the same steps as hooks in corresponding subdirectories shown in the
diagram.
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The following list details the deployment workflow steps.
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a. Runs any executable files found in the appdeploy/pre directory under EBhooksDir.

b. Runs any executable files found in the . platform/hooks/prebuild directory of your source
bundle (. platform/confighooks/prebuild for a configuration deployment).

¢. Runs any executable files found in the .platform/hooks/predeploy directory of your source
bundle (. platform/confighooks/predeploy for a configuration deployment).

d. Runs any executable files found in the appdeploy/enact directory under EBhooksDir.
e. Runs any executable files found in the appdeploy/post directory under EBhooksDir.

f. Runs any executable files found in the .platform/hooks/postdeploy directory of your
source bundle (. platform/confighooks/postdeploy for a configuration deployment).

The reference to EBhooksDir represents the path of the platform hooks directory. To retrieve
directory path name use the get-config script tool on the command line of your environment
instance as shown:

$ /opt/elastic