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What is Amazon EMR?

Amazon EMR (previously called Amazon Elastic MapReduce) is a managed cluster platform

that simplifies running big data frameworks, such as Apache Hadoop and Apache Spark, on

AWS to process and analyze vast amounts of data. Using these frameworks and related open-
source projects, you can process data for analytics purposes and business intelligence workloads.
Amazon EMR also lets you transform and move large amounts of data into and out of other AWS
data stores and databases, such as Amazon Simple Storage Service (Amazon S3) and Amazon
DynamoDB.

If you are a first-time user of Amazon EMR, we recommend that you begin by reading the
following, in addition to this section:

« Amazon EMR - This service page provides Amazon EMR highlights, product details, and pricing
information.

» Tutorial: Getting started with Amazon EMR - This tutorial gets you started using Amazon EMR

quickly.

In This Section

« Overview of Amazon EMR

 Benefits of using Amazon EMR

« Overview of Amazon EMR architecture

Overview of Amazon EMR

This topic provides an overview of Amazon EMR clusters, including how to submit work to a cluster,
how that data is processed, and the various states that the cluster goes through during processing.

In This Topic

» Understanding clusters and nodes

« Submitting work to a cluster

o Processing data

» Understanding the cluster lifecycle

Overview 1
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Understanding clusters and nodes

The central component of Amazon EMR is the cluster. A cluster is a collection of Amazon Elastic
Compute Cloud (Amazon EC2) instances. Each instance in the cluster is called a node. Each node has
a role within the cluster, referred to as the node type. Amazon EMR also installs different software
components on each node type, giving each node a role in a distributed application like Apache
Hadoop.

The node types in Amazon EMR are as follows:

« Primary node: A node that manages the cluster by running software components to coordinate
the distribution of data and tasks among other nodes for processing. The primary node tracks
the status of tasks and monitors the health of the cluster. Every cluster has a primary node, and
it's possible to create a single-node cluster with only the primary node.

» Core node: A node with software components that run tasks and store data in the Hadoop
Distributed File System (HDFS) on your cluster. Multi-node clusters have at least one core node.

« Task node: A node with software components that only runs tasks and does not store data in
HDFS. Task nodes are optional.

The following diagram represents a cluster with one primary node and four core nodes.

"l | Amazon EMR cluster
Core
d
node Core
node
Master ;l_/
node
L Core
node
L
Core
node
—
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Submitting work to a cluster

When you run a cluster on Amazon EMR, you have several options as to how you specify the work
that needs to be done.

« Provide the entire definition of the work to be done in functions that you specify as steps when
you create a cluster. This is typically done for clusters that process a set amount of data and then
terminate when processing is complete.

« Create a long-running cluster and use the Amazon EMR console, the Amazon EMR API, or the
AWS CLI to submit steps, which may contain one or more jobs. For more information, see Submit

work to a cluster.

» Create a cluster, connect to the primary node and other nodes as required using SSH, and use
the interfaces that the installed applications provide to perform tasks and submit queries, either
scripted or interactively. For more information, see the Amazon EMR Release Guide.

Processing data

When you launch your cluster, you choose the frameworks and applications to install for your data
processing needs. To process data in your Amazon EMR cluster, you can submit jobs or queries
directly to installed applications, or you can run steps in the cluster.

Submitting jobs directly to applications

You can submit jobs and interact directly with the software that is installed in your Amazon EMR
cluster. To do this, you typically connect to the primary node over a secure connection and access
the interfaces and tools that are available for the software that runs directly on your cluster. For

more information, see Connect to a cluster.

Running steps to process data

You can submit one or more ordered steps to an Amazon EMR cluster. Each step is a unit of work
that contains instructions to manipulate data for processing by software installed on the cluster.

The following is an example process using four steps:

1. Submit an input dataset for processing.
2. Process the output of the first step by using a Pig program.

3. Process a second input dataset by using a Hive program.

Submitting work to a cluster 3
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4. Write an output dataset.

Generally, when you process data in Amazon EMR, the input is data stored as files in your chosen
underlying file system, such as Amazon S3 or HDFS. This data passes from one step to the next in
the processing sequence. The final step writes the output data to a specified location, such as an

Amazon S3 bucket.

Steps are run in the following sequence:

1. A request is submitted to begin processing steps.
2. The state of all steps is set to PENDING.

3. When the first step in the sequence starts, its state changes to RUNNING. The other steps
remain in the PENDING state.

4. After the first step completes, its state changes to COMPLETED.

5. The next step in the sequence starts, and its state changes to RUNNING. When it completes, its
state changes to COMPLETED.

6. This pattern repeats for each step until they all complete and processing ends.

The following diagram represents the step sequence and change of state for the steps as they are
processed.

Begin Step 2 Step 3 Step N... End
Processing !-_’ RUNNING > PENDING >  PENDING ; Processing

If a step fails during processing, its state changes to FAILED. You can determine what happens next
for each step. By default, any remaining steps in the sequence are set to CANCELLED and do not
run if a preceeding step fails. You can also choose to ignore the failure and allow remaining steps
to proceed, or to terminate the cluster immediately.

The following diagram represents the step sequence and default change of state when a step fails
during processing.

Begin Step 3 Step N... End
Processing "-_’-_' CANCELLED — * CANCELLED — * Processing

Processing data 4




Amazon EMR Management Guide

Understanding the cluster lifecycle

A successful Amazon EMR cluster follows this process:

1. Amazon EMR first provisions EC2 instances in the cluster for each instance according to your
specifications. For more information, see Configure cluster hardware and networking. For all
instances, Amazon EMR uses the default AMI for Amazon EMR or a custom Amazon Linux AMI
that you specify. For more information, see Using a custom AMI. During this phase, the cluster
state is STARTING.

2. Amazon EMR runs bootstrap actions that you specify on each instance. You can use bootstrap
actions to install custom applications and perform customizations that you require. For more
information, see Create bootstrap actions to install additional software. During this phase, the
cluster state is BOOTSTRAPPING.

3. Amazon EMR installs the native applications that you specify when you create the cluster, such
as Hive, Hadoop, Spark, and so on.

4. After bootstrap actions are successfully completed and native applications are installed, the
cluster state is RUNNING. At this point, you can connect to cluster instances, and the cluster
sequentially runs any steps that you specified when you created the cluster. You can submit
additional steps, which run after any previous steps complete. For more information, see Submit
work to a cluster.

5. After steps run successfully, the cluster goes into a WAITING state. If a cluster is configured
to auto-terminate after the last step is complete, it goes into a TERMINATING state and then
into the TERMINATED state. If the cluster is configured to wait, you must manually shut it
down when you no longer need it. After you manually shut down the cluster, it goes into the
TERMINATING state and then into the TERMINATED state.

A failure during the cluster lifecycle causes Amazon EMR to terminate the cluster and all of its
instances unless you enable termination protection. If a cluster terminates because of a failure, any
data stored on the cluster is deleted, and the cluster state is set to TERMINATED_WITH_ERRORS.

If you enabled termination protection, you can retrieve data from your cluster, and then remove
termination protection and terminate the cluster. For more information, see Using termination

protection.

The following diagram represents the lifecycle of a cluster, and how each stage of the lifecycle
maps to a particular cluster state.

Understanding the cluster lifecycle 5
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Benefits of using Amazon EMR

There are many benefits to using Amazon EMR. This section provides an overview of these benefits

and links to additional information to help you explore further.

Topics

» Cost savings
o AWS integration

» Deployment
 Scalability and flexibility

« Reliability
« Security

Benefits
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« Monitoring

« Management interfaces

Cost savings

Amazon EMR pricing depends on the instance type and number of Amazon EC2 instances that you
deploy and the Region in which you launch your cluster. On-demand pricing offers low rates, but
you can reduce the cost even further by purchasing Reserved Instances or Spot Instances. Spot
Instances can offer significant savings—as low as a tenth of on-demand pricing in some cases.

(@ Note

If you use Amazon S3, Amazon Kinesis, or DynamoDB with your EMR cluster, there are
additional charges for those services that are billed separately from your Amazon EMR
usage.

(® Note

When you set up an Amazon EMR cluster in a private subnet, we recommend that you also
set up VPC endpoints for Amazon S3. If your EMR cluster is in a private subnet without

VPC endpoints for Amazon S3, you will incur additional NAT gateway charges that are
associated with S3 traffic because the traffic between your EMR cluster and S3 will not stay
within your VPC.

For more information about pricing options and details, see Amazon EMR pricing.

AWS integration

Amazon EMR integrates with other AWS services to provide capabilities and functionality related
to networking, storage, security, and so on, for your cluster. The following list provides several
examples of this integration:

« Amazon EC2 for the instances that comprise the nodes in the cluster

« Amazon Virtual Private Cloud (Amazon VPC) to configure the virtual network in which you
launch your instances

Cost savings 7
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« Amazon S3 to store input and output data

« Amazon CloudWatch to monitor cluster performance and configure alarms
« AWS Identity and Access Management (IAM) to configure permissions

o AWS CloudTrail to audit requests made to the service

« AWS Data Pipeline to schedule and start your clusters

« AWS Lake Formation to discover, catalog, and secure data in an Amazon S3 data lake

Deployment

Your EMR cluster consists of EC2 instances, which perform the work that you submit to your
cluster. When you launch your cluster, Amazon EMR configures the instances with the applications
that you choose, such as Apache Hadoop or Spark. Choose the instance size and type that best
suits the processing needs for your cluster: batch processing, low-latency queries, streaming data,
or large data storage. For more information about the instance types available for Amazon EMR,
see Configure cluster hardware and networking.

Amazon EMR offers a variety of ways to configure software on your cluster. For example, you

can install an Amazon EMR release with a chosen set of applications that can include versatile
frameworks, such as Hadoop, and applications, such as Hive, Pig, or Spark. You can also install one
of several MapR distributions. Amazon EMR uses Amazon Linux, so you can also install software on
your cluster manually using the yum package manager or from the source. For more information,
see Configure cluster software.

Scalability and flexibility

Amazon EMR provides flexibility to scale your cluster up or down as your computing needs change.
You can resize your cluster to add instances for peak workloads and remove instances to control
costs when peak workloads subside. For more information, see Manually resizing a running cluster.

Amazon EMR also provides the option to run multiple instance groups so that you can use On-
Demand Instances in one group for guaranteed processing power together with Spot Instances in
another group to have your jobs completed faster and at lower costs. You can also mix different
instance types to take advantage of better pricing for one Spot Instance type over another. For
more information, see When should you use Spot Instances?.

Additionally, Amazon EMR provides the flexibility to use several file systems for your input, output,
and intermediate data. For example, you might choose the Hadoop Distributed File System (HDFS)

Deployment 8



Amazon EMR Management Guide

which runs on the primary and core nodes of your cluster for processing data that you do not need
to store beyond your cluster's lifecycle. You might choose the EMR File System (EMRFS) to use
Amazon S3 as a data layer for applications running on your cluster so that you can separate your
compute and storage, and persist data outside of the lifecycle of your cluster. EMRFS provides

the added benefit of allowing you to scale up or down for your compute and storage needs
independently. You can scale your compute needs by resizing your cluster and you can scale your
storage needs by using Amazon S3. For more information, see Work with storage and file systems.

Reliability

Amazon EMR monitors nodes in your cluster and automatically terminates and replaces an instance
in case of failure.

Amazon EMR provides configuration options that control if your cluster is terminated automatically
or manually. If you configure your cluster to be automatically terminated, it is terminated after all
the steps complete. This is referred to as a transient cluster. However, you can configure the cluster
to continue running after processing completes so that you can choose to terminate it manually
when you no longer need it. Or, you can create a cluster, interact with the installed applications
directly, and then manually terminate the cluster when you no longer need it. The clusters in these
examples are referred to as long-running clusters.

Additionally, you can configure termination protection to prevent instances in your cluster from
being terminated due to errors or issues during processing. When termination protection is
enabled, you can recover data from instances before termination. The default settings for these
options differ depending on whether you launch your cluster by using the console, CLI, or API. For
more information, see Using termination protection.

Security

Amazon EMR leverages other AWS services, such as IAM and Amazon VPC, and features such as
Amazon EC2 key pairs, to help you secure your clusters and data.

IAM

Amazon EMR integrates with IAM to manage permissions. You define permissions using IAM
policies, which you attach to a users or IAM groups. The permissions that you define in the policy
determine the actions that those users or members of the group can perform and the resources
that they can access. For more information, see How Amazon EMR works with IAM.
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Additionally, Amazon EMR uses IAM roles for the Amazon EMR service itself and the EC2 instance
profile for the instances. These roles grant permissions for the service and instances to access

other AWS services on your behalf. There is a default role for the Amazon EMR service and a
default role for the EC2 instance profile. The default roles use AWS managed policies, which are
created for you automatically the first time you launch an EMR cluster from the console and choose
default permissions. You can also create the default IAM roles from the AWS CLI. If you want to
manage the permissions instead of AWS, you can choose custom roles for the service and instance
profile. For more information, see Configure IAM service roles for Amazon EMR permissions to AWS

services and resources.

Security groups

Amazon EMR uses security groups to control inbound and outbound traffic to your EC2 instances.
When you launch your cluster, Amazon EMR uses a security group for your primary instance and a
security group to be shared by your core/task instances. Amazon EMR configures the security group
rules to ensure communication among the instances in the cluster. Optionally, you can configure
additional security groups and assign them to your primary and core/task instances for more
advanced rules. For more information, see Control network traffic with security groups.

Encryption

Amazon EMR supports optional Amazon S3 server-side and client-side encryption with EMRFS
to help protect the data that you store in Amazon S3. With server-side encryption, Amazon S3
encrypts your data after you upload it.

With client-side encryption, the encryption and decryption process occurs in the EMRFS client on
your EMR cluster. You manage the root key for client-side encryption using either the AWS Key
Management Service (AWS KMS) or your own key management system.

For more information, see Specifying Amazon S3 encryption using EMRFS properties.

Amazon VPC

Amazon EMR supports launching clusters in a virtual private cloud (VPC) in Amazon VPC. A VPC
is an isolated, virtual network in AWS that provides the ability to control advanced aspects of
network configuration and access. For more information, see Configure networking.
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AWS CloudTrail

Amazon EMR integrates with CloudTrail to log information about requests made by or on behalf of
your AWS account. With this information, you can track who is accessing your cluster when, and the
IP address from which they made the request. For more information, see Logging Amazon EMR API
calls in AWS CloudTrail.

Amazon EC2 key pairs

You can monitor and interact with your cluster by forming a secure connection between your
remote computer and the primary node. You use the Secure Shell (SSH) network protocol for this
connection or use Kerberos for authentication. If you use SSH, an Amazon EC2 key pair is required.
For more information, see Use an EC2 key pair for SSH credentials.

Monitoring

You can use the Amazon EMR management interfaces and log files to troubleshoot cluster issues,
such as failures or errors. Amazon EMR provides the ability to archive log files in Amazon S3 so
you can store logs and troubleshoot issues even after your cluster terminates. Amazon EMR also
provides an optional debugging tool in the Amazon EMR console to browse the log files based on
steps, jobs, and tasks. For more information, see Configure cluster logging and debugging.

Amazon EMR integrates with CloudWatch to track performance metrics for the cluster and jobs
within the cluster. You can configure alarms based on a variety of metrics such as whether the
cluster is idle or the percentage of storage used. For more information, see Monitoring Amazon
EMR metrics with CloudWatch.

Management interfaces

There are several ways you can interact with Amazon EMR:

» Console — A graphical user interface that you can use to launch and manage clusters. With it,
you fill out web forms to specify the details of clusters to launch, view the details of existing
clusters, debug, and terminate clusters. Using the console is the easiest way to get started with
Amazon EMR; no programming knowledge is required. The console is available online at https://
console.aws.amazon.com/elasticmapreduce/home.

« AWS Command Line Interface (AWS CLI) — A client application you run on your local machine
to connect to Amazon EMR and create and manage clusters. The AWS CLI contains a feature-
rich set of commands specific to Amazon EMR. With it, you can write scripts that automate the
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process of launching and managing clusters. If you prefer working from a command line, using
the AWS CLI is the best option. For more information, see Amazon EMR in the AWS CLI Command
Reference.

» Software Development Kit (SDK) — SDKs provide functions that call Amazon EMR to create and
manage clusters. With them, you can write applications that automate the process of creating
and managing clusters. Using the SDK is the best option to extend or customize the functionality
of Amazon EMR. Amazon EMR is currently available in the following SDKs: Go, Java, .NET (C# and
VB.NET), Node.js, PHP, Python, and Ruby. For more information about these SDKs, see Tools for
AWS and Amazon EMR sample code & libraries.

« Web Service APl — A low-level interface that you can use to call the web service directly, using
JSON. Using the API is the best option to create a custom SDK that calls Amazon EMR. For more
information, see the Amazon EMR AP| Reference.

Overview of Amazon EMR architecture

Amazon EMR service architecture consists of several layers, each of which provides certain
capabilities and functionality to the cluster. This section provides an overview of the layers and the
components of each.

In This Topic
» Storage

o Cluster resource management

» Data processing frameworks

» Applications and programs

Storage

The storage layer includes the different file systems that are used with your cluster. There are
several different types of storage options as follows.

Hadoop Distributed File System (HDFS)

Hadoop Distributed File System (HDFS) is a distributed, scalable file system for Hadoop. HDFS
distributes the data it stores across instances in the cluster, storing multiple copies of data on
different instances to ensure that no data is lost if an individual instance fails. HDFS is ephemeral
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storage that is reclaimed when you terminate a cluster. HDFS is useful for caching intermediate
results during MapReduce processing or for workloads that have significant random 1/0.

For more information, see Instance storage in this guide or go to HDFS User Guide on the Apache

Hadoop website.

EMR File System (EMRFS)

Using the EMR File System (EMRFS), Amazon EMR extends Hadoop to add the ability to directly
access data stored in Amazon S3 as if it were a file system like HDFS. You can use either HDFS or
Amazon S3 as the file system in your cluster. Most often, Amazon S3 is used to store input and
output data and intermediate results are stored in HDFS.

Local file system

The local file system refers to a locally connected disk. When you create a Hadoop cluster, each
node is created from an Amazon EC2 instance that comes with a preconfigured block of pre-
attached disk storage called an instance store. Data on instance store volumes persists only during
the lifecycle of its Amazon EC2 instance.

Cluster resource management

The resource management layer is responsible for managing cluster resources and scheduling the
jobs for processing data.

By default, Amazon EMR uses YARN (Yet Another Resource Negotiator), which is a component
introduced in Apache Hadoop 2.0 to centrally manage cluster resources for multiple data-
processing frameworks. However, there are other frameworks and applications that are offered

in Amazon EMR that do not use YARN as a resource manager. Amazon EMR also has an agent on
each node that administers YARN components, keeps the cluster healthy, and communicates with
Amazon EMR.

Because Spot Instances are often used to run task nodes, Amazon EMR has default functionality for
scheduling YARN jobs so that running jobs do not fail when task nodes running on Spot Instances
are terminated. Amazon EMR does this by allowing application master processes to run only on
core nodes. The application master process controls running jobs and needs to stay alive for the life
of the job.

Amazon EMR release 5.19.0 and later uses the built-in YARN node labels feature to achieve this.
(Earlier versions used a code patch). Properties in the yarn-site and capacity-scheduler
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configuration classifications are configured by default so that the YARN capacity-scheduler and
fair-scheduler take advantage of node labels. Amazon EMR automatically labels core nodes with
the CORE label, and sets properties so that application masters are scheduled only on nodes with
the CORE label. Manually modifying related properties in the yarn-site and capacity-scheduler
configuration classifications, or directly in associated XML files, could break this feature or modify
this functionality.

Data processing frameworks

The data processing framework layer is the engine used to process and analyze data. There are
many frameworks available that run on YARN or have their own resource management. Different
frameworks are available for different kinds of processing needs, such as batch, interactive, in-
memory, streaming, and so on. The framework that you choose depends on your use case. This
impacts the languages and interfaces available from the application layer, which is the layer used
to interact with the data you want to process. The main processing frameworks available for
Amazon EMR are Hadoop MapReduce and Spark.

Hadoop MapReduce

Hadoop MapReduce is an open-source programming model for distributed computing. It simplifies
the process of writing parallel distributed applications by handling all of the logic, while you
provide the Map and Reduce functions. The Map function maps data to sets of key-value pairs
called intermediate results. The Reduce function combines the intermediate results, applies
additional algorithms, and produces the final output. There are multiple frameworks available for
MapReduce, such as Hive, which automatically generates Map and Reduce programs.

For more information, go to How map and reduce operations are actually carried out on the

Apache Hadoop Wiki website.
Apache Spark

Spark is a cluster framework and programming model for processing big data workloads. Like
Hadoop MapReduce, Spark is an open-source, distributed processing system but uses directed
acyclic graphs for execution plans and in-memory caching for datasets. When you run Spark
on Amazon EMR, you can use EMREFS to directly access your data in Amazon S3. Spark supports
multiple interactive query modules such as SparkSQL.

For more information, see Apache Spark on Amazon EMR clusters in the Amazon EMR Release
Guide.
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Applications and programs

Amazon EMR supports many applications such as Hive, Pig, and the Spark Streaming library

to provide capabilities such as using higher-level languages to create processing workloads,
leveraging machine learning algorithms, making stream processing applications, and building data
warehouses. In addition, Amazon EMR also supports open-source projects that have their own
cluster management functionality instead of using YARN.

You use various libraries and languages to interact with the applications that you run in Amazon
EMR. For example, you can use Java, Hive, or Pig with MapReduce or Spark Streaming, Spark SQL,
MLLib, and GraphX with Spark.

For more information, see the Amazon EMR Release Guide.
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Setting up Amazon EMR

Complete the tasks in this section before you launch an Amazon EMR cluster for the first time:

Before you use Amazon EMR for the first time, complete the following tasks:

Sign up for an AWS account

If you do not have an AWS account, complete the following steps to create one.
To sign up for an AWS account

1. Open https://portal.aws.amazon.com/billing/signup.

2. Follow the online instructions.

Part of the sign-up procedure involves receiving a phone call and entering a verification code
on the phone keypad.

When you sign up for an AWS account, an AWS account root user is created. The root user
has access to all AWS services and resources in the account. As a security best practice, assign
administrative access to an administrative user, and use only the root user to perform tasks

that require root user access.

AWS sends you a confirmation email after the sign-up process is complete. At any time, you can
view your current account activity and manage your account by going to https://aws.amazon.com/
and choosing My Account.

Create an administrative user

After you sign up for an AWS account, secure your AWS account root user, enable AWS IAM Ildentity
Center, and create an administrative user so that you don't use the root user for everyday tasks.

Secure your AWS account root user

1. Signin to the AWS Management Console as the account owner by choosing Root user and
entering your AWS account email address. On the next page, enter your password.
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For help signing in by using root user, see Signing in as the root user in the AWS Sign-In User
Guide.

2. Turn on multi-factor authentication (MFA) for your root user.

For instructions, see Enable a virtual MFA device for your AWS account root user (console) in
the IAM User Guide.

Create an administrative user

1. Enable IAM Identity Center.

For instructions, see Enabling AWS IAM Identity Center in the AWS IAM Identity Center User
Guide.

2. InIAM lIdentity Center, grant administrative access to an administrative user.

For a tutorial about using the IAM Identity Center directory as your identity source, see
Configure user access with the default IAM Identity Center directory in the AWS IAM Identity
Center User Guide.

Sign in as the administrative user

« Tosign in with your IAM Identity Center user, use the sign-in URL that was sent to your email
address when you created the IAM Identity Center user.

For help signing in using an IAM Identity Center user, see Signing in to the AWS access portal in
the AWS Sign-In User Guide.

Create an Amazon EC2 key pair for SSH

(® Note

With Amazon EMR release versions 5.10.0 or later, you can configure Kerberos to
authenticate users and SSH connections to a cluster. For more information, see Use
Kerberos for authentication with Amazon EMR.
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To authenticate and connect to the nodes in a cluster over a secure channel using the Secure Shell
(SSH) protocol, create an Amazon Elastic Compute Cloud (Amazon EC2) key pair before you launch
the cluster. You can also create a cluster without a key pair. This is usually done with transient
clusters that start, run steps, and then terminate automatically.

If... Then...
Skip this step.
You already have an Amazon EC2 key pair

that you want to use, or you don't need to
authenticate to your cluster.

You need to create a key pair. See Creating your key pair using Amazon EC2.

Next steps

» For guidance on creating a sample cluster, see Tutorial: Getting started with Amazon EMR.

« For more information on how to configure a custom cluster and control access to it, see Plan and
configure clusters and Security in Amazon EMR.

Next steps 18


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-key-pairs.html#having-ec2-create-your-key-pair

Amazon EMR Management Guide

Tutorial: Getting started with Amazon EMR

Overview

With Amazon EMR you can set up a cluster to process and analyze data with big data frameworks
in just a few minutes. This tutorial shows you how to launch a sample cluster using Spark, and how
to run a simple PySpark script stored in an Amazon S3 bucket. It covers essential Amazon EMR
tasks in three main workflow categories: Plan and Configure, Manage, and Clean Up.

You'll find links to more detailed topics as you work through the tutorial, and ideas for additional
steps in the Next steps section. If you have questions or get stuck, contact the Amazon EMR team
on our Discussion forum.

EMR Workflow

Plan & Configure Manage Clean Up
( Plan storage ) + Connect -D(Terminate the :luster)
I .-"------------------....................................-' g l
( Choose big data ) ( Submit work ) ( Delete resources )
frameworks
1 I
( Develnp‘apps and ) ( e e )
scripts
......... e | .
i' Select hardware ‘- Monitor = Essential
M e ccccccmccccceces . I o ==== BestPractice
eeeeeeaes | P . D I Optional
. Setup networking ! Troubleshoot i
: ................. B i X ' [ —
:' Configure security : Scale

( Launch a cluster )
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Prerequisites

« Before you launch an Amazon EMR cluster, make sure you complete the tasks in Setting up
Amazon EMR.

Cost

« The sample cluster that you create runs in a live environment. The cluster accrues minimal
charges. To avoid additional charges, make sure you complete the cleanup tasks in the last step
of this tutorial. Charges accrue at the per-second rate according to Amazon EMR pricing. Charges
also vary by Region. For more information, see Amazon EMR pricing.

« Minimal charges might accrue for small files that you store in Amazon S3. Some or all of the
charges for Amazon S3 might be waived if you are within the usage limits of the AWS Free Tier.
For more information, see Amazon S3 pricing and AWS Free Tier.

Step 1: Plan and configure an Amazon EMR cluster

Prepare storage for Amazon EMR

When you use Amazon EMR, you can choose from a variety of file systems to store input data,
output data, and log files. In this tutorial, you use EMRFS to store data in an S3 bucket. EMRFS is an
implementation of the Hadoop file system that lets you read and write regular files to Amazon S3.
For more information, see Work with storage and file systems.

To create a bucket for this tutorial, follow the instructions in How do | create an S3 bucket? in the

Amazon Simple Storage Service Console User Guide. Create the bucket in the same AWS Region
where you plan to launch your Amazon EMR cluster. For example, US West (Oregon) us-west-2.

Buckets and folders that you use with Amazon EMR have the following limitations:

Names can consist of lowercase letters, numbers, periods (.), and hyphens (-).

Names cannot end in numbers.

A bucket name must be unique across all AWS accounts.

An output folder must be empty.
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Prepare an application with input data for Amazon EMR

The most common way to prepare an application for Amazon EMR is to upload the application and
its input data to Amazon S3. Then, when you submit work to your cluster you specify the Amazon
S3 locations for your script and data.

In this step, you upload a sample PySpark script to your Amazon S3 bucket. We've provided a
PySpark script for you to use. The script processes food establishment inspection data and returns
a results file in your S3 bucket. The results file lists the top ten establishments with the most "Red"
type violations.

You also upload sample input data to Amazon S3 for the PySpark script to process. The input data
is @ modified version of Health Department inspection results in King County, Washington, from
2006 to 2020. For more information, see King County Open Data: Food Establishment Inspection

Data. Following are sample rows from the dataset.

name, inspection_result, inspection_closed_business, violation_type, violation_points
100 LB CLAM, Unsatisfactory, FALSE, BLUE, 5

100 PERCENT NUTRICION, Unsatisfactory, FALSE, BLUE, 5

7-ELEVEN #2361-39423A, Complete, FALSE, , ©

To prepare the example PySpark script for EMR

1. Copy the example code below into a new file in your editor of choice.

import argparse
from pyspark.sql import SparkSession

def calculate_red_violations(data_source, output_uri):

Processes sample food establishment inspection data and queries the data to
find the top 10 establishments

with the most Red violations from 2006 to 2020.

:param data_source: The URI of your food establishment data CSV, such as 's3://
DOC-EXAMPLE-BUCKET/food-establishment-data.csv'.

:param output_uri: The URI where output is written, such as 's3://DOC-EXAMPLE-
BUCKET/restaurant_violation_results'.
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with SparkSession.builder.appName("Calculate Red Health
Violations").getOrCreate() as spark:
# Load the restaurant violation CSV data
if data_source is not None:
restaurants_df = spark.read.option("header", "true").csv(data_source)

# Create an in-memory DataFrame to query
restaurants_df.createOrReplaceTempView("restaurant_violations")

# Create a DataFrame of the top 10 restaurants with the most Red violations
top_red_violation_restaurants = spark.sql("""SELECT name, count(*) AS
total_red_violations
FROM restaurant_violations
WHERE violation_type = 'RED'
GROUP BY name
ORDER BY total_red_violations DESC LIMIT 10""")

# Write the results to the specified output URI
top_red_violation_restaurants.write.option("header",
"true").mode("overwrite").csv(output_uri)

if __name__ == "__main__":
parser = argparse.ArgumentParser()
parser.add_argument(
'--data_source', help="The URI for you CSV restaurant data, like an S3
bucket location.")
parser.add_argument(
'--output_uri', help="The URI where output is saved, like an S3 bucket
location.")
args = parser.parse_args()

calculate_red_violations(args.data_source, args.output_uri)

2. Save the file as health_violations.py.

3. Upload health_violations.py to Amazon S3 into the bucket you created for this tutorial.
For instructions, see Uploading an object to a bucket in the Amazon Simple Storage Service
Getting Started Guide.

To prepare the sample input data for EMR

1. Download the zip file, food_establishment_data.zip.
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2. Unzip and save food_establishment_data.zip as food_establishment_data.csvon
your machine.

3. Upload the CSV file to the S3 bucket that you created for this tutorial. For instructions, see
Uploading an object to a bucket in the Amazon Simple Storage Service Getting Started Guide.

For more information about setting up data for EMR, see Prepare input data.

Launch an Amazon EMR cluster

After you prepare a storage location and your application, you can launch a sample Amazon EMR
cluster. In this step, you launch an Apache Spark cluster using the latest Amazon EMR release

version.

Console

To launch a cluster with Spark installed with the console

1.

Sign in to the AWS Management Console, and open the Amazon EMR console at https://
console.aws.amazon.com/emr.

Under EMR on EC2 in the left navigation pane, choose Clusters, and then choose Create
cluster.

On the Create Cluster page, note the default values for Release, Instance type, Number of
instances, and Permissions. These fields automatically populate with values that work for
general-purpose clusters.

In the Cluster name field, enter a unique cluster name to help you identify your cluster,
suchas My first cluster. Your cluster name can't contain the characters <, >, $, |, or °
(backtick).

Under Applications, choose the Spark option to install Spark on your cluster.

(@ Note

Choose the applications you want on your Amazon EMR cluster before you launch
the cluster. You can't add or remove applications from a cluster after launch.

Under Cluster logs, select the Publish cluster-specific logs to Amazon S3 check box.
Replace the Amazon S3 location value with the Amazon S3 bucket you created, followed
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by /1logs. For example, s3://D0C-EXAMPLE-BUCKET/logs. Adding /logs creates a new
folder called 'logs' in your bucket, where Amazon EMR can copy the log files of your cluster.

Under Security configuration and permissions, choose your EC2 key pair. In the
same section, select the Service role for Amazon EMR dropdown menu and choose
EMR_DefaultRole. Then, select the IAM role for instance profile dropdown menu and
choose EMR_EC2_DefaultRole.

Choose Create cluster to launch the cluster and open the cluster details page.

Find the cluster Status next to the cluster name. The status changes from Starting to
Running to Waiting as Amazon EMR provisions the cluster. You may need to choose the
refresh icon on the right or refresh your browser to see status updates.

Your cluster status changes to Waiting when the cluster is up, running, and ready to accept

work. For more information about reading the cluster summary, see View cluster status and
details. For information about cluster status, see Understanding the cluster lifecycle.

CLI

To launch a cluster with Spark installed with the AWS CLI

1.

Create IAM default roles that you can then use to create your cluster by using the following
command.

aws emr create-default-roles

For more information about create-default-roles, see the AWS CLI Command

Reference.

Create a Spark cluster with the following command. Enter a name for your cluster with the
- -name option, and specify the name of your EC2 key pair with the --ec2-attributes
option.

aws emr create-cluster \

--name '"<My First EMR Cluster>" \
--release-label <emr-5.36.1> \

--applications Name=Spark \

--ec2-attributes KeyName=<myEMRKeyPairName> \
--instance-type m5.xlarge \

--instance-count 3 \

--use-default-roles
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Note the other required values for --instance-type, --instance-count, and --use-
default-roles. These values have been chosen for general-purpose clusters. For more
information about create-cluster, see the AWS CLI Command Reference.

(® Note

Linux line continuation characters (\) are included for readability. They can be
removed or used in Linux commands. For Windows, remove them or replace with a
caret (7).

You should see output like the following. The output shows the ClusterId and
ClusterArn of your new cluster. Note your ClusterId. You use the ClusterId to check
on the cluster status and to submit work.

"ClusterId": "myClusterId",
"ClusterArn": "myClusterArn"

3. Check your cluster status with the following command.

aws emr describe-cluster --cluster-id <myClusterId>

You should see output like the following with the Status object for your new cluster.

{
"Cluster": {
"Id": "myClusterId",
"Name": "My First EMR Cluster",
"Status": {
"State": "STARTING",
"StateChangeReason": {
"Message": "Configuring cluster software"
}
}
}
}
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The State value changes from STARTING to RUNNING to WAITING as Amazon EMR
provisions the cluster.

Cluster status changes to WAITING when a cluster is up, running, and ready to accept work. For
information about cluster status, see Understanding the cluster lifecycle.

Step 2: Manage your Amazon EMR cluster

Submit work to Amazon EMR

After you launch a cluster, you can submit work to the running cluster to process and analyze data.
You submit work to an Amazon EMR cluster as a step. A step is a unit of work made up of one or
more actions. For example, you might submit a step to compute values, or to transfer and process
data. You can submit steps when you create a cluster, or to a running cluster. In this part of the
tutorial, you submit health_violations.py as a step to your running cluster. To learn more
about steps, see Submit work to a cluster.

Console
To submit a Spark application as a step with the console

1. Sign in to the AWS Management Console, and open the Amazon EMR console at https://
console.aws.amazon.com/emr.

2. Under EMR on EC2 in the left navigation pane, choose Clusters, and then select the cluster
where you want to submit work. The cluster state must be Waiting.

3. Choose the Steps tab, and then choose Add step.
4. Configure the step according to the following guidelines:
» For Type, choose Spark application. You should see additional fields for Deploy mode,
Application location, and Spark-submit options.

« For Name, enter a new name. If you have many steps in a cluster, naming each step helps
you keep track of them.

» For Deploy mode, leave the default value Cluster mode. For more information on Spark
deployment modes, see Cluster mode overview in the Apache Spark documentation.
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CLI

» For Application location, enter the location of your health_violations.py scriptin

Amazon S3, such as s3://DOC-EXAMPLE-BUCKET/health_violations.py.

» Leave the Spark-submit options field empty. For more information on spark-submit

options, see Launching applications with spark-submit.

 In the Arguments field, enter the following arguments and values:

--data_source s3://DOC-EXAMPLE-BUCKET/food_establishment_data.csv
--output_uri s3://DOC-EXAMPLE-BUCKET/myOutputFolder

Replace s3://D0OC-EXAMPLE-BUCKET/food_establishment_data.csv with the S3
bucket URI of the input data you prepared in Prepare an application with input data for
Amazon EMR.

Replace DOC-EXAMPLE-BUCKET with the name of the bucket that you created for this
tutorial, and replace myOutputFolder with a name for your cluster output folder.

» For Action if step fails, accept the default option Continue. This way, if the step fails, the
cluster continues to run.

Choose Add to submit the step. The step should appear in the console with a status of
Pending.

Monitor the step status. It should change from Pending to Running to Completed. To
refresh the status in the console, choose the refresh icon to the right of Filter. The script
takes about one minute to run. When the status changes to Completed, the step has
completed successfully.

To submit a Spark application as a step with the AWS CLI

1.

Make sure you have the ClusterId of the cluster you launched in Launch an Amazon EMR
cluster. You can also retrieve your cluster ID with the following command.

aws emr list-clusters --cluster-states WAITING

Submit health_violations.py as a step with the add-steps command and your
ClusterId.
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» You can specify a name for your step by replacing "My Spark Application".Inthe
Args array, replace s3://D0C-EXAMPLE-BUCKET/health_violations.py with the
location of your health_violations.py application.

» Replace s3://DOC-EXAMPLE-BUCKET/food_establishment_data.csv with the S3
location of your food_establishment_data.csv dataset.

» Replace s3://DOC-EXAMPLE-BUCKET/MyOutputFolder with the S3 path of your
designated bucket and a name for your cluster output folder.

e ActionOnFailure=CONTINUE means the cluster continues to run if the step fails.

aws emr add-steps \

--cluster-id <myClusterId> \

--steps Type=Spark,Name="<My Spark
Application>",ActionOnFailure=CONTINUE,Args=[<s3://DOC-EXAMPLE-
BUCKET/health_violations.py>,--data_source,<s3://DOC-EXAMPLE-BUCKET/
food_establishment_data.csv>,--output_uri,<s3://DOC-EXAMPLE-BUCKET/
MyOutputFolder>]

For more information about submitting steps using the CLI, see the AWS CLI Command

Reference.

After you submit the step, you should see output like the following with a list of StepIds.
Since you submitted one step, you will see just one ID in the list. Copy your step ID. You use
your step ID to check the status of the step.

"StepIds": [
'S - IXXXXXXXXXXA"

]
}

3. Query the status of your step with the describe-step command.

aws emr describe-step --cluster-id <myClusterId> --step-id <s-IXXXXXXXXXXA>

You should see output like the following with information about your step.
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{
"Step": {
"Id": "s-IXXXXXXXXXXA",
"Name": "My Spark Application",
"Config": {
"Jar": "command-runner.jar",
"Properties": {3},
"Args": [
"spark-submit",
"s3://DOC-EXAMPLE-BUCKET/health_violations.py",
"--data_source",
"s3://DOC-EXAMPLE-BUCKET/food_establishment_data.csv",
"--output_uri",
"s3://DOC-EXAMPLE-BUCKET/myOutputFolder"
]
},
"ActionOnFailure": "CONTINUE",
"Status": {
"State": "COMPLETED"
}
}
}

The State of the step changes from PENDING to RUNNING to COMPLETED as the step runs.
The step takes about one minute to run, so you might need to check the status a few times.

You will know that the step was successful when the State changes to COMPLETED.

For more information about the step lifecycle, see Running steps to process data.

View results

After a step runs successfully, you can view its output results in your Amazon S3 output folder.
To view the results of health_violations.py

1. Open the Amazon S3 console at https://console.aws.amazon.com/s3/.

2. Choose the Bucket name and then the output folder that you specified when you submitted
the step. For example, DOC-EXAMPLE-BUCKET and then myOutputFolder.
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3. Verify that the following items appear in your output folder:

» A small-sized object called _SUCCESS.
« A CSV file starting with the prefix part- that contains your results.

4. Choose the object with your results, then choose Download to save the results to your local
file system.

5. Open the results in your editor of choice. The output file lists the top ten food establishments
with the most red violations. The output file also shows the total number of red violations for
each establishment.

The following is an example of health_violations.py results.

name, total_red_violations
SUBWAY, 322

T-MOBILE PARK, 315

WHOLE FOODS MARKET, 299
PCC COMMUNITY MARKETS, 251
TACO TIME, 240

MCDONALD'S, 177

THAI GINGER, 153

SAFEWAY INC #1508, 143
TAQUERIA EL RINCONSITO, 134
HIMITSU TERIYAKI, 128

For more information about Amazon EMR cluster output, see Configure an output location.

(Optional) Connect to your running Amazon EMR cluster

When you use Amazon EMR, you may want to connect to a running cluster to read log files, debug
the cluster, or use CLI tools like the Spark shell. Amazon EMR lets you connect to a cluster using the
Secure Shell (SSH) protocol. This section covers how to configure SSH, connect to your cluster, and
view log files for Spark. For more information about connecting to a cluster, see Authenticate to

Amazon EMR cluster nodes.

Authorize SSH connections to your cluster

Before you connect to your cluster, you need to modify your cluster security groups to authorize
inbound SSH connections. Amazon EC2 security groups act as virtual firewalls to control inbound
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and outbound traffic to your cluster. When you created your cluster for this tutorial, Amazon EMR
created the following security groups on your behalf:

ElasticMapReduce-master

The default Amazon EMR managed security group associated with the primary node. In an
Amazon EMR cluster, the primary node is an Amazon EC2 instance that manages the cluster.

ElasticMapReduce-slave

The default security group associated with core and task nodes.

Console

To allow SSH access for trusted sources for the primary security group with the console

To edit your security groups, you must have permission to manage security groups for the
VPC that the cluster is in. For more information, see Changing Permissions for a user and the
Example Policy that allows managing EC2 security groups in the IAM User Guide.

1. Signin to the AWS Management Console, and open the Amazon EMR console at https://
console.aws.amazon.com/emr.

2. Under EMR on EC2 in the left navigation pane, choose Clusters, and then choose the
cluster that you want to update. This opens up the cluster details page. The Properties tab
on this page should be pre-selected.

3. Under Networking in the Properties tab, select the arrow next to EC2 security groups
(firewall) to expand this section. Under Primary node, select the security group link. When
you've completed the following steps, you can optionally come back to this step, choose
Core and task nodes, and repeat the following steps to allow SSH client access to core and
task nodes.

4. This opens the EC2 console. Choose the Inbound rules tab and then Edit inbound rules.
5. Check for an inbound rule that allows public access with the following settings. If it exists,
choose Delete to remove it.

- Type

SSH

e Port
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22

e Source

Custom 0.0.0.0/0

/A Warning

Before December 2020, the ElasticMapReduce-master security group had a pre-
configured rule to allow inbound traffic on Port 22 from all sources. This rule
was created to simplify initial SSH connections to the master node. We strongly
recommend that you remove this inbound rule and restrict traffic to trusted
sources.

6. Scroll to the bottom of the list of rules and choose Add Rule.

7. For Type, select SSH. Selecting SSH automatically enters TCP for Protocol and 22 for Port
Range.

8. For source, select My IP to automatically add your IP address as the source address. You can
also add a range of Custom trusted client IP addresses, or create additional rules for other
clients. Many network environments dynamically allocate IP addresses, so you might need
to update your IP addresses for trusted clients in the future.

9. Choose Save.

10. Optionally, choose Core and task nodes from the list and repeat the steps above to allow
SSH client access to core and task nodes.

Old console

To grant trusted sources SSH access to the primary security group with the console

To edit your security groups, you must have permission to manage security groups for the
VPC that the cluster is in. For more information, see Changing Permissions for a user and the

Example Policy that allows managing EC2 security groups in the IAM User Guide.

1. Signin to the AWS Management Console, and open the Amazon EMR console at https://
console.aws.amazon.com/emr.

2. Choose Clusters. Choose the ID of the cluster you want to modify.
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10.
11.

In the Network and security pane, expand the EC2 security groups (firewall) dropdown.
Under Primary node, choose your security group.
Choose Edit inbound rules.

Check for an inbound rule that allows public access with the following settings. If it exists,
choose Delete to remove it.

- Type

SSH

e Port

22

e Source

Custom 0.0.0.0/0

/A Warning

Before December 2020, there was a pre-configured rule to allow inbound traffic on
Port 22 from all sources. This rule was created to simplify initial SSH connections to
the primary node. We strongly recommend that you remove this inbound rule and
restrict traffic to trusted sources.

Scroll to the bottom of the list of rules and choose Add Rule.

For Type, select SSH.

Selecting SSH automatically enters TCP for Protocol and 22 for Port Range.

For source, select My IP to automatically add your IP address as the source address. You can
also add a range of Custom trusted client IP addresses, or create additional rules for other
clients. Many network environments dynamically allocate IP addresses, so you might need
to update your IP addresses for trusted clients in the future.

Choose Save.

Optionally, choose the other security group under Core and task nodes in the Network
and security pane and repeat the steps above to allow SSH client access to core and task
nodes.
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Connect to your cluster using the AWS CLI

Regardless of your operating system, you can create an SSH connection to your cluster using the
AWS CLI.

To connect to your cluster and view log files using the AWS CLI

1. Use the following command to open an SSH connection to your cluster. Replace
<mykeypair.key> with the full path and file name of your key pair file. For example, C:
\Users\<username>\.ssh\mykeypair.pem.

aws emr ssh --cluster-id <j-2AL4XXXXXX5T9> --key-pair-file <~/mykeypair.key>

2. Navigate to /mnt/var/log/spark to access the Spark logs on your cluster's master node.
Then view the files in that location. For a list of additional log files on the master node, see
View log files on the primary node.

cd /mnt/var/log/spark
1s

Step 3: Clean up your Amazon EMR resources

Terminate your cluster

Now that you've submitted work to your cluster and viewed the results of your PySpark
application, you can terminate the cluster. Terminating a cluster stops all of the cluster's associated
Amazon EMR charges and Amazon EC2 instances.

When you terminate a cluster, Amazon EMR retains metadata about the cluster for two months

at no charge. Archived metadata helps you clone the cluster for a new job or revisit the cluster
configuration for reference purposes. Metadata does not include data that the cluster writes to S3,
or data stored in HDFS on the cluster.

® Note

The Amazon EMR console does not let you delete a cluster from the list view after you
terminate the cluster. A terminated cluster disappears from the console when Amazon EMR
clears its metadata.
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Console

To terminate the cluster with the console

CLI

Sign in to the AWS Management Console, and open the Amazon EMR console at https://
console.aws.amazon.com/emr.

Choose Clusters, and then choose the cluster you want to terminate.
Under the Actions dropdown menu, choose Terminate cluster.

Choose Terminate in the dialog box. Depending on the cluster configuration, termination
may take 5 to 10 minutes. For more information on how to Amazon EMR clusters, see
Terminate a cluster.

To terminate the cluster with the AWS CLI

1.

Initiate the cluster termination process with the following command. Replace
<myClusterId> with the ID of your sample cluster. The command does not return output.

aws emr terminate-clusters --cluster-ids <myClusterId>

To check that the cluster termination process is in progress, check the cluster status with
the following command.

aws emr describe-cluster --cluster-id <myClusterId>

Following is example output in JSON format. The cluster Status should change from
TERMINATING to TERMINATED. Termination may take 5 to 10 minutes depending on your
cluster configuration. For more information about terminating an Amazon EMR cluster, see
Terminate a cluster.

{
"Cluster": {
"Id": " oXXXXXXXXXXXXX",
"Name": "My Cluster Name",
"Status": {

"State": "TERMINATED",
"StateChangeReason": {
"Code": "USER_REQUEST",
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"Message": "Terminated by user request"

Delete S3 resources

To avoid additional charges, you should delete your Amazon S3 bucket. Deleting the bucket
removes all of the Amazon S3 resources for this tutorial. Your bucket should contain:

» The PySpark script

» The input dataset

» Your output results folder

» Your log files folder

You might need to take extra steps to delete stored files if you saved your PySpark script or output
in a different location.

(@ Note

Your cluster must be terminated before you delete your bucket. Otherwise, you may not be
allowed to empty the bucket.

To delete your bucket, follow the instructions in How do | delete an S3 bucket? in the Amazon

Simple Storage Service User Guide.

Next steps

You have now launched your first Amazon EMR cluster from start to finish. You have also
completed essential EMR tasks like preparing and submitting big data applications, viewing results,
and terminating a cluster.

Use the following topics to learn more about how you can customize your Amazon EMR workflow.
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Explore big data applications for Amazon EMR

Discover and compare the big data applications you can install on a cluster in the Amazon EMR
Release Guide. The Release Guide details each EMR release version and includes tips for using
frameworks such as Spark and Hadoop on Amazon EMR.

Plan cluster hardware, networking, and security

In this tutorial, you created a simple EMR cluster without configuring advanced options. Advanced
options let you specify Amazon EC2 instance types, cluster networking, and cluster security. For
more information about planning and launching a cluster that meets your requirements, see Plan
and configure clusters and Security in Amazon EMR.

Manage clusters

Dive deeper into working with running clusters in Manage clusters. To manage a cluster, you can
connect to the cluster, debug steps, and track cluster activities and health. You can also adjust
cluster resources in response to workload demands with EMR managed scaling.

Use a different interface

In addition to the Amazon EMR console, you can manage Amazon EMR using the AWS Command
Line Interface, the web service API, or one of the many supported AWS SDKs. For more
information, see Management interfaces.

You can also interact with applications installed on Amazon EMR clusters in many ways. Some
applications like Apache Hadoop publish web interfaces that you can view. For more information,
see View web interfaces hosted on Amazon EMR clusters.

Browse the EMR technical blog

For sample walkthroughs and in-depth technical discussion of new Amazon EMR features, see the
AWS big data blog.

Explore big data applications for Amazon EMR
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What's new with the console?

Amazon EMR has migrated to a new experience. The new console offers an updated interface

that provides you with an intuitive way to manage your Amazon EMR environment and gives you
convenient access to documentation, product information, and other resources. This page describes
important differences between the old console experience and the new AWS Management Console
for Amazon EMR.

What console am 1 in?

To determine the Amazon EMR console that you currently use, view the URL for the console page in
your browser:

« New console URL - https://console.aws.amazon.com/emr

« Old console URL - https://console.aws.amazon.com/elasticmapreduce

(® Note

Amazon EMR has a new console experience. The old console has been deprecated and is no
longer available.

The Amazon EMR console functionality is migrating to the new experience in phases. The following
table lists the main Amazon EMR console components and their console migration status.

Amazon EMR console Console
component
EMR Studio’
Create and manage clusters

Block public access

D N

Monitor Amazon CloudWatch
Events
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Amazon EMR console Console
component

Security configurations v
Virtual clusters (Amazon EMR v
on EKS)

View and manage your v
Amazon Virtual Private Cloud

subnets?

Notebooks> v

" EMR Studio uses the new interface experience in both the new and old consoles.

2 In the new console, you can view and manage your Amazon VPC subnets within the Networking
section when you create a cluster. In the old console, use the link in the left-hand navigation bar to
access the list of Amazon VPC subnets.

®> EMR Notebooks are available as EMR Studio Workspaces in the new console. You can still use
your existing notebooks in the old console, but you can't create new notebooks in the old console.
The Create Workspace button in the new console replaces this functionality. To access or create
Workspaces, EMR Notebooks users need additional IAM role permissions. For more information, see
Amazon EMR Notebooks are Amazon EMR Studio Workspaces in new console and What's new in
the console?

Summary of differences

This section outlines the differences between the old Amazon EMR console and the new Amazon
EMR console experiences. The differences fall into the following categories:

Cluster compatibility between old and new console

Differences when you create clusters

Differences when you view or edit cluster details

Differences when you list and search for clusters

Differences when you work with security configurations
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Cluster compatibility between old and new console

In some cases, a cluster that you created in the old Amazon EMR console might not be compatible

with the new console. The following list describes compatibility requirements for the new Amazon

EMR console.

« The new console supports clusters created in Amazon EMR releases 5.20.71 and later.

» You can clone clusters that use automatic scaling in the new console, but you can only create

new clusters if you want to manually scale them or use managed scaling.

To create and work with clusters that are not compatible with the new console, you can use the
AWS Command Line Interface (AWS CLI), the AWS SDK, or the old console.

Differences when you create clusters

The following table highlights the differences that you can expect when you create clusters with
the new Amazon EMR console as opposed to the old Amazon EMR console.

Capability

Terminology: Amazon EMR
cluster node types

Amazon EMR supported
1

releases

Quickly launching a cluster

Configuring a Spot pro

visioning timeout

New console

Primary, core, task

Amazon EMR release
5.20.1 and later

Use the Create cluster
button under the Summary
panel. Your cluster name
can't contain the character
s<,>,$, | or " (backtick).

Define a timeout period for
provisioning instances for
each fleet in your cluster.

Old console

Master, core, task

All Amazon EMR releases

Use the Create cluster
- Quick Options page

You can't customize a
provisioning timeout w
hen you create a cluster.

Cluster compatibility between old and new console

40


https://docs.aws.amazon.com/emr/latest/ReleaseGuide/emr-release-components.html
https://docs.aws.amazon.com/emr/latest/ReleaseGuide/emr-release-components.html

Amazon EMR

Management Guide

Capability

Service roles and Amazon

EC2 instance profile role

Cluster visibility

Networking - configure

private subnets

EMR File System consistent
view (EMRFS CV)

Debugging

New console

The new console does not
create default roles; you
must create roles with the
IAM Console or select an
already-created IAM role

From within the Amazon
EMR console, you can't
make a cluster visible to
all a users; your IAM policy
determines cluster access

You must configure Amazon
S3 endpoints and NAT
gateways from their
respective Amazon S3
and Amazon VPC consoles

With the release of Amazon
S3 strong read-after-
write consistency on
December 1, 2020, you

don't need to use EMRFS
CV with your EMR clusters

You can debug jobs using
the Application Ul interface
on the cluster details page

Old console

Supports default role
creation with v1 and v2
policies, or you can select

an already-created IAM role

From within the Amazon
EMR console, you can make
a cluster visible to all a users
if you use the deprecated
v1 role-creation policies

You can configure Amazon
S3 endpoints and NAT
gateways directly
from the Create cluster
workflow in the old console

EMRFS CV is enabled, but
you can turn off EMRFS CV
and delete the Amazon
DynamoDB database that
it uses; see Consistent
view for more information

You can use a debugger tool
(step 3 in advanced options)
to debug jobs for clusters
that run on Amazon EMR
releases 4.1.0 through 5.27.0

Differences when you create clusters
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! You can't create or edit clusters using releases earlier than Amazon EMR 5.20.1 in the new
console, but any existing clusters created using releases earlier than 5.20.1 will continue to work.

To create and edit clusters with Amazon EMR releases earlier than 5.20.1, use the APl or CLI, or

switch back to the old console.

Differences when you list and search for clusters

The following table highlights the differences that you can expect when you view and search for

clusters in the list view with the new Amazon EMR console as opposed to the old Amazon EMR

console.

(® Note

For both the old and new consoles, when you apply a data filter to the cluster list, it queries

the entire database. But when you enter a text string into the search box, the search only

applies to the results that the list has loaded client side.

Capability

Viewing cluster details

Searching for clusters

Finding failed clusters

New console

You can select the Cluster
ID to view exhaustive
cluster details like configura
tion options, persistent
application Uls, and logs.

Use a single search field to
enter text search queries
and to create and apply

data filters like "Status
= Any active status".

To search for failed clusters,
apply the filter Status =
Terminated with errors.

Old console

You can expand and collapse
each cluster row to view info
rmation like configuration
details and to access links for
cluster monitoring and logs.

Use a dropdown to refine
the state of the clusters
(Active, Terminated, Failed)
and a separate field to
enter a text search query.

To search for failed
clusters, apply the
filter Failed clusters.

Differences when you list and search for clusters
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Differences when you view or edit cluster details

The following table highlights the differences that you can expect when you view or edit the details

for an existing cluster with the new Amazon EMR console as opposed to the old Amazon EMR

console.

Capability

Viewing the instances in your
instance groups and instance

fleets, along with scaling,
provisioning, resizing, and
termination options

Viewing app Uls, logs, and
configurations

(Apache Spark Ul, Spark
History service, Apache Tez
Ul, YARN timeline server)

Exporting a cluster to CLI

New console

View instance options and
details in the Instances tab.
View termination options
in the Properties tab.

View cluster configurations
in the Configurations tab.
Launch a live, persistent,
application Ul to see the
logs for an application
from the Applications tab.

Option available from
cluster detail and list view
Actions menus as "View
command for cloning cluster"

Old console

View instance configuration
and termination options
in the Hardware tab.

View cluster configurations
in the Configurations tab.
Launch a live, persistent,
application Ul to see the
logs for an application
from the Applications user
interfaces tab. As of January
2023, high-level application
history is no longer available.

Option available from
cluster list view Actions
menus as "AWS CLI Export"

Differences when you work with security configurations

The following table highlights the differences that you can expect when you configure security
options with the new Amazon EMR console as opposed to the old Amazon EMR console.

Differences when you view or edit cluster details
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Capability New console Old console
Cloning security configura v

tions

Federated governance using v

Trino and Apache Ranger

Using a runtime role to v

submit work to a cluster1

Authorizing access to EMR Amazon S3 access points AWS Identity and Access
File System (EMRFS) data Management (IAM) roles
AWS Lake Formation access Runtime roles SAML federation
controls

! To pass a role during step submission, your cluster must use a security configuration with an IAM
permissions policy attached so that the a user can pass only the approved roles and your jobs can
access Amazon EMR resources. For more information, see Runtime roles for Amazon EMR steps.
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Amazon EMR Studio

Amazon EMR Studio is a web-based integrated development environment (IDE) for fully managed
Jupyter notebooks that run on Amazon EMR clusters. You can set up an EMR Studio for your team
to develop, visualize, and debug applications written in R, Python, Scala, and PySpark. EMR Studio
is integrated with AWS Identity and Access Management (IAM) and IAM Identity Center so users can
log in using their corporate credentials.

You can create an EMR Studio at no cost. Applicable charges for Amazon S3 storage and for
Amazon EMR clusters apply when you use EMR Studio. For product details and highlights, see the
service page for Amazon EMR Studio.

Key features of EMR Studio

Amazon EMR Studio provides the following features:

« Authenticate users with AWS Identity and Access Management (IAM), or with AWS IAM ldentity
Center with or without trusted identity propagation and your enterprise identity provider.

« Access and launch Amazon EMR clusters on-demand to run Jupyter Notebook jobs.
« Connect to Amazon EMR on EKS clusters to submit work as job runs.

» Explore and save example notebooks. For more information about example notebooks, see the
EMR Studio Notebook examples GitHub repository.

« Analyze data using Python, PySpark, Spark Scala, Spark R, or SparkSQL, and install custom
kernels and libraries.

» Collaborate in real time with other users in the same Workspace. For more information, see
Configure Workspace collaboration.

« Use the EMR Studio SQL Explorer to browse your data catalog, run SQL queries, and download
results before you work with the data in a notebook.

» Run parameterized notebooks as part of scheduled workflows with an orchestration tool such as
Apache Airflow or Amazon Managed Workflows for Apache Airflow. For more information, see
Orchestrating analytics jobs on EMR Notebooks using MWAA in the AWS Big Data Blog.

 Link code repositories such as GitHub and BitBucket.

« Track and debug jobs using the Spark History Server, Tez Ul, or YARN timeline server.
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EMR Studio is also HIPAA eligible and is certified under HITRUST CSF and SOC 2. For more
information about HIPAA compliance for AWS services, see https://aws.amazon.com/compliance/

hipaa-compliance/. To learn more about HITRUST CSF compliance for AWS services, see https://

aws.amazon.com/compliance/hitrust/. For more information about other compliance programs for

AWS services, see AWS Services in Scope by Compliance Program.

Amazon EMR Studio feature history

This table lists updates to the Amazon EMR managed scaling capability.

Release date

January 5, 2024

November 26, 2023

October 26, 2023

February 28, 2023

February 23, 2023

January 27, 2023

January 23, 2023

Capability

Added support for EMR Studio in AWS GovCloud (US-East) and
AWS GovCloud (US-West).

Added support for trusted identity propagation for EMR Studio
with IAM Identity Center authentication.

Added ability to create an EMR Serverless application with
interactive capability.

Added AWS KMS customer-managed key support for application
log storage for EMR Serverless applications.

Added one-click IAM role creation for EMR Serverless job
submission. Added ECR lookup for when you select a custom
image for EMR Serverless applications.

Headless execution notebooks can track the progress of each
cell execution with %execute_notebook magic.

Persistent application have been optimized for faster launch
times.
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How Amazon EMR Studio works

An Amazon EMR Studio is an Amazon EMR resource that you create for a team of users. Each
Studio is a self-contained, web-based integrated development environment for Jupyter notebooks
that run on Amazon EMR clusters. Users log in to a Studio using corporate credentials.

Each EMR Studio that you create uses the following AWS resources:

e An Amazon Virtual Private Cloud (VPC) with subnets - Users run Studio kernels and
applications on Amazon EMR and Amazon EMR on EKS clusters in the specified VPC. An EMR
Studio can connect to any cluster in the subnets that you specify when you create the Studio.

« 1AM roles and permissions policies - To manage user permissions, you create IAM permissions
policies that you attach to a user's IAM identity or to a user role. EMR Studio also uses an IAM
service role and security groups to interoperate with other AWS services. For more information,
see Access control and Define security groups to control EMR Studio network traffic.

» Security groups - EMR Studio uses security groups to establish a secure network channel
between the Studio and an EMR cluster.

« An Amazon S3 backup location - EMR Studio saves notebook work in an Amazon S3 location.

The following steps outline how to create and administer an EMR Studio:

1. Create a Studio in your AWS account with either IAM or 1AM Identity Center authentication. For
instructions, see Set up an Amazon EMR Studio.

2. Assign users and groups to your Studio. Use permissions policies to set fine-grained permissions
for each user. For more information, see the topic Assign and manage EMR Studio users.

3. Start monitoring EMR Studio actions with AWS CloudTrail events. For more information, see
Monitor Amazon EMR Studio actions.

4. Provide more cluster options to Studio users with cluster templates and Amazon EMR on EKS
managed endpoints.

Authentication and user login

Amazon EMR Studio supports two authentication modes: IAM authentication mode and IAM
Identity Center authentication mode. IAM mode uses AWS Identity and Access Management (IAM),
while IAM Identity Center mode uses AWS IAM Identity Center. When you create an EMR Studio,
you choose the authentication mode for all users of that Studio.
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IAM authentication mode
With IAM authentication mode, you can use IAM authentication or IAM federation.

IAM authentication lets you manage IAM identities such as users, groups, and roles in IAM. You
grant users access to a Studio with IAM permissions policies and attribute-based access control
(ABAQ).

IAM federation lets you establish trust between a third-party identity provider (IdP) and AWS so
that you can manage user identities through your IdP.

IAM Identity Center authentication mode

IAM Identity Center authentication mode lets you give users federated access to an EMR Studio.
You can use IAM Identity Center to authenticate users and groups from your IAM Identity Center
directory, your existing corporate directory, or an external IdP such as Azure Active Directory (AD).
You then manage users with your identity provider (IdP).

EMR Studio supports using the following identity providers for IAM Identity Center:

« AWS Managed Microsoft AD and self-managed Active Directory — For more information, see
Connect to your Microsoft AD directory.

« SAML-based providers - For a full list, see Supported identity providers.

« The IAM Identity Center directory — For more information, see Manage identities in IAM Identity
Center and Trusted identity propagation across applications in the AWS IAM Identity Center User
Guide.

How authentication affects login and user assignment

The authentication mode that you choose for EMR Studio affects how users log in to a Studio, how
you assign a user to a Studio, and how you authorize (give permissions to) users to perform actions
such as creating new Amazon EMR clusters.

The following table summarizes login methods for EMR Studio according to authentication mode.
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EMR Studio login options by authentication mode

Authentication
mode

« |AM (authenti
cation and
federation)

« |IAM Identity
Center

« |AM (federation)

« |IAM Identity
Center

o |IAM (authenti
cation)

Login method

EMR Studio URL

Identity provider
(IdP) portal

AWS Management
Console

Description

Users log in to a Studio using the Studio access
URL. For example, https://XXXXXXXXXX
XXXXXXXXXXXXX.emrstudio-prod.us-
east-1.amazonaws.com

Users enter IAM credentials when you use IAM
authentication. When you use IAM federation or
IAM Identity Center, EMR Studio redirects users
to your identity provider's sign-in URL to enter
credentials.

In the context of identity federation, this login
option is called Service Provider (SP) initiated
sign-in.

Users log in to your identity provider's portal,
such as the Azure portal, and launch the Amazon
EMR console. After launching the Amazon EMR
console, users select and open a Studio from the
Studios list.

You can also configure EMR Studio as a SAML
application so that users can log in to a specific
Studio from your identity provider's portal. For
instructions, see To configure an EMR Studio as a

SAML application in your IdP portal.

In the context of identity federation, this login
option is called identity provider (IdP) initiated
sign-in.

Users sign in to the AWS Management Console
using IAM credentials and open a Studio from
the Studios list in the Amazon EMR console.
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The following table outlines user assignment and authorization for EMR Studio by authentication

mode.

EMR Studio user assignment and authorization by authentication mode

Authentication
mode

IAM (authenti
cation and
federation)

IAM Identity Center

User assignment

Allow the CreateStu
dioPresignedUrl action
in an IAM permissions policy
attached to an IAM identity (user,

group, or role).

For federated users, allow

the CreateStudioPresig
nedUrl actioninanlAMin
the permissions policy that you
configure for the IAM role you
use for federation.

Use attribute-based access
control (ABAC) to specify the
Studio or Studios that the user
can access.

For instructions, see Assign a
user or group to an EMR Studio.

For Studios created with
IdCUserAssignment setto
REQUIRED, map users to the
Studio with a specified session
policy. For more information, see
Assign a user or group to an EMR

For Studios created with
IdCUserAssignment setto

User authorization

Define IAM permissions policies that
allow certain EMR Studio actions.

For native a users, attach the IAM
permissions policy to an IAM identity
(user, group, or role). For federated
users, allow Studio actions in the
permissions policy that you configure
for the IAM role you use for federatio
n.

For more information, see Configure
EMR Studio user permissions for

Amazon EC2 or Amazon EKS.

Optional: Define IAM session policies
that allow certain EMR Studio
actions. Map a session policy to a
user when you assign the user to a
Studio.

For more information, see User

permissions for IAM Identity Center

authentication mode.
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Authentication User assignment User authorization
mode

OPTIONAL, any Identity Center
user or group can access the
Studio.

Access control

In Amazon EMR Studio, you configure user authorization (permissions) with AWS Identity and
Access Management (IAM) identity-based policies. In these policies, you specify allowed actions and
resources, as well as the conditions under which the actions are allowed.

User permissions for IAM authentication mode

To set user permissions when you use IAM authentication for EMR Studio, you allow actions such
as elasticmapreduce:RunJobFlow in an IAM permissions policy. You can create one or more
permissions policies to use. For example, you might create a basic policy that does not allow a user
to create new Amazon EMR clusters, and another policy that does allow cluster creation. For a list
of all Studio actions, see AWS Identity and Access Management permissions for EMR Studio users.

User permissions for IAM Identity Center authentication mode

When you use IAM Identity Center authentication, you create a single EMR Studio user role. The
user role is a dedicated IAM role that a Studio assumes when a user logs in.

You attach IAM session policies to the EMR Studio user role. A session policy is a special kind of IAM
permissions policy that limits what a federated user can do during a Studio login session. Session
policies let you set specific permissions for a user or group without creating multiple user roles for
EMR Studio.

When you assign users and groups to a Studio, you map a session policy to that user or group to

apply fine-grained permissions. You can also update a user or group's session policy at any time.
Amazon EMR stores each session policy mapping that you create.

For more information about session policies, see Policies and permissions in the AWS Identity and

Access Management User Guide.
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Workspaces

Workspaces are the primary building blocks of Amazon EMR Studio. To organize notebooks, users
create one or more Workspaces in a Studio. For more information, see Learn Workspace basics.

Similar to workspaces in JupyterLab, a Workspace preserves the state of notebook work. However,

the Workspace user interface extends the open-source JupyterLab interface with additional
tools to let you create and attach EMR clusters, run jobs, explore sample notebooks, and link Git
repositories.

The following list includes key features of EMR Studio Workspaces:

« Workspace visibility is Studio-based. Workspaces that you create in one Studio aren't visible in
other Studios.

» By default, a Workspace is shared and can be seen by all Studio users. However, only one user
can open and work in a Workspace at a time. To work simultaneously with other users, you can
Configure Workspace collaboration

« You can collaborate simultaneously with other users in a Workspace when you enable Workspace
collaboration. For more information, see Configure Workspace collaboration.

» Notebooks in a Workspace share the same EMR cluster to run commands. You can attach a
Workspace to an Amazon EMR cluster running on Amazon EC2 or to an Amazon EMR on EKS
virtual cluster and managed endpoint.

» Workspaces can switch over to another Availability Zone that you associate with a Studio's
subnets. You can stop and restart a Workspace to prompt the failover process. When you restart
a Workspace, EMR Studio launches the Workspace in a different Availability Zone in the Studio's
VPC when the Studio is configured with access to multiple Availability Zones. If the Studio has
only one Availability Zone, EMR Studio attempts to launch the Workspace in a different subnet.
For more information, see Resolve Workspace connectivity issues.

« A Workspace can connect to clusters in any of the subnets that are associated with a Studio.

For more information about creating and configuring EMR Studio Workspaces, see Learn
Workspace basics.

Notebook storage in Amazon EMR Studio

When you use a Workspace, EMR Studio autosaves the cells in notebook files at a regular cadence
in the Amazon S3 location that is associated with your Studio. This backup process preserves
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work between sessions so that you can come back to it later without committing changes to a Git
repository. For more information, see Save Workspace content.

When you delete a notebook file from a Workspace, EMR Studio deletes the backup version from
Amazon S3 for you. However, if you delete a Workspace without first deleting its notebook files,
the notebook files remain in Amazon S3 and continue to accrue storage charges. To learn more, see
Delete a Workspace and notebook files.

EMR Studio considerations

Considerations
Consider the following when you work with EMR Studio:

« EMR Studio is available in the following AWS Regions:
« US East (Ohio) (us-east-2)
« US East (N. Virginia) (us-east-1)
« US West (N. California) (us-west-1)
» US West (Oregon) (us-west-2)
 Africa (Cape Town) (af-south-1)
« Asia Pacific (Hong Kong) (ap-east-1)
« Asia Pacific (Jakarta) (ap-southeast-3)*
« Asia Pacific (Mumbai) (ap-south-1)
« Asia Pacific (Osaka) (ap-northeast-3)*
« Asia Pacific (Seoul) (ap-northeast-2)
« Asia Pacific (Singapore) (ap-southeast-1)
« Asia Pacific (Sydney) (ap-southeast-2)
« Asia Pacific (Tokyo) (ap-northeast-1)
« Canada (Central) (ca-central-1)
o Europe (Frankfurt) (eu-central-1)
o Europe (Ireland) (eu-west-1)
o Europe (London) (eu-west-2)
o Europe (Milan) (eu-south-1)

o Europe (Paris) (eu-west-3)
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» Europe (Spain) (eu-south-2)

» Europe (Stockholm) (eu-north-1)

« Middle East (UAE) (me-central-1)*

« South America (S3o Paulo) (sa-east-1)

« AWS GovCloud (US-East) (gov-us-east-1)
o AWS GovCloud (US-West) (gov-us-west-1)

* The Spark Ul isn't supported in these Regions.

To let users provision new EMR clusters running on Amazon EC2 for a Workspace, you can
associate an EMR Studio with a set of cluster templates. Administrators can define cluster
templates with Service Catalog and can choose whether a user or group can access the cluster
templates, or no cluster templates, within a Studio.

When you define access permissions to notebook files stored in Amazon S3 or read secrets from
AWS Secrets Manager, use the Amazon EMR service role. Session policies aren't supported with
these permissions.

You can create multiple EMR Studios to control access to EMR clusters in different VPCs.

Use the AWS CLI to set up Amazon EMR on EKS clusters. You can then use the Studio interface to
attach clusters to Workspaces with a managed endpoint to run notebook jobs.

There are additional considerations when you use trusted identity propagation with Amazon
EMR that also apply to EMR Studio. For more information, see Considerations and limitations for
Amazon EMR with the Identity Center integration.

EMR Studio doesn't support the following Python magic commands:
« %alias

e %alias_magic

» %automagic

e %macro

e %%]S

 %%javascript

« Modifying proxy_user using Sconfigure

« Modifying KERNEL_USERNAME using %env or %Sset_env

Amazon EMR on EKS clusters don't support SparkMagic commands for EMR Studio.
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« To write multi-line Scala statements in notebook cells, make sure that all but the last line end
with a period. The following example uses the correct syntax for multi-line Scala statements.

val df = spark.sql("SELECT * from table_name).
filter("coll=="'value'").
limit(50)

« To augment the security for the off-console applications that you might use with Amazon
EMR, the application hosting domains are registered in the Public Suffix List (PSL).
Examples of these hosting domains include the following: emrstudio-prod.us-
east-1.amazonaws.com, emrnotebooks-prod.us-east-1.amazonaws.com, emrappui-
prod.us-east-1.amazonaws.com. For further security, if you ever need to set sensitive
cookies in the default domain name, we recommend that you use cookies with a __Host - prefix.
This helps to defend your domain against cross-site request forgery attempts (CSRF). For more
information, see the Set-Cookie page in the Mozilla Developer Network.

Known issues

« An EMR Studio that uses IAM Identity Center with trusted identity propagation enabled can only
associate with EMR clusters that also use trusted identity propagation.

» Make sure you deactivate proxy management tools such as FoxyProxy or SwitchyOmega in the
browser before you create a Studio. Active proxies can cause errors when you choose Create
Studio, and result in a Network Failure error message.

« Kernels that run on Amazon EMR on EKS clusters can fail to start due to timeout issues. If you
encounter an error or issue starting the kernel, close the notebook file, shut down the kernel, and
then reopen the notebook file.

» The Restart kernel operation doesn't work as expected when you use an Amazon EMR on EKS
cluster. After you select Restart kernel, refresh the Workspace for the restart to take effect.

» If a Workspace isn't attached to a cluster, an error message appears when a Studio user opens
a notebook file and tries to select a kernel. You can ignore this error message by choosing Ok,
but you must attach the Workspace to a cluster and select a kernel before you can run notebook
code.

« When you use Amazon EMR 6.2.0 with a security configuration to set up cluster security, the

Workspace interface appears blank and doesn't work as expected. We recommend that you use a
different supported version of Amazon EMR if you want to configure data encryption or Amazon
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S3 authorization for EMRFS for a cluster. EMR Studio works with Amazon EMR versions 5.32.0
(Amazon EMR 5.x series) and 6.2.0 (Amazon EMR 6.x series) and higher.

o When you Debug Amazon EMR running on Amazon EC2 jobs, the links to the on-cluster Spark Ul
may not work or fail to appear. To regenerate the links, create a new notebook cell and run the %
%info command.

» Jupyter Enterprise Gateway doesn't clean up idle kernels on the primary node of a cluster in the
following Amazon EMR release versions: 5.32.0, 5.33.0, 6.2.0, and 6.3.0. Idle kernels consume
computing resources and can cause long running clusters to fail. You can configure idle kernel
cleanup for Jupyter Enterprise Gateway using the following example script. You can Connect
to the primary node using SSH, or submit the script as a step. For more information, see Run
commands and scripts on an Amazon EMR cluster.

#!/bin/bash

sudo tee -a /emr/notebook-env/conf/jupyter_enterprise_gateway_config.py << EOF
c.MappingKernelManager.cull_connected = True
c.MappingKernelManager.cull_idle_timeout = 10800
c.MappingKernelManager.cull_interval = 300

EOF

sudo systemctl daemon-reload

sudo systemctl restart jupyter_enterprise_gateway

« When you use an auto-termination policy with Amazon EMR versions 5.32.0, 5.33.0, 6.2.0, or
6.3.0, Amazon EMR marks a cluster as idle and may automatically terminate the cluster even if
you have an active Python3 kernel. This is because executing a Python3 kernel does not submit a
Spark job on the cluster. To use auto-termination with a Python3 kernel, we recommend that you
use Amazon EMR version 6.4.0 or later. For more information about auto-termination, see Using
an auto-termination policy.

« When you use %%display to display a Spark DataFrame in a table, very wide tables may get
truncated. You can right-click the output and select Create New View for Output to get a
scrollable view of the output.

» Starting a Spark-based kernel, such as PySpark, Spark, or SparkR, starts a Spark session, and
running a cell in a notebook queues up Spark jobs in that session. When you interrupt a running
cell, the Spark job continues to run. To stop the Spark job, you should use the on-cluster Spark
Ul. For instructions on how to connect to the Spark Ul, see Debug applications and jobs with EMR
Studio.
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Feature limitations

Amazon EMR Studio doesn't support the following Amazon EMR features:

« Attaching and running jobs on EMR clusters with a security configuration that specifies Kerberos
authentication

o Clusters with multiple primary nodes

o Clusters that use Amazon EC2 instances based on AWS Graviton2 for Amazon EMR 6.x releases
lower than 6.9.0, and 5.x releases lower than 5.36.1

The following features aren't supported from a Studio that uses trusted identity propagation:

» Creating EMR clusters without a template.
« Using EMR Serverless applications.

« Launching Amazon EMR on EKS clusters.

« Using a runtime role.

« Enabling SQL Explorer or Workspace collaboration.

Service limits for EMR Studio

The following table displays service limits for EMR Studio.

Item Limit

EMR Studios Maximum of 100 per AWS account

Subnets Maximum of 5 associated with each EMR Studio
IAM Identity Center Groups Maximum of 5 assigned to each EMR Studio
IAM ldentity Center Users Maximum of 100 assigned to each EMR Studio

VPC and subnet best practices

Use the following best practices to set up an Amazon Virtual Private Cloud (Amazon VPC) with
subnets for EMR Studio:
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You can specify a maximum of five subnets in your VPC to associate with the Studio. We
recommend that you provide multiple subnets in different Availability Zones in order to support
Workspace availability and give Studio users access to clusters across different Availability Zones.
To learn more about working with VPCs, subnets, and Availability Zones, see VPCs and subnets in

the Amazon Virtual Private Cloud User Guide.
The subnets that you specify should be able to communicate with each other.

To let users link a Workspace to publicly hosted Git repositories, you should specify only private
subnets that have access to the internet through Network Address Translation (NAT). For more
information about setting up a private subnet for Amazon EMR, see Private subnets.

When you use Amazon EMR on EKS with EMR Studio, there must be at least one subnet in
common between your Studio and the Amazon EKS cluster that you use to register a virtual
cluster. Otherwise, your managed endpoint won't appear as an option in Studio Workspaces. You
can create an Amazon EKS cluster and associate it with a subnet that belongs to the Studio, or
create a Studio and specify your EKS cluster's subnets.

If you plan to use Amazon Amazon EMR on EKS with EMR Studio, choose the same VPC as your
Amazon EKS cluster worker nodes.

Cluster requirements for Amazon EMR Studio

Amazon EMR Clusters Running on Amazon EC2

All Amazon EMR clusters running on Amazon EC2 that you create for an EMR Studio Workspace

must meet the following requirements. Clusters that you create using the EMR Studio interface

automatically meet these requirements.

The cluster must use Amazon EMR versions 5.32.0 (Amazon EMR 5.x series) or 6.2.0 (Amazon
EMR 6.x series) or later. You can create a cluster using the Amazon EMR console, AWS Command
Line Interface, or SDK, and then attach it to an EMR Studio Workspace. Studio users can also
provision and attach clusters when creating or working in an Amazon EMR Workspace. For more
information, see Attach a compute to an EMR Studio Workspace.

The cluster must be within an Amazon Virtual Private Cloud. The EC2-Classic platform isn't
supported.

The cluster must have Spark, Livy, and Jupyter Enterprise Gateway installed. If you plan to use
the cluster for SQL Explorer, you should install both Presto and Spark.

To use SQL Explorer, the cluster must use Amazon EMR version 5.34.0 or later or version 6.4.0
or later and have Presto installed. If you want to specify the AWS Glue Data Catalog as the Hive
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metastore for Presto, you must configure it on the cluster. For more information, see Using
Presto with the AWS Glue Data Catalog.

o The cluster must be in a private subnet with network address translation (NAT) to use publicly-
hosted Git repositories with EMR Studio.

We recommend the following cluster configurations when you work with EMR Studio.

« Set deploy mode for Spark sessions to cluster mode. Cluster mode places the application master
processes on the core nodes and not on the primary node of a cluster. Doing so relieves the
primary node of potential memory pressures. For more information, see Cluster Mode Overview
in the Apache Spark documentation.

« Change the Livy timeout from the default of one hour to six hours as in the following example
configuration.

{
"classification":"livy-conf",
"Properties":{
"livy.server.session.timeout":"6h",
"livy.spark.deploy-mode":"cluster"
}
}

» Create diverse instance fleets with up to 30 instances, and select multiple instance types in your
Spot Instance fleet. For example, you might specify the following memory-optimized instance
types for Spark workloads: r5.2x, r5.4x, r5.8x, r5.12x, r5.16x, r4.2x, r4.4x, r4.8x, r4.12, etc. For
more information, see Configure instance fleets.

» Use the capacity-optimized allocation strategy for Spot Instances to help Amazon EMR make
effective instance selections based on real-time capacity insights from Amazon EC2. For more
information, see Allocation strategy for instance fleets.

« Enable managed scaling on your cluster. Set the maximum core nodes parameter to the
minimum persistent capacity that you plan to use, and configure scaling on a well-diversified
task fleet that runs on Spot Instances to save on costs. For more information, see Using managed

scaling in Amazon EMR.

We also urge you to keep Amazon EMR Block Public Access enabled, and that to restrict inbound
SSH traffic to trusted sources. Inbound access to a cluster lets users run notebooks on the cluster.
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For more information, see Using Amazon EMR block public access and Control network traffic with

security groups.

Amazon EMR on EKS Clusters

In addition to EMR clusters running on Amazon EC2, you can set up and manage Amazon EMR
on EKS clusters for EMR Studio using the AWS CLI. Set up Amazon EMR on EKS clusters using the
following guidelines:

» Create a managed HTTPS endpoint for the Amazon EMR on EKS cluster. Users attach a
Workspace to a managed endpoint. The Amazon Elastic Kubernetes Service (EKS) cluster that
you use to register a virtual cluster must have a private subnet to support managed endpoints.

» Use an Amazon EKS cluster with at least one private subnet and network address translation
(NAT) when you want to use publicly-hosted Git repositories.

» Avoid using Amazon EKS optimized Arm Amazon Linux AMIs, which aren't supported for Amazon
EMR on EKS managed endpoints.

« Avoid using AWS Fargate-only Amazon EKS clusters, which aren't supported.

Configure Amazon EMR Studio

This section is for EMR Studio administrators. It covers how to set up an EMR Studio for your team
and provides instructions for tasks such as assigning users and groups, setting up cluster templates,
and optimizing Apache Spark for EMR Studio.

Topics

« Administrator permissions to create and manage an EMR Studio

o Set up an Amazon EMR Studio

« Manage an Amazon EMR Studio

o Encrypting EMR Studio workspace notebooks and files

» Define security groups to control EMR Studio network traffic

o Create AWS CloudFormation templates for Amazon EMR Studio

 Establish access and permissions for Git-based repositories

o Optimize Spark jobs in EMR Studio

Configure EMR Studio 60


https://docs.aws.amazon.com/eks/latest/userguide/eks-optimized-ami.html#arm-ami

Amazon EMR Management Guide

Administrator permissions to create and manage an EMR Studio

The IAM permissions described on this page permit you to create and manage an EMR Studio. For
detailed information about each required permission, see Permissions required to manage an EMR
Studio.

Permissions required to manage an EMR Studio

The following table lists the operations related to creating and managing an EMR Studio. The table
also displays the permissions needed for each operation.

(@ Note

You only need IAM Identity Center and Studio SessionMapping actions when you use IAM
Identity Center authentication mode.

Permissions to create and manage an EMR Studio

Operation Permissions

Create a Studio "elasticmapreduce:CreateStudio",

"sso:CreateApplication",
"sso:PutApplicationAuthentic
ationMethod",
"sso:PutApplicationGrant",
"sso:PutApplicationAccessScope",
"sso:PutApplicationAssignmentConfi
guration",

"iam:PassRole"

Describe a Studio "elasticmapreduce:DescribeStudio",

"sso:GetManagedApplicationInstance"

List Studios "elasticmapreduce:ListStudios"

Delete a Studio "elasticmapreduce:DeleteStudio",

"sso:DeleteApplication",
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Operation

Permissions

"sso:DeleteApplicationAuthentica
tionMethod",
"sso:DeleteApplicationAccessScope",
"sso:DeleteApplicationGrant"”

Additional permissions required when you use IAM Identity Center mode

Assign users or groups to a Studio

Retrieve Studio assignment details for a
specific user or group

"elasticmapreduce:CreateStudioSessio
nMapping",

"sso:GetProfile",
"sso:ListDirectoryAssociations",
"sso:ListProfiles",
"sso:AssociateProfile",
"sso-directory:SearchUsers",
"sso-directory:SearchGroups",
"sso-directory:DescribeUser",
"sso-directory:DescribeGroup",
"sso:ListInstances",
"sso:CreateApplicationAssignment",
"sso:DescribeInstance",
"organizations:DescribeOrga
nization",
"organizations:ListDelegatedAdmini
strators",

"sso:CreatelInstance",
"sso:DescribeRegisteredRegions",
"sso:GetSharedSsoConfiguration",

iam:ListPolicies"

"sso-directory:SearchUsers",
"sso-directory:SearchGroups",
"sso-directory:DescribeUser",
"sso-directory:DescribeGroup",
"sso:DescribeApplication”,
"elasticmapreduce:GetStudioSessio
nMapping"

Administrator permissions to create an EMR Studio

62



Amazon EMR Management Guide

Operation Permissions

List all users and groups assigned to a Studio "elasticmapreduce:ListStudioSession!

appings"

Update the session policy attached to a user "sso-directory:SearchUsers",

"sso-directory:SearchGroups",
"sso-directory:DescribeUser",
"sso-directory:DescribeGroup",
"sso:DescribeApplication”,
"sso:DescribeInstance",
"elasticmapreduce:UpdateStu
dioSessionMapping"

or group assigned to a Studio

Remove a user or group from a Studio "elasticmapreduce:DeleteStudioSessio

nMapping",
"sso-directory:SearchUsers",
"sso-directory:SearchGroups",
"sso-directory:DescribeUser",
"sso-directory:DescribeGroup",
"sso:ListDirectoryAssociations",
sso:GetProfile",
sso:DescribeApplication",
sso:DescribeInstance",

"sso:ListProfiles",
"sso:DisassociateProfile",
sso:DeleteApplicationAssignment",

sso:ListApplicationAssignments"

To create a policy with admin permissions for EMR Studio

1. Follow the instructions in Creating IAM policies to create a policy using one of the following
examples. The permissions you need depend on your authentication mode for EMR Studio.

Insert your own values for these items:

» Replace <your-resource-ARN> to specify the Amazon Resource Name (ARN) of the
object or objects that the statement covers for your use cases.
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» Replace <region> with the code of the AWS Region where you plan to create the Studio.
» Replace <aws-account_id> with the ID of the AWS account for the Studio.

» Replace <EMRStudio-Service-Role> and <EMRStudio-User-Role> with the names of
your EMR Studio service role and EMR Studio user role.

Example Example policy: Admin permissions when you use IAM authentication mode

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Resource": "arn:aws:elasticmapreduce:<region>:<aws-account-id>:studio/
xn
"Action": [
"elasticmapreduce:CreateStudio",
"elasticmapreduce:DescribeStudio",
"elasticmapreduce:DeleteStudio"
]
},
{
"Effect": "Allow",
"Resource": "<your-resource-ARN>",
"Action": [
"elasticmapreduce:ListStudios"
]
b
{
"Effect": "Allow",
"Resource": [
"arn:aws:iam: :<aws-account-id>:role/<EMRStudio-Service-Role>"
1,
"Action": "iam:PassRole"
}
]
}
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Example Example policy: Admin permissions when you use IAM Identity Center
authentication mode

® Note

Identity Center and Identity Center directory APIs don't support specifying an ARN
in the resource element of an 1AM policy statement. To allow access to IAM Identity
Center and IAM Identity Center Directory, the following permissions specify all
resources, "Resource":"*", for IAM Identity Center actions. For more information, see
Actions, resources, and condition keys for IAM Identity Center Directory.

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Resource": "arn:aws:elasticmapreduce:<region>:<aws-account-id>:studio/
x
"Action": [
"elasticmapreduce:CreateStudio",
"elasticmapreduce:DescribeStudio",
"elasticmapreduce:DeleteStudio",
"elasticmapreduce:CreateStudioSessionMapping",
"elasticmapreduce:GetStudioSessionMapping",
"elasticmapreduce:UpdateStudioSessionMapping",
"elasticmapreduce:DeleteStudioSessionMapping"

"Effect": "Allow",

"Resource": "<your-resource-ARN>",

"Action": [
"elasticmapreduce:ListStudios",
"elasticmapreduce:ListStudioSessionMappings"

"Effect": "Allow",
"Resource": [
"arn:aws:iam: :<aws-account-id>:role/<EMRStudio-Service-Role>",
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"arn:aws:iam: :<aws-account-id>:role/<EMRStudio-User-Role>"

1,

"Action":

"Effect":

"iam:PassRole"

"Allow",

"Resource": "*",

"Action":

Sso:
"sso:

Sso:
"sso:

Sso:
"sso:

Sso:
"sso:

Sso
"sso:

Sso:
"sso:

Sso
"sso:

Sso:
"sso:
"sso
"sso:
"

Sso:
"sso:

"sso-
"sso-
"sso-
"sso-

[
CreateApplication",
PutApplicationAuthenticationMethod",
PutApplicationGrant",
PutApplicationAccessScope",
PutApplicationAssignmentConfiguration",
DescribeApplication",
DeleteApplication",
DeleteApplicationAuthenticationMethod",

:DeleteApplicationAccessScope",

DeleteApplicationGrant",
ListInstances",
CreateApplicationAssignment",

:DeleteApplicationAssignment",

ListApplicationAssignments",
DescribeInstance",
AssociateProfile",

:DisassociateProfile",

GetProfile",
ListDirectoryAssociations",
ListProfiles",
directory:SearchUsers",
directory:SearchGroups",
directory:DescribeUser",
directory:DescribeGroup",

"organizations:DescribeOrganization",
"organizations:ListDelegatedAdministrators",

"sso:
"sso:
"sso:
"iam:

CreatelInstance",
DescribeRegisteredRegions",
GetSharedSsoConfiguration",
ListPolicies"
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2. Attach the policy to your IAM identity (user, role, or group). For instructions, see Adding and
removing IAM identity permissions.

Set up an Amazon EMR Studio

Complete the following steps to set up an Amazon EMR Studio.

Before you start

(@ Note

If you plan to use EMR Studio with Amazon EMR on EKS, we recommend that you first set
up Amazon EMR on EKS for EMR Studio before you set up a Studio.

Before you set up an EMR Studio, make sure you have the following items:

« An AWS account. For instructions, see Setting up Amazon EMR.

« Permissions to create and manage an EMR Studio. For more information, see the section called

“Administrator permissions to create an EMR Studio”.

« An Amazon S3 bucket where EMR Studio can back up the Workspaces and notebook files in your
Studio. For instructions, see Creating a bucket in the Amazon Simple Storage Service (S3) User
Guide.

« If you want to attach to an Amazon EMR on EC2 or Amazon EMR on EKS cluster, or use Git
repositories, you need an Amazon Virtual Private Cloud (VPC) for the Studio, and a maximum of
five subnets. You don't need a VPC to use EMR Studio with EMR Serverless. For tips on how to
configure networking, see VPC and subnet best practices.

To set up an EMR Studio

1. Choose an authentication mode for Amazon EMR Studio

2. Create the following Studio resources.

+ Create an EMR Studio service role

« Configure EMR Studio user permissions for Amazon EC2 or Amazon EKS

» (Optional) Define security groups to control EMR Studio network traffic.
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3. Create an EMR Studio

4. Assign a user or group to an EMR Studio

After you complete the setup steps, you can Use an Amazon EMR Studio.

Choose an authentication mode for Amazon EMR Studio

EMR Studio supports two authentication modes: IAM authentication mode and IAM Identity Center
authentication mode. IAM mode uses AWS ldentity and Access Management (IAM), while IAM
Identity Center mode uses AWS IAM Identity Center. When you create an EMR Studio, you choose
the authentication mode for all users of that Studio. For more information about the different
authentication modes, see Authentication and user login.

Use the following table to choose an authentication mode for EMR Studio.

If you are... We recommend...

Already familiar with or have previously set up  IAM authentication mode, which offers the

IAM authentication or federation following benefits:

» Provides quick setup for EMR Studio if you
already manage identities such as users and
groups in IAM.

» Works with identity providers that are
compatible with OpenID Connect (OIDC)
or Security Assertion Markup Language 2.0
(SAML 2.0).

« Supports using multiple identity providers
with the same AWS account.

» Available in a wide number of AWS Regions.
o Compliant with SOC 2.

New to AWS or Amazon EMR IAM Identity Center authentication mode,
which provides the following features:

« Supports easy user and group assignment to
AWS resources.
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If you are... We recommend...

» Works with Microsoft Active Directory and
SAML 2.0 identity providers.

« Facilitates multi-account federation setup so
that you don't have to separately configure
federation for each AWS account in your
organization.

Set up IAM authentication mode for Amazon EMR Studio

With IAM authentication mode, you can use either IAM authentication or IAM federation. IAM
authentication lets you manage IAM identities such as users, groups, and roles in IAM. You grant
users access to a Studio with IAM permissions policies and attribute-based access control (ABAC).
IAM federation lets you establish trust between a third-party identity provider (IdP) and AWS so
that you can manage user identities through your IdP.

(® Note

If you already use IAM to control access to AWS resources, or if you've already configured
your identity provider (IdP) for IAM, see User permissions for IAM authentication mode to
set user permissions when you use IAM authentication mode for EMR Studio.

Use IAM federation for Amazon EMR Studio

To use IAM federation for EMR Studio, you create a trust relationship between your AWS account
and your identity provider (IdP) and enable federated users to access the AWS Management
Console. The steps you take to create this trust relationship differ depending on your IdP's
federation standard.

In general, you complete the following tasks to configure federation with an external IdP. For
complete instructions, see Enabling SAML 2.0 federated users to access the AWS Management
Console and Enabling custom identity broker access to the AWS Management Console in the AWS
Identity and Access Management User Guide.

1. Gather information from your IdP. This usually means generating a metadata document to
validate SAML authentication requests from your IdP.
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2. Create an identity provider IAM entity to store information about your IdP. For instructions, see
Creating IAM identity providers.

3. Create one or more IAM roles for your IdP. EMR Studio assigns a role to a federated user when
the user logs in. The role permits your IdP to request temporary security credentials for access
to AWS. For instructions, see Creating a role for a third-party identity provider (federation). The

permissions policies that you assign to the role determine what federated users can do in AWS
and in an EMR Studio. For more information, see User permissions for IAM authentication mode.

4. (For SAML providers) Complete the SAML trust by configuring your IdP with information about
AWS and the roles that you want federated users to assume. This configuration process creates
relying party trust between your IdP and AWS. For more information, see Configuring your SAML

2.0 IdP with relying party trust and adding claims.

To configure an EMR Studio as a SAML application in your IdP portal

You can configure a particular EMR Studio as a SAML application using a deep link to the Studio.
Doing so lets users log in to your IdP portal and launch a specific Studio instead of navigating
through the Amazon EMR console.

« Use the following format to configure a deep link to your EMR Studio as a landing URL after
SAML assertion verification.

https://console.aws.amazon.com/emr/home?region=<aws-region>#studio/<your-studio-
id>/start

Set up IAM Identity Center authentication mode for Amazon EMR Studio

To prepare AWS IAM Identity Center for EMR Studio, you must configure your identity source and
provision users and groups. Provisioning is the process of making user and group information
available for use by IAM Identity Center and by applications that use IAM Identity Center. For more
information, see User and group provisioning.

EMR Studio supports using the following identity providers for IAM Identity Center:

« AWS Managed Microsoft AD and self-managed Active Directory — For more information, see
Connect to your Microsoft AD directory.

« SAML-based providers - For a full list, see Supported identity providers.
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« The IAM Identity Center directory — For more information, see Manage identities in IAM Identity

Center.

To set up IAM Identity Center for EMR Studio
1. To set up IAM Identity Center for EMR Studio, you need the following:

« A management account in your AWS organization if you use multiple accounts in your
organization.

® Note

You should only use your management account to enable IAM Identity Center and
provision users and groups. After you set up IAM Identity Center, use a member
account to create an EMR Studio and assign users and groups. To learn more about
AWS terminology, see AWS Organizations terminology and concepts.

« If you enabled IAM Identity Center before November 25, 2019, you might have to enable
applications that use IAM Identity Center for the accounts in your AWS organization. For
more information, see Enable IAM Identity Center-integrated applications in AWS accounts.

« Make sure that you have the prerequisites listed on the IAM Identity Center prerequisites
page.
2. Follow the instructions in Enable IAM Identity Center to enable IAM Identity Center in the AWS
Region where you want to create the EMR Studio.

3. Connect IAM Identity Center to your identity provider and provision the users and groups that
you want to assign to the Studio.

If you use... Do this...

A Microsoft AD Directory 1. Follow the instructions in Connect to your
Microsoft AD directory to connect your
self-managed Active Directory or AWS
Managed Microsoft AD directory using
AWS Directory Service.

2. To provision users and groups for IAM
Identity Center, you can sync identity
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If you use...

An external identity provider

The IAM Identity Center directory

Do this...

data from your source AD to IAM Identity
Center. You can sync identities from your
source AD in many ways. One way is to
assign AD users or groups to an AWS
account in your organization. For instructi
ons, see Single sign-on.

Synchronization can take up to two
hours. After you complete this step,
synced users and groups appear in your
Identity Store.

(® Note

Users and groups don't appear
in your Identity Store until you
synchronize user and group
information or use just-in-time
(JIT) user provisioning. For more
information, see Provisioning
when users come from Active

Directory.

3. (Optional) After you sync AD users and
groups, you can remove their access to
your AWS account that you configured
in the previous step. For instructions, see
Remove user access.

Follow the instructions in Connect to your

external identity provider.

When you create users and groups in IAM
Identity Center, provisioning is automatic.
For more information, see Manage identities
in IAM Identity Center.
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You can now assign users and groups from your Identity Store to an EMR Studio. For instructions,
see Assign a user or group to an EMR Studio.

Create an EMR Studio service role
About the EMR Studio service role

Each EMR Studio uses an IAM role with permissions that let the Studio interact with other AWS
services. This service role must include permissions that allow EMR Studio to establish a secure
network channel between Workspaces and clusters, to store notebook files in Amazon S3 Control,
and to access the AWS Secrets Manager while linking a Workspace to a Git repository.

Use the Studio service role (instead of session policies) to define all Amazon S3 access permissions
for storing notebook files, and to define AWS Secrets Manager access permissions.

How to create a service role for EMR Studio on Amazon EC2 or Amazon EKS

1. Follow the instructions in Creating a role to delegate permissions to an AWS service to create
the service role with the following trust policy.

/A Important

The following trust policy includes the aws : SourceArn and aws : SourceAccount
global condition keys to limit the permissions that you give EMR Studio to particular
resources in your account. Doing so can protect you against the confused deputy

problem.

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "elasticmapreduce.amazonaws.com"
},
"Action": "sts:AssumeRole",
"Condition": {
"StringEquals": {
"aws:SourceAccount": "<account-id>"
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3,
"ArnLike": {
"aws:SourceArn": "arn:aws:elasticmapreduce:<region>:<account-id>:*"

2. Remove the default role permissions. Then, include the permissions from the following sample
IAM permissions policy. Alternatively, you can create a custom policy that uses the EMR Studio
service role permissions.

/A Important

» For Amazon EC2 tag-based access control with to work with EMR Studio, you
must set access for the ModifyNetworkInterfaceAttribute API as shown the
following policy.

« For EMR Studio to work with the service role, you must not change the following
statements: AllowAddingEMRTagsDuringDefaultSecurityGroupCreation
and AllowAddingTagsDuringEC2ENICreation.

« To use the example policy, you must tag the following resources with the key "fox-
use-with-amazon-emr-managed-policies" and value "true".

e Your Amazon Virtual Private Cloud (VPC) for EMR Studio.
« Each subnet that you want to use with the Studio.

« Any custom EMR Studio security groups. You must tag any security groups that
you created during the EMR Studio preview period if you want to continue to use
them.

» Secrets maintained in AWS Secrets Manager that Studio users use to link Git
repositories to a Workspace.

You can apply tags to resources using the Tags tab on the relevant resource screen in
the AWS Management Console.

Where applicable, change the * in "Resource": " *" in the following policy to specify the
Amazon Resource Name (ARN) of the resources that the statement covers for your use case.
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"Version": "2012-10-17",
"Statement": [
{

"Sid": "AllowEMRReadOnlyActions",

"Effect": "Allow",

"Action": [
"elasticmapreduce:ListInstances",
"elasticmapreduce:DescribeCluster",
"elasticmapreduce:ListSteps"

1,

"Resource": "*"

"Sid": "AllowEC2ENIActionsWithEMRTags",

"Effect": "Allow",

"Action": [
"ec2:CreateNetworkInterfacePermission",
"ec2:DeleteNetworkInterface"

1,

"Resource": [
"arn:aws:ec2:*:*:network-interface/*"

1,

"Condition": {

"StringEquals": {

"aws:ResourceTag/for-use-with-amazon-emr-managed-policies":

"Sid": "AllowEC2ENIAttributeAction",

"Effect": "Allow",

"Action": [
"ec2:ModifyNetworkInterfaceAttribute"

1,

"Resource": [
"arn:aws:ec2:*:*:instance/*",

arn:aws:ec2:*:*:network-interface/*",
"arn:aws:ec2:*:*:security-group/*"

"Sid": "AllowEC2SecurityGroupActionsWithEMRTags",

Iltruell
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"Effect": "Allow",

"Action": [
"ec2:AuthorizeSecurityGroupEgress",
"ec2:AuthorizeSecurityGroupIngress",
"ec2:RevokeSecurityGroupEgress",
"ec2:RevokeSecurityGroupIngress",
"ec2:DeleteNetworkInterfacePermission"

1,

"Resource": "*",

"Condition": {

"StringEquals": {

"aws:ResourceTag/for-use-with-amazon-emr-managed-policies":

"Sid": "AllowDefaultEC2SecurityGroupsCreationWithEMRTags",
"Effect": "Allow",
"Action": [
"ec2:CreateSecurityGroup"
1,
"Resource": [
"arn:aws:ec2:*:*:security-group/*"
1,
"Condition": {
"StringEquals": {
"aws:RequestTag/for-use-with-amazon-emr-managed-policies":

"Sid": "AllowDefaultEC2SecurityGroupsCreationInVPCWithEMRTags",

"Effect": "Allow",

"Action": [
"ec2:CreateSecurityGroup"

1,

"Resource": [
"arn:aws:ec2:*:*:vpc/*"

1,

"Condition": {
"StringEquals": {

"aws:ResourceTag/for-use-with-amazon-emr-managed-policies":

"true"

Iltruell
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"Sid": "AllowAddingEMRTagsDuringDefaultSecurityGroupCreation",
"Effect": "Allow",
"Action": [
"ec2:CreateTags"
1,
"Resource": "arn:aws:ec2:*:*:security-group/*",
"Condition": {
"StringEquals": {
"aws:RequestTag/for-use-with-amazon-emr-managed-policies": "true",
"ec2:CreateAction": "CreateSecurityGroup"

"Sid": "AllowEC2ENICreationWithEMRTags",
"Effect": "Allow",
"Action": [
"ec2:CreateNetworkInterface"
1,
"Resource": [
"arn:aws:ec2:*:*:network-interface/*"
1,
"Condition": {
"StringEquals": {
"aws:RequestTag/for-use-with-amazon-emr-managed-policies": "true"

"Sid": "AllowEC2ENICreationInSubnetAndSecurityGroupWithEMRTags",
"Effect": "Allow",
"Action": [
"ec2:CreateNetworkInterface"
1,
"Resource": [
"arn:aws:ec2:*:*:subnet/*",
"arn:aws:ec2:*:*:security-group/*"
1,
"Condition": {
"StringEquals": {
"aws:ResourceTag/for-use-with-amazon-emr-managed-policies": "true"
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"Sid": "AllowAddingTagsDuringEC2ENICreation",
"Effect": "Allow",
"Action": [

"ec2:CreateTags"
1,
"Resource": "arn:aws:ec2:*:*:network-interface/*",
"Condition": {

"StringEquals": {

"ec2:CreateAction": "CreateNetworkInterface"

"Sid": "AllowEC2ReadOnlyActions",

"Effect": "Allow",

"Action": [
"ec2:DescribeSecurityGroups",
"ec2:DescribeNetworkInterfaces",

"ec2:DescribeTags",

ec2:DescribeInstances",
"ec2:DescribeSubnets",
"ec2:DescribeVpcs"

1,

"Resource": "*"

"Sid": "AllowSecretsManagerReadOnlyActionsWithEMRTags",
"Effect": "Allow",
"Action": [

"secretsmanager:GetSecretValue"
1,
"Resource": "arn:aws:secretsmanager:*:*:secret:*",
"Condition": {

"StringEquals": {

"aws:ResourceTag/for-use-with-amazon-emr-managed-policies":

"Sid": "AllowWorkspaceCollaboration",
"Effect": "Allow",

"true"
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"Action": [
"iam:GetUser",

iam:GetRole",

iam:ListUsers",
"iam:ListRoles",
"sso:GetManagedApplicationInstance",
"sso-directory:SearchUsers"

1,

"Resource'": "*"

3. Give your service role read and write access to your Amazon S3 location for EMR Studio.
Use the following minimum set of permissions. For more information, see the Amazon S3:
Allows read and write access to objects in an S3 Bucket, programmatically and in the console

example.

"s3:PutObject",

"s3:GetObject",
"s3:GetEncryptionConfiguration",
"s3:ListBucket",
"s3:DeleteObject"

If you encrypt your Amazon S3 bucket, include the following permissions for AWS Key
Management Service.

"kms:Decrypt",
"kms:GenerateDataKey",
"kms:ReEncryptFrom",
"kms:ReEncryptTo",
"kms:DescribeKey"

4. If you want to control access to Git secrets at user level, add tag-based permissions to
secretsmanager:GetSecretValue in the EMR Studio user role policy, and remove
permissions to secretsmanager :GetSecretValue policy from the EMR Studio service role
policy. For more information on setting fine-grained user permissions, see Create permissions

policies for EMR Studio users.
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Minimum service role for EMR Serverless

If you want to run interactive workloads with EMR Serverless through EMR Studio notebooks, use
the same trust policy that you use to set up EMR Studio in the previous section, How to create a

service role for EMR Studio on Amazon EC2 or Amazon EKS.

For your IAM policy, the minimum viable policy has permissions as follows. Update bucket -
name with the name of the bucket that you plan to use when you configure your EMR Studio and

Workspace. EMR Studio uses the bucket back up the Workspaces and notebook files in your Studio.

If you plan to use an encrypted Amazon S3 bucket, add the following permissions on your policy:

"kms:

"kms

"kms:
"kms:

"Version": "2012-10-17",
"Statement": [

{

"Sid": "ObjectActions",

"Effect": "Allow",

"Action": [
"s3:PutObject",
"s3:GetObject",
"s3:DeleteObject"

1,

"Resource": ["arn:aws:s3:::bucket-name/*"]

"Sid": "BucketActions",
"Effect": "Allow",
"Action": [
"s3:ListBucket",
"s3:GetEncryptionConfiguration"
1,

"Resource": ["arn:aws:s3:::bucket-name"]

Decrypt",
:GenerateDataKey",
"kms:ReEncryptFrom",
ReEncryptTo",

DescribeKey"
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EMR Studio service role permissions
The following table lists the operations that EMR Studio performs using the service role, along with
the IAM actions required for each operation.

Operation Actions

Establish a secure network channel "ec2:CreateNetworkInterface",

between a Workspace and an EMR "ec2:CreateNetworkInterfacePermission",
cluster, and perform necessary "ec2:DeleteNetworkInterface",
cleanup actions. "ec2:DeleteNetworkInterfacePermission",

ec2:DescribeNetworkInterfaces",
"ec2:ModifyNetworkInterfaceAttribute",
"ec2:AuthorizeSecurityGroupEgress",
"ec2:AuthorizeSecurityGroupIngress",
"ec2:CreateSecurityGroup",
"ec2:DescribeSecurityGroups",
"ec2:RevokeSecurityGroupEgress",
"ec2:DescribeTags",
"ec2:DescribeInstances",
"ec2:DescribeSubnets",
"ec2:DescribeVpcs",
"elasticmapreduce:ListInstances",
"elasticmapreduce:DescribeCluster"”,

"elasticmapreduce:ListSteps"

Use Git credentials stored in
AWS Secrets Manager to link Git
repositories to a Workspace.

"secretsmanager:GetSecretValue"

Apply AWS tags to the network
interface and default security
groups that EMR Studio creates
while setting up the secure network

"ec2:CreateTags"

channel. For more information, see
Tagging AWS resources.

Access or upload notebook files and "$3:PutObject”,
metadata to Amazon S3. "s3:GetObject",

"s3:GetEncryptionConfiguration",
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Operation

Enable and configure Workspace
collaboration.

Encrypt EMR Studio workspace

notebooks and files using customer
managed keys (CMK) with AWS Key
Management Service

Actions

"s3:ListBucket",
"s3:DeleteObject"

If you use an encrypted Amazon S3 bucket, include the

following permissions.

"kms:Decrypt",
"kms:GenerateDataKey",
"kms:ReEncryptFrom",
"kms:ReEncryptTo",
"kms:DescribeKey"

"iam:GetUser",

"iam:GetRole",

"iam:ListUsers",

"iam:ListRoles",
"sso:GetManagedApplicationInstance",
"sso-directory:SearchUsers"

"kms:Decrypt",
"kms:GenerateDataKey",
"kms:ReEncryptFrom",
"kms:ReEncryptTo",
"kms:DescribeKey"

Configure EMR Studio user permissions for Amazon EC2 or Amazon EKS

You must configure user permissions policies for Amazon EMR Studio so that you can set fine-

grained user and group permissions. For information about how user permissions work in EMR

Studio, see Access control in How Amazon EMR Studio works.
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® Note
The permissions covered in this section don't enforce data access control. To manage access
to input datasets, you should configure permissions for the clusters that your Studio uses.
For more information, see Security in Amazon EMR.

Create an EMR Studio user role for IAM Identity Center authentication mode

You must create an EMR Studio user role when you use IAM Identity Center authentication mode.

To create a user role for EMR Studio

1. Follow the instructions in Creating a role to delegate permissions to an AWS service in the AWS
Identity and Access Management User Guide to create a user role.

When you create the role, use the following trust relationship policy.

"Version": "2008-10-17",
"Statement": [

{
"Effect": "Allow",
"Principal": {
"Service": "elasticmapreduce.amazonaws.com"
1,
"Action": [
"sts:AssumeRole",
"sts:SetContext"
]
}

2. Remove the default role permissions and policies.

3. Before you assign users and groups to a Studio, attach your EMR Studio session policies to the
user role. For instructions on how to create session policies, see Create permissions policies for
EMR Studio users.
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Create permissions policies for EMR Studio users
Refer to the following sections to create permissions policies for EMR Studio.

Topics

Create the permissions policies

Set ownership for Workspace collaboration

Create user-level Git secrets policy

Attach the permissions policy to your IAM identity

(® Note

To set Amazon S3 access permissions for storing notebook files, and to set AWS Secrets
Manager access permissions to read secrets when you link Workspaces to Git repositories,
use the EMR Studio service role.

Create the permissions policies

Create one or more IAM permissions policies that specify what actions a user can take in your
Studio. For example, you can create three separate policies for basic, intermediate, and advanced
Studio user types with the example policies on this page.

For a breakdown of each Studio operation that a user might perform, and the minimum IAM
actions that are required to perform each operation, see AWS Identity and Access Management

permissions for EMR Studio users. For steps to create the policies, see Creating IAM policies in the
IAM User Guide.

Your permissions policy must include the following statements.

{
"Sid": "AllowAddingTagsOnSecretsWithEMRStudioPrefix",
"Effect": "Allow",
"Action": "secretsmanager:TagResource",
"Resource": "arn:aws:secretsmanager:*:*:secret:emr-studio-*"
1,
{
"Sid": "AllowPassingServiceRoleForWorkspaceCreation",
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"Action": "iam:PassRole",
"Resource": [
"arn:aws:iam::*:role/your-emr-studio-service-role"

1,
"Effect": "Allow"

Set ownership for Workspace collaboration

Workspace collaboration lets multiple users work simultaneously in the same Workspace and

can be configured with the Collaboration panel in the Workspace Ul. In order to see and use the
Collaboration panel, a user must have the following permissions. Any user with these permissions
can see and use the Collaboration panel.

"elasticmapreduce:UpdateEditor",
"elasticmapreduce:PutWorkspaceAccess",
"elasticmapreduce:DeleteWorkspaceAccess",
"elasticmapreduce:ListWorkspaceAccessIdentities"

To restrict access to the Collaboration panel, you can use tag-based access control. When a user
creates a Workspace, EMR Studio applies a default tag with a key of creatorUserId whose value
is the ID of the user creating the Workspace.

(@ Note

EMR Studio adds the creatorUserId tag to Workspaces created after November

16, 2021. To restrict who can configure collaboration for workspaces that you created
before this date, we recommend that you manually add the creatorUserId tag to your
Workspace, and then use tag-based access control in your user permissions policies.

The following example statement allows a user to configure collaboration for any Workspace with
the tag key creatorUserId whose value matches the user's ID (indicated by the policy variable
aws :userId). In other words, the statement lets a user configure collaboration for the Workspaces
that they create. To learn more about policy variables, see IAM policy elements: Variables and tags
in the IAM User Guide.

"Sid": "UserRolePermissionsForCollaboration",
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"Action": [
"elasticmapreduce:UpdateEditor",
"elasticmapreduce:PutWorkspaceAccess",
"elasticmapreduce:DeleteWorkspaceAccess",
"elasticmapreduce:ListWorkspaceAccessIdentities"

1,

"Resource": "*",

"Effect": "Allow",

"Condition": {
"StringEquals": {

"elasticmapreduce:ResourceTag/creatorUserId": "${aws:userid}"

Create user-level Git secrets policy

Topics

« To use user-level permissions

» To transition from service-level permissions to user-level permissions

« To use service-level permissions

To use user-level permissions

EMR Studio automatically adds the for-use-with-amazon-emr-managed-user-policies tag
when it creates Git secrets. If you want to control access to Git secrets at the user level, add tag-
based permissions to the EMR Studio user role policy with secretsmanager:GetSecretValue
as shown in the To transition from service-level permissions to user-level permissions section

below.

If you have existing permissions for secretsmanager:GetSecretValue in the EMR Studio
service role policy, you should remove those permissions.

To transition from service-level permissions to user-level permissions

(® Note

The for-use-with-amazon-emr-managed-user-policies tag ensures that the
permissions from Step 1 below grant the creator of the workspace access to the Git secret.
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However, if you linked Git repositories before September 1, 2023, then the corresponding
Git secrets will be denied access because they don't have the for-use-with-amazon-
emr-managed-user-policies tag applied. To apply user-level permissions, you must
recreate the old secrets from JupyterLab and link the appropriate Git repositories again.
For more information about policy variables, see IAM policy elements: Variables and tags in
the IAM User Guide.

1. Add the following permissions to the the EMR Studio user role policy. It uses the for-use-

with-amazon-emr-managed-user-policies key with value "${aws:userid}".

{
"Sid": "AllowSecretsManagerReadOnlyActionsWithEMRTags",
"Effect": "Allow",
"Action": "secretsmanager:GetSecretValue",
"Resource": "arn:aws:secretsmanager:*:*:secret:*",
"Condition": {
"StringEquals": {
"secretsmanager:ResourceTag/for-use-with-amazon-emr-managed-user-
policies": "${aws:userid}"
}
}
}

2. If present, remove the following permission from the EMR Studio service role policy. Because

the service role policy applies to all secrets defined by each user, you only need to do this one
time.

"Sid": "AllowSecretsManagerReadOnlyActionsWithEMRTags",
"Effect": "Allow",
"Action": [
"secretsmanager:GetSecretValue"
1,
"Resource": "arn:aws:secretsmanager:*:*:secret:*",
"Condition": {
"StringEquals": {
"aws:ResourceTag/for-use-with-amazon-emr-managed-policies": "true"
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To use service-level permissions

As of September 1, 2023, EMR Studio automatically adds the for-use-with-amazon-emr-
managed-user-policies tag for user-level access control. Because this is an added capability,
you can continue to use service-level access that's available through the GetSecretValue
permission in the EMR Studio service role.

For secrets created before September 1, 2023, EMR Studio didn't add the for-use-with-
amazon-emr-managed-user-policies tag. To keep using service-level permissions, simply
retain your existing EMR Studio service role and user role permissions. However, to restrict who

can access an individual secret, we recommend that you follow the steps in To use user-level
permissions to manually add the for-use-with-amazon-emr-managed-user-policies tag
to your secrets, and then use tag-based access control in your user permissions policies.

For more information about policy variables, see IAM policy elements: Variables and tags in the IAM
User Guide.

Attach the permissions policy to your IAM identity

The following table summarizes which IAM identity you attach a permissions policy to, depending
on your EMR Studio authentication mode. For instructions on how to attach a policy, see Adding
and removing IAM identity permissions.

If you use... Attach the policy to...

IAM authentication Your IAM identities (users, groups of users, or
roles). For example, you can attach a permissio
ns policy to a user in your AWS account.

IAM federation with an external identity The IAM role or roles that you create for your
provider (IdP) external IdP. For example, an IAM for SAML 2.0
federation.

EMR Studio uses the permissions that you
attach to your IAM role(s) for users with
federated access to a Studio.

IAM Identity Center Your Amazon EMR Studio user role.
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Example user policies

The following basic user policy allows most EMR Studio actions, but does not let a user create new
Amazon EMR clusters.

Basic policy

/A Important

The example policy does not include the CreateStudioPresignedUrl permission, which
you must allow for a user when you use IAM authentication mode. For more information,

see Assign a user or group to an EMR Studio.

The example policy includes Condition elements to enforce tag-based access control (TBAC) so
that you can use the policy with the example service role for EMR Studio. For more information, see
Create an EMR Studio service role.

"Version":"2012-10-17",
"Statement": [

{

"Sid":"AllowDefaultEC2SecurityGroupsCreationInVPCWithEMRTags",
"Effect":"Allow",
"Action":[
"ec2:CreateSecurityGroup"
1,
"Resource": [
"arn:aws:ec2:*:*:vpc/*"
1,
"Condition":({
"StringEquals":{
"aws:ResourceTag/for-use-with-amazon-emr-managed-policies

. Iltruell

"Sid":"AllowAddingEMRTagsDuringDefaultSecurityGroupCreation",
"Effect":"Allow",
"Action": [

"ec2:CreateTags"

]I
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"Resource":"arn:aws:ec2:*:*:security-group/*",
"Condition":{

"StringEquals":{
"aws:RequestTag/for-use-with-amazon-emr-managed-policies":"true",
"ec2:CreateAction":"CreateSecurityGroup"

}

}
I
{
"Sid":"AllowSecretManagerListSecrets",
"Action": [
"secretsmanager:ListSecrets"
1,
"Resource":"*",
"Effect":"Allow"
I
{
"Sid":"AllowSecretCreationWithEMRTagsAndEMRStudioPrefix",
"Effect":"Allow",
"Action":"secretsmanager:CreateSecret",
"Resource":"arn:aws:secretsmanager:*:*:secret:emr-studio-*",
"Condition":{

"StringEquals":{
"aws:RequestTag/for-use-with-amazon-emr-managed-policies":"true"

}

}
},
{
"Sid":"AllowAddingTagsOnSecretsWithEMRStudioPrefix",
"Effect":"Allow",
"Action":"secretsmanager:TagResource",
"Resource":"arn:aws:secretsmanager:*:*:secret:emr-studio-*"
},
{
"Sid":"AllowPassingServiceRoleForWorkspaceCreation",
"Action":"iam:PassRole",
"Resource": [
"arn:aws:iam::*:role/<your-emr-studio-service-role>"
1,
"Effect":"Allow"
},
{

"Sid":"AllowS3ListAndLocationPermissions",
"Action":[
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"s3:ListAl1MyBuckets",

"s3:ListBucket",

"s3:GetBucketLocation"
1,
"Resource":"arn:aws:s3:::*",
"Effect":"Allow"

"Sid":"AllowS3ReadOnlyAccessTolLogs",

"Action":[
"s3:GetObject"

1,

"Resource": [
"arn:aws:s3:::aws-logs-<aws-account-id>-<region>/elasticmapreduce/*"

1,

"Effect":"Allow"

"Sid":"AllowConfigurationForWorkspaceCollaboration",
"Action":[
"elasticmapreduce:UpdateEditor",
"elasticmapreduce:PutWorkspaceAccess",
"elasticmapreduce:DeleteWorkspaceAccess",
"elasticmapreduce:ListWorkspaceAccessIdentities"
1,
"Resource":"*",
"Effect":"Allow",
"Condition":{
"StringEquals":{
"elasticmapreduce:ResourceTag/creatorUserId":"${aws:userId}"

"Sid":"DescribeNetwork",

"Effect":"Allow",

"Action": [
"ec2:DescribeVpcs",
"ec2:DescribeSubnets",
"ec2:DescribeSecurityGroups"

]I

"Resource":"*"
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"Sid":"ListIAMRoles",
"Effect":"Allow",
"Action": [

"iam:ListRoles"
1,
"Resource":"*"
}
]
}

The following intermediate user policy allows most EMR Studio actions, and lets a user create new

Amazon EMR clusters using a cluster template.

Intermediate policy

/A Important

The example policy does not include the CreateStudioPresignedUrl permission, which

you must allow for a user when you use IAM authentication mode. For more information,

see Assign a user or group to an EMR Studio.

The example policy includes Condition elements to enforce tag-based access control (TBAC) so

that you can use the policy with the example service role for EMR Studio. For more information, see

Create an EMR Studio service role.

"Version":"2012-10-17",
"Statement": [
{

"Sid":"AllowEMRBasicActions",

"Action": [

"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:
:DeleteEditor",

"elasticmapreduce

"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:

CreateEditor",
DescribeEditor",
ListEditors",
StartEditor",
StopEditor",

OpenEditorInConsole",
AttachEditor",
DetachEditor",
CreateRepository",
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"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:
"elasticmapreduce:

]I

"Resource":"*",
"Effect":"Allow"

DescribeRepository",
DeleteRepository",
ListRepositories",
LinkRepository",
UnlinkRepository",
DescribeCluster",
ListInstanceGroups",
ListBootstrapActions",
ListClusters",

ListSteps",
CreatePersistentAppUI",
DescribePersistentAppUI",
GetPersistentAppUIPresignedURL",
GetOnClusterAppUIPresignedURL"

"Sid":"AllowEMRContainersBasicActions",

"Action": [

"emr-containers:DescribeVirtualCluster",
"emr-containers:ListVirtualClusters",
"emr-containers:DescribeManagedEndpoint",
"emr-containers:ListManagedEndpoints",
"emr-containers:DescribeJobRun",
"emr-containers:ListJobRuns"

1,

"Resource":"*",
"Effect":"Allow"

"Sid": "AllowRetrievingManagedEndpointCredentials",

"Effect": "Allow",
"Action": [

"emr-containers:GetManagedEndpointSessionCredentials"

]I

"Resource": [

"arn:aws:emr-containers:<region>:<account-id>:/virtualclusters/<virtual-
cluster-id>/endpoints/<managed-endpoint-id>"

1,
"Condition": {
"StringEquals":

{

"emr-containers:ExecutionRoleArn": [
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"arn:aws:iam: :<account-id>:role/<emr-on-eks-execution-role>"

"Sid":"AllowSecretManagerListSecrets",

"Action":[
"secretsmanager:ListSecrets"”

1,

"Resource":"*",

"Effect":"Allow"

"Sid":"AllowSecretCreationWithEMRTagsAndEMRStudioPrefix",
"Effect":"Allow",

"Action":"secretsmanager:CreateSecret",
"Resource":"arn:aws:secretsmanager:*:*:secret:emr-studio-*",
"Condition":{
"StringEquals":{
"aws:RequestTag/for-use-with-amazon-emr-managed-policies"

"Sid":"AllowAddingTagsOnSecretsWithEMRStudioPrefix",
"Effect":"Allow",
"Action":"secretsmanager:TagResource",

"Resource":"arn:aws:secretsmanager:*:*:secret:emr-studio-*"

"Sid":"AllowClusterTemplateRelatedIntermediateActions",

"Action": [
"servicecatalog:DescribeProduct",
"servicecatalog:DescribeProductView",
"servicecatalog:DescribeProvisioningParameters",
"servicecatalog:ProvisionProduct",
"servicecatalog:SearchProducts",
"servicecatalog:UpdateProvisionedProduct",
"servicecatalog:ListProvisioningArtifacts",
"servicecatalog:ListLaunchPaths",
"servicecatalog:DescribeRecord",
"cloudformation:DescribeStackResources"

1,

"true"
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"Resource":"*",
"Effect":"Allow"
},
{
"Sid":"AllowPassingServiceRoleForWorkspaceCreation",
"Action":"iam:PassRole",
"Resource": [
"arn:aws:iam::*:role/<your-emr-studio-service-role>"
1,
"Effect":"Allow"
},
{
"Sid":"AllowS3ListAndLocationPermissions",
"Action":[
"s3:ListAl1MyBuckets",
"s3:ListBucket",
"s3:GetBucketLocation"
1,
"Resource":"arn:aws:s3:::*",
"Effect":"Allow"
},
{
"Sid":"AllowS3ReadOnlyAccessTolLogs",
"Action":[
"s3:GetObject"
1,
"Resource": [
"arn:aws:s3:::aws-logs-<aws-account-id>-<region>/elasticmapreduce/*"
1,
"Effect":"Allow"
},
{

"Sid":"AllowConfigurationForWorkspaceCollaboration",
"Action":[
"elasticmapreduce:UpdateEditor",
"elasticmapreduce:PutWorkspaceAccess",
"elasticmapreduce:DeleteWorkspaceAccess",
"elasticmapreduce:ListWorkspaceAccessIdentities"
1,
"Resource":"*",
"Effect":"Allow",
"Condition":{
"StringEquals":{

"elasticmapreduce:ResourceTag/creatorUserId":"${aws

:userId}"
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"Sid":"DescribeNetwork",

"Effect":"Allow",

"Action": [
"ec2:DescribeVpcs",
"ec2:DescribeSubnets",
"ec2:DescribeSecurityGroups"

]I

"Resource":"*"

"Sid":"ListIAMRoles",

"Effect":"Allow",

"Action": [
"iam:ListRoles"

]I

"Resource":"*"

"Sid": "AllowServerlessActions",

"Action": [
"emr-serverless:CreateApplication",
"emr-serverless:UpdateApplication",
"emr-serverless:DeleteApplication”,
"emr-serverless:ListApplications",
"emr-serverless:GetApplication",
"emr-serverless:StartApplication",
"emr-serverless:StopApplication",
"emr-serverless:StartJobRun",
"emr-serverless:CancelJobRun",
"emr-serverless:ListJobRuns",
"emr-serverless:GetJobRun",
"emr-serverless:GetDashboardForJobRun",
"emr-serverless:AccessInteractiveEndpoints"

1,

"Resource": "*",

"Effect": "Allow"

}I

"Sid": "AllowPassingRuntimeRoleForRunningServerlessJob",
"Action": "iam:PassRole",
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"Resource": "arn:aws:iam::*:role/serverless-runtime-role",
"Effect": "Allow"

The following advanced user policy allows all EMR Studio actions, and lets a user create new
Amazon EMR clusters using a cluster template or by providing a cluster configuration.

Advanced policy

/A Important

The example policy does not include the CreateStudioPresignedUrl permission, which
you must allow for a user when you use IAM authentication mode. For more information,
see Assign a user or group to an EMR Studio.

The example policy includes Condition elements to enforce tag-based access control (TBAC) so
that you can use the policy with the example service role for EMR Studio. For more information, see
Create an EMR Studio service role.

"Version":"2012-10-17",
"Statement": [
{

"Sid":"AllowEMRBasicActions",

"Action": [
"elasticmapreduce:CreateEditor",
"elasticmapreduce:DescribeEditor",
"elasticmapreduce:ListEditors",
"elasticmapreduce:StartEditor",
"elasticmapreduce:StopEditor",
"elasticmapreduce:DeleteEditor",
"elasticmapreduce:0OpenEditorInConsole",
"elasticmapreduce:AttachEditor",
"elasticmapreduce:DetachEditor",
"elasticmapreduce:CreateRepository",
"elasticmapreduce:DescribeRepository",
"elasticmapreduce:DeleteRepository",
"elasticmapreduce:ListRepositories",
"elasticmapreduce:LinkRepository",
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"elasticmapreduce:UnlinkRepository",
"elasticmapreduce:DescribeCluster",
"elasticmapreduce:ListInstanceGroups",
"elasticmapreduce:ListBootstrapActions",
"elasticmapreduce:ListClusters",
"elasticmapreduce:ListSteps",
"elasticmapreduce:CreatePersistentAppUI",
"elasticmapreduce:DescribePersistentAppUI",
"elasticmapreduce:GetPersistentAppUIPresignedURL",
"elasticmapreduce:GetOnClusterAppUIPresignedURL"

1,

"Resource":"*",

"Effect":"Allow"

I
{
"Sid":"AllowEMRContainersBasicActions",
"Action": [
"emr-containers:DescribeVirtualCluster",
"emr-containers:ListVirtualClusters",
"emr-containers:DescribeManagedEndpoint",
"emr-containers:ListManagedEndpoints",
"emr-containers:DescribeJobRun",
"emr-containers:ListJobRuns"
1,
"Resource":"*",
"Effect":"Allow"
},
{

"Sid": "AllowRetrievingManagedEndpointCredentials",
"Effect": "Allow",
"Action": [

"emr-containers:GetManagedEndpointSessionCredentials"
1,
"Resource": [

"arn:aws:emr-containers:<region>:<account-id>:/virtualclusters/<virtual-

cluster-id>/endpoints/<managed-endpoint-id>"

1,
"Condition": {

"StringEquals": {

"emr-containers:ExecutionRoleArn": [
"arn:aws:iam: :<account-id>:role/<emr-on-eks-execution-role>"
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}I
{

}I
{

"Sid":"AllowSecretManagerListSecrets",

"Action":[
"secretsmanager:ListSecrets"”

1,

"Resource":"*",

"Effect":"Allow"

"Sid":"AllowSecretCreationWithEMRTagsAndEMRStudioPrefix",
"Effect":"Allow",

"Action":"secretsmanager:CreateSecret",
"Resource":"arn:aws:secretsmanager:*:*:secret:emr-studio-*",
"Condition":{
"StringEquals":{
"aws:RequestTag/for-use-with-amazon-emr-managed-policies"

"Sid":"AllowAddingTagsOnSecretsWithEMRStudioPrefix",
"Effect":"Allow",
"Action":"secretsmanager:TagResource",

"Resource":"arn:aws:secretsmanager:*:*:secret:emr-studio-*"

"Sid":"AllowClusterTemplateRelatedIntermediateActions",

"Action": [
"servicecatalog:DescribeProduct",
"servicecatalog:DescribeProductView",
"servicecatalog:DescribeProvisioningParameters",
"servicecatalog:ProvisionProduct",
"servicecatalog:SearchProducts",
"servicecatalog:UpdateProvisionedProduct",
"servicecatalog:ListProvisioningArtifacts",
"servicecatalog:ListLaunchPaths",
"servicecatalog:DescribeRecord",
"cloudformation:DescribeStackResources"

1,

"Resource":"*",

"Effect":"Allow"

"true"
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"Sid":"AllowEMRCreateClusterAdvancedActions",
"Action":[
"elasticmapreduce:RunJobFlow"
1,
"Resource":"*",
"Effect":"Allow"

"Sid":"AllowPassingServiceRoleForWorkspaceCreation",

"Action":"iam:PassRole",

"Resource": [
"arn:aws:iam::*:role/<your-emr-studio-service-role>",
"arn:aws:iam::*:role/EMR_DefaultRole_V2",
"arn:aws:iam::*:role/EMR_EC2_DefaultRole"

1,

"Effect":"Allow"

"Sid":"AllowS3ListAndLocationPermissions",
"Action":[

"s3:ListAl1MyBuckets",

"s3:ListBucket",

"s3:GetBucketLocation"
1,
"Resource":"arn:aws:s3:::*",
"Effect":"Allow"

"Sid":"AllowS3ReadOnlyAccessTolLogs",
"Action":[

"s3:GetObject"
1,

"Resource": [

"arn:aws:s3:::aws-logs-<aws-account-id>-<region>/elasticmapreduce/*"

1,
"Effect":"Allow"

"Sid":"AllowConfigurationForWorkspaceCollaboration",
"Action":[
"elasticmapreduce:UpdateEditor",
"elasticmapreduce:PutWorkspaceAccess",
"elasticmapreduce:DeleteWorkspaceAccess",
"elasticmapreduce:ListWorkspaceAccessIdentities"
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1,
"Resource":"*",
"Effect":"Allow",
"Condition":{
"StringEquals":{
"elasticmapreduce:ResourceTag/creatorUserId":"${aws:userId}"

}

}

},
{

"Sid" : "SageMakerDataWranglerForEMRStudio",

"Effect" : "Allow",

"Action" : [
"sagemaker:CreatePresignedDomainUrl",
"sagemaker:DescribeDomain",
"sagemaker:ListDomains",
"sagemaker:ListUserProfiles"

1,

"Resource":"*"

I
{

"Sid":"DescribeNetwork",

"Effect":"Allow",

"Action":[

"ec2:DescribeVpcs",
"ec2:DescribeSubnets",
"ec2:DescribeSecurityGroups"

1,

"Resource":"*"

I
{

"Sid":"ListIAMRoles",

"Effect":"Allow",

"Action":[

"iam:ListRoles"

1,

"Resource":"*"

I
{

"Sid": "AllowServerlessActions",

"Action": [
"emr-serverless:CreateApplication”,
"emr-serverless:UpdateApplication",
"emr-serverless:DeleteApplication”,
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"emr-serverless:ListApplications",
"emr-serverless:GetApplication",
"emr-serverless:StartApplication",
"emr-serverless:StopApplication",
"emr-serverless:StartJobRun",
"emr-serverless:CancelJobRun",
"emr-serverless:ListJobRuns",
"emr-serverless:GetJobRun",
"emr-serverless:GetDashboardForJobRun",
"emr-serverless:AccessInteractiveEndpoints"

1,

"Resource": "*",

"Effect": "Allow"

"Sid": "AllowPassingRuntimeRoleForRunningServerlessJob",
"Action": "iam:PassRole",

"Resource": "arn:aws:iam::*:role/serverless-runtime-role"
"Effect": "Allow"

"Sid": "AllowCodeWhisperer",

"Effect": "Allow",

"Action": [ "codewhisperer:GenerateRecommendations" ],
"Resource": "*"

"Sid": "AllowAthenaSQL",

"Action": [
"athena:StartQueryExecution",
"athena:StopQueryExecution",
"athena:GetQueryExecution",
"athena:GetQueryRuntimeStatistics",
"athena:GetQueryResults",
"athena:ListQueryExecutions",
"athena:BatchGetQueryExecution",
"athena:GetNamedQuery",
"athena:ListNamedQueries",
"athena:BatchGetNamedQuery",
"athena:UpdateNamedQuery",
"athena:DeleteNamedQuery",
"athena:ListDataCatalogs",
"athena:GetDataCatalog",
"athena:ListDatabases",

Set up an Amazon EMR Studio

102



Amazon EMR Management Guide

"athena:GetDatabase",
"athena:ListTableMetadata",
"athena:GetTableMetadata",
"athena:ListWorkGroups",
"athena:GetWorkGroup",
"athena:CreateNamedQuery",
"athena:GetPreparedStatement",
"glue:CreateDatabase",
"glue:DeleteDatabase",
"glue:GetDatabase",
"glue:GetDatabases",
"glue:UpdateDatabase",
"glue:CreateTable",
"glue:DeleteTable",
"glue:BatchDeleteTable",
"glue:UpdateTable",
"glue:GetTable",
"glue:GetTables",
"glue:BatchCreatePartition",
"glue:CreatePartition",
"glue:DeletePartition",
"glue:BatchDeletePartition",
"glue:UpdatePartition",
"glue:GetPartition",
"glue:GetPartitions",
"glue:BatchGetPartition",
"kms:ListAliases",
"kms:ListKeys",
"kms:DescribeKey",
"lakeformation:GetDataAccess",
"s3:GetBucketLocation",
"s3:GetBucketLocation",
"s3:GetObject",
"s3:ListBucket",
"s3:ListBucketMultipartUploads",
"s3:ListMultipartUploadParts",
"s3:AbortMultipartUpload",
"s3:PutObject",
"s3:PutBucketPublicAccessBlock",
"s3:ListAl1MyBuckets"

1,

"Resource": "*",

"Effect": "Allow"
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]

The following user policy contains the minimum user permissions that are required to use an EMR
Serverless interactive application with EMR Studio Workspaces.

EMR Serverless interactive policy

In this example policy that has user permissions for EMR Serverless interactive applications with
EMR Studio, replace the placeholders for serverless-runtime-role and emr-studio-
service-role with your correct EMR Studio service role and EMR Serverless runtime role.

"Version": "2012-10-17",
"Statement": [
{

"Sid": "AllowServerlessActions",

"Action": [
"emr-serverless:CreateApplication",
"emr-serverless:UpdateApplication",
"emr-serverless:DeleteApplication”,
"emr-serverless:ListApplications",
"emr-serverless:GetApplication",
"emr-serverless:StartApplication",
"emr-serverless:StopApplication",
"emr-serverless:StartJobRun",
"emr-serverless:CancelJobRun",
"emr-serverless:ListJobRuns",
"emr-serverless:GetJobRun",
"emr-serverless:GetDashboardForJobRun",
"emr-serverless:AccessInteractiveEndpoints"

1,

"Resource": "*",

"Effect": "Allow"

"Sid": "AllowEMRBasicActions",

"Action": [
"elasticmapreduce:CreateEditor",
"elasticmapreduce:DescribeEditor",
"elasticmapreduce:ListEditors",
"elasticmapreduce:UpdateStudio",
"elasticmapreduce:StartEditor",
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"elasticmapreduce:StopEditor",
"elasticmapreduce:DeleteEditor",
"elasticmapreduce:0OpenEditorInConsole",
"elasticmapreduce:AttachEditor",
"elasticmapreduce:DetachEditor",
"elasticmapreduce:CreateStudio",
"elasticmapreduce:DescribeStudio",
"elasticmapreduce:DeleteStudio",
"elasticmapreduce:ListStudios",
"elasticmapreduce:CreateStudioPresignedUrl"

1,

"Resource": "*",

"Effect": "Allow"

"Sid": "AllowPassingRuntimeRoleForRunningEMRServerlessJob",
"Action": "iam:PassRole",

"Resource": "arn:aws:iam::*:role/serverless-runtime-role",
"Effect": "Allow"

"Sid": "AllowPassingServiceRoleForWorkspaceCreation",
"Action": "iam:PassRole",

"Resource": "arn:aws:iam::*:role/emr-studio-service-role",
"Effect": "Allow"

"Sid": "AllowS3ListAndGetPermissions",

"Action": [
"s3:ListAl1MyBuckets",
"s3:ListBucket",
"s3:GetBucketLocation",
"s3:GetObject"

1,

"Resource": "arn:aws:s3:::*",

"Effect": "Allow"

"Sid":"DescribeNetwork",

"Effect":"Allow",

"Action": [
"ec2:DescribeVpcs",

ec2:DescribeSubnets",

"ec2:DescribeSecurityGroups
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]I

"Resource":"*"

},

{
"Sid": "ListIAMRoles",
"Effect": "Allow",
"Action": [

"iam:ListRoles"

1,
"Resource": "*"

}

AWS Identity and Access Management permissions for EMR Studio users

The following table includes each Amazon EMR Studio operation that a user might perform, and
lists the minimum IAM actions needed to perform that operation. You allow these actions in your
IAM permissions policies (when you use IAM authentication) or in your user role session policies
(when you use 1AM Identity Center authentication) for EMR Studio.

The table also displays the operations allowed in each of example permissions policy for EMR
Studio. For more information about the example permissions policies, see Create permissions
policies for EMR Studio users.

Action Basic Intermed Advancec Associated actions
ate
Create and delete Yes Yes Yes " .
elasticmapreduce:
Workspaces CreateEditor",
"elasticmapreduce:Describe
Editor",
"elasticmapreduce:

ListEditors",
"elasticmapreduce:DeleteEd

itor"
View the Collaboration Yes Yes Yes " .
elasticmapreduce:
panel, enable Workspace UpdateEditor",

collaboration, and add
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Action Basic Intermed Advancec Associated actions
ate
collaborators. For more "elasticmapreduce:Put
information, see Set WorkspaceAccess",
"elasticmapreduce:

ownership for Workspace

- DeleteWorkspaceAccess",
EQHQQEEEEEE]- "elasticmapreduce:Lis
tWorkspaceAccessId

entities"

See a list of Amazon S3 Yes Yes Yes "s3:ListAllMyBuckets",
Control storage buckets "s3:ListBucket",

in the same account as "s3:GetBucketLocation",
the Studio when creating "s3:GetObject"

a new EMR cluster, and
access container logs
when using a web Ul to
debug applications

Access Workspaces Yes Yes Yes " .
elasticmapreduce:

DescribeEditor",
"elasticmapreduce:ListEdit
ors",
"elasticmapreduce:Sta
rtEditor",
"elasticmapreduce:StopEdit
or",
"elasticmapreduce:Open

EditorInConsole"
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Action Basic

Attach or detach existing Yes
Amazon EMR clusters

associated with the

Workspace

Attach or detach Amazon Yes
EMR on EKS clusters

Intermed Advancec Associated actions

ate

Yes

Yes

Yes

Yes

"elasticmapreduce:
AttachEditor",
"elasticmapreduce:Det
achEditor",
"elasticmapreduce:ListCl
usters",
"elasticmapreduce:
DescribeCluster",
"elasticmapreduce:
ListInstanceGroups",
"elasticmapreduce:ListBo
otstrapActions"

"elasticmapreduce:
AttachEditor",
"elasticmapreduce:DetachEd
itor",
"emr-containers:List
VirtualClusters",
"emr-containers:DescribeVi
rtualCluster",
"emr-containers:ListM
anagedEndpoints",
"emr-containers:De
scribeManagedEndpoint",
"emr-containers:GetMa
nagedEndpointSessi
onCredentials"
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Action Basic Intermed Advancec Associated actions
ate
Attach or detach EMR No Yes Yes

Serverless applications
that are associated with
the Workspace

"elasticmapreduce:
AttachEditor",
"elasticmapreduce:Det
achEditor",
"emr-serverless:GetAppli
cation",
"emr-serverless:St
artApplication",
"emr-serverless:Lis
tApplications",
"emr-serverless:GetD
ashboardForJobRun",
"emr-serverless:AccessInt
eractiveEndpoints",
"iam:PassRole"

The PassRole permission

is required to pass the EMR
Serverless job runtime role.
For more information, see Job

runtime roles in the Amazon EMR

Serverless User Guide.
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Action

Debug Amazon EMR on
EC2 jobs with persistent
application user interfaces

Debug Amazon EMR on
EC2 jobs with on-cluster
application user interfaces

Debug Amazon EMR on
EKS job runs using the
Spark History Server

Basic

Yes

Yes

Yes

Intermed Advancec Associated actions

ate

Yes

Yes

Yes

Yes

Yes

Yes

"elasticmapreduce:
CreatePersistentAppUI",
"elasticmapreduce:Des
cribePersistentAppUI",
"elasticmapreduce:GetP
ersistentAppUIPres
ignedURL",
"elasticmapreduce:ListClu
sters",
"elasticmapreduce:L
istSteps",
"elasticmapreduce:Describ
eCluster",
"s3:ListBucket",
"s3:GetObject"

"elasticmapreduce:
GetOnClusterAppUIP
resignedURL"

"elasticmapreduce:
CreatePersistentAppUI",
"elasticmapreduce:Des
cribePersistentAppUI",
"elasticmapreduce:GetP
ersistentAppUIPres
ignedURL",
"emr-containers:ListVirtu
alClusters",
"emr-containers:Describ
eVirtualCluster",
"emr-containers:Li
stJobRuns",
"emr-containers:Describe
JobRun",
"s3:ListBucket",
"s3:GetObject"
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Action Basic Intermed Advancec Associated actions
ate
Create and delete Git Yes Yes Yes " .
- elasticmapreduce:
repositories CreateRepository",

"elasticmapreduce:DeleteRe
pository",
"elasticmapreduce:ListRep
ositories",
"elasticmapreduce:Descri
beRepository",
"secretsmanager:Creat
eSecret",
"secretsmanager:ListSecret

S,
"secretsmanager:TagReso
urce"
Link and unlink Git Yes Yes Yes " .
o elasticmapreduce:
repositories LinkRepository",

"elasticmapreduce:U
nlinkRepository",
"elasticmapreduce:
ListRepositories",
"elasticmapreduce:Describe
Repository"
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Action Basic Intermed Advancec Associated actions

ate

Create new clusters No Yes
from predefined cluster
templates

Provide a cluster No No
configuration to create
new clusters.

Assign a user to a Studio No No

when you use IAM

authentication mode.

Yes

Yes

No

"servicecatalog:Se
archProducts",
"servicecatalog:DescribePr
oduct",
"servicecatalog:Des
cribeProductView",
"servicecatalog:DescribePr
ovisioningParameters",
"servicecatalog:Provis
ionProduct",
"servicecatalog:UpdateP
rovisionedProduct",
"servicecatalog:ListProvi
sioningArtifacts",
"servicecatalog:DescribeRe
cord",
"servicecatalog:List
LaunchPaths",
"cloudformation:Descri
beStackResources",
"elasticmapreduce:ListClus
ters",
"elasticmapreduce:De
scribeCluster"

"elasticmapreduce:
RunJobFlow",
"iam:PassRole",
"elasticmapreduce:ListClu
sters",
"elasticmapreduce:D
escribeCluster"

"elasticmapreduce:
CreateStudioPresignedUrl"
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Action

Describe network objects.

Basic

Yes

Intermed Advancec Associated actions

ate
Yes Yes (
"Version": "2012-10-
17",
"Statement": [
{
"Sid": "Describe
Network",
"Effect":
"Allow",
"Action": [
"ec2:Desc
ribeVpcs",
"ec2:Desc
ribeSubnets",
"ec2:Desc
ribeSecurityGroups"
1,
"Resource": "*"

Set up an Amazon EMR Studio



Amazon EMR Management Guide

Action Basic Intermed Advancec Associated actions
ate
List IAM roles. Yes Yes Yes C
"Version": "2012-10-
7™
"Statement": [
{
"Sid": "ListIAMR
oles",
"Effect":
"Allow",
"Action": [
"iam:List
Roles"
15
"Resource": "*"
}
]
}

Connect to EMR Studio No No Yes
from Amazon SageMaker

"sagemaker:CreateP
resignedDomainUrl",
Studio and use the Data "sagemaker:DescribeDomain

Wrangler visual interface. ,
"sagemaker:ListDomains",

"sagemaker:ListUserProfile
SII

Use Amazon CodeWhisp No No Yes

: - "codewhisperer:Gen
erer in your EMR Studio. erateRecommendations"
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Action Basic Intermed Advancec Associated actions
ate
Access Amazon Athena No No Yes

SQL editor from your EMR
Studio. This list might
not include all of the

permissions that you need
to use all Athena features.
For the most up-to-dat

e list, see the Athena full

access policy.

"athena:StartQuery
Execution",
"athena:StopQueryExecuti
on",
"athena:GetQueryExecut
ion",
"athena:GetQueryRunti
meStatistics",
"athena:GetQueryResults",
"athena:ListQueryExecu
tions",
"athena:BatchGetQue
ryExecution",
"athena:GetNamedQuery",
"athena:ListNamedQueries"

’

"athena:BatchGetNamedQuer
y",
"athena:UpdateNamedQuer
y",
"athena:DeleteNamedQuer
y",
"athena:ListDataCatalog
s",
"athena:GetDataCatalog",
"athena:ListDatabases",
"athena:GetDatabase",
"athena:ListTableMetadat
a",
"athena:GetTableMetadat
a",
"athena:ListWorkGroups",
"athena:GetWorkGroup",
"athena:CreateNamedQ

uery",
"athena:GetPreparedS
tatement",

"glue:CreateDatabase",
"glue:DeleteDatabase",
"glue:GetDatabase",
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Action

Basic Intermed Advancec Associated actions

ate

"glue:GetDatabases",
"glue:UpdateDatabase",
"glue:CreateTable",
"glue:DeleteTable",
"glue:BatchDeleteTable",
"glue:UpdateTable",
"glue:GetTable",
"glue:GetTables",
"glue:BatchCreatePar
tition",
"glue:CreatePartition",
"glue:DeletePartition",
"glue:BatchDeletePartiti
on",
"glue:UpdatePartition",
"glue:GetPartition",
"glue:GetPartitions",
"glue:BatchGetPartition",
"kms:ListAliases",
"kms:ListKeys",
"kms:DescribeKey",
"lakeformation:GetD
ataAccess",
"s3:GetBucketLocation",
"s3:GetBucketLocation",
"s3:GetObject",
"s3:ListBucket",
"s3:ListBucketMultipartU
ploads",
"s3:ListMultipartu
ploadParts",
"s3:AbortMultipartUploa
d",

"s3:PutObject",
"s3:PutBucketPublicAccess
Block",
"s3:ListAl1MyBuckets"
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Create an EMR Studio

You can create an EMR Studio for your team with the Amazon EMR console or the AWS CLI.
Creating a Studio instance is part of setting up Amazon EMR Studio.

(® Note

We've redesigned the Amazon EMR console to make it easier to use. See What's new with
the console? to learn about the differences between the old and new console experiences.

Prerequisites

Before you create a Studio, make sure you've completed the previous tasks in Set up an Amazon
EMR Studio.

To create a Studio using the AWS CLI, you should have the latest version installed. For more
information, see Installing or updating the latest version of the AWS CLI.

/A Important

Deactivate proxy management tools such as FoxyProxy or SwitchyOmega in the browser
before you create a Studio. Active proxies can result in a Network Failure error message
when you choose Create Studio.

Amazon EMR provides you with a simple console experience to create a Studio, so you can
quickly get started with the default settings. to run interactive workloads or batch jobs with the
default settings. Creating a EMR Studio also creates an EMR Serverless application ready for your
interactive jobs.

If you want full control over your Studio's settings, you can choose Custom, which lets you
configure all of the additional settings.

Interactive workloads
To create a EMR Studio for interactive workloads

1. Open the Amazon EMR console at https://console.aws.amazon.com/emr.
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2.

Under EMR Studio on the left navigation, choose Getting started. You can also create a
new Studio from the Studios page.

Amazon EMR provides default settings for you if you're creating a EMR Studio for
interactive workloads, but you can edit these settings. Configurable settings include
the EMR Studio's name, the S3 location for your Workspace, the service role to use, the
Workspace(s) you want to use, EMR Serverless application name, and the associated
runtime role.

Choose Create Studio and launch Workspace to finish and navigate to the Studios page.
Your new Studio appears in the list with details such as Studio name, Creation date, and
Studio access URL. Your Workspace opens in a new tab in your browser.

Batch jobs

To create a EMR Studio for interactive workloads

Open the Amazon EMR console at https://console.aws.amazon.com/emr.

Under EMR Studio on the left navigation, choose Getting started. You can also create a
new Studio from the Studios page.

Amazon EMR provides default settings for you if you're creating a EMR Studio for batch
jobs, but you can edit these settings. Configurable settings include the EMR Studio's name,
EMR Serverless application name, and the associated runtime role.

Choose Create Studio and launch Workspace to finish and navigate to the Studios page.
Your new Studio appears in the list with details such as Studio name, Creation date, and
Studio access URL. Your EMR Studio opens in a new tab in your browser.

Custom settings

To create a EMR Studio with custom settings

1.
2.

Open the Amazon EMR console at https://console.aws.amazon.com/emr.

Under EMR Studio on the left navigation, choose Getting started. You can also create a
new Studio from the Studios page.

Choose Create a Studio to open the Create a Studio page.
Enter a Studio name.

Choose to create a new S3 bucket or use an existing location.
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6. Choose the Workspace to add to the Studio. You can add up to 3 Workspaces.

7. Under Authentication, choose an authentication mode for the Studio and provide
information according to the following table. To learn more about authentication for EMR
Studio, see Choose an authentication mode for Amazon EMR Studio.

If you use...

IAM authentication or federation

IAM Identity Center authentication

Do this...

The default authentication method is AWS
Identity and Access Management (IAM).
At the bottom of the screen, you can also
add tags to give specific users access to
the Studio as described in Assign a user or

group to an EMR Studio.

If you want federated users to log in using
the Studio URL and credentials for your
identity provider (IdP), select your IdP
from the dropdown list, and enter your
Identity provider (IdP) login URL and
RelayState parameter name.

For a list of IdP authentication URLs and
RelayState names, see Identity provider

RelayState parameters and authentication
URLs.

Select your EMR Studio Service Role and
User Role. For more information, see
Create an EMR Studio service role and
Create an EMR Studio user role for IAM
Identity Center authentication mode.

When you use IAM Identity Center
(formerly AWS Single Sign On) authentic
ation for the Studio, you can choose to
streamline the sign-on experience for
users with the Enable trusted identity
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If you use...

Do this...

propagation option. With trusted identity
propagation, users can log in with their
Identity Center credentials and have their
identities propagated to downstream AWS
services when they use the Studio.

In the Application access section, you can
also specify whether all users and groups
in your ldentity Center should have access
to the Studio, or if only assigned users
and groups that you choose can access the
Studio.

For more information, see Integrate
Amazon EMR with AWS IAM Identity
Center, and also Trusted identity propagati

on across applications in the AWS IAM
Identity Center User Guide.

8. For VPC, choose an Amazon Virtual Private Cloud (VPC) for the Studio from the dropdown

list.

9. Under Subnets, select a maximum of five subnets in your VPC to associate with the Studio.
You have the option to add more subnets after you create the Studio.

10. For Security groups, choose either the default security groups or custom security groups.

For more information, see Define security groups to control EMR Studio network traffic.

If you choose...

The default EMR Studio security groups

Custom security groups for your Studio

Do this...

To enable Git-based repository linking
for the Studio, choose Enable clusters/
endpoints and Git repository. Otherwise
choose Enable clusters/endpoints.

« Under Cluster/endpoint security group,
select the engine security group that
you configured from the dropdown list.
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If you choose... Do this...

Your Studio uses this security group to
allow inbound access from attached
Workspaces.

« Under Workspace security group, select
the Workspace security group that you
configured from the dropdown list. Your
Studio uses this security group with
Workspaces to provide outbound access
to attached Amazon EMR clusters and
publicly hosted Git repositories.

11. Add tags to your Studio and other resources. For more information about tags, see Tag
clusters.

12. Choose Create Studio and launch Workspace to finish and navigate to the Studios page.
Your new Studio appears in the list with details such as Studio name, Creation date, and
Studio access URL.

After you create a Studio, follow the instructions in Assign a user or group to an EMR Studio.
CLI

(® Note

Linux line continuation characters (\) are included for readability. They can be removed
or used in Linux commands. For Windows, remove them or replace with a caret (*).

Example - Create an EMR Studio that uses IAM for authentication

The following example AWS CLI command creates an EMR Studio with IAM authentication
mode. When you use IAM authentication or federation for the Studio, you don't specify a - -
user-role.

To let federated users log in using the Studio URL and credentials for your identity provider
(IdP), specify your --idp-auth-url and --idp-relay-state-parameter-name. For a list
of IdP authentication URLs and RelayState names, see Identity provider RelayState parameters
and authentication URLs.

Set up an Amazon EMR Studio 121


https://docs.aws.amazon.com/emr/latest/ManagementGuide/emr-plan-tags.html
https://docs.aws.amazon.com/emr/latest/ManagementGuide/emr-plan-tags.html

Amazon EMR Management Guide

aws emr create-studio \

--name <example-studio-name> \

--auth-mode IAM \

--vpc-id <example-vpc-id> \

--subnet-ids <subnet-id-1> <subnet-id-2>... <subnet-id-5> \
--service-role <example-studio-service-role-name> \
--user-role studio-user-role-name \
--workspace-security-group-id <example-workspace-sg-id> \
--engine-security-group-id <example-engine-sg-id> \
--default-s3-location <example-s3-location> \
--idp-auth-url <https://EXAMPLE/1ogin/> \
--idp-relay-state-parameter-name <example-RelayState>

Example - Create an EMR Studio that uses Identity Center for authentication

The following AWS CLI example command creates an EMR Studio that uses IAM Identity Center
authentication mode. When you use 1AM Identity Center authentication, you must specify a - -
user-role.

For more information about IAM Identity Center authentication mode, see Set up |IAM Identity

Center authentication mode for Amazon EMR Studio.

aws emr create-studio \

--name <example-studio-name> \

--auth-mode SSO \

--vpc-id <example-vpc-id> \

--subnet-ids <subnet-id-1> <subnet-id-2>... <subnet-id-5> \
--service-role <example-studio-service-role-name> \
--user-role <example-studio-user-role-name> \
--workspace-security-group-id <example-workspace-sg-id> \
--engine-security-group-id <example-engine-sg-id> \
--default-s3-location <example-s3-location>
--trusted-identity-propagation-enabled \
--idc-user-assignment OPTIONAL \

--idc-instance-arn <iam-identity-center-instance-arn>

Example - CLI output for aws emr create-studio

The following is an example of the output that appears after you create a Studio.

StudioId: "es-123XXXXXXXXX",
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Url: "https://es-123XXXXXXXXX.emrstudio-prod.us-east-1.amazonaws.com"

For more information about the create-studio command, see AWS CLI Command Reference.

Identity provider RelayState parameters and authentication URLs

When you use IAM federation, and you want users to log in using your Studio URL and credentials
for your identity provider (IdP), you can specify your Identity provider (IdP) login URL and
RelayState parameter name when you Create an EMR Studio.

The following table shows the standard authentication URL and RelayState parameter name for

some popular identity providers.

Identity provider

AuthO

Google accounts

Microsoft Azure

Okta

PingFederate

PingOne

Parameter

RelayStat
e

RelayStat
e

RelayStat
e

RelayStat
e

TargetRes
ource

TargetRes
ource

Authentication URL

https://<sub_domain> .auth@.com/
samlp/<app_id>

https://accounts.google.com
/o/saml2/initsso?i

dpid= <idp_id>&spid=<sp_id>&forceaut
hn=false

https://myapps.microsoft.co
m/signin/ <app_name> /<app_id>?
tenantId= <tenant_id>

https://<sub_domain> .okta.com/
app/<app_name> /<app_id>/sso/saml

https://<host>/idp/<idp_id>/
startSS0.ping?PartnerSpld=
<sp_id>

https://sso.connect.pingide
ntity.com/sso/sp/initsso?sa
asid= <app_id>&idpid=<idp_id>
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Assign and manage EMR Studio users

After you create an EMR Studio, you can assign users and groups to it. The method you use to
assign, update, and remove users depends on the Studio authentication mode.

« When you use IAM authentication mode, you configure EMR Studio user assignment and
permissions in IAM or with IAM and your identity provider.

« With IAM Identity Center authentication mode, you use the Amazon EMR management console
or the AWS CLI to manage users.

To learn more about authentication for Amazon EMR Studio, see Choose an authentication mode
for Amazon EMR Studio.

Assign a user or group to an EMR Studio
IAM

When you use Set up IAM authentication mode for Amazon EMR Studio, you must allow the

CreateStudioPresignedUrl action in a user's IAM permissions policy and restrict the user
to a particular Studio. You can include CreateStudioPresignedUrl in your User permissions

for IAM authentication mode or use a separate policy.

To restrict a user to a Studio (or set of Studios), you can use attribute-based access control
(ABAC) or specify the Amazon Resource Name (ARN) of a Studio in the Resource element of
the permissions policy.

Example Assign a user to a Studio using a Studio ARN

The following example policy gives a user access to a particular EMR Studio by allowing the
CreateStudioPresignedUrl action and specifying the Studio's Amazon Resource Name
(ARN) in the Resource element.

"Version": "2012-10-17",
"Statement": [
{
"Sid": "AllowCreateStudioPresignedUrl",
"Effect": "Allow",
"Action": [
"elasticmapreduce:CreateStudioPresignedUrl"
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1,
"Resource": "arn:aws:elasticmapreduce:<region>:<account-
id>:studio/<studio-id>"

}

Example Assign a user to a Studio with ABAC for IAM authentication

There are multiple ways to configure attribute-based access control (ABAC) for a Studio. For
example, you might attach one or more tags to an EMR Studio, and then create an 1AM policy
that restricts the CreateStudioPresignedUrl action to a particular Studio or set of Studios
with those tags.

You can add tags during or after Studio creation. To add tags to an existing Studio, you can use
the AWS CLIemr add-tags command. The following example adds a tag with the key-value
pair Team = Data Analytics to an EMR Studio.

aws emr add-tags --resource-id <example-studio-id> --tags Team="Data Analytics"

The following example permissions policy allows the CreateStudioPresignedUrl action for
EMR Studios with the tag key-value pair Team = DataAnalytics. For more information about
using tags to control access, see Controlling access to and for a users and roles using tags or

Controlling access to AWS resources using tags.

"Version": "2012-10-17",
"Statement": [
{
"Sid": "AllowCreateStudioPresignedUrl",
"Effect": "Allow",
"Action": [
"elasticmapreduce:CreateStudioPresignedUrl"
1,
"Resource": "arn:aws:elasticmapreduce:<region>:<account-id>:studio/*",
"Condition": {
"StringEquals": {
"elasticmapreduce:ResourceTag/Team": "Data Analytics"
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Example Assign a user to a Studio using the aws:Sourceldentity global condition key

When you use IAM federation, you can use the global condition key aws : SourceIdentity ina
permissions policy to give users Studio access when they assume your IAM role for federation.

You must first configure your identity provider (IdP) to return an identifying string, such as

an email address or username, when a user authenticates and assumes your 1AM role for
federation. IAM sets the global condition key aws : SourceIdentity to the identifying string
returned by your IdP.

For more information, see the How to relate IAM role activity to corporate identity blog post in
the AWS Security Blog and the aws:Sourceldentity entry in the global condition keys reference.

The following example policy allows the CreateStudioPresignedUrl action and gives users
with an aws:SourcelIdentity that matches the <example-source-identity> access to
the EMR Studio specified by <example-studio-arn>.

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": "elasticmapreduce:CreateStudioPresignedUrl",
"Resource": "<example-studio-arn>",
"Condition": {
"StringlLike": {
"aws:Sourceldentity": "<example-source-identity>"
}
}
}
]
}

IAM Ildentity Center

When you assign a user or group to an EMR Studio, you specify a session policy that defines
fine-grained permissions, such as the ability to create a new EMR cluster, for that user or group.
Amazon EMR stores these session policy mappings. You can update a user or group's session
policy after assignment.
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® Note

The final permissions for a user or group is an intersection of the permissions defined
in your EMR Studio user role and the permissions defined in the session policy for that
user or group. If a user belongs to more than one group assigned to the Studio, EMR
Studio uses a union of permissions for that user.

To assign users or groups to an EMR Studio using the Amazon EMR console

1. Navigate to the new Amazon EMR console and select Switch to the old console from
the side navigation. For more information on what to expect when you switch to the old
console, see Using the old console.

2. Choose EMR Studio from the left navigation.

3. Choose your Studio name from the Studios list, or select the Studio and choose View
details, to open the Studio detail page.

4. Choose Add Users to see the Users and Groups search table.

5. Select the Users tab or the Groups tab, and enter a search term in the search bar to find a
user or group.

6. Select one or more users or groups from the search results list. You can switch back and
forth between the Users tab and the Groups tab.

7. After you select users and groups to add to the Studio, choose Add. You should see the
users and groups appear in the Studio users list. It might take a few seconds for the list to
refresh.

8. Follow the instructions in Update permissions for a user or group assigned to a Studio to
refine the Studio permissions for a user or group.

To assign a user or group to an EMR Studio using the AWS CLI

Insert your own values for the following create-studio-session-mapping arguments. For
more information about the create-studio-session-mapping command, see the AWS CL/
Command Reference.

e --studio-id - The ID of the Studio you want to assign the user or group to. For instructions
on how to retrieve a Studio ID, see View Studio details.
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e --identity-name - The name of the user or group from the Identity Store. For more
information, see UserName for users and DisplayName for groups in the Identity Store API
Reference.

o --identity-type - Use either USER or GROUP to specify the identity type.

« --session-policy-arn-The Amazon Resource Name (ARN) for the session policy you
want to associate with the user or group. For example, arn:aws:iam: : <aws-account-
id>:policy/EMRStudio_Advanced_User_Policy. For more information, see Create
permissions policies for EMR Studio users.

aws emr create-studio-session-mapping \
--studio-id <example-studio-id> \
--identity-name <example-identity-name> \
--identity-type <USER-or-GROUP> \
--session-policy-arn <example-session-policy-arn>

(® Note

Linux line continuation characters (\) are included for readability. They can be removed
or used in Linux commands. For Windows, remove them or replace with a caret (*).

Use the get-studio-session-mapping command to verify the new assignment. Replace
<example-identity-name> with the IAM Identity Center name of the user or group that you
updated.

aws emr get-studio-session-mapping \
--studio-id <example-studio-id> \
--identity-type <USER-or-GROUP> \
--identity-name <user-or-group-name> \

Update permissions for a user or group assigned to a Studio

IAM

To update user or group permissions when you use IAM authentication mode, use IAM to
change the IAM permissions policies attached to your IAM identities (users, groups, or roles).
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For more information, see User permissions for IAM authentication mode.

IAM Identity Center
To update EMR Studio permissions for a user or group using the console

1. Navigate to the new Amazon EMR console and select Switch to the old console from
the side navigation. For more information on what to expect when you switch to the old
console, see Using the old console.

2. Choose EMR Studio from the left navigation.

3. Choose your Studio name from the Studios list, or select the Studio and choose View
details, to open the Studio detail page.

4. In the Studio users list on the Studio detail page, search for the user or group you want to
update. You can search by name or identity type.

5. Select the user or group that you want to update and choose Assign policy to open the
Session policy dialog box.

6. Select a policy to apply to the user or group that you chose in step 5, and choose Apply
policy. The Studio users list should display the policy name in the Session policy column
for the user or group that you updated.

To update EMR Studio permissions for a user or group using the AWS CLI

Insert your own values for the following update-studio-session-mappings arguments. For
more information about the update-studio-session-mappings command, see the AWS CL/
Command Reference.

aws emr update-studio-session-mapping \
--studio-id <example-studio-id> \
--identity-name <name-of-user-or-group-to-update> \
--session-policy-arn <new-session-policy-arn-to-apply> \
--identity-type <USER-or-GROUP> \

Use the get-studio-session-mapping command to verify the new session policy
assignment. Replace <example-identity-name> with the IAM Identity Center name of the

user or group that you updated.

aws emr get-studio-session-mapping \
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--studio-id <example-studio-id> \
--identity-type <USER-or-GROUP> \
--identity-name <user-or-group-name> \

Remove a user or group from a Studio

IAM

To remove a user or group from an EMR Studio when you use IAM authentication mode, you
must revoke the user's access to the Studio by reconfiguring the user's IAM permissions policy.

In the following example policy, assume that you have an EMR Studio with the tag key-value
pair Team = Quality Assurance. According to the policy, the user can access Studios tagged
with the Team key whose value is equal to either Data Analytics orQuality Assurance.
To remove the user from the Studio tagged with Team = Quality Assurance, remove
Quality Assurance from the list of tag values.

"Version": "2012-10-17",
"Statement": [
{
"Sid": "AllowCreateStudioPresignedUrl",
"Effect": "Allow",
"Action": [
"elasticmapreduce:CreateStudioPresignedUrl"
1,
"Resource": "arn:aws:elasticmapreduce:<region>:<account-id>:studio/*",
"Condition": {
"StringEquals": {
"emr:ResourceTag/Team": [
"Data Analytics",
"Quality Assurance"
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IAM Identity Center
To remove a user or group from an EMR Studio using the console

1. Navigate to the new Amazon EMR console and select Switch to the old console from
the side navigation. For more information on what to expect when you switch to the old
console, see Using the old console.

2. Choose EMR Studio from the left navigation.

3. Choose your Studio name from the Studios list, or select the Studio and choose View
details, to open the Studio detail page.

4. In the Studio users list on the Studio detail page, find the user or group you want to
remove from the Studio. You can search by name or identity type.

5. Select the user or group that you want to delete, choose Delete and confirm. The user or
group that you deleted disappears from the Studio users list.

To remove a user or group from an EMR Studio using the AWS CLI

Insert your own values for the following delete-studio-session-mapping arguments. For
more information about the delete-studio-session-mapping command, see the AWS CLI/
Command Reference.

aws emr delete-studio-session-mapping \
--studio-id <example-studio-id> \
--identity-type <USER-or-GROUP> \
--identity-name <name-of-user-or-group-to-delete> \

Manage an Amazon EMR Studio

This section includes instructions to help you monitor, update, or delete an EMR Studio resource.
For information about assigning users or updating user permissions, see Assign and manage EMR

Studio users.
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View Studio details
New console
To view details about an EMR Studio with the new console

1. Open the Amazon EMR console at https://console.aws.amazon.com/emr.

2. Under EMR Studio on the left navigation, choose Studios.

3. Select the Studio from the Studios list to open the Studio detail page. The Studio detail
page includes Studio setting information, such as the Studio Description, VPC, and
Subnets.

Old console

To view details about an EMR Studio with the old console

1. Open the Amazon EMR console at https://console.aws.amazon.com/elasticmapreduce/
home.

2. Choose EMR Studio from the left navigation.

3. Select the Studio from the Studios list to open the Studio detail page. The Studio detail
page includes Studio setting information, such as the Studio Description, VPC, and
Subnets.

Cul
To retrieve details for an EMR Studio by Studio ID using the AWS CLI

Use the following describe-studio AWS CLI command to fetch detailed information about a
particular EMR Studio. For more information, see the AWS CLI Command Reference.

aws emr describe-studio \
--studio-id <id-of-studio-to-describe> \

To retrieve a list of EMR Studios using the AWS CLI

Use the following 1ist-studios AWS CLI command. For more information, see the AWS CLI/
Command Reference.
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aws emr list-studios

The following is an example return value for the 1ist-studios command in JSON format.

"Studios": [
{
"AuthMode": "IAM",

"VpcId": "vpc-b2IXXXXX",

"Name": "example-studio-name",

"Url": "https://es-7HWP74SNGDXXXXXXXXXXXXXXX.emrstudio-prod.us-
east-1.amazonaws.com",

"CreationTime": 1605672582.781,

"StudioId": "es-7HWP74SNGDXXXXXXXXXXXXXXX",

"Description": "example studio description"

Monitor Amazon EMR Studio actions

View EMR Studio and API activity

EMR Studio is integrated with AWS CloudTrail, a service that provides a record of actions taken
by a user, by an IAM role, or by another AWS service in EMR Studio. CloudTrail captures API
calls for EMR Studio as events. You can view events using the CloudTrail console at https://
console.aws.amazon.com/cloudtrail/.

EMR Studio events provide information such as which Studio or IAM user makes a request, and
what kind of request it is.

(@ Note

On-cluster actions such as running notebook jobs do not emit AWS CloudTrail.

You can also create a trail for continuous delivery of EMR Studio CloudTrail events to an Amazon
S3 bucket. For more information, see the AWS CloudTrail User Guide.

Example CloudTrail Event: a user Calls the DescribeStudio API
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The following is an example AWS CloudTrail event that is created when a user, admin, calls the
DescribeStudio API. CloudTrail records the user name as admin.

(@ Note

To protect Studio details, the EMR Studio API event for DescribeStudio excludes a value for
responseElements.

"eventVersion":"1.08",
"userIdentity":{
"type":"IAMUser",
"principalId" :"AIDXXXXXXXXXXXXXXXXXX",
"arn":"arn:aws:iam: :653XXXXXXXXX:user/admin",
"accountId":"B653XXXXXXXXX",
"accessKeyId":"AKIAIOSFODNN7EXAMPLE",
"userName":"admin"
b
"eventTime":"2021-01-07T19:13:587",
"eventSource":"elasticmapreduce.amazonaws.com",
"eventName":"DescribeStudio",
"awsRegion":"us-east-1",
"sourceIPAddress":"72.XX.XXX.XX",
"userAgent":"aws-cli/1.18.188 Python/3.8.5 Darwin/18.7.0 botocore/1.19.28",
"requestParameters":{
"studioId":"es-905XXXXXXXXXXXXXXXXXXXXXX"
},
"responseElements":null,
"requestID" :"QFXXXXXX=XXXX=XXXX=XXXX=XXXXXXXXXXXX",
"eventID" : "bOXXXXXX=-XXXX=XXXX=XXXX=XXXXXXXXXXXX",
"readOnly":true,
"eventType":"AwsApiCall",
"managementEvent":true,
"eventCategory":"Management",
"recipientAccountId":"653XXXXXXXXX"
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View Spark user and job activity

To view Spark job activity by Amazon EMR Studio users, you can configure user impersonation on a
cluster. With user impersonation, each Spark job that is submitted from a Workspace is associated
with the Studio user who ran the code.

When user impersonation is enabled, Amazon EMR creates an HDFS user directory on the cluster's
primary node for each user that runs code in the Workspace. For example, if user studio-
user-l@example.com runs code, you can connect to the primary node and see that hadoop fs
-1s /user has a directory for studio-user-1l@example.com.

To set up Spark user impersonation, set the following properties in the following configuration
classifications:

e core-site

« livy-conf

[
{
"Classification": "core-site",
"Properties": {
"hadoop.proxyuser.livy.groups": "*",
"hadoop.proxyuser.livy.hosts": "*"
}
b
{
"Classification": "livy-conf",
"Properties": {
"livy.impersonation.enabled": "true"
}
}
]

To view history server pages, see Debug applications and jobs with EMR Studio. You can also

connect to the primary node of the cluster using SSH to view application web interfaces. For more
information, see View web interfaces hosted on Amazon EMR clusters.

Update an Amazon EMR Studio

After you create an EMR Studio, you can update the following attributes using the AWS CLI:
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Name

Description

Default S3 location

Subnets

To update an EMR Studio using the AWS CLI

Use the update-studio AWS CLI command to update an EMR Studio. For more information, see
the AWS CLI Command Reference.

(@ Note

You can associated a Studio with a maximum of 5 subnets. These subnets must belong to
the same VPC as the Studio. The list of subnet IDs that you submit to the update-studio
command can include new subnet IDs, but must also include all of the subnet IDs that you
already associated with the Studio. You can't remove subnets from a Studio.

aws emr update-studio \
--studio-id <example-studio-id-to-update> \
--name <example-new-studio-name> \
--subnet-ids <old-subnet-id-1 old-subnet-id-2 old-subnet-id-3 new-subnet-id> \

To verify the changes, use the describe-studio AWS CLI command and specify your Studio ID.
For more information, see the AWS CLI Command Reference.

aws emr describe-studio \
--studio-id <id-of-updated-studio> \

Delete an Amazon EMR Studio and Workspaces

When you delete a Studio, EMR Studio deletes all of the IAM Identity Center user and group
assignments that are associated with the Studio.
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® Note

When you delete a Studio, Amazon EMR does not delete the Workspaces associated with
that Studio. You must delete the Workspaces in your Studio separately.

Delete Workspaces

Console

Since each EMR Studio Workspace is an EMR notebook instance, you can use the Amazon EMR
management console to delete Workspaces. You can delete Workspaces using the Amazon EMR
console before or after you delete your Studio

To delete a Workspace using the Amazon EMR console

1.

LA A

Navigate to the new Amazon EMR console and select Switch to the old console from
the side navigation. For more information on what to expect when you switch to the old
console, see Using the old console.

Choose Notebooks.
Select the Workspace(s) that you want to delete.
Choose Delete, then choose Delete again to confirm.

Follow the instructions for Deleting objects in the Amazon Simple Storage Service Console
User Guide to remove the notebook files associated with the deleted Workspace from
Amazon S3.

EMR Studio Ul

From the Workspace Ul

Delete a Workspace and its associated backup files from EMR Studio

1.

Log in to your EMR Studio with your Studio access URL and choose Workspaces from
the left navigation.

2. Find your Workspace in the list, then select the check box next to its name. You can

select multiple Workspaces to delete at the same time.

3. Choose Delete in the upper right of the Workspaces list and confirm that you want to

delete the selected Workspaces. Choose Delete to confirm.
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4. If you want to remove the notebook files that were associated with the deleted
Workspace from Amazon S3, follow the instructions for Deleting objects in the Amazon
Simple Storage Service Console User Guide. If you did not create the Studio, consult your
Studio administrator to determine the Amazon S3 backup location for the deleted
Workspace.

From the Workspaces list
Delete a Workspace and its associated backup files from the Workspaces list

1. Navigate to the Workspaces list in the console.

2. Select the Workspace that you want to delete from the list and then choose Actions.
3. Choose Delete.
4

If you want to remove the notebook files that were associated with the deleted
Workspace from Amazon S3, follow the instructions for Deleting objects in the Amazon
Simple Storage Service Console User Guide. If you did not create the Studio, consult your
Studio administrator to determine the Amazon S3 backup location for the deleted

Workspace.

Delete an EMR Studio
New console
To delete an EMR Studio with the new console

1. Open the Amazon EMR console at https://console.aws.amazon.com/emr.

2. Under EMR Studio on the left navigation, choose Studios.
3. Select the Studio from the Studios list with the toggle to the left of the Studio name .

Choose Delete.
Old console
To delete an EMR Studio with the old console

1. Open the Amazon EMR console at https://console.aws.amazon.com/elasticmapreduce/

home.

2. Choose EMR Studio from the left navigation.
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3. Select the Studio from the Studios list and choose Delete.

CLI
To delete an EMR Studio with the AWS CLI

Use the delete-studio AWS CLI command to delete an EMR Studio. For more information,
see the AWS CLI Command Reference.

aws emr delete-studio --studio-id <id-of-studio-to-delete>

Encrypting EMR Studio workspace notebooks and files

In EMR Studio, you can create and configure different workspaces to organize and run notebooks.
These workspaces store notebooks and related files in your specified Amazon S3 bucket. By
default, these files are encrypted with Amazon S3-managed keys (SSE-S3) with server-side
encryption as the base level of encryption. You can also choose to use customer managed KMS
keys (SSE-KMS) to encrypt your files. You can do so by using the Amazon EMR management
console or through the AWS CLI and AWS SDK when creating an EMR Studio.

EMR Studio workspace storage encryption is available in all the Regions where EMR Studio is
available.

Prerequisites

Before you can encrypt EMR Studio workspace notebook and files, you must use AWS Key
Management Service to create a symmetric customer manager key (CMK) in the same AWS account

and Region as your EMR Studio.

The resource policy of your AWS KMS must have the necessary access permissions for your EMR
Studio's service role. The following is a sample IAM policy granting minimum access permissions for
EMR Studio Workspace storage encryption:

"Sid": "AllowEMRStudioServiceRoleAccess",
"Effect": "Allow",
"Principal": {
"AWS": "arn:aws:iam: :<ACCOUNT_ID>:role/<ROLE_NAME>"
I

"Action": [
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"kms:Decrypt",
"kms:GenerateDataKey",
"kms:ReEncryptFrom",
"kms:ReEncryptTo",
"kms:DescribeKey"
1,
"Resource": "*",
"Condition": {
"StringEquals": {
"kms:CallerAccount": "<ACCOUNT_ID>",
"kms:EncryptionContext:aws:s3:arn": "arn:aws:s3:::<S3_BUCKET_NAME>",
"kms:ViaService": "s3.<AWS_REGION>.amazonaws.com"

Your EMR Studio service role must also have the access permissions to use your AWS KMS key.
The following is a sample IAM policy granting the minimum access permissions for EMR Studio
Workspace storage encryption:

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "AllowEMRStudioWorkspaceStorageEncryptionAccess",
"Effect": "Allow",
"Action": [
"kms:Decrypt",
"kms:GenerateDataKey",
"kms:ReEncryptFrom",
"kms:ReEncryptTo",
"kms:DescribeKey"
1,
"Resource": ["arn:aws:kms:<REGION>:<ACCOUNT_ID>:key/<KEY_IDENTIFIER>"]
}
]
}
Setup

Follow these steps to create a new EMR Studio that uses workspace storage encryption.

1. Open the Amazon EMR console at https://console.aws.amazon.com/elasticmapreduce/.
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2. Choose Studios, then choose Create Studio.

3. For S3 location for storage, enter or choose an Amazon S3 path. This is the Amazon S3
location where Amazon EMR stores workspace notebooks and files.

4. For Service role, enter or choose an IAM role. This is the IAM role that Amazon EMR assumes.
Choose Encrypt Workspace files with your own AWS KMS key.

6. Enter or choose an AWS KMS key to use to encrypt workspace notebooks and files in Amazon
S3.

7. Choose Create Studio or Create Studio and Launch Workspaces.
8. Choose Encrypt Workspace files with your own AWS KMS key.
9. Enter or choose an AWS KMS to use to encrypt workspace notebooks and files in Amazon S3.

10. Choose Save Changes.

The following steps demonstrate how to update an EMR Studio and set up workspace storage
encryption.

Open the Amazon EMR console at https://console.aws.amazon.com/elasticmapreduce/.

Choose an existing EMR Studio from the list, then choose Edit.

1

2

3. Choose Encrypt Workspace files with your own AWS KMS key.

4. Enter or choose an AWS KMS to use to encrypt workspace notebooks and files in Amazon S3.
5

Choose Save Changes.

Define security groups to control EMR Studio network traffic

About the EMR Studio security groups

Amazon EMR Studio uses two security groups to control network traffic between Workspaces in the
Studio and an attached Amazon EMR cluster running on Amazon EC2:

« An engine security group that uses port 18888 to communicate with an attached Amazon EMR
cluster running on Amazon EC2.

» A Workspace security group associated with the Workspaces in a Studio. This security group
includes an outbound HTTPS rule to allow the Workspace to route traffic to the internet and
must allow outbound traffic to the internet on port 443 to enable linking Git repositories to a
Workspace.
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EMR Studio uses these security groups in addition to any security groups associated with an EMR
cluster attached to a Workspace.

You must create these security groups when you use the AWS CLI to create a Studio.

® Note

You can customize the security groups for EMR Studio with rules tailored to your
environment, but you must include the rules noted on this page. Your Workspace security
group can't allow any inbound traffic, and the engine security group must allow inbound
traffic from the Workspace security group.

Use the Default EMR Studio Security Groups

When you use the Amazon EMR console, you can choose the following default security groups.
The default security groups are created by EMR Studio on your behalf, and include the minimum
required inbound and outbound rules for Workspaces in an EMR Studio.

« DefaultEngineSecurityGroup

« DefaultWorkspaceSecurityGroupGit or
DefaultWorkspaceSecurityGroupWithoutGit

Prerequisites

To create the security groups for EMR Studio, you need an Amazon Virtual Private Cloud (VPC) for

the Studio. You choose this VPC when you create the security groups. This should be the same VPC
that you specify when you create the Studio. If you plan to use Amazon Amazon EMR on EKS with

EMR Studio, choose the VPC for your Amazon EKS cluster worker nodes.

Instructions

Follow the instructions in Creating a security group in the Amazon EC2 User Guide for Linux

Instances to create an engine security group and a Workspace security group in your VPC. The
security groups must include the rules summarized in the following tables.

When you create security groups for EMR Studio, note the IDs for both. You specify each security
group by ID when you create a Studio.
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Engine security group
EMR Studio uses port 18888 to communicate with an attached cluster.

Inbound rules

Type Protocol Port Destination Description

TCP TCP 18888 Your EMR Allow traffic from
Studio any resources in the
Workspace Workspace security
security group for EMR Studio.
group.

Workspace security group
This security group is associated with the Workspaces in an EMR Studio.
Outbound rules
Type Protocol Port Destination Description

TCP TCP 18888 Your EMR Allow traffic to any
Studio engine resources in the
security group.  Engine security group

for EMR Studio.

HTTPS TCP 443 0.0.0.0/0 Allow traffic to the
internet to link
publicly hosted
Git repositories to
Workspaces.

Create AWS CloudFormation templates for Amazon EMR Studio

About EMR Studio cluster templates

You can create AWS CloudFormation templates to help EMR Studio users launch new Amazon EMR
clusters in a Workspace. CloudFormation templates are formatted text files in JSON or YAML. In a
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template, you describe a stack of AWS resources and tell CloudFormation how to provision those
resources for you. For EMR Studio, you can create one or more templates that describe an Amazon
EMR cluster.

You organize your templates in AWS Service Catalog. AWS Service Catalog lets you create and
manage commonly deployed IT services called products on AWS. You collect your templates

as products in a portfolio that you share with your EMR Studio users. After you create cluster
templates, Studio users can launch a new cluster for a Workspace with one of your templates.
Users must have permission to create new clusters from templates. You can set user permissions in
your EMR Studio permissions policies.

To learn more about CloudFormation templates, see Templates in the AWS CloudFormation User
Guide. For more information about AWS Service Catalog, see What is AWS Service Catalog.

The following video demonstrates how to set up cluster templates in AWS Service Catalog for EMR
Studio. You can also learn more in the Build a self-service environment for each line of business

using Amazon EMR and Service Catalog blog post.

Optional template parameters

You can include additional options in the Parametexrs section of your template. Parameters let
Studio users input or select custom values for a cluster. For example, you could add a parameter
that lets users select a particular Amazon EMR release. For more information, see Parameters in the
AWS CloudFormation User Guide.

The following example Parameters section defines additional input parameters such as
ClusterName, EmrRelease version, and ClusterInstanceType.

Parameters:
ClusterName:
Type: "String"
Default: "Cluster_Name_Placeholder"
EmrRelease:
Type: "String"
Default: "emr-6.2.0"
AllowedValues:
- "emr-6.2.0"
- "emr-5.32.0"
ClusterInstanceType:
Type: "String"
Default: "m5.xlarge"
AllowedValues:
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"m5.xlarge"
"m5.2xlarge"

When you add parameters, Studio users see additional form options after selecting a cluster
template. The following image shows additional form options for EmrRelease version,
ClusterName, and InstanceType.

v Advanced configuration

To run your fully-managed Jupyter Motebook, you need to attach the Workspace to an EMR cluster. You can create a new cluster or

Attach Workspace to an EMR cluster

Run your Workspace by choosing a cluster from a list of preset, running clusters.

© Use a cluster template
Provision a new EMR cluster from a pre-defined template.

Use a cluster template
Select from pre-defined cluster templates. When you choose "Create Workspace", a cluster will be created using the selected template
Cluster template
one-node-cluster v
Description:
one node cluster for bugbash
EmrRelease

emr-6.2.0 v

ClusterMame

Cluster_Name_Placeholder

Subnetld

subnet-1643das )

InstanceType

mb5.xlarge v

Prerequisites

Before you create a cluster template, make sure you have IAM permissions to access the Service
Catalog administrator console view. You also need the required IAM permissions to perform Service
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Catalog administrative tasks. For more information, see Grant permissions to Service Catalog

administrators.

Instructions

To create EMR cluster templates using Service Catalog

1.

Create one or more CloudFormation templates. Where you store your templates is up to you.
Since templates are formatted text files, you can upload them to Amazon S3 or keep them in
your local file system. To learn more about CloudFormation templates, see Templates in the
AWS CloudFormation User Guide.

Use the following rules to name your templates, or check your names against the pattern [a-
zA-Z0-9][a-zA-Z20-9._-]1*.

« Template names must start with a letter or a number.

» Template names can only consist of letters, numbers, periods (.), underscores (_), and
hyphens (-).

Each cluster template that you create must include the following options:

Input parameters

» ClusterName - A name for the cluster to help users identify it after it has been provisioned.

Output

e ClusterId - The ID of the newly-provisioned EMR cluster.

Following is an example AWS CloudFormation template in YAML format for a cluster with two
nodes. The example template includes the required template options and defines additional
input parameters for EnrRelease and ClusterInstanceType.

awsTemplateFormatVersion: 2010-09-09

Parameters:
ClusterName:
Type: "String"
Default: "Example_Two_Node_Cluster"
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EmrRelease:
Type: "String"
Default: "emr-6.2.0"
AllowedValues:
- "emr-6.2.0"
- "emr-5.32.0"
ClusterInstanceType:
Type: "String"
Default: "m5.xlarge
AllowedValues:
- "m5.xlarge"
- "m5.2xlarge"

Resources:
EmrCluster:

Type: AWS::EMR::Cluster

Properties:
Applications:
- Name: Spark
- Name: Livy
- Name: JupyterEnterpriseGateway
- Name: Hive
EbsRootVolumeSize: '10'
Name: !Ref ClusterName
JobFlowRole: EMR_EC2_DefaultRole
ServiceRole: EMR_DefaultRole_V2
ReleaselLabel: !Ref EmrRelease
VisibleToAllUsers: true
LogUri:

Fn::Sub: 's3://aws-logs-${AWS: :AccountId}-${AWS: :Region}/elasticmapreduce/"

Instances:
TerminationProtected: false
Ec2SubnetId: 'subnet-abl2345c'
MasterInstanceGroup:
InstanceCount: 1
InstanceType: !Ref ClusterInstanceType
CoreInstanceGroup:
InstanceCount: 1
InstanceType: !Ref ClusterInstanceType
Market: ON_DEMAND
Name: Core

Outputs:
ClusterlId:
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Value:
Ref: EmrCluster
Description: The ID of the EMR cluster
2. Create a portfolio for your cluster templates in the same AWS account as your Studio.

a. Open the AWS Service Catalog console at https://console.aws.amazon.com/

servicecatalog/.

b. Choose Portfolios in the left navigation menu.
c. Enter the requested information on the Create portfolio page.

d. Choose Create. AWS Service Catalog creates the portfolio and displays the portfolio
details.

3. Use the following steps to add your cluster templates as AWS Service Catalog products.

a. Navigate to the Products page under Administration in the AWS Service Catalog
management console.

b. Choose Upload new product.

c. Enter a Product name and Owner.

o

Specify your template file under Version details.
e. Choose Review to review your product settings, then choose Create product.

4. Complete the following steps to add your products to your portfolio.

a. Navigate to the Products page in the AWS Service Catalog management console.
b. Choose your product, choose Actions, then choose Add product to portfolio.
c. Choose your portfolio, then choose Add product to portfolio.

5. Create a launch constraint for your products. A launch constraint is an IAM role that specifies
user permissions for launching a product. You can tailor your launch constraints, but must
allow permissions to use CloudFormation, Amazon EMR, and AWS Service Catalog. For more
information and instructions, see Service Catalog launch constraints.

6. Apply your launch constraint to each product in your portfolio. You must apply the launch
constraint to each product individually.

a. Select your portfolio from the Portfolios page in the AWS Service Catalog management
console.

b. Choose the Constraints tab and choose Create constraint.

¢. Choose your product and choose Launch under Constraint type. Choose Continue.
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d. Select your launch constraint role in the Launch constraint section, then choose Create.
7. Grant access to your portfolio.
a. Select your portfolio from the Portfolios page in the AWS Service Catalog management
console.
b. Expand the Groups, roles, and users tab and choose Add groups, roles, users.

c. Search for your EMR Studio IAM role in the Roles tab, select your role, and choose Add

access.
If you use.... Grant access to...
IAM authentication Your native a users
IAM federation Your IAM role for federation
IAM Identity Center federation Your EMR Studio user role

Establish access and permissions for Git-based repositories

EMR Studio supports the following Git-based services:

AWS CodeCommit

GitHub

Bitbucket
GitLab

To let EMR Studio users associate a Git repository with a Workspace, set up the following access
and permissions requirements. You can also configure Git-based repositories that you host in a
private network by following the instructions in Configure a privately hosted Git repository for EMR
Studio.

Cluster internet access

Both Amazon EMR clusters running on Amazon EC2 and Amazon EMR on EKS clusters attached
to Studio Workspaces must be in a private subnet that uses a network address translation (NAT)
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gateway, or they must be able to access the internet through a virtual private gateway. For
more information, see Amazon VPC options.

The security groups that you use with EMR Studio must also include an outbound rule that
allows Workspaces to route traffic to the internet from an attached EMR cluster. For more
information, see Define security groups to control EMR Studio network traffic.

/A Important

If the network interface is in a public subnet, it won't be able to communicate with the
internet through an internet gateway (IGW).

Permissions for AWS Secrets Manager

To let EMR Studio users access Git repositories with secrets stored in AWS Secrets
Manager, add a permissions policy to the service role for EMR Studio that allows the

secretsmanager:GetSecretValue operation.

For information about how to link Git-based repositories to Workspaces, see Link Git-based

repositories to an EMR Studio Workspace.

Configure a privately hosted Git repository for EMR Studio

Use the following instructions to configure privately hosted repositories for Amazon EMR Studio.
Provide a configuration file with information about your DNS and Git servers. EMR Studio uses this
information to configure Workspaces that can route traffic to your self-managed repositories.

(® Note

If you configure DnsServerIpV4, EMR Studio uses your DNS server to resolve both your
GitServerDnsName and your Amazon EMR endpoint, such as elasticmapreduce.us-
east-1.amazonaws.com. To set up an endpoint for Amazon EMR, connect to your
endpoint through the VPC that you're using with your Studio. This ensures that the Amazon
EMR endpoint resolves to a private IP. For more information, see Connect to Amazon EMR

using an interface VPC endpoint.

Prerequisites
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Before you configure a privately hosted Git repository for EMR Studio, you need an Amazon S3
storage location where EMR Studio can back up the Workspaces and notebook files in the Studio.
Use the same S3 bucket that you specify when you create a Studio.

To configure one or more privately hosted Git repositories for EMR Studio

1. Create a configuration file using the following template. Include the following values for each
Git server that you want to specify in your configuration:

» DnsServerIpV4 - The IPv4 address of your DNS server. If you provide values for both
DnsServerIpV4 and GitServerIpV4list, the value for DnsServerIpV4 takes
precedence and EMR Studio uses DnsServerIpV4 to resolve your GitServerDnsName.

(® Note

To use privately hosted Git repositories, your DNS server must allow inbound
access from EMR Studio. We urge you to secure your DNS server against other,
unauthorized access.

« GitServerDnsName - The DNS name of your Git server. For example
"git.example.com".

o GitServerIpV4List - A list of IPv4 addresses that belong to your Git servers.

[
{
"Type": "PrivatelyHostedGitConfig",
"Value": [
{

"DnsServerIpV4": "<10.24.34.xxx>",
"GitServerDnsName": "<enterprise.git.com>",
"GitServerIpValList": [

"IXXX XXX XXX XXX>",

"<XXX.XXX XXX XXX>"

"DnsServerIpV4": "<10.24.34.xxx>",
"GitServerDnsName": "<git.example.com>",
"GitServerIpValList": [

"IXXX XXX XXX XXX>",
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TSXXX XXX XXX XXX>"

]

2. Save your configuration file as configuration. json.

3. Upload the configuration file into your Amazon S3 storage location in a folder called 1ife-
cycle-configuration. For example, if your default S3 location is s3://D0OC-EXAMPLE -
BUCKET/studios, your configuration file would be in s3://D0OC-EXAMPLE-BUCKET/
studios/life-cycle-configuration/configuration. json.

/A Important

We urge you to restrict access to your 1ife-cycle-configuration folder to
Studio administrators and to your EMR Studio service role, and that you secure
configuration. json against unauthorized access. For instructions, see Controlling
access to a bucket with user policies or Security Best Practices for Amazon S3.

For upload instructions, see Creating a folder and Uploading objects in the Amazon Simple

Storage Service User Guide. To apply your configuration to an existing Workspace, close and
restart the Workspace after you upload your configuration file to Amazon S3.

Optimize Spark jobs in EMR Studio

When running a Spark job using EMR Studio, there are a few steps you can take to help ensure that
you're optimizing your Amazon EMR cluster resources.

Prolong your Livy session

If you use Apache Livy along with Spark on your Amazon EMR cluster, we recommend that you
increase your Livy session timeout by doing one of the following:

« When you create an Amazon EMR cluster, set this configuration classification in the Enter
Configuration field.
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{
"Classification": "livy-conf",
"Properties": {
"livy.server.session.timeout": "8h"
}
}

]

« For an already-running EMR cluster, connect to your cluster using ssh and set the 1ivy-conf
configuration classification in /etc/1livy/conf/livy.conf.

[
{
"Classification": "livy-conf",
"Properties": {
"livy.server.session.timeout": "8h"
}
}
]

You may need to restart Livy after changing the configuration.

« If you don't want your Livy session to time out at all, set the property
livy.server.session.timeout-check to falsein /etc/livy/conf/livy.conf.

Run Spark in cluster mode

In cluster mode, the Spark driver runs on a core node instead of on the primary node, improving
resource utilization on the primary node.

To run your Spark application in cluster mode instead of the default client mode, choose Cluster
mode when you set Deploy mode while configuring your Spark step in your new Amazon EMR
cluster. For more information, see Cluster mode overview in the Apache Spark documentation.

Increase Spark driver memory

To increase the Spark driver memory, configure your Spark session using the %%configure magic
command in your EMR notebook, as in the following example.

%%configure -f
{"driverMemory": "6000M"}
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Use an Amazon EMR Studio

This section contains topics that help you configure and interact with an Amazon EMR Studio.

The following video covers practical information such as how to create a new Workspace, and how
to launch a new Amazon EMR cluster with a cluster template. The video also runs through a sample
notebook.

This section includes the following topics to help you work in an EMR Studio:

» Learn Workspace basics

« Configure Workspace collaboration

e Run an EMR Studio Workspace with a runtime role

« Run Workspace notebooks programmatically

» Browse data with SQL Explorer

« Attach a compute to an EMR Studio Workspace

» Link Git-based repositories to an EMR Studio Workspace
e Use the Amazon Athena SQL editor in EMR Studio

« Amazon CodeWhisperer integration with EMR Studio Workspaces

» Debug applications and jobs with EMR Studio

« Install kernels and libraries in an EMR Studio Workspace

« Enhance kernels with magic commands

« Use multi-language notebooks with Spark kernels

Learn Workspace basics

When you use an EMR Studio, you can create and configure different Workspaces to organize
and run notebooks. This section covers creating and working with Workspaces. For a conceptual
overview, see Workspaces on the How Amazon EMR Studio works page.

This section covers the following topics to help you use EMR Studio Workspaces:

Create an EMR Studio Workspace

Launch a Workspace

Understand the Workspace user interface

Explore notebook examples
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Save Workspace content

Delete a Workspace and notebook files

Understand Workspace status

Resolve Workspace connectivity issues

Create an EMR Studio Workspace

You can create EMR Studio Workspaces to run notebook code using the EMR Studio interface.

To create a Workspace in an EMR Studio

1.
2.

Log in to your EMR Studio.
Choose Create a Workspace.

Enter a Workspace name and a Description. Naming a Workspace helps you identify it on the
Workspaces page.

If you want to work with other Studio users in this Workspace in real time, enable Workspace
collaboration. You can configure collaborators after you launch the Workspace.

If you want to attach a cluster to a Workspace, expand the Advanced configuration section.
You can attach a cluster later, if you prefer. For more information, see Attach a compute to an
EMR Studio Workspace.

(® Note

To provision a new cluster, you need access permissions from your administrator.

Choose one of the cluster options for the Workspace and attach the cluster. For more
information about provisioning a cluster when you create a Workspace, see Create and attach a
new EMR cluster to an EMR Studio Workspace.

Choose Create a Workspace in the lower right of the page.

After you create a Workspace, EMR Studio will open the Workspaces page. You will see a green
success banner at the top of the page and can find the newly-created Workspace in the list.
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By default, a Workspace is shared and can be seen by all Studio users. However, only one user
can open and work in a Workspace at a time. To work simultaneously with other users, you can

Configure Workspace collaboration

Launch a Workspace

To start working with notebook files, launch a Workspace to access the notebook editor. The
Workspaces page in a Studio lists all of the Workspaces that you have access to with details
including Name, Status, Creation time, and Last modified.

(® Note

If you had EMR notebooks in the old Amazon EMR console, you can find them in the
new console as EMR Studio Workspaces. EMR Notebooks users need additional IAM role
permissions to access or create Workspaces. If you recently created a notebook in the
old console, you might need to refresh the Workspaces list to see it in the new console.
For more information about the transition, see Amazon EMR Notebooks are available as
Amazon EMR Studio Workspaces in the new console and What's new with the console?

To launch a Workspace for editing and running notebooks

1.

On the Workspaces page of your Studio, find the Workspace. You can filter the list by keyword
or by column value.

Choose the Workspace name to launch the Workspace in a new browser tab. It may take a few
minutes for the Workspace to open if it's Idle. Alternatively, select the row for the Workspace
and then select Launch Workspace. You can choose from the following launch options:

 Quick launch - Quickly launch your Workspace with default options. Choose Quick launch if
you want to attach clusters to the Workspace in JupyterLab.

« Launch with options - Launch your Workspace with custom options. You can choose to
launch in either Jupyter or JupyterLab, attach your Workspace to an EMR cluster, and select
your security groups.
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® Note

Only one user can open and work in a Workspace at a time. If you select a Workspace
that is already in use, EMR Studio displays a notification when you try to open it. The
User column on the Workspaces page shows the user working in the Workspace.

Understand the Workspace user interface

The EMR Studio Workspace user interface is based on the JupyterLab interface with icon-denoted
tabs on the left sidebar. When you pause over an icon, you can see a tooltip that shows the name
of the tab. Choose tabs from the left sidebar to access the following panels.

« File Browser - Displays the files and directories in the Workspace, as well as the files and
directories of linked Git repositories.

« Running Kernels and Terminals - Lists all of the kernels and terminals running in the
Workspace. For more information, see Managing kernels and terminals in the official JupyterLab

documentation.

» Git - Provides a graphical user interface for performing commands in the Git repositories
attached to the Workspace. This panel is a JupyterLab extension called jupyterlab-git. For more
information, see jupyterlab-git.

o EMR clusters - Lets you attach a cluster to or detach a cluster from the Workspace to run
notebook code. The EMR cluster configuration panel also provides advanced configuration
options to help you create and attach a new cluster to the Workspace. For more information, see
Create and attach a new EMR cluster to an EMR Studio Workspace.

« Amazon EMR Git Repository — Helps you link the Workspace with up to three Git repositories.
For details and instructions, see Link Git-based repositories to an EMR Studio Workspace.

» Notebook Examples — Provides a list of notebook examples that you can save to the Workspace.
You can also access the examples by choosing Notebook Examples on the Launcher page of the
Workspace.

« Commands - Offers a keyboard-driven way to search for and run JupyterLab commands. For
more information, see the Command palette page in the JupyterLab documentation.

» Notebook Tools — Lets you select and set options such as cell slide type and metadata. The
Notebook Tools option appears in the left sidebar after you open a notebook file.

Workspace basics 157


https://jupyterlab.readthedocs.io/en/latest/user/interface.html
https://jupyterlab.readthedocs.io/en/latest/user/running.html
https://github.com/jupyterlab/jupyterlab-git
https://jupyterlab.readthedocs.io/en/latest/user/commands.html

Amazon EMR Management Guide

« Open Tabs - Lists the open documents and activities in the main work area so that you can
jump to an open tab. For more information, see the Tabs and single-document mode page in the
JupyterLab documentation.

« Collaboration - Lets you enable or disable Workspace collaboration, and manage collaborators.
To see the Collaboration panel, you must have the necessary permissions. For more information,
see Set ownership for Workspace collaboration.

Explore notebook examples

Every EMR Studio Workspace includes a set of notebook examples that you can use to explore EMR
Studio features. To edit or run a notebook example, you can save it to the Workspace.

To save a notebook example to a Workspace

1. From the left sidebar, choose the Notebook Examples tab to open the Notebook Examples
panel. You can also access the examples by choosing Notebook Examples on the Launcher
page of the Workspace.

2. Choose a notebook example to preview it in the main work area. The example is read-only.

3. To save the notebook example to the Workspace, choose Save to Workspace. EMR Studio
saves the example in your home directory. After you save a notebook example to the
Workspace, you can rename, edit, and run it.

For more information about the notebook examples, see the EMR Studio Notebook examples

GitHub repository.

Save Workspace content

When you work in the notebook editor of a Workspace, EMR Studio saves the content of notebook
cells and output for you in the Amazon S3 location associated with the Studio. This backup process
preserves work between sessions.

You can also save a notebook by pressing CTRL+S in the open notebook tab or by using one of the
save options under File.

Another way to back up the notebook files in a Workspace is to associate the Workspace with a
Git-based repository and sync your changes with the remote repository. Doing so also lets you
save and share notebooks with team members who use a different Workspace or Studio. For
instructions, see Link Git-based repositories to an EMR Studio Workspace.
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Delete a Workspace and notebook files

When you delete a notebook file from an EMR Studio Workspace, you delete the file from the File
browser, and EMR Studio removes its backup copy in Amazon S3. You do not have to take any
further steps to avoid storage charges when you delete a file from a Workspace.

When you delete an entire Workspace, its notebook files and folders will remain in the Amazon S3
storage location. The files continue to accrue storage charges. To avoid storage charges, remove all
backed-up files and folders that are associated with your deleted Workspace from Amazon S3.

To delete a notebook file from an EMR Studio Workspace

1. Select the File browser panel from the left sidebar in the Workspace.

2. Select the file or folder you want to delete. Right-click your selection and choose Delete. The
file disappears from the list. EMR Studio removes the file or folder from Amazon S3 for you.

From the Workspace Ul
Delete a Workspace and its associated backup files from EMR Studio
1. Login to your EMR Studio with your Studio access URL and choose Workspaces from the

left navigation.

2. Find your Workspace in the list, then select the check box next to its name. You can select
multiple Workspaces to delete at the same time.

3. Choose Delete in the upper right of the Workspaces list and confirm that you want to
delete the selected Workspaces. Choose Delete to confirm.

4. If you want to remove the notebook files that were associated with the deleted Workspace
from Amazon S3, follow the instructions for Deleting objects in the Amazon Simple

Storage Service Console User Guide. If you did not create the Studio, consult your Studio
administrator to determine the Amazon S3 backup location for the deleted Workspace.
From the Workspaces list
Delete a Workspace and its associated backup files from the Workspaces list

1. Navigate to the Workspaces list in the console.

2. Select the Workspace that you want to delete from the list and then choose Actions.
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3. Choose Delete.

4. If you want to remove the notebook files that were associated with the deleted Workspace
from Amazon S3, follow the instructions for Deleting objects in the Amazon Simple
Storage Service Console User Guide. If you did not create the Studio, consult your Studio
administrator to determine the Amazon S3 backup location for the deleted Workspace.

Understand Workspace status

After you create an EMR Studio Workspace, it appears as a row in the Workspaces list in your
Studio with its name, status, creation time, and last modified timestamp. The following table
describes Workspace statuses.

Status Description

Starting The Workspace is being prepared, but is not
yet ready to use. You can't open a Workspace
when its status is Starting.

Ready You can open the Workspace to use the
notebook editor, but you must attach the
Workspace to an EMR cluster before you can
run notebook code.

Attaching The Workspace is being attached to a cluster.

Attached The Workspace is attached to an EMR cluster
and ready for you to write and run notebook
code. If a Workspace's status is not Attached,
you must attach it to a cluster before you can
run notebook code.

Idle The Workspace has stopped. To reactivate an
idle Workspace, select it from the Workspaces
list. The status changes from Idle to Starting
to Ready when you select the Workspace.

Stopping The Workspace is shutting down and will
be set to Idle. When you stop a Workspace
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Status Description

, it terminates any corresponding notebook
kernels. EMR Studio stops notebooks that
have been inactive for a long time.

Deleting When you delete a Workspace, EMR Studio
marks it for deletion and starts the deletion
process. After the deletion process completes,
the Workspace disappears from the list. When
you delete a Workspace, its notebook files will
remain in the Amazon S3 storage location.

Resolve Workspace connectivity issues

To resolve Workspace connectivity issues, you can stop and restart a Workspace. When you restart
a Workspace, EMR Studio launches the Workspace in a different Availability Zone or a different
subnet that is associated with your Studio.

To stop and restart an EMR Studio Workspace

1. Close the Workspace in your browser.

Navigate to the Workspace list in the console.

Select your Workspace from the list and choose Actions.

Choose Stop and wait for the Workspace status to change from Stopping to Idle.

Choose Actions again, and then choose Start to restart the Workspace.

o v oA WN

Wait for the Workspace status to change from Starting to Ready, then choose the Workspace
name to reopen it in a new browser tab.

Configure Workspace collaboration

Workspace collaboration lets you write and run notebook code simultaneously with other members
of your team. When you work in the same notebook file, you'll see changes as your collaborators
make them. You can enable collaboration when you create a Workspace, or switch collaboration on
and off in an existing Workspace.
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® Note

EMR Studio Workspace collaboration isn't supported with EMR Serverless interactive
applications or if trusted identity propagation is enabled.

Prerequisites

Before you configure collaboration for a Workspace, make sure you complete the following tasks:

» Ensure that your EMR Studio admin has given you the necessary permissions. For example,
the following statement allows a user to configure collaboration for any Workspace with the
tag key creatorUserId whose value matches the user's ID (indicated by the policy variable
aws:userId).

"Sid": "UserRolePermissionsForCollaboration",
"Action": [
"elasticmapreduce:UpdateEditor",
"elasticmapreduce:PutWorkspaceAccess",
"elasticmapreduce:DeleteWorkspaceAccess",
"elasticmapreduce:ListWorkspaceAccessIdentities"
1,
"Resource": "*",
"Effect": "Allow",
"Condition": {
"StringEquals": {
"elasticmapreduce:ResourceTag/creatorUserId": "${aws:userid}"

}

« Ensure that the service role associated with your EMR Studio has the permissions required to
enable and configure Workspace collaboration, as in the following example statement.

"Sid": "AllowWorkspaceCollaboration",
"Effect": "Allow",
"Action": [

"iam:GetUser",

"iam:GetRole",

"iam:ListUsers",
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"iam:ListRoles",
"sso:GetManagedApplicationInstance",
"sso-directory:SearchUsers"

1,

"Resource": "*"

For more information, see Create an EMR Studio service role.

To enable Workspace collaboration and add collaborators

1. In your Workspace, choose the Collaboration icon from the Launcher screen or the bottom of
the left panel.

(® Note
You won't see the Collaboration panel unless your Studio administator has given you
permission to configure collaboration for the Workspace. For more information, see Set
ownership for Workspace collaboration.

2. Make sure the Allow Workspace collaboration toggle is in the on position. When you enable
collaboration, only you and the collaborators that you add can see the Workspace in the list on
the Studio Workspaces page.

3. Enter a Collaborator name. Your Workspace can have a maximum of five collaborators
including yourself. A collaborator can be any user with access to your EMR Studio. If you don't
enter a collaborator, the Workspace is a private Workspace that is only accessible to you.

The following table specifies the applicable collaborator values to enter based on the identity
type of the owner.

(® Note

An owner can only invite collaborators with the same identity type. For example, a user
can only add other a users, and an IAM Identity Center user can only add other IAM
Identity Center users.
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Authentication mode

IAM authentication

IAM federation

SSO

Value to enter for Collaborator name

a username. This is the name that a
user sees when logged in to the AWS
Management Console.

The name of an IAM role and an optional
session name.

To add all of the federated users who
assume the same IAM role, specify the name
of an IAM role for federation.

To add a single user as a collaborator,
specify a role and session name. For
example, M\yRoleName :MySessionName

An IAM ldentity Center user name like
user@example.com.

4. Choose Add. The collaborator can now see the Workspace on their EMR Studio Workspaces
page, and launch the Workspace to use it in real time with you.

® Note

If you disable Workspace collaboration, the Workspace returns to its shared state and can
be seen by all Studio users. In the shared state, only one Studio user can open and work in

the Workspace at a time.

Run an EMR Studio Workspace with a runtime role

® Note

The runtime role functionality described on this page only applies to Amazon EMR running
on Amazon EC2, and doesn't refer to the runtime role functionality in EMR Serverless

Run Workspace with a runtime role
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interactive applications. To learn more about how to use runtime roles in EMR Serverless,
see Job runtime roles in the Amazon EMR Serverless User Guide.

A runtime role is an AWS ldentity and Access Management (IAM) role that you can specify when you
submit a job or query to an Amazon EMR cluster. The job or query that you submit to your EMR
cluster uses the runtime role to access AWS resources, such as objects in Amazon S3.

When you attach an EMR Studio Workspace to an EMR cluster that uses Amazon EMR 6.11 or
higher, you can select a runtime role for the job or query that you submit to use when it accesses
AWS resources. However, if the EMR cluster doesn't support runtime roles, the EMR cluster won't
assume the role when it accesses AWS resources.

Before you can use a runtime role with an Amazon EMR Studio Workspace, an

administrator must configure user permissions so that the Studio user can call the
elasticmapreduce:GetClusterSessionCredentials APl on the runtime role. Then, launch a
new cluster with a runtime role that you can use with your Amazon EMR Studio Workspace.

On this page

» Configure user permissions for the runtime role

+ Launch a new cluster with a runtime role

» Use the EMR cluster with a runtime role in Workspaces

+ Considerations

Configure user permissions for the runtime role

Configure user permissions so that the Studio user can call the
elasticmapreduce:GetClusterSessionCredentials API on the runtime role that the user
wants to use. You must also configure the section called “Studio user permissions (EC2, EKS)"
before the user can start using Studio.

/A Warning

To grant this permission, create a condition based on the
elasticmapreduce:ExecutionRoleArn context key when you grant a caller access to
call the GetClusterSessionCredentials APIs. The following examples demonstrate
how to do so.
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"Sid": "AllowSpecificExecRoleArn",
"Effect": "Allow",
"Action": [
"elasticmapreduce:GetClusterSessionCredentials"
1,
"Resource": "*",
"Condition": {
"StringEquals": {
"elasticmapreduce:ExecutionRoleArn": [
"arn:aws:iam::111122223333:r0le/test-emr-demol",
"arn:aws:iam::111122223333:role/test-emr-demo2"

The following example demonstrates how to allow an IAM principal to use an IAM role named
test-emr-demo3 as the runtime role. Additionally, the policy holder will only be able to access
Amazon EMR clusters with the cluster ID j-1234567809.

{
"Sid":"AllowSpecificExecRoleArn",
"Effect":"Allow",
"Action":[
"elasticmapreduce:GetClusterSessionCredentials"”
1,
"Resource": [
"arn:aws:elasticmapreduce:<region>:111122223333:cluster/j-123456789"
1,
"Condition":{
"StringEquals":{
"elasticmapreduce:ExecutionRoleArn":[
"arn:aws:iam::111122223333:role/test-emr-demo3"
]
}
}
}

The following example lets an IAM principal use any IAM role with a name starting with the string
test-emr-demo4 as the runtime role. Additionally, the policy holder will only be able to access
Amazon EMR clusters tagged with the key-value pair tagkey: tagValue.
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{
"Sid":"AllowSpecificExecRoleArn",
"Effect":"Allow",
"Action": [
"elasticmapreduce:GetClusterSessionCredentials"
1,
"Resource": "*",
"Condition":{
"StringEquals":{
"elasticmapreduce:ResourceTag/tagKey": "tagValue"
.
"StringlLike":{
"elasticmapreduce:ExecutionRoleArn":[
"arn:aws:iam::111122223333:role/test-emr-demo4*"
]
}
}
}

Launch a new cluster with a runtime role

Now that you have the required permissions, launch a new cluster with a runtime role that you can
use with your Amazon EMR Studio Workspace.

If you have already launched a new cluster with a runtime role, you can skip to the the section
called "Use the cluster with your Workspace” section.

1. First, complete the prerequisites in the Runtime roles for Amazon EMR steps section.

2. Then, launch a cluster with the following settings to use runtime roles with Amazon EMR
Studio Workspaces. For instructions on how to launch your cluster, see Specify a security

configuration for a cluster.

Choose release label emr-6.11.0 or later.

Select Spark, Livy, and Jupyter Enterprise Gateway as your cluster applications.

Use the security configuration that you created in the previous step.

Optionally, you can enable Lake Formation for your EMR cluster. For more information, see
Enable Lake Formation with Amazon EMR.
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After you launch your cluster, you're ready to use the runtime role-enabled cluster with an EMR

Studio Workspace.

® Note
The ExecutionRoleArn value is currently not supported with the StartNotebookExecution

API operation when the ExecutionEngineConfig. Type value is EMR.

Use the EMR cluster with a runtime role in Workspaces

Once you have set up and launched your cluster, you can use the runtime role-enabled cluster with
your EMR Studio Workspace.

1. Create a new workspace or launch an existing workspace. For more information, see Create an
EMR Studio Workspace.

2. Choose the EMR clusters tab in the left sidebar of your open Workspace, expand the Compute
type section, and choose your cluster from the EMR cluster on EC2 menu, and the runtime

role from the Runtime role menu.

"
Lo
-l

((J

3. Choose Attach to attach the cluster with runtime role to your Workspace.

Compute

To run code in your notebooks, you
must attach your workspace to a
cluster. All notebooks in the
workspace share the same cluster.
You can choose to attach a
workspace to a cluster running on
EC2 or an EKS (virtual) cluster.

¥ Compute type
© EMR cluster on EC2
EMR cluster on EKS

EMR cluster on EC2 &

Choose a cluster v

Runtime role &

If you have configured your cluster for
runtime roles, you must choose an 1AM
role for Amazon EMR to assume when it
runs your notebooks.

Choose a runtime role
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Considerations

Keep in mind the following considerations when you use a runtime role-enabled cluster with your
Amazon EMR Studio Workspace:

» You can only select a runtime role when you attach an EMR Studio Workspace to an EMR cluster
that uses Amazon EMR release 6.11 or higher.

« The runtime role functionality described on this page is only supported with Amazon EMR
running on Amazon EC2, and isn't supported with EMR Serverless interactive applications. To
learn more about runtime roles for EMR Serverless, see Job runtime roles in the Amazon EMR
Serverless User Guide.

« Although you need to configure additional permissions before you can specify a runtime role
when submitting a job to a cluster, you don't need additional permissions to access the files
generated by an EMR Studio Workspace. The permissions for such files are the same as files
generated from clusters without runtime roles.

» You can't use SQL Explorer in an EMR Studio Workspace with a cluster that has a runtime role.
Amazon EMR disables SQL Explorer in the Ul when a Workspace is attached to a runtime role-
enabled EMR cluster.

» You can't use collaboration mode in an EMR Studio Workspace with a cluster that has a runtime
role. Amazon EMR disables Workspace collaboration capabilities when a Workspace is attached
to a runtime role-enabled EMR cluster. The Workspace will remain accessible only to the user
who attached the Workspace.

« You can't use runtime roles in a Studio with IAM Identity Center trusted identity propagation
enabled.

» You might encounter a warning "Page may not be safe!" from Spark Ul for a runtime role-
enabled cluster. If this happens, bypass the alert to continue to see the Spark Ul.

Run Workspace notebooks programmatically

(® Note

Programmatic execution of notebooks isn't supported with Amazon EMR Serverless
interactive applications.
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You can run your Amazon EMR Studio Workspace notebooks programmatically with a script or
on the AWS CLI. To learn how to run your notebook programmatically, see Sample commands to

execute EMR Notebooks programmatically.

Browse data with SQL Explorer

® Note

SQL Explorer for EMR Studio isn't supported with Amazon EMR Serverless interactive
applications or in a Studio with IAM Identity Center trusted identity propagation enabled.

This topic provides information to help you get started with SQL Explorer in Amazon EMR Studio.
SQL Explorer is a single-page tool in your Workspace that helps you understand the data sources in
your EMR cluster's data catalog. You can use SQL Explorer to browse your data, run SQL queries to
retrieve data, and download query results.

SQL Explorer supports Presto. Before you use SQL Explorer, make sure you have a cluster that uses
Amazon EMR version 5.34.0 or later or version 6.4.0 or later with Presto installed. The Amazon
EMR Studio SQL Explorer doesn't support Presto clusters that you've configured with in-transit
encryption. This is because Presto runs in TLS mode on these clusters.

Browse your cluster's data catalog

SQL Explorer provides a catalog browser interface that you can use to explore and understand
how your data is organized. For example, you can use the data catalog browser to verify table and
column names before you write a SQL query.

To browse your data catalog

1. Open SQL Explorer in your Workspace.

2. Make sure your Workspace is attached to an EMR cluster running on EC2 that uses Amazon
EMR version 6.4.0 or later with Presto installed. You can choose an existing cluster, or create a
new one. For more information, see Attach a compute to an EMR Studio Workspace.

3. Select a Database from the dropdown list to browse.

4. Expand a table in your database to see the table's column names. You can also enter a keyword
in the search bar to filter table results.
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Run a SQL query to retrieve data
To retrieve data with a SQL query and download the results

1. Open SQL Explorer in your Workspace.

2. Make sure your Workspace is attached to an EMR cluster running on EC2 with Presto and Spark
installed. You can choose an existing cluster, or create a new one. For more information, see
Attach a compute to an EMR Studio Workspace.

Select Open editor to open a new editor tab in your Workspace.
Compose your SQL query in the editor tab.

Choose Run.

o v M W

View your query results under Result preview. SQL Explorer displays the first 100 results
by default. You can choose a different number of results to display (up to 1000) using the
Preview first 100 query results drowdown.

7. Choose Download results to download your results in CSV format. You can download up to
1000 rows of results.

Attach a compute to an EMR Studio Workspace

Amazon EMR Studio runs notebook commands using a kernel on an EMR cluster. Before you can
select a kernel, you should attach the Workspace to a cluster that uses Amazon EC2 instances, to
an Amazon EMR on EKS cluster, or to an EMR Serverless application. EMR Studio lets you attach
Workspaces to new or existing clusters, and gives you the flexibility to change clusters without
closing the Workspace.

This section covers the following topics to help you work with and provision clusters for EMR
Studio:

Attach an Amazon EC2 cluster to an EMR Studio Workspace

Attach an Amazon EMR on EKS cluster to an EMR Studio Workspace

Attach an Amazon EMR Serverless application to an EMR Studio Workspace

Create and attach a new EMR cluster to an EMR Studio Workspace

Detach a compute from an EMR Studio Workspace
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Attach an Amazon EC2 cluster to an EMR Studio Workspace

You can attach an EMR cluster running on Amazon EC2 to a Workspace when you create the
Workspace, or attach a cluster to an existing Workspace. If you want to create and attach a new
cluster, see Create and attach a new EMR cluster to an EMR Studio Workspace.

(@ Note

A workspace in a Studio that has IAM Identity Center trusted identity propagation enabled
can only attach to an EMR cluster with a security configuration that has Identity Center
enabled.

On create
Attach to an Amazon EMR compute cluster when you create a Workspace

1. Inthe Create a Workspace dialog box, make sure you've already selected a subnet for the
new Workspace. Expand the Advanced configuration section.

2. Choose Attach Workspace to an EMR cluster.

3. Inthe EMR cluster dropdown list, select an existing EMR cluster to attach to the
Workspace.

After you attach a cluster, finish creating the Workspace. When you open the new Workspace
for the first time and choose the EMR clusters panel, you should see your selected cluster
attached.

On launch
Attach to an Amazon EMR compute cluster when you launch the Workspace

1. Navigate to the Workspaces list and select the row for the Workspace that you want to
launch. Then, select Launch Workspace > Launch with options.

2. Choose an EMR cluster to attach to your Workspace.

After you attach a cluster, finish creating the Workspace. When you open the new Workspace
for the first time and choose the EMR clusters panel, you should see your selected cluster
attached.

Attach a compute to a Workspace
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In JupyterLab
Attach a Workspace to an Amazon EMR compute cluster in JupyterLab

1. Select your Workspace, then select Launch Workspace > Quick launch.

2. Inside JupyterLab, open the Clustertab in the left sidebar.

3. Select the EMR on EC2 cluster dropdown, or select an Amazon EMR on EKS cluster.
4. Select Attach to attach the cluster to your Workspace.

After you attach the cluster, finish creating the Workspace. When you open the new Workspace
for the first time and choose the EMR clusters panel, you should see your selected cluster
attached.

In the Workspace Ul
Attach a Workspace to an Amazon EMR compute cluster from the Workspace user interface

1. In the Workspace that you want to attach to a cluster, choose the EMR clusters icon from
the left sidebar to open the Cluster panel.

2. Under Cluster type, expand the dropdown and select EMR cluster on EC2.

3. Choose a cluster from the dropdown list. You might need to detach an existing cluster first
to enable the cluster selection dropdown list.

4. Choose Attach. When the cluster is attached, you should see a success message appear.

Attach an Amazon EMR on EKS cluster to an EMR Studio Workspace

In addition to using Amazon EMR clusters running on Amazon EC2, you can attach a Workspace to
an Amazon EMR on EKS cluster to run notebook code. For more information about Amazon EMR on
EKS, see What is Amazon EMR on EKS.

Before you can connect a Workspace to an Amazon EMR on EKS cluster, your Studio administrator
must grant you access permissions.

(® Note

You can't launch an Amazon EMR on EKS cluster in a EMR Studio that uses IAM Identity
Center trusted identity propagation.
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On create
To attach an Amazon EMR on EKS cluster when you create a Workspace

1. Inthe Create a Workspace dialog box, expand the Advanced configuration section.
2. Choose Attach Workspace to an Amazon EMR on EKS cluster.

3. Under Amazon EMR on EKS cluster, choose a cluster from the dropdown list.

4

Under Select an endpoint, choose a managed endpoint to attach to the Workspace. A
managed endpoint is a gateway that lets EMR Studio communicate with your chosen
cluster.

5. Choose Create a Workspace to finish the Workspace creation process and attach the
selected cluster.

After you attach a cluster, you can finish the Workspace creation process. When you open the
new Workspace for the first time and choose the EMR clusters panel, you should see that your
selected cluster is attached.

In the Workspace Ul
To attach an Amazon EMR on EKS cluster from the Workspace user interface
1. In the Workspace that you want to attach to a cluster, choose the EMR clusters icon from
the left sidebar to open the Cluster panel.
2. Expand the Cluster type dropdown and choose EMR clusters on EKS.
3. Under EMR cluster on EKS, choose a cluster from the dropdown list.

4. Under Endpoint, choose a managed endpoint to attach to the Workspace. A managed
endpoint is a gateway that lets EMR Studio communicate with your chosen cluster.

5. Choose Attach. When the cluster is attached, you should see a success message appear.

Attach an Amazon EMR Serverless application to an EMR Studio Workspace

You can attach a Workspace to an EMR Serverless application to run interactive workloads. For
more information, see Using notebooks to run interactive workloads with EMR Serverless through
EMR Studio.
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® Note

You can't attach an EMR Serverless application to a EMR Studio that uses IAM Identity
Center trusted identity propagation.

Example Attach a Workspace to an EMR Serverless application in JupyterLab

Before you can connect a Workspace to an EMR Serverless application, your account administrator
must grant you access permissions as described in Required permissions for interactive workloads.

1. Navigate to EMR Studio select your Workspace, then select Launch Workspace > Quick
launch.

2. Inside JupyterLab, open the Cluster tab in the left sidebar.

3. Select EMR Serverless as a compute option, then select an EMR Serverless application and a
runtime role.

4. To attach the cluster to your Workspace, choose Attach.
Now when you open this Workspace, you should see your selected application attached.

Create and attach a new EMR cluster to an EMR Studio Workspace

Advanced EMR Studio users can provision new EMR clusters running on Amazon EC2 to use with
a Workspace. The new cluster has all of the big data applications that are required for EMR Studio
installed by default.

To create clusters, your Studio administrator must first give you permission using a session policy.
For more information, see Create permissions policies for EMR Studio users.

You can create a new cluster in the Create a Workspace dialog box or from the Cluster panel in the
Workspace Ul. Either way, you have two cluster creation options:

1. Create an EMR cluster — Create an EMR cluster by choosing the Amazon EC2 instance type and
count.

2. Use a cluster template - Provision a cluster by selecting a predefined cluster template. This
option appears if you have permission to use cluster templates.
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® Note

If you enabled trusted identity propagation with IAM Identity Center for your Studio,
then you must use a template to create a cluster.

To create an EMR cluster by providing a cluster configuration

1. Choose a starting point.

To... Do this...

Create the cluster when you create a Expand the Advanced configuration section
Workspace with the Create a Workspace in the Create a Workspace dialog box, and
dialog box. select Create an EMR cluster.

Create the cluster from the EMR cluster Choose the EMR clusters tab in the left
panel in the Workspace Ul after you have sidebar of an open Workspace, expand
created a Workspace. the Advanced configuration section, and

choose Create cluster.

2. Enter a Cluster name. Naming the cluster helps you find it later in the EMR Studio Clusters list.
3. For Amazon EMR release, Choose an Amazon EMR release version for the cluster.

4. For Instance, select the type and number of Amazon EC2 instances for the cluster. For more
information about selecting instance types, see Configure Amazon EC2 instances. One instance

will be used as the primary node.

5. Select a Subnet where EMR Studio can launch the new cluster. Each subnet option is
preapproved by your Studio administrator, and your Workspace should be able to connect to a
cluster in any listed subnet.

6. Choose an S3 URI for log storage.

7. Choose Create EMR cluster to provision the cluster. If you use the Create a Workspace dialog
box, choose Create a Workspace to create the Workspace and provision the cluster. After EMR
Studio provisions the new cluster, it attaches the cluster to the Workspace.
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To create a cluster using a cluster template

1. Choose a starting point.

To... Do this...

Create the cluster when you create a Expand the Advanced configuration section
Workspace with the Create a Workspace in the Create a Workspace dialog box, and
dialog box. select Use a cluster template.

Create the cluster from the EMR cluster Choose the EMR clusters tab in the left
panel in the Workspace Ul. sidebar of an open Workspace, expand

the Advanced configuration section, then
choose Cluster template.

2. Select a cluster template from the dropdown list. Each available cluster template includes a
brief description to help you make a selection.

3. The cluster template you choose may have additional parameters such as Amazon EMR release
version or cluster name. You can choose or insert values, or use the default values that your
administrator selected.

4. Select a Subnet where EMR Studio can launch the new cluster. Each subnet option is
preapproved by your Studio administrator, and your Workspace should be able to connect to a
cluster in any subnet.

5. Choose Use cluster template to provision the cluster and attach it to the Workspace. It will
take a few minutes for EMR Studio to create the cluster. If you use the Create a Workspace
dialog box, choose Create a Workspace to create the Workspace and provision the cluster.
After EMR Studio provisions the new cluster, it attaches the cluster to your Workspace.

Detach a compute from an EMR Studio Workspace

To exchange the cluster attached to a Workspace, you can detach a cluster from the Workspace Ul.
To detach a cluster from a Workspace

1. In the Workspace that you want to detach from a cluster, choose the EMR clusters icon from
the left sidebar to open the Cluster panel.
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2. Under Select cluster, choose Detach and wait for EMR Studio to detach the cluster. When the
cluster is detached, you will see a success message.

To detach an EMR Serverless application from an EMR Studio Workspace

To exchange the compute attached to a Workspace, you can detach the application from the
Workspace UL

1. In the Workspace that you want to detach from a cluster, choose the Amazon EMR compute
icon from the left sidebar to open the Compute panel.

2. Under Select compute, choose Detach and wait for EMR Studio to detach the application.
When the application is detached, you will see a success message.

Link Git-based repositories to an EMR Studio Workspace

About Git repositories for EMR Studio

You can associate a maximum of three Git repositories with an EMR Studio Workspace. By default,
each Workspace lets you choose from a list of Git repositories that are associated with the same
AWS account as the Studio. You can also create a new Git repository as a resource for a Workspace.

You can run Git commands like the following using a terminal command while connected to the
primary node of a cluster.

!git pull origin <branch-name>

Alternatively, you can use the jupyterlab-git extension. Open it from the left sidebar by choosing
the Git icon. For information about the jupyterlab-git extension for JupyterLab, see jupyterlab-git.

Prerequisites

» To associate a Git repository with a Workspace, the Studio must be configured to allow
Git repository linking. Your Studio administrator should take steps to Establish access and

permissions for Git-based repositories.

« If you use a CodeCommit repository, you must use Git credentials and HTTPS. SSH keys and
HTTPS with the AWS Command Line Interface credential helper are not supported. CodeCommit
also does not support personal access tokens (PATs). For more information, see Using IAM with
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CodeCommit in the IAM user Guide and Setup for HTTPS users using Git credentials in the AWS
CodeCommit User Guide.

Instructions
To link an associated Git repository to a Workspace

1. Open the Workspace that you want to link to a repository from the Workspaces list in the
Studio.

2. In the left sidebar, choose the Amazon EMR Git Repository icon to open the Git repository
tool panel.

3. Under Git repositories, expand the dropdown list and select a maximum of three repositories
to link to the Workspace. EMR Studio registers your selection and begins linking each
repository.

It might take some time for the linking process to complete. You can see the status for each
repository that you selected in the Git repository tool panel. After EMR Studio links a repository
to a Workspace, you should see the files that belong to that repository appear in the File browser
panel.

To add a new Git repository to a Workspace as a resource
1. Open the Workspace that you want to link to a repository from the Workspaces list in your

Studio.

2. In the left sidebar, choose the Amazon EMR Git Repository icon to open the Git repository
tool panel.

3. Choose Add new Git repository.

4. For Repository name, enter a descriptive name for the repository in EMR Studio. Names may
only contain alphanumeric characters, hyphens, and underscores.

5. For Git repository URL, enter the URL for the repository. When you use a CodeCommit
repository, this is the URL that is copied when you choose Clone URL and then Clone HTTPS.
For example, https://git-codecommit.us-west-2.amazonaws.com/vl/repos/
[MyCodeCommitRepoName].

6. For Branch, enter the name of an existing branch that you want to check out.
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7. For Git credentials, choose an option according to the following guidelines. EMR Studio
accesses your Git credentials using secrets stored in Secrets Manager.

® Note

If you use a GitHub repository, we recommend that you use a personal access

token (PAT) to authenticate. Beginning August 13, 2021, GitHub will require token-
based authentication and will no longer accept passwords when authenticating Git
operations. For more information, see the Token authentication requirements for Git

operations post in The GitHub Blog.
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Option Description

Create a new secret Choose this option to associate existing Git
credentials with a new secret that will be
created in AWS Secrets Manager for you.
Do one of the following based on the Git
credentials that you use for the repository.

If you use a Git user name and password
to access the repository, select Username
and password, enter the Secret name to
use in Secrets Manager, and then enter the
Username and Password to associate with
the secret.

—OR-

If you use a personal access token to access
the repository, select Personal access
token (PAT), enter the Secret name to use
in Secrets Manager, and then enter your
personal access token. For more informati
on, see Creating a personal access token for

the command line for GitHub and Personal

access tokens for Bitbucket. CodeCommit

repositories do not support this option.

Use a public repository without credentials Choose this option to access a public
repository.
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Option Description

Use an existing AWS secret Choose this option if you already saved your
credentials as a secret in Secrets Manager,
and then select the secret name from the
list.

If you select a secret associated with a Git
user name and password, the secret must
be in the format {"gitUsername":
"MyUserName ", "gitPassword":
"MyPassword "}.

8. Choose Add repository to create the new repository. After EMR Studio creates the new
repository, you will see a success message. The new repository appears in the dropdown list
under Git repositories.

9. To link the new repository to your Workspace, choose it from the dropdown list under Git
repositories.

It might take some time for the linking process to complete. After EMR Studio links the new
repository to the Workspace, you should see a new folder with the same name as your repository
appear in the File Browser panel.

To open a different linked repository, navigate to its folder in the File browser.
Use the Amazon Athena SQL editor in EMR Studio

Overview

You can use Amazon EMR Studio to develop and run interactive queries on Amazon Athena. That
means that you can perform SQL analytics on Athena from the same EMR Studio interface that
you use to run your Spark, Scala, and other workloads. With this integration, you can use auto-
completion to develop queries quickly, browse data in your AWS Glue Data Catalog, create saved
queries, view your query history, and more.

For more information on using Amazon Athena, see Using Athena SQL in the Amazon Athena User
Guide.
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Use the Athena SQL editor in EMR Studio

Use the following steps to develop and run interactive queries on Amazon Athena from your EMR
Studio:

1. Add the required permissions to the user role for the users who access the Workspaces in this
Studio. The permissions are listed in the AWS Identity and Access Management permissions
for EMR Studio users table in the column Access Amazon Athena SQL editor from your EMR
Studio. Alternatively, you can choose to copy the Advanced policy contents from the Example
user policies to grant users full permissions to EMR Studio capabilities including this one.

2. Set up and create an EMR Studio.

3. Navigate to your Studio and select Query editor from the sidebar.

You should now see the familiar Athena editor Ul. For information on getting started and using
Athena SQL to run interactive queries, see Getting started and Using Athena SQL in the Amazon
Athena User Guide.

® Note

If you have enabled trusted identity propagation through IAM Identity Center for your EMR
Studio, then you must use Athena workgroups to control query access, and the workgroup

that you use must also use trusted identity propagation. For steps to set up Identity Center
and enable trusted identity propagation for your workgroup, see Using IAM Identity Center

enabled Athena workgroups in the Amazon Athena User Guide.

Considerations for using the Athena SQL editor in EMR Studio

« Integration with Athena is available in all commercial Regions where EMR Studio and Athena are
available.

« The following Athena features are not available in EMR Studio:

« Admin features like creating or updating Athena workgroups, data sources, or capacity
reservations

» Athena for Spark or Spark notebooks
« Amazon DataZone integration

» Cost Based Optimizer (CBO)
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« Step functions

Amazon CodeWhisperer integration with EMR Studio Workspaces

Overview

You can use Amazon CodeWhisperer with Amazon EMR Studio to get real-time recommendations

as you write code in JupyterLab. CodeWhisperer can complete your comments, finish single lines of
code, make line-by-line recommendations, and generate fully-formed functions.

@ Note

When you use Amazon EMR Studio, AWS might store data about your usage and content
for service improvement purposes. For more information and instructions to opt out of
data sharing, see Sharing your data with AWS in the Amazon CodeWhisperer User Guide.

Considerations for using CodeWhisperer with Workspaces

« CodeWhisperer integration is available in the same AWS Regions where EMR Studio is available,
as documented in the EMR Studio considerations.

« Amazon EMR Studio automatically uses the CodeWhisperer endpoint in US East (N. Virginia) (us-
east-1) for recommendations, regardless of the Region that your studio is in.

« CodeWhisperer supports only Python language for coding ETL scripts for Spark jobs in EMR
Studio.

« A client-side telemetry option quantifies your usage of CodeWhisperer. This functionality isn't
supported with EMR Studio.

Permissions required for CodeWhisperer

To use CodeWhisperer, you must attach the following policy to your IAM user role for Amazon EMR
Studio:

"Version": "2012-10-17",
"Statement": [
{
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"Sid": "CodeWhispererPermissions",

"Effect": "Allow",

"Action": [ "codewhisperer:GenerateRecommendations" ],
"Resource": "*"

Use CodeWhisperer with Workspaces

To display the CodeWhisperer reference log in JupyterLab, open the CodeWhisperer panel at the
bottom of the JupyterLab window and choose Open Code Reference Log.

The following list contains shortcuts that you can use to interact with CodeWhisperer suggestions:

Pause recommendations — Use Pause Auto-Suggestions from the CodeWhisperer settings.

Accept a recommendation - Press Tab on your keyboard.

Reject a recommendation - Press Escape on your keyboard.

Navigate recommendations — Use the Up and Down arrows on your keyboard.

Manual invoke - Press Alt and C on your keyboard. If you're using a Mac, press Cmd and C.

You can also use CodeWhisperer to change settings like log level and get suggestions for code
references. For more information, see Setting up CodeWhisperer with JupyterLab and Features in

the Amazon CodeWhisperer User Guide.

Debug applications and jobs with EMR Studio

With Amazon EMR Studio, you can launch data application interfaces to analyze applications and
job runs in the browser.

You can also launch the persistent, off-cluster user interfaces for Amazon EMR running on EC2
clusters from the Amazon EMR console. For more information, see View persistent application user

interfaces.

(® Note

Depending on your browser settings, you might need to enable pop-ups for an application
Ul to open.
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For information about configuring and using the application interfaces, see The YARN Timeline
Server, Monitoring and instrumentation, or Tez Ul overview.

Debug Amazon EMR running on Amazon EC2 jobs

Workspace Ul

Launch an on-cluster Ul from a notebook file

When you use Amazon EMR release versions 5.33.0 and later, you can launch the Spark web
user interface (the Spark Ul or Spark History Server) from a notebook in your Workspace.

On-cluster Uls work with the PySpark, Spark, or SparkR kernels. The maximum viewable file size
for Spark event logs or container logs is 10 MB. If your log files exceed 10 MB, we recommend
that you use the persistent Spark History Server instead of the on-cluster Spark Ul to debug
jobs.

/A Important

In order for EMR Studio to launch on-cluster application user interfaces from a
Workspace, a cluster must be able to communicate with the Amazon API Gateway.

You must configure the EMR cluster to allow outgoing network traffic to Amazon API
Gateway, and make sure that Amazon API Gateway is reachable from the cluster.

The Spark Ul accesses container logs by resolving hostnames. If you use a custom
domain name, you must make sure that the hostnames of your cluster nodes can be
resolved by Amazon DNS or by the DNS server you specify. To do so, set the Dynamic
Host Configuration Protocol (DHCP) options for the Amazon Virtual Private Cloud (VPC)
that is associated with your cluster. For more information about DHCP options, see
DHCP option sets in the Amazon Virtual Private Cloud User Guide.

1. Inyour EMR Studio, open the Workspace that you want to use and make sure that it is
attached to an Amazon EMR cluster running on EC2. For instructions, see Attach a compute
to an EMR Studio Workspace.

2. Open a notebook file and use the PySpark, Spark, or SparkR kernel. To select a kernel,
choose the kernel name from the upper right of the notebook toolbar to open the Select
Kernel dialog box. The name appears as No Kernel! if no kernel has been selected.
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3. Run your notebook code. The following appears as output in the notebook when you start
the Spark context. It might take a few seconds to appear. If you have started the Spark
context, you can run the %%info command to access a link to the Spark Ul at any time.

(® Note

If the Spark Ul links do not work or do not appear after a few seconds, create a new

notebook cell and run the %%info command to regenerate the links.

SC

Starting Spark application

ID

YARN Application ID Kind State Spark Ul Driverlog Current session?

2 application_1613085840432 0003 spark idle Link Link 4

SparkSession available as 'spark'.

resl: org.apache.spark.SparkContext = org.apache.spark.SparkContext@58262802

4. To launch the Spark Ul, choose Link under Spark Ul. If your Spark application is running,
the Spark Ul opens in a new tab. If the application has completed, the Spark History Server

opens instead.

After you launch the Spark Ul, you can modify the URL in the browser to open the YARN
ResourceManager or the Yarn Timeline Server. Add one of the following paths after

amazonaws . com.

Web Ul

YARN ResourceM
anager

Yarn Timeline
Server

Spark History
Server

Path

/rm

/yts

/shs

Example modified URL

https://j-examplebby5ij .emrappui-prod.eu-west-1
.amazonaws.com/rm

https://j-examplebby5ij .emrappui-prod.eu-west-1
.amazonaws.com/yts

https://j-examplebby5ij .emrappui-prod.eu-west-1
.amazonaws.com/shs
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Studio Ul

Launch the persistent YARN Timeline Server, Spark History Server, or Tez Ul from the EMR
Studio Ul

1. In your EMR Studio, select Amazon EMR on EC2 on the left side of the page to open the
Amazon EMR on EC2 clusters list.

2. Filter the list of clusters by name, state, or ID by entering values in the search box. You can
also search by creation time range.

3. Select a cluster and then choose Launch application Uls to select an application user
interface. The Application Ul opens in a new browser tab and might take some time to load.

Debug EMR Studio running on EMR Serverless

Similar to Amazon EMR running on Amazon EC2, you can use the Workspace user interface to
analyze your EMR Serverless applications. From the Workspace Ul, when you use Amazon EMR
releases 6.14.0 and higher, you can launch the Spark web user interface (the Spark Ul or Spark
History Server) from a notebook in your Workspace. For your convenience, we also provide a link to
the driver log for quick access the Spark driver logs.

Debug Amazon EMR on EKS job runs with the Spark History Server

When you submit a job run to an Amazon EMR on EKS cluster, you can access logs for that job
run using the Spark History Server. The Spark History Server provides tools for monitoring Spark
applications, such as a list of scheduler stages and tasks, a summary of RDD sizes and memory
usage, and environmental information. You can launch the Spark History Server for Amazon EMR
on EKS job runs in the following ways:

o When you submit a job run using EMR Studio with an Amazon EMR on EKS managed endpoint,
you can launch the Spark History Server from a notebook file in your Workspace.

o When you submit a job run using the AWS CLI or AWS SDK for Amazon EMR on EKS, you can
launch the Spark History Server from the EMR Studio Ul.

For information about how to use the Spark History Server, see Monitoring and Instrumentation

in the Apache Spark documentation. For more information about job runs, see Concepts and
components in the Amazon EMR on EKS Development Guide.
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To launch the Spark History Server from a notebook file in your EMR Studio Workspace

1. Open a Workspace that is connected to an Amazon EMR on EKS cluster.
2. Select and open your notebook file in the Workspace.

3. Choose Spark Ul at the top of the notebook file to open the persistent Spark History Server in
a new tab.

To launch the Spark History Server from the EMR Studio Ul

(® Note

The Jobs list in the EMR Studio Ul displays only job runs that you submit using the AWS CLI
or AWS SDK for Amazon EMR on EKS.

1. In your EMR Studio, select Amazon EMR on EKS on the left side of the page.

2. Search for the Amazon EMR on EKS virtual cluster that you used to submit your job run. You
can filter the list of clusters by status or ID by entering values in the search box.

3. Select the cluster to open its detail page. The detail page displays information about the
cluster, such as ID, namespace, and status. The page also shows a list of all the job runs
submitted to that cluster.

4. From the cluster detail page, select a job run to debug.

5. In the upper right of the Jobs list, choose Launch Spark History Server to open the
application interface in a new browser tab.

Install kernels and libraries in an EMR Studio Workspace

Each Amazon EMR Studio Workspace comes with a set of pre-installed libraries and kernels.

Kernels and libraries on clusters that run on Amazon EC2

You can also customize the environment for EMR Studio in the following ways when you use EMR
clusters running on Amazon EC2:

« Install Jupyter Notebook kernels and Python libraries on a cluster primary node — When
you install libraries using this option, all Workspaces attached to the same cluster share those
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libraries. You can install kernels or libraries from within a notebook cell or while connected using
SSH to the primary node of a cluster.

» Use notebook-scoped libraries - When Workspace users install and use libraries from within a
notebook cell, those libraries only available to that notebook alone. This option lets different
notebooks using the same cluster work without worrying about conflicting library versions.

EMR Studio Workspaces have the same underlying architecture as EMR Notebooks. You can install
and use Jupyter Notebook kernels and Python libraries with EMR Studio in the same way you
would with EMR Notebooks. For instructions, see Installing and using kernels and libraries.

Kernels and libraries on Amazon EMR on EKS clusters

Amazon EMR on EKS clusters include the PySpark and Python 3.7 kernels with a set of pre-installed
libraries. Amazon EMR on EKS does not support installing additional libraries or clusters.

Each Amazon EMR on EKS cluster comes with the following Python and PySpark libraries installed:

« Python - boto3, cffi, future, ggplot, jupyter, kubernetes, matplotlib, numpy, pandas, plotly,
pycryptodomex, py4j, requests, scikit-learn, scipy, seaborn

» PySpark - ggplot, jupyter, matplotlib, numpy, pandas, plotly, pycryptodomex, py4j, requests,
scikit-learn, scipy, seaborn

Kernels and libraries on EMR Serverless applications

Each EMR Serverless application comes with the following Python and PySpark libraries installed:

« Python - ggplot, matplotlib, numpy, pandas, plotly, bokeh, scikit-learn, scipy, seaborn
« PySpark - ggplot, matplotlib,numpy, pandas, plotly, bokeh, scikit-learn, scipy, seaborn

Enhance kernels with magic commands

Overview

EMR Studio and EMR Notebooks support magic commands. Magic commands, or magics, are
enhancements that the IPython kernel provides to help you run and analyze data. IPython is an
interactive shell environment that is built with Python.
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Amazon EMR also supports Sparkmagic, a package that provides Spark-related kernels (PySpark,
SparkR, and Scala kernels) with specific magic commands and that uses Livy on the cluster to
submit Spark jobs.

You can use magic commands as long as you have a Python kernel in your EMR notebook. Similarly,
any Spark-related kernel supports Sparkmagic commands.

Magic commands, also called magics, come in two varieties:

« Line magics — These magic commands are denoted by a single % prefix and operate on a single
line of code

» Cell magics — These magic commands are denoted by a double %% prefix and operate on
multiple lines of code

For all available magics, see List magic and Sparkmagic commands.

Considerations and limitations
» EMR Serverless doesn't support %%sh to run spark-submit. It doesn't support the EMR
Notebooks magics.

« Amazon EMR on EKS clusters don't support Sparkmagic commands for EMR Studio. This is
because Spark kernels that you use with managed endpoints are built into Kubernetes, and they
aren't supported by Sparkmagic and Livy. You can set the Spark configuration directly into the
SparkContext object as a workaround, as the following example demonstrates.

spark.conf.set("spark.driver.maxResultSize", '6g')

« The following magic commands and actions are prohibited by AWS:
e %alias
 %alias_magic
» %automagic
e %Mmacro
» Modifying proxy_user with Sconfigure

« Modifying KERNEL_USERNAME with %env or %$set_env
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List magic and Sparkmagic commands

Use the following commands to list the available magic commands:

« %1smagic lists all currently-available magic functions.

« %%help lists currently-available Spark-related magic functions provided by the Sparkmagic
package.

Use %%configure to configure Spark

One of the most useful Sparkmagic commands is the %%configure command, which configures
the session creation parameters. Using conf settings, you can configure any Spark configuration
that's mentioned in the configuration documentation for Apache Spark.

Example Add external JAR file to EMR Notebooks from Maven repository or Amazon S3

You can use the following approach to add an external JAR file dependency to any Spark-related
kernel that's supported by Sparkmagic.

%%configure -f
{"conf": {

"spark.jars.packages": "com.jsuereth:scala-arm_2.11:2.0,ml.combust.bundle:bundle-
ml_2.11:0.13.0,com.databricks:dbutils-api_2.11:0.0.3",

"spark.jars": "s3://DOC-EXAMPLE-BUCKET/my-jar.jar"

}

Example : Configure Hudi

You can use the notebook editor to configure your EMR notebook to use Hudi.

%%configure
{ "conf": {
"spark.jars": "hdfs://apps/hudi/lib/hudi-spark-bundle.jar,hdfs:///apps/hudi/lib/
spark-spark-avro.jar",
"spark.serializer": "org.apache.spark.serializer.KryoSerializer",
"spark.sqgl.hive.convertMetastoreParquet":"false"

}
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Use %%sh to run spark-submit

The %%sh magic runs shell commands in a subprocess on an instance of your attached cluster.
Typically, you'd use one of the Spark-related kernels to run Spark applications on your attached
cluster. However, if you want to use a Python kernel to submit a Spark application, you can use the
following magic, replacing the bucket name with your bucket name in lowercase.

%%sh
spark-submit --master yarn --deploy-mode cluster s3://DOC-EXAMPLE-BUCKET/test.py

In this example, the cluster needs access to the location of s3://D0OC-EXAMPLE-BUCKET/
test.py, or the command will fail.

You can use any Linux command with the %%sh magic. If you want to run any Spark or YARN
commands, use one of the following options to create an emr-notebook Hadoop user and grant
the user permissions to run the commands:

» You can explicitly create a new user by running the following commands.

hadoop fs -mkdir /user/emr-notebook
hadoop fs -chown emr-notebook /user/emr-notebook

« You can turn on user impersonation in Livy, which automatically creates the user. See Enabling
user impersonation to monitor Spark user and job activity for more information.

Use %%display to visualize Spark dataframes

You can use the %%display magic to visualize a Spark dataframe. To use this magic, run the
following command.

%%display df

Choose to view the results in a table format, as the following image shows.
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Type: Table Pie Scatter Line Area Bar

year month total_passengers total_trips
2012-01-01 3 26866837 16146923
2011-01-01 3 26091246 16066350
2013-01-01 3 26965079 15749228
2011-01-01 10 26287953 15707756
2009-01-01 10 26202049 15604551
2012-01-01 5 26278817 15567525
2011-01-01 5 25508952 15554868
2010-01-01 9 25533166 15540209
2010-01-01 5 26002858 15481351
2012-01-01 4 25900645 15477914

You can also choose to visualize your data with five types of charts. Your options include pie,
scatter, line, area, and bar charts.

Type:

Encoding:

month

Table Pie

X year v

Y month v

Log scale X

Log scale Y

Jan 2009

Scatter

Func.

Jul 2009

Line

Area

Jan 2010

Bar

Jul 2010

Jan 2011

year

Jul 2011

Jan 2012

Jul 2012

Jan 2013
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Use EMR Notebooks magics

Amazon EMR provides the following EMR Notebooks magics that you can use with Python3 and
Spark-based kernels:

« %mount_workspace_dir - Mounts your Workspace directory to your cluster so that you can
import and run code from other files in your Workspace

(® Note

With %mount_workspace_dir, only the Python 3 kernel can access your local file
systems. Spark executors will not have access to the mounted directory with this kernel.

« Sumount_workspace_dir - Unmounts your Workspace directory from your cluster

» %generate_s3_download_url - Generates a temporary download link in your notebook
output for an Amazon S3 object

Prerequisites

Before you install EMR Notebooks magics, complete the following tasks:

« Make sure that your Service role for cluster EC2 instances (EC2 instance
profile) has read access for Amazon S3. The EMR_EC2_DefaultRole with the

AmazonElasticMapReduceforEC2Role managed policy fulfills this requirement. If you use a
custom role or policy, make sure that it has the necessary S3 permissions.

(® Note

EMR Notebooks magics run on a cluster as the notebook user and use the EC2 instance
profile to interact with Amazon S3. When you mount a Workspace directory on an EMR
cluster, all Workspaces and EMR notebooks with permission to attach to that cluster can
access the mounted directory.

Directories are mounted as read-only by default. While s3fs-fuse and goofys allow
read-write mounts, we strongly recommend that you do not modify mount parameters
to mount directories in read-write mode. If you allow write access, any changes made to
the directory are written to the S3 bucket. To avoid accidental deletion or overwriting,
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you can enable versioning for your S3 bucket. To learn more, see Using versioning in S3
buckets.

« Run one of the following scripts on your cluster to install the dependencies for EMR Notebooks
magics. To run a script, you can either Use custom bootstrap actions or follow the instructions in

Run commands and scripts on an Amazon EMR cluster when you already have a running cluster.

You can choose which dependency to install. Both s3fs-fuse and goofys are FUSE (Filesystem in

Userspace) tools that let you mount an Amazon S3 bucket as a local file system on a cluster. The
s3fs tool provides an experience similar to POSIX. The goofys tool is a good choice when you
prefer performance over a POSIX-compliant file system.

#!/bin/sh
# Install the s3fs dependency for EMR Notebooks magics sudo amazon-linux-extras

install epel -y
sudo yum install s3fs-fuse -y

OR

#!/bin/sh

# Install the goofys dependency for EMR Notebooks magics sudo wget https://
github.com/kahing/goofys/releases/latest/download/goofys -P /usr/bin/
sudo chmod ugo+x /usr/bin/goofys

Install EMR Notebooks magics

(® Note

With Amazon EMR releases 6.0 through 6.9.0, and 5.0 through 5.36.0, only emr -
notebooks-magics package versions 0.2.0 and higher support Smount_workspace_dir
magic.

Complete the following steps to install EMR Notebooks magics.
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1. Inyour notebook, run the following commands to install the emr-notebooks-magics
package.

%pip install boto3 --upgrade
%pip install botocore --upgrade
%pip install emr-notebooks-magics --upgrade

2. Restart your kernel to load the EMR Notebooks magics.

3. Verify your installation with the following command, which should display output help text for
smount_workspace_dir.

smount_workspace_dir?

Mount a Workspace directory with $mount_workspace_dir

The %mount_workspace_dir magic lets you mount your Workspace directory onto your EMR
cluster so that you can import and run other files, modules, or packages stored in your directory.

The following example mounts the entire Workspace directory onto a cluster, and specifies the
optional <--fuse-type> argument to use goofys for mounting the directory.

smount_workspace_dir . <--fuse-type goofys>

To verify that your Workspace directory is mounted, use the following example to display the
current working directory with the 1s command. The output should display all of the files in your
Workspace.

When you're done making changes in your Workspace, you can unmount the Workspace directory
with the following command:

(@ Note

Your Workspace directory stays mounted to your cluster even when the Workspace is
stopped or detached. You must explicitly unmount your Workspace directory.
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Sumount_workspace_dir

Download an Amazon S3 object with %generate_s3_download_url

The generate_s3_download_url command creates a presigned URL for an object stored in
Amazon S3. You can use the presigned URL to download the object to your local machine. For
example, you might run generate_s3_download_url to download the result of a SQL query
that your code writes to Amazon S3.

The presigned URL is valid for 60 minutes by default. You can change the expiration time by
specifying a number of seconds for the --expires-in flag. For example, --expires-in 1800
creates a URL that is valid for 30 minutes.

The following example generates a download link for an object by specifying the full Amazon S3
path: s3://EXAMPLE-DOC-BUCKET/path/to/my/object.

%generate_s3_download_url s3://EXAMPLE-DOC-BUCKET/path/to/my/object

To learn more about using generate_s3_download_url, run the following command to display
help text.

%generate_s3_download_url?

Run a notebook in headless mode with $execute_notebook

With %execute_notebook magic, you can run another notebook in headless mode and view the
output for each cell that you've run. This magic requires additional permissions for the instance
role that Amazon EMR and Amazon EC2 share. For more details on how to grant additional
permissions, run the command %execute_notebook?.

During a long-running job, your system might go to sleep because of inactivity, or might
temporarily lose internet connectivity. This might disrupt the connection between your browser
and the Jupyter Server. In this case, you might lose the output from the cells that you've run and
sent from the Jupyter Server.

If you run the notebook in headless mode with %$execute_notebook magic, EMR Notebooks
captures output from the cells that have run, even if the local network experiences disruption. EMR
Notebooks saves the output incrementally in a new notebook with the same name as the notebook
that you've run. EMR Notebooks then places the notebook into a new folder within the workspace.
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Headless runs occur on the same cluster and uses service role EMR_Notebook_DefaultRole, but
additional arguments can alter the default values.

To run a notebook in headless mode, use the following command:

%sexecute_notebook <relative-file-path>

To specify a cluster ID and service role for a headless run, use the following command:

%sexecute_notebook <notebook_name>.ipynb --cluster-id <emr-cluster-id> --service-role
<emr-notebook-service-role>

When Amazon EMR and Amazon EC2 share an instance role, the role requires the following
additional permissions:

"Version": "2012-10-17",
"Statement": [

{
{
iy
{
}

]
}
(@ Note

"Effect": "Allow",
"Action": [

"elasticmapreduce:StartNotebookExecution",
"elasticmapreduce:DescribeNotebookExecution",

"ec2:DescribeInstances"

1,

"Resource": "*"

"Effect": "Allow",
"Action": [
"iam:PassRole"

]I

"Resource": "arn:aws:iam::<AccoundId>

:role/EMR_Notebooks_DefaultRole"

To use %Sexecute_notebook magic, install the emr-notebooks-magics package, version
0.2.3 or higher.
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Use multi-language notebooks with Spark kernels

Each Jupyter notebook kernel has a default language. For example, the Spark kernel's default
language is Scala, and the PySpark kernels's default language is Python. With Amazon EMR 6.4.0
and later, EMR Studio supports multi-language notebooks. This means that each kernel in EMR
Studio can support the following languages in addition to the default language: Python, Spark, R,
and Spark SQL.

To activate this feature, specify one of the following magic commands at the beginning of any cell.

Language Command
Python %%pyspark
Scala %%scalaspark
R %%rspark

Not supported for interactive workloads with EMR
Serverless.

Spark SQL

o\°

%sql

When invoked, these commands execute the entire cell within the same Spark session using the
interpreter of the corresponding language.

The %%pyspark cell magic allows users to write PySpark code in all Spark kernels.

%%pyspark
a =1

The %%sql cell magic allows users to execute Spark-SQL code in all Spark kernels.

%%sql
SHOW TABLES

The %%rspark cell magic allows users to execute SparkR code in all Spark kernels.

%%rspark
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a <-1

The %%scalaspark cell magic allows users to execute Spark Scala code in all Spark kernels.

%%scalaspark
val a =1

Share data across language interpreters with temporary tables

You can also share data between language interpreters using temporary tables. The following
example uses %%pyspark in one cell to create a temporary table in Python and uses %
%scalaspark in the following cell to read data from that table in Scala.

%%pyspark

df=spark.sql("SELECT * from nyc_top_trips_report LIMIT 20")

# create a temporary table called nyc_top_trips_report_view in python
df.createOrReplaceTempView("nyc_top_trips_report_view")

%%scalaspark

// read the temp table in scala

val df=spark.sql("SELECT * from nyc_top_trips_report_view")
df.show(5)
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Amazon EMR Notebooks overview

® Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR

Studio Workspaces in new console and What's new in the console?

You can use Amazon EMR Notebooks along with Amazon EMR clusters running Apache Spark to

create and open Jupyter Notebook and JupyterLab interfaces within the Amazon EMR console.

An EMR notebook is a "serverless" notebook that you can use to run queries and code. Unlike a
traditional notebook, the contents of an EMR notebook — the equations, queries, models, code,
and narrative text within notebook cells — run in a client. The commands are executed using a
kernel on the EMR cluster. Notebook contents are also saved to Amazon S3 separately from cluster
data for durability and flexible re-use.

You can start a cluster, attach an EMR notebook for analysis, and then terminate the cluster. You
can also close a notebook attached to one running cluster and switch to another. Multiple users can
attach notebooks to the same cluster simultaneously and share notebook files in Amazon S3 with
each other. These features let you run clusters on-demand to save cost, and reduce the time spent
re-configuring notebooks for different clusters and datasets.

You can also execute an EMR notebook programmatically using the Amazon EMR API, without the
need to interact with Amazon EMR console ("headless execution"). You need to include a cell in

the EMR notebook that has a parameters tag. That cell allows a script to pass new input values

to the notebook. Parameterized notebooks can be re-used with different sets of input values.
There's no need to make copies of the same notebook to edit and execute with new input values.
Amazon EMR creates and saves the output notebook on S3 for each run of the parameterized
notebook. For EMR notebook API code samples, see Sample commands to execute EMR Notebooks

programmatically.
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/A Important

The EMR Notebooks capability supports clusters that use Amazon EMR releases 5.18.0
and higher. We recommend that you use EMR Notebooks with clusters that use the latest
version of Amazon EMR, or at least 5.30.0, 5.32.0, or 6.2.0. With these releases, Jupyter
kernels run on the attached cluster rather than on a Jupyter instance. This improves
performance and enhances your ability to customize kernels and libraries. For more
information, see Differences in capabilities by cluster release version.

Applicable charges for Amazon S3 storage and for Amazon EMR clusters apply.

Amazon EMR Notebooks are available as Amazon EMR Studio
Workspaces in the new console

Making the transition from EMR Notebooks to Workspaces

In the new Amazon EMR console, we've merged EMR Notebooks with Amazon EMR Studio

Workspaces into a single experience. When you use an EMR Studio, you can create and configure
different Workspaces to organize and run notebooks. If you had Amazon EMR notebooks in the old
console, they're available as EMR Studio Workspaces in the new console.

Amazon EMR created these new EMR Studio Workspaces for you. The number of Studios that
we created corresponds to the number of distinct VPCs that you use from EMR Notebooks. For
example, if you connect to EMR clusters in two different VPCs from EMR Notebooks, then we
created two new EMR Studios. Your notebooks are distributed among the new Studios.

/A Important

We turned off the option to create new notebooks in the old Amazon EMR console. Instead,
use Create Workspace in the new Amazon EMR console.

For more information on Amazon EMR Studio Workspaces, see Learn Workspace basics. For a

conceptual overview of EMR Studio, see Workspaces on the How Amazon EMR Studio works page.
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What do you need to do?

While you can still use your existing notebooks in the old console, we recommend that you instead
use Amazon EMR Studio Workspaces in the new console. You must configure additional role
permissions to turn on the capabilities in EMR Studio that aren’t available in EMR Notebooks.

(® Note

At a minimum, to view existing EMR Notebooks as EMR Studio Workspaces and to

create new Workspaces, users must have elasticmapreduce:ListStudios and
elasticmapreduce:CreateStudioPresignedUrl permissions on their roles. To access
all of the EMR Studio features, see Enabling EMR Studio features for EMR Notebooks users
for the complete list of added permissions that EMR Notebooks users will need.

Enhanced capabilities in EMR Studio beyond EMR Notebooks

With Amazon EMR Studio, you can set up and use the following capabilities that aren't available
with EMR Notebooks:

» Browse and attach to EMR clusters from within Jupyterlab

» Browse and attach to EMR Notebooks virtual clusters from within Jupyterlab

« Connect to Git repos from within Jupyterlab

» Collaborate with other members of your team to write and run notebook code

» Browse data with SQL Explorer

» Provision EMR clusters with Service Catalog

For a complete list of capabilities with Amazon EMR Studio, see Key features of EMR Studio.

Enabling EMR Studio features for EMR Notebooks users

The new EMR Studios that we will create as part of this merge use the existing
EMR_Notebooks_DefaultRole IAM role as the EMR Studio service role.

Users who transition to EMR Studio from EMR Notebooks and want to use the additional
capabilities of EMR Studio require several new role permissions. Add the following permissions to
the roles of your EMR Notebooks users who plan to use EMR Studio.

What do you need to do? 204



Amazon EMR Management Guide

® Note

At a minimum, to view existing EMR Notebooks as EMR Studio Workspaces and to

create new Workspaces, users must have elasticmapreduce:ListStudios and
elasticmapreduce:CreateStudioPresignedUrl permissions on their roles. To use all
of the EMR Studio features, add all of the permissions listed below. Admin users also need
permission to create and manage an EMR Studio. For more information, see Administrator

permissions to create and manage an EMR Studio.

"elasticmapreduce:DescribeStudio",
"elasticmapreduce:ListStudios",
"elasticmapreduce:CreateStudioPresignedUrl",
"elasticmapreduce:UpdateEditor",
"elasticmapreduce:PutWorkspaceAccess",
"elasticmapreduce:DeleteWorkspaceAccess",
"elasticmapreduce:ListWorkspaceAccessIdentities",
"emr-containers:ListVirtualClusters",
"emr-containers:DescribeVirtualCluster",
"emr-containers:ListManagedEndpoints",
"emr-containers:DescribeManagedEndpoint",
"emr-containers:CreateAccessTokenForManagedEndpoint",
"emr-containers:ListJobRuns",
"emr-containers:DescribeJobRun",
"servicecatalog:SearchProducts",
"servicecatalog:DescribeProduct",
"servicecatalog:DescribeProductView",
"servicecatalog:DescribeProvisioningParameters",
"servicecatalog:ProvisionProduct",
"servicecatalog:UpdateProvisionedProduct",
"servicecatalog:ListProvisioningArtifacts",
"servicecatalog:DescribeRecord",
"servicecatalog:ListLaunchPaths",
"cloudformation:DescribeStackResources"

The following permissions are also required to use the collaboration capabilities in EMR Studio, but
weren't required with EMR Notebooks.

"sso-directory:SearchUsers",
"iam:GetUser",
"iam:GetRole",

Required permissions 205



Amazon EMR Management Guide

"iam:ListUsers",
"iam:ListRoles",
"sso:GetManagedApplicationInstance"

Considerations when using EMR Notebooks

(® Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR

Studio Workspaces in new console and What's new in the console?

Consider the following requirements when you create clusters and develop solutions using EMR

notebook.

Cluster requirements

« Enable Amazon EMR Block Public Access — Inbound access to a cluster enables cluster users to
execute notebook kernels. Ensure that only authorized users can access the cluster. We strongly
recommend that you leave block public access enabled, and that you limit inbound SSH traffic
to only trusted sources. For more information, see Using Amazon EMR block public access and

Control network traffic with security groups.

« Use a Compatible Cluster — A cluster attached to a notebook must meet the following
requirements:

Only clusters created using Amazon EMR are supported. You can create a cluster
independently within Amazon EMR and then attach an EMR notebook, or you can create a
compatible cluster when you create an EMR notebook.

Only clusters created using Amazon EMR release version 5.18.0 and later are supported. See
the section called “Differences in capabilities by cluster release version”.

Clusters created using Amazon EC2 instances with AMD EPYC processors—for example, m5a.*
and r5a.* instance types—are not supported.
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EMR Notebooks works only with clusters created with VisibleToAllUsers set to true.
VisibleToAllUsers is true by default.

The cluster must be launched within an EC2-VPC. Public and private subnets are supported.
The EC2-Classic platform is not supported.

The cluster must be launched with Hadoop, Spark, and Livy installed. Other applications may
be installed, but EMR Notebooks currently supports Spark clusters only.

/A Important

For Amazon EMR release versions 5.32.0 and later, or 6.2.0 and later, your cluster must
also be running the Jupyter Enterprise Gateway application in order to work with EMR
Notebooks.

Clusters using Kerberos authentication are not supported.

Clusters integrated with AWS Lake Formation support the installation of notebook-scoped
libraries only. Installing kernels and libraries on the cluster are not supported.

Clusters with multiple primary nodes are not supported.

Clusters using Amazon EC2 instances based on AWS Graviton2 are not supported.

Differences in capabilities by cluster release version

We strongly recommend that you use EMR Notebooks with clusters created using Amazon EMR
release versions 5.30.0, 5.32.0 or later, or 6.2.0 or later. With these versions, EMR Notebooks runs
kernels on the attached Amazon EMR cluster. Kernels and libraries can be installed directly on the
cluster primary node. Using EMR Notebooks with these cluster versions has the following benefits:

« Improved performance — Notebook kernels run on clusters with EC2 instance types that you
select. Earlier versions run kernels on a specialized instance that cannot be resized, accessed, or

customized.

 Ability to add and customize kernels — You can connect to the cluster to install kernel packages
using conda and pip. In addition, pip installation is supported using terminal commands within
notebook cells. In earlier versions, only pre-installed kernels were available (Python, PySpark,
Spark, and SparkR). For more information, see Installing kernels and Python libraries on a cluster

primary node.
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« Ability to install Python libraries - You can install Python libraries on the cluster primary node
using conda and pip. We recommend using conda. With earlier versions, only notebook-scoped
libraries for PySpark are supported.

Supported EMR Notebooks features by cluster release

Cluster release Notebook-scoped Kernel installation Python library
version libraries for PySpark  on cluster installation on
primary node

Earlier than 5.18.0 EMR Notebooks not supported

5.18.0-5.25.0 No No No
5.26.0-5.29.0 Yes No No
5.30.0 Yes Yes Yes
6.0.0 No No No
5.32.0 and later,and  Yes Yes Yes

6.2.0 and later

Limits for concurrently attached EMR Notebooks

When you create a cluster that supports notebooks, consider the EC2 Instance type of the cluster
primary node. The memory constraints of this EC2 Instance determine the number of notebooks
that can be ready simultaneously to run code and queries on the cluster.

Primary node EC2 instance type Number of EMR Notebooks
*.medium 2

*large 4

* xlarge 8

* 2xlarge 16
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Primary node EC2 instance type Number of EMR Notebooks
*.4xlarge 24
* 8xlarge 24
*16xlarge 24

Jupyter Notebook and Python versions

EMR Notebooks runs Jupyter Notebook version 6.0.2 and Python 3.6.5 regardless of the Amazon
EMR release version of the attached cluster.

Security-related considerations
Using encrypted S3 locations

If you specify an encrypted location in Amazon S3 to store notebook files, you must

set up the Service role for EMR Notebooks as a key user. The default service role is
EMR_Notebooks_DefaultRole. If you are using an AWS KMS key for encryption, see Using
key policies in AWS KMS in the AWS Key Management Service Developer Guide and the support
article for adding key users.

Using cookies with hosting domains

To augment the security for the off-console applications that you might use with Amazon

EMR, the application hosting domains are registered in the Public Suffix List (PSL).

Examples of these hosting domains include the following: emrstudio-prod.us-
east-1.amazonaws.com, emrnotebooks-prod.us-east-1.amazonaws.com, emrappui-
prod.us-east-1.amazonaws.com. For further security, if you ever need to set sensitive
cookies in the default domain name, we recommend that you use cookies witha __Host-
prefix. This helps to defend your domain against cross-site request forgery attempts (CSRF). For
more information, see the Set-Cookie page in the Mozilla Developer Network.
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Creating a Notebook

(® Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR

Studio Workspaces in new console and What's new in the console?

You create an EMR notebook using the old Amazon EMR console. Creating notebooks using the
AWS CLI or the Amazon EMR API is not supported.

To create an EMR notebook

P WD

Open the Amazon EMR console at https://console.aws.amazon.com/elasticmapreduce/.

Choose Notebooks, Create notebook.
Enter a Notebook name and an optional Notebook description.

If you have an active cluster to which you want to attach the notebook, leave the default
Choose an existing cluster selected, click Choose, select a cluster from the list, and then
click Choose cluster. For information about cluster requirements for EMR Notebooks, see
Considerations when using EMR Notebooks.

Choose Create a cluster, enter a Cluster name and choose options according to the following
guidelines. The cluster is created in the default VPC for the account using On-Demand
instances.

Setting Description
Cluster name The friendly name used to identify the
cluster.
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Setting Description
Release Cannot be modified. Defaults to the latest

Applications

Instance

EMR role

EC2 instance profile

EC2 key pair

Amazon EMR release version (5.36.1).

Cannot be modified. Lists the applications
that are installed on the cluster.

Enter the number of instances and select
the EC2 Instance type. One instance is used
for the primary node. The rest are used for
core nodes. The instance type determines
the number of notebooks that can attach
to the cluster simultaneously. For more
information, see Limits for concurrently
attached EMR Notebooks.

Leave the default or choose the link to
specify a custom service role for Amazon
EMR. For more information, see Service role
for Amazon EMR (EMR role).

Leave the default or choose the link to
specify a custom service role for EC2
instances. For more information, see Service
role for cluster EC2 instances (EC2 instance

profile).

Choose an EC2 key pair to be able to
connect to cluster instances. For more
information, see Connect to the primary

node using SSH.
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Setting Description

Auto-termination Auto-termination is supported for Amazon
EMR versions 5.30.0 and 6.1.0 and later.

Select the checkbox to enable auto-
termination, then specify the amount of
idle time after which the cluster should
automatically shut down. For more
information, see Using an auto-termination

policy.

5. For Security groups, choose Use default security groups. Alternatively, choose Choose
security groups and select custom security groups that are available in the VPC of the cluster.
You select one for the primary instance and another for the notebook client instance. For more
information, see the section called “Security groups for EMR Notebooks".

6. For AWS Service Role, leave the default or choose a custom role from the list. The client
instance for the notebook uses this role. For more information, see Service role for EMR
Notebooks.

7. For Notebook location choose the location in Amazon S3 where the notebook file is saved, or
specify your own location. If the bucket and folder don't exist, Amazon EMR creates it.

Amazon EMR creates a folder with the Notebook ID as folder name, and saves the notebook
to a file named NotebookName . ipynb. For example, if you specify the Amazon S3 location
s3://MyBucket/MyNotebooks for a notebook named MyFirstEMRManagedNotebook,
the notebook file is saved to s3://MyBucket/MyNotebooks/NotebookID/
MyFirstEMRManagedNotebook.ipynb.

If you specify an encrypted location in Amazon S3, you must set up the Service role for EMR
Notebooks as a key user. The default service role is EMR_Notebooks_DefaultRole. If you
are using an AWS KMS key for encryption, see Using key policies in AWS KMS in the AWS Key
Management Service Developer Guide and the support article for adding key users.

8. Optionally, if you have added a Git-based repository to Amazon EMR that you want to
associate with this notebook, choose Git repository, select Choose repository and then select
a repository from the list. For more information, see Associating Git-based repositories with
EMR Notebooks.

9. Optionally, choose Tags, and then add any additional key-value tags for the notebook.
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/A Important

A default tag with the Key string set to creatorUserID and the value set to your

IAM user ID is applied for access purposes. We recommend that you do not change or
remove this tag because it can be used to control access. For more information, see Use
cluster and Notebook tags with IAM policies for access control.

10. Choose Create Notebook.
Working with EMR Notebooks

(® Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR

Studio Workspaces in new console and What's new in the console?

After you create an EMR notebook, the notebook takes a short time to start. The Status in the
Notebooks list shows Starting. You can open a notebook when its status is Ready. It might take a
bit longer for a notebook to be Ready if you created a cluster along with it.

® Tip
Refresh your browser or choose the refresh icon above the notebooks list to refresh
notebook status.

Understanding Notebook status

An EMR notebook can have the following for Status in the Notebooks list.
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Status

Ready

Starting

Pending

Stopping

Stopped

Deleting

Meaning

You can open the notebook using the
notebook editor. While a notebook has a
Ready status, you can stop or delete it. To
change clusters, you must stop the notebook
first. If a notebook in the Ready status is

idle for a long period of time, it is stopped
automatically.

The notebook is being created and attached
to the cluster. While a notebook is starting,
you cannot open the notebook editor, stop it,
delete it, or change clusters.

The notebook has been created, and is waiting
for integration with the cluster to complete.
The cluster may still be provisioning resources
or responding to other requests. You can open
the notebook editor with the notebook in
local mode. Any code that relies on cluster
processes does not execute and fails.

The notebook is shutting down, or the cluster
that the notebook is attached to is terminati
ng. While a notebook is stopping, you can't
open the notebook editor, stop it, delete it, or
change clusters.

The notebook has shut down. You can start
the notebook on the same cluster, as long as
the cluster is still running. You can change
clusters, and delete the cluster.

The cluster is being removed from the list
of available clusters. The notebook file,
NotebookName .ipynb remainsin Amazon
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Status Meaning

S3 and continues to accrue applicable storage
charges.

Working with the Notebook editor

An advantage of using an EMR notebook is that you can launch the notebook in Jupyter or
JupyterLab directly from the console.

With EMR Notebooks, the notebook editor you access from the Amazon EMR console is the familiar
open-source Jupyter Notebook editor or JupyterLab. Because the notebook editor is launched
within the Amazon EMR console, it's more efficient to configure access than it is with a notebook
hosted on an Amazon EMR cluster. You don't need to configure a user's client to have web access
through SSH, security group rules, and proxy configurations. If a user has sufficient permissions,
they can simply open the notebook editor within the Amazon EMR console.

Only one user can have an EMR notebook open at a time from within Amazon EMR. If another user
tries to open an EMR notebook that is already open, an error occurs.

/A Important

Amazon EMR creates a unique pre-signed URL for each notebook editor session, which is
valid only for a short time. We recommend that you do not share the notebook editor URL.
Doing this creates a security risk because recipients of the URL adopt your permissions to
edit the notebook and run notebook code for the lifetime of the URL. If others need access
to a notebook, provide permissions to their a user through permissions policies and ensure
that the service role for EMR Notebooks has access to the Amazon S3 location. For more
information, see the section called “Security” and Service role for EMR Notebooks.

To open the notebook editor for an EMR notebook

1. Select a notebook with a Status of Ready or Pending from the Notebooks list.

2. Choose Open in JupyterLab or Open in Jupyter.

A new browser tab opens to the JupyterLab or Jupyter Notebook editor.
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3. From the Kernel menu, choose Change kernel and then select the kernel for your
programming language.

You are now ready to write and run code from within the notebook editor.

Saving the contents of a Notebook

When you work in the notebook editor, the contents of notebook cells and output are saved
automatically to the notebook file periodically in Amazon S3. A notebook that has no changes
since the last time a cell was edited shows (autosaved) next to the notebook name in the editor. If
changes have not yet been saved, unsaved changes appears.

You can save a notebook manually. From the File menu, choose Save and

Checkpoint or press CTRL+S. This creates a file named NotebookName . ipynb

in a checkpoints folder within the notebook folder in Amazon S3. For example,
s3://MyBucket/MyNotebookFolder/NotebookID/checkpoints/NotebookName.ipynb.
Only the most recent checkpoint file is saved in this location.

Changing clusters

You can change the cluster that an EMR notebook is attached to without changing the contents of
the notebook itself. You can change clusters for only those notebooks that have a Stopped status.

To change the cluster of an EMR notebook

1. If the notebook that you want to change is running, select it from the Notebooks list and
choose Stop.

2. When the notebook status is Stopped, select the notebook from the Notebooks list, and then
choose View details.

3. Choose Change cluster.

4. If you have an active cluster running Hadoop, Spark, and Livy to which you want to attach
the notebook, leave the default, and select a cluster from the list. Only clusters that meet the
requirements are listed.

Choose Create a cluster and then choose the cluster options. For more information, see
Cluster requirements.
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5. Choose an option for Security groups, and then choose Change cluster and start notebook.

Deleting Notebooks and Notebook files

When you delete an EMR notebook using the Amazon EMR console, you delete the notebook from
the list of available notebooks. However, notebook files remain in Amazon S3 and continue to
accrue storage charges.

To delete a notebook and remove associated files

1. Open the Amazon EMR console at https://console.aws.amazon.com/elasticmapreduce/.

2. Choose Notebooks, select your notebook from the list, and then choose View details.

3. Choose the folder icon next to Notebook location and copy the URL, which is in the pattern
s3://MyNotebookLocationPath/NotebookID/.

4. Choose Delete.

The notebook is removed from the list, and notebook details can no longer be viewed.

5. Follow the instructions for How do | delete folders from an S3 bucket? in the Amazon Simple
Storage Service User Guide. Navigate to the bucket and folder from step 3.

If you have the AWS CLI installed, open a command prompt and type the command at the end
of this paragraph. Replace the Amazon S3 location with the location that you copied above.
Make sure that the AWS CLI is configured with the access keys of a user with permissions to
delete the Amazon S3 location. For more information, see Configuring the AWS CLI in the AWS
Command Line Interface User Guide.

aws s3 rm s3://MyNotebookLocationPath/NotebookID

Sharing Notebook files

Each EMR notebook is saved to Amazon S3 as a file named NotebookName .ipynb. As long as a
notebook file is compatible with the same version of Jupyter Notebook that EMR Notebooks is
based on, you can open the notebook as an EMR notebook.
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The easiest way to open a notebook file from another user is to save the *.ipynb file from another
user to your local file system, and then use the upload feature in the Jupyter and JupyterLab
editors.

You can use this process to use EMR notebooks shared by others, notebooks shared in the Jupyter
community, or to restore a notebook that was deleted from the console when you still have the
notebook file.

To use a different notebook file as the basis for an EMR notebook

1. Before proceeding, close the notebook editor for any notebooks that you will work with, and
then stop the notebook if it's an EMR notebook.

2. Create an EMR notebook and enter a name for it. The name that you enter for the notebook
will be the name of the file you need to replace. The new file name must match this file name
exactly.

3. Make a note of the location in Amazon S3 that you choose for the notebook. The file
that you replace is in a folder with a path and file name like the following pattern:
s3://MyNotebookLocation/NotebookID/MyNotebookName .ipynb.

4. Stop the notebook.

5. Replace the old notebook file in the Amazon S3 location with the new one, using exactly the
same name.

The following AWS CLI command for Amazon S3 replaces a file saved to a local machine

called SharedNotebook.ipynb for an EMR notebook with the name MyNotebook, an ID

of e-12A3BCDEFJHIJKLMNO45PQRST, and created with MyBucket/MyNotebooksFolder
specified in Amazon S3. For information about using the Amazon S3 console to copy and
replace files, see Uploading, downloading, and managing objects in the Amazon Simple Storage

Service User Guide.

aws s3 cp SharedNotebook.ipynb s3://MyBucket/
MyNotebooksFolder/-12A3BCDEFJHIJKLMNO45PQRST/MyNotebook.ipynb
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Sample commands to execute EMR Notebooks
programmatically

® Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR

Studio Workspaces in new console and What's new in the console?

Overview

You can execute EMR notebooks with execution APIs from a script or from command line. When
you start, stop, list, and describe EMR notebook executions outside of the AWS console, you
can programmatically control an EMR notebook. You can pass different parameter values to a
notebook with a parameterized notebook cell. This eliminates the need to create a copy of the
notebook for each new set of parameter values. For more information, see Amazon EMR API

actions.

You can schedule or batch EMR notebook executions with Amazon CloudWatch events and AWS
Lambda. For more information, see Using AWS Lambda with Amazon CloudWatch Events.

Role permissions for programmatic execution
To use programmatic execution with EMR Notebooks, you must configure user permissions with the

following policies:

"Version": "2012-10-17",
"Statement": [

{
"Sid": "AllowExecutionActions",
"Effect": "Allow",
"Action": [

"elasticmapreduce:StartNotebookExecution",
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"elasticmapreduce:DescribeNotebookExecution",
"elasticmapreduce:ListNotebookExecutions™"

1,

"Resource": "*"
},
{

"Sid": "AllowPassingServiceRole",

"Effect": "Allow",

"Action": [

"iam:PassRole"

1,

"Resource": "arn:aws:iam::account-id:role/EMR_Notebooks_DefaultRole"
}

When you programmatically execute EMR Notebooks on an EMR Notebooks cluster, you must add
these additional permissions:

"Version": "2012-10-17",
"Statement": [
{
"Sid": "AllowRetrievingManagedEndpointCredentials",
"Effect": "Allow",
"Action": [
"emr-containers:GetManagedEndpointSessionCredentials"
1)
"Resource": [
"arn:aws:emr-containers:region:account-id:/virtualclusters/virtual-
cluster-id/endpoints/managed-endpoint-id"
1)
"Condition": {
"StringEquals": {
"emr-containers:ExecutionRoleArn": [
"arn:aws:iam::account-id:role/emr-on-eks-execution-role"

"Sid": "AllowDescribingManagedEndpoint",
"Effect": "Allow",
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"Action": [
"emr-containers:DescribeManagedEndpoint"

]I

"Resource": [
"arn:aws:emr-containers:region:account-id:/virtualclusters/virtual-
cluster-id/endpoints/managed-endpoint-id"
]
}

Limitations with programmatic execution

« A maximum of 100 concurrent executions are supported per AWS Region per account.
« An execution is terminated if it runs for more than 30 days.

« Programmatic execution of notebooks isn't supported with Amazon EMR Serverless interactive
applications.
Examples of programmatic EMR notebook execution

The following sections provide several examples of programmatic EMR notebook execution with
the AWS CLI, Boto3 SDK (Python), and Ruby:

» Notebook execution CLI command samples

» Notebook execution Python samples

» Notebook execution Ruby samples

You can also run parameterized notebooks as part of scheduled workflows with an orchestration
tool such as Apache Airflow or Amazon Managed Workflows for Apache Airflow (MWAA). For more
information, see Orchestrating analytics jobs on EMR Notebooks using MWAA in the AWS Big Data

Blog.

Notebook execution CLI command samples

(® Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
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in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR
Studio Workspaces in new console and What's new in the console?

The following example uses the demo notebook from the EMR Notebooks console. To locate the
notebook, use the file path relative to the home directory. In this example, there are two notebook
files that you can run: demo_pyspark.ipynb and my_folder/python3.ipynb.

The relative path for file demo_pyspark.ipynb is demo_pyspark.ipynb, shown below.

File Edit View Run HKernel Git Tabs Settings Help

0 + * & & m| demo_pyspark.ipynb ¥ | [ python3.ipynb X

™/ B + ¥XO ® » m C Code “ PySpark O
o Name - Last Modified

B my_folder 16 minutes ago l [ J: TOPK =5
0 & | demo_pyspark.ipynb 2 minutes ago

Install requried libraries

The relative path for python3.ipynbismy_folder/python3.ipynb, shown below.

File Edit WView Run Kernel Git Tabs Settings Help

- + s c L1 A| pythen3.ipynb ¥ | [A] demo_pyspark.ipynb *
m /| my_folder | B + ¥ 0OT[f » m C Code ~ Python3 O
o MName - Last Modified

™ python3.ipynb 6 minutes ago I [ 1: |24

For information about the Amazon EMR API NotebookExecution actions, see Amazon EMR API

actions..

Run a notebook

You can use the AWS CLI to run your notebook with the start-notebook-execution action, as
the following examples demonstrate.

Example - Executing an EMR notebook in an EMR Studio Workspace with an Amazon EMR
(running on Amazon EC2) cluster

aws emr --region us-east-1 \
start-notebook-execution \
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--editor-id e-ABCDEFG123456 \

--notebook-params '{"input_param":"my-value", "good_superhero":["superman", "batman"]}'
\

--relative-path test.ipynb \

--notebook-execution-name my-execution \

--execution-engine '{"Id" : "j-1234ABCD123"}' \

--service-role EMR_Notebooks_DefaultRole

"NotebookExecutionId": "ex-ABCDEFGHIJ1234ABCD"

Example - Executing an EMR notebook in an EMR Studio Workspace with an EMR Notebooks
cluster

aws emr start-notebook-execution \

--region us-east-1 \

--service-role EMR_Notebooks_DefaultRole \

--environment-variables '{"KERNEL_EXTRA_SPARK_OPTS": "--conf

spark.executor.instances=1", "KERNEL_LAUNCH_TIMEOUT": "350"}' \

--output-notebook-format HTML \

--execution-engine Id=arn:aws:emr-containers:us-west-2:account-id:/
virtualclusters/ABCDEFG/
endpoints/ABCDEF, Type=EMR_ON_EKS, ExecutionRoleArn=arn:aws:iam: :account-
id:role/execution-role \

--editor-id e-ABCDEFG \

--relative-path EMRonEKS-spark_python.ipynb

Example - Executing an EMR notebook specifying its Amazon S3 location

aws emr start-notebook-execution \

--region us-east-1 \

--notebook-execution-name my-execution-on-emr-on-eks-cluster \

--service-role EMR_Notebooks_DefaultRole \

--environment-variables '{"KERNEL_EXTRA_SPARK_OPTS": "--conf

spark.executor.instances=1", "KERNEL_LAUNCH_TIMEOUT": "350"}' \

--output-notebook-format HTML \

--execution-engine Id=arn:aws:emr-containers:us-west-2:account-id:/
virtualclusters/ABCDEF/
endpoints/ABCDEF, Type=EMR_ON_EKS, ExecutionRoleArn=arn:aws:iam: :account-
id:role/execution-role \

--notebook-s3-location '{"Bucket": "your-s3-bucket",b"Key": "s3-prefix-to-notebook-
location/EMRonEKS-spark_python.ipynb"}' \
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--output-notebook-s3-location '{"Bucket": "your-s3-bucket",b"Key": "s3-prefix-for-
storing-output-notebook"}'

Notebook output

Here's the output from a sample notebook. Cell 3 shows the newly-injected parameter values.

In [1]: Add tag
print("Hello world")

Hello world

In [2]: parameters X Add tag
input_param = "default"
good_superhero = ["batman", "superman"]

In [3]: injected-parameters % Add tag

# Parameters

good_superhero = ["superman", "batman"]
input_param = "my-value"
new_param = {"nest-keyl": "nest-vall", "nest-key2": "nest-val2"}
In [4]: Add tag

print (input_param)

my-value

In [5]: Add tag

for hero in good_superhero:
print (hero)

superman
batman

Describe a notebook

You can use the describe-notebook-execution action to access information about a specific
notebook execution.

aws emr --region us-east-1 \
describe-notebook-execution --notebook-execution-id ex-IZWZZVRIDKQOWQ7VZWXIZR29UGHTE

"NotebookExecution": {

"NotebookExecutionId": "ex-IZWZZVRIDKQOWQ7VZWXJIZR29UGHTE",
"EditorId": "e-BKTM2DIHXBEDRU44ANWRKIU8SN",
"ExecutionEngine": {

"Id": "j-2QMOV6JAX1TS2",

"Type": "EMR",

"MasterInstanceSecurityGroupId": "sg-05cel2e58cd4f715e"
},

"NotebookExecutionName": "my-execution",
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"NotebookParams": "{\"input_param\":\"my-value\", \"good_superhero\":
[\"superman\", \"batman\"]1}",

"Status": "FINISHED",

"StartTime": 1593490857.009,

"Arn": "arn:aws:elasticmapreduce:us-east-1:123456789012:notebook-execution/ex-
IZWZZVRODKQOWQ7VZWXJIZR29UGHTE",

"LastStateChangeReason": "Execution is finished for cluster j-2QMOV6JAX1TS2.",

"NotebookInstanceSecurityGroupId": "sg-0683b0a39966d4aba",

"Tags": []

Stop a notebook

If your notebook is running an execution that you'd like to stop, you can do so with the stop-
notebook-execution command.

# stop a running execution
aws emr --region us-east-1 \
stop-notebook-execution --notebook-execution-id ex-IZWZX78UVPAATC8LHIR129B1RBN4T

# describe it
aws emr --region us-east-1 \
describe-notebook-execution --notebook-execution-id ex-IZWZX78UVPAATC8LHIR129B1RBNA4T

"NotebookExecution": {
"NotebookExecutionId": "ex-IZWZX78UVPAATCS8LHIR129B1RBN4T",
"EditorId": "e-BKTM2DIHXBEDRU44ANWRKIUSN",
"ExecutionEngine": {
"Id": "j-2QMOV6JAX1TS2",
"Type": "EMR"
.
"NotebookExecutionName": "my-execution",
"NotebookParams": "{\"input_param\":\"my-value\", \'"good_superhero\":
[\"superman\", \"batman\"]}",
"Status": "STOPPED",
"StartTime": 1593490876.241,
"Arn": "arn:aws:elasticmapreduce:us-east-1:123456789012:editor-execution/ex-
IZWZX78UVPAATC8LHIR129B1RBNA4T",

"LastStateChangeReason": "Execution is stopped for cluster j-2QMOV6JAX1TS2.
Internal error",
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"Tags": []

List the executions for a notebook by start time

You can pass a --from parameter to 1ist-notebook-executions to list your notebook's
executions by start time.

# filter by start time
aws emr --region us-east-1 \
list-notebook-executions --from 1593400000 .000

"NotebookExecutions": [
{
"NotebookExecutionId": "ex-IZWZX78UVPAATC8LHIR129B1RBN4T",
"EditorId": "e-BKTM2DIHXBEDRU44ANWRKIU8SN",
"NotebookExecutionName": "my-execution",
"Status": "STOPPED",
"StartTime": 1593490876.241

"NotebookExecutionId": "ex-IZWZZVRODKQOWQ7VZWXJIZR29UGHTE",
"EditorId": "e-BKTM2DIHXBEDRU44ANWRKIU8SN",
"NotebookExecutionName": "my-execution",

"Status": "RUNNING",

"StartTime": 1593490857.009

"NotebookExecutionId": "ex-IZWZYRSOM14L5V95WZ90Q399SKMNW",
"EditorId": "e-BKTM2DIHXBEDRU44ANWRKIU8SN",
"NotebookExecutionName": "my-execution",

"Status": "STOPPED",

"StartTime": 1593490292.995

"NotebookExecutionId": "ex-IZX@09ZK83IVY5E33VHS8MDMELVK8K",
"EditorId": "e-BKTM2DIHXBEDRU44ANWRKIU8SN",
"NotebookExecutionName": "my-execution",
"Status": "FINISHED",
"StartTime": 1593489834.765

},
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{
"NotebookExecutionId": "ex-IZWZX0ZF88JIWDF9J@9GI91R57VION",
"EditorId": "e-BKTM2DIHXBEDRU44ANWRKIU8SN",
"NotebookExecutionName": "my-execution",
"Status": "FAILED",
"StartTime": 1593488934.688

}

List the executions for a notebook by start time and status

The 1list-notebook-executions command can also take a --status parameter to filter
results.

# filter by start time and status
aws emr --region us-east-1 \
list-notebook-executions --from 1593400000.000 --status FINISHED

{
"NotebookExecutions": [
{
"NotebookExecutionId": "ex-IZWZZVRODKQOWQ7VZWXJZR29UGHTE",
"EditorId": "e-BKTM2DIHXBEDRU44ANWRKIU8SN",
"NotebookExecutionName": "my-execution",
"Status": "FINISHED",
"StartTime": 1593490857.009
},
{
"NotebookExecutionId": "ex-IZX009ZK83IVY5E33VHS8MDMELVKS8K",
"EditorId": "e-BKTM2DIHXBEDRU44ANWRKIU8SN",
"NotebookExecutionName": "my-execution",
"Status": "FINISHED",
"StartTime": 1593489834.765
}
]
}
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Notebook execution Python samples

(@ Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR

Studio Workspaces in new console and What's new in the console?

The following code example is an SDK for Python (Boto3) file called demo. py that shows the
notebook execution APIs.

For information about the Amazon EMR API NotebookExecution actions, see Amazon EMR API
actions.

import boto3,time

emr = boto3.client(

emr',
region_name="'us-west-1'

start_resp = emr.start_notebook_execution(
EditorId="'e-40AC8Z06EGGCPI4DLO48KGGGI',
RelativePath="'boto3_demo.ipynb',
ExecutionEngine={"'Id"':"'j-1HYZS6JQKV11Q'},
ServiceRole='EMR_Notebooks_DefaultRole'

execution_id = start_resp["NotebookExecutionId"]
print(execution_id)
print("\n")

describe_response = emr.describe_notebook_execution(NotebookExecutionId=execution_id)

print(describe_response)
print("\n")

Boto3 SDK sample script 228


https://docs.aws.amazon.com/emr/latest/ManagementGuide/emr-managed-notebooks-migration.html
https://docs.aws.amazon.com/emr/latest/ManagementGuide/emr-managed-notebooks-migration.html
https://docs.aws.amazon.com/emr/latest/ManagementGuide/whats-new-in-console.html
https://docs.aws.amazon.com/emr/latest/APIReference/API_Operations.html
https://docs.aws.amazon.com/emr/latest/APIReference/API_Operations.html

Amazon EMR Management Guide

list_response = emr.list_notebook_executions()
print("Existing notebook executions:\n")
for execution in list_response[ 'NotebookExecutions']:
print(execution)
print("\n")

print("Sleeping for 5 sec...")
time.sleep(5)

print("Stop execution " + execution_id)
emr.stop_notebook_execution(NotebookExecutionId=execution_id)

describe_response = emr.describe_notebook_execution(NotebookExecutionId=execution_id)
print(describe_response)

print("\n")

Here's the output from running demo. py.

ex-IZX56YJIDW1D29Q1PHR32WABU2SAPK

{'NotebookExecution': {'NotebookExecutionId': 'ex-IZX56YJDW1D29Q1PHR32WABU2SAPK',
'EditorId': 'e-40AC8Z06EGGCPJ4DLO48KGGGI', 'ExecutionEngine': {'Id':
'j-1HYZS6JQKV11Q', 'Type': 'EMR'}, 'NotebookExecutionName': '', 'Status': 'STARTING',
'StartTime': datetime.datetime(2020, 8, 19, @, 49, 19, 418000, tzinfo=tzlocal()),
'"Arn': 'arn:aws:elasticmapreduce:us-west-1:123456789012:notebook-execution/ex-

IZX56YIDW1D29Q1PHR32WABU2SAPK', 'LastStateChangeReason': 'Execution is starting
for cluster j-1HYZS6JQKV11Q.', 'Tags': []}, 'ResponseMetadata': {'RequestId':
'70f12c5f-1dda-45b7-adf6-964987d373b7"', 'HTTPStatusCode': 200, 'HTTPHeaders': {'x-

amzn-requestid': '70f12c5f-1dda-45b7-adf6-964987d373b7', 'content-type': 'application/

x-amz-json-1.1', 'content-length': '448', 'date': 'Wed, 19 Aug 2020 00:49:22 GMT'},
'RetryAttempts': 03}}

Existing notebook executions:

{'NotebookExecutionId': 'ex-IZX56YJIDW1D29Q1PHR32WABU2SAPK', 'EditorId':
'e-4QAC8Z06EGGCPI4DLO48KGGGI', 'NotebookExecutionName': '', 'Status': 'STARTING',
'StartTime': datetime.datetime(2020, 8, 19, @0, 49, 19, 418000, tzinfo=tzlocal())}

{'NotebookExecutionId': 'ex-IZX5ABS5PR1E5AHMFYEMX3JJIORRB', 'EditorId':
'e-4QAC8Z06EGGCPI4DLO48KGGGI', 'NotebookExecutionName': '', 'Status': 'RUNNING',
'StartTime': datetime.datetime(2020, 8, 19, @, 48, 36, 373000, tzinfo=tzlocal())}
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{'NotebookExecutionId': 'ex-IZX5GLVXIU1HNIS8BWVWO57F6MF4VE', 'EditorId':
'', 'Status': 'FINISHED',

'e-40AC8Z06EGGCPI4DL048KGGGI', 'NotebookExecutionName': ,
'StartTime': datetime.datetime(2020, 8, 19, @, 45, 14, 646000, tzinfo=tzlocal()),

'EndTime': datetime.datetime(2020, 8, 19, 0, 46, 26, 543000, tzinfo=tzlocal())}

{'NotebookExecutionId': 'ex-IZX5CV8YDUOS8JAIWMXN2VH32RUIT1', 'EditorId':
'', 'Status': 'FINISHED',

'e-40AC8Z06EGGCPI4DL048KGGGI', 'NotebookExecutionName': ,
'StartTime': datetime.datetime(2020, 8, 19, 0, 43, 5, 807000, tzinfo=tzlocal()),

'EndTime': datetime.datetime(2020, 8, 19, 0, 44, 31, 632000, tzinfo=tzlocal())}

{'NotebookExecutionId': 'ex-IZX5AS@QPPW55CEDEURZ9ONSOWSUJZ6', 'EditorId':
'NotebookExecutionName': '', 'Status': 'FINISHED',

'e-4QAC8Z06EGGCPI4DLO48KGGGI !,
'StartTime': datetime.datetime(2020, 8, 19, @, 42, 29, 265000, tzinfo=tzlocal()),
'EndTime': datetime.datetime(2020, 8, 19, 0, 43, 48, 320000, tzinfo=tzlocal())}

{'NotebookExecutionId': 'ex-IZX57YF5Q53BKWLR4I5QZ14HJ7DRS', 'EditorId':
'', 'Status': 'FINISHED',

'e-40AC8Z06EGGCPI4DL048KGGGI', 'NotebookExecutionName': ,
datetime.datetime(2020, 8, 19, 0, 38, 37, 81000, tzinfo=tzlocal()),

'StartTime':
'EndTime': datetime.datetime(2020, 8, 19, 0, 40, 39, 646000, tzinfo=tzlocal())}

Sleeping for 5 sec...
Stop execution ex-IZX56YJDW1D29Q1PHR32WABU2SAPK
{'NotebookExecution': {'NotebookExecutionId': 'ex-IZX56YJIDW1D29Q1PHR32WABU2SAPK",
'EditorId': 'e-4QAC8Z06EGGCPJ4DLO48KGGGI', 'ExecutionEngine': {'Id':
'j-1HYZS63JQKV11Q', 'Type': 'EMR'}, 'NotebookExecutionName': '', 'Status': 'STOPPING',
'StartTime': datetime.datetime(2020, 8, 19, @, 49, 19, 418000, tzinfo=tzlocal()),
'arn:aws:elasticmapreduce:us-west-1:123456789012:notebook-execution/ex-
'LastStateChangeReason': 'Execution is being stopped

'Tags': []}, 'ResponseMetadata': {'RequestId':
'2a77ef73-c1c6-467c-ald1-7204ab2f6a53"', 'HTTPStatusCode': 200, 'HTTPHeaders': {'x-

'2a77ef73-clc6-467c-aldl-7204ab2f6a53"', 'content-type': 'application/
'453', 'date': 'Wed, 19 Aug 2020 00:49:30 GMT'},

'Arn':
IZX56YIDW1D29Q1PHR32WABU2SAPK",
for cluster j-1HYZS6JQKV11Q.',

amzn-requestid':
Xx-amz-json-1.1",
'RetryAttempts': 0}}

'content-length':
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Notebook execution Ruby samples

(® Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR

Studio Workspaces in new console and What's new in the console?

The following are Ruby code samples that demonstrate using the notebook execution API.

# prepare an Amazon EMR client

emr = Aws::EMR::Client.new(
region: 'us-east-1',
access_key_id: 'AKIA...JKPKA',
secret_access_key: 'rLMeu...vUQOLrAC1',

)

Starting notebook execution and getting the execution id

In this example, the Amazon S3 editor and EMR notebook are s3://mybucket/notebooks/e-
EA8VGAA429FEQTC8HC9ZHWISK/test.ipynb.

For information about the Amazon EMR API NotebookExecution actions, see Amazon EMR API

actions.

start_response = emr.start_notebook_execution({
editor_id: "e-EA8VGAA429FEQTC8HCOZHWISK",
relative_path: "test.ipynb",

execution_engine: {id: "j-3U82I95AMALGE"},

service_role: "EMR_Notebooks_DefaultRole",

1)
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notebook_execution_id = start_resp.notebook_execution_id

Describing notebook execution and printing the details

describe_resp = emr.describe_notebook_execution({
notebook_execution_id: notebook_execution_id

1)

puts describe_resp.notebook_execution

The output from the above commands will be as follows.

:notebook_execution_id=>"ex-I1ZX3VTVZWVWPP27KUB9@BZ7V9IEDG",
:editor_id=>"e-EA8VGAA429FEQTC8HC9ZHWISK",
:execution_engine=>{:id=>"j-3U82I95AMALGE", :type=>"EMR", :master_instance_security_group_id=>r
:notebook_execution_name=>"",

:notebook_params=>nil,

:status=>"STARTING",

:start_time=>2020-07-23 15:07:07 -0700,

rend_time=>nil,
rarn=>"arn:aws:elasticmapreduce:us-east-1:123456789012:notebook-execution/ex-
IZX3VTVZWVWPP27KUB9@BZ7V9IEDG",

:output_notebook_uri=>nil,

:last_state_change_reason=>"Execution is starting for cluster
j-3U82I95AMALGE.", :notebook_instance_security_group_id=>nil,

:tags=>[]
}

Notebook filters
"EditorId": "e-XXXX", [Optional]
"From" : "1593400000.000", [Optional]
IITOII

Stopping notebook execution

stop_resp = emr.stop_notebook_execution({
notebook_execution_id: notebook_execution_id

D
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Enabling user impersonation to monitor Spark user and job
activity

(® Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR

Studio Workspaces in new console and What's new in the console?

EMR Notebooks allows you to configure user impersonation on a Spark cluster. This feature helps
you track job activity initiated from within the notebook editor. In addition, EMR Notebooks has a
built-in Jupyter Notebook widget to view Spark job details alongside query output in the notebook
editor. The widget is available by default and requires no special configuration. However, to view
the history servers, your client must be configured to view Amazon EMR web interfaces that are
hosted on the primary node.

Setting up Spark user impersonation

By default, Spark jobs that users submit using the notebook editor appear to originate from an
indistinct 1ivy user identity. You can configure user impersonation for the cluster so that these
jobs are associated with the a user identity that ran the code instead. HDFS user directories on the
primary node are created for each user identity that runs code in the notebook. For example, if user
NbUserl runs code from the notebook editor, you can connect to the primary node and see that
hadoop fs -1s /user shows the directory /user/user_NbUserl.

You enable this feature by setting properties in the core-site and 1ivy-conf configuration
classifications. This feature is not available by default when you have Amazon EMR create a
cluster along with a notebook. For more information about using configuration classifications to
customize applications, see Configuring applications in the Amazon EMR Release Guide.

Use the following configuration classifications and values to enable user impersonation for EMR
Notebooks:
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{
"Classification": "core-site",
"Properties": {
"hadoop.proxyuser.livy.groups": "*",
"hadoop.proxyuser.livy.hosts": "*"
}
1,
{
"Classification": "livy-conf",
"Properties": {
"livy.impersonation.enabled": "true"
}
}

Using the Spark job monitoring widget

When you run code in the notebook editor that execute Spark jobs on the EMR cluster, the output
includes a Jupyter Notebook widget for Spark job monitoring. The widget provides job details
and useful links to the Spark history server page and the Hadoop job history page, along with
convenient links to job logs in Amazon S3 for any failed jobs.

To view history server pages on the cluster primary node, you must set up an SSH client and proxy
as appropriate. For more information, see View web interfaces hosted on Amazon EMR clusters. To
view logs in Amazon S3, cluster logging must be enabled, which is the default for new clusters. For
more information, see View log files archived to Amazon S3.

The following is an example of the Spark job monitoring.
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Click to expand and view Spark
job details

= Job [0): reduce at <stdin>:16

Progeass for raduca a <sidins-16 Jot Progress: 1616 Tasks Come.. [
Stage 0] name a1 [sounce] [ine] Status Task Progress Etspsed Time (seconds)  Faded Task Logs
Stage (0] coalesce al Mab javad m « 1"
R—
Siage [1} reduce at <sidin= 15 m i I -

For failed jobs, click these links to
= Job [1): foreach at <stdin=:24 view logs in Amazon 53 when
logeging is enabled on the cluster.

Progriss Tor forsach af <shdine 24 Job Progréss: 412 Tasks Complisle
Stage [I0] nama a1 |source] [line) Status Task Progress Elapsad Tims (seconds) F
Stage [2] coalesce at Mali. java SKIFPED LITE] n'a
—
Stage |3 foreach at <sidine 24 w1z R 1212 sidest | stdout

Starting Spark application

4] YARN Application D Kind Siate Spark Ul Driver bog  Curment sesshon®
0 spplcation_154RTIRTTE 0001 pyspark We Liric o

SparkSession avallable as “spark’.

gL tAndServe .
age 3 B falled 4 tl-vs,. =5t r'q-:qnt fallur

An érror occurred while call 1ng; Lspark.apl. pythaon. P o
org.apache kL Sparken borted due to stage fallurse:
p-172-31-28-106.ecl, Internal, e

Click this link to view
Spark History Server.

appcache/application_154249792
main

CLick this link to view
Hadoop lob History.

L ¥Eoll/appcachefapplication_154245752
ark. ..:I.p.n'pyspar'h.fuor'icer' P, lirse 248, 1n process
serializer.dump_ 5treuc+’unc{sp1i: index, iterator), outfile)
File =fusr/1ib/spark/pythons1ib/pyspark. zip/pyspark/rdd.py™, 1ine 2448, in pipelinme_func
File “fuse/lib/eparkfovthans/lib/ovisark. 2infoviosrk/rdd ov™. lime 2448. in oloelime fume

EMR notebooks security and access control

(® Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR
Studio Workspaces in new console and What's new in the console?
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Several features are available to help you tailor the security posture of EMR Notebooks. This helps
ensure that only authorized users have access to an EMR notebook, can work with notebooks, and
use the notebook editor to execute code on the cluster. These features work along with the security
features available for Amazon EMR and Amazon EMR clusters. For more information, see Security
in Amazon EMR.

» You can use AWS Identity and Access Management policy statements together with notebook
tags to limit access. For more information, see How Amazon EMR works with IAM and Example
identity-based policy statements for EMR Notebooks.

« Amazon EC2 security groups act as virtual firewalls that control network traffic between the
cluster's primary instance and the notebook editor. You can use defaults or customize these
security groups. For more information, see Specifying EC2 security groups for EMR Notebooks.

» You specify an AWS Service Role that determines what permissions an EMR notebook has when
interacting with other AWS services. For more information, see Service role for EMR Notebooks.

Installing and using kernels and libraries

(® Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR

Studio Workspaces in new console and What's new in the console?

Each EMR notebook comes with a set of pre-installed libraries and kernels. You can install
additional libraries and kernels in an EMR cluster if the cluster has access to the repository where
the kernels and libraries are located. For example, for clusters in private subnets, you might need
to configure network address translation (NAT) and provide a path for the cluster to access the
public PyPI repository to install a library. For more information about configuring external access
for different network configurations, see Scenarios and examples in the Amazon VPC User Guide.

EMR Serverless applications come with the following pre-installed libraries for Python and
PySpark:
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« Python libraries — ggplot, matplotlib, numpy, pandas, plotly, bokeh, scikit-learn, scipy, scipy
« PySpark libraries — ggplot, matplotlib, numpy, pandas, plotly, bokeh, scikit-learn, scipy, scipy

Installing kernels and Python libraries on a cluster primary node

With Amazon EMR release version 5.30.0 and later, excluding 6.0.0, you can install additional
Python libraries and kernels on the primary node of the cluster. After installation, these kernels
and libraries are available to any user running an EMR notebook attached to the cluster. Python
libraries installed this way are available only to processes running on the primary node. The
libraries are not installed on core or task nodes and are not available to executors running on those
nodes.

® Note

For Amazon EMR versions 5.30.1, 5.31.0, and 6.1.0, you must take additional steps in order
to install kernels and libraries on the primary node of a cluster.
To enable the feature, do the following:

1. Make sure that the permissions policy attached to the service role for EMR Notebooks
allows the following action:

elasticmapreduce:ListSteps

For more information, see Service role for EMR Notebooks.

2. Use the AWS CLI to run a step on the cluster that sets up EMR Notebooks as shown in
the following example. You must use the step name EMRNotebooksSetup. Replace us-
east-1 with the Region in which your cluster resides. For more information, see Adding
steps to a cluster using the AWS CLI.

aws emr add-steps --cluster-id MyClusterID --steps
Type=CUSTOM_JAR,Name=EMRNotebooksSetup, ActionOnFailure=CONTINUE, Jar=s3://us-
east-1.elasticmapreduce/libs/script-runner/script-runner.jar,Args=["s3://
awssupportdatasvcs.com/bootstrap-actions/EMRNotebooksSetup/emr-notebooks-
setup.sh"]

You can install kernels and libraries using pip or conda in the /emr/notebook-env/bin
directory on the primary node.
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Example - Installing Python libraries

From the Python3 kernel, run the %pip magic as a command from within a notebook cell to install
Python libraries.

%pip install pmdarima

You may need to restart the kernel to use updated packages. You can also use the %%sh Spark
magic to invoke pip.

%%sh
/emr/notebook-env/bin/pip install -U matplotlib
/emr/notebook-env/bin/pip install -U pmdarima

When using a PySpark kernel, you can either install libraries on the cluster using pip commands or
use notebook-scoped libraries from within a PySpark notebook.

To run pip commands on the cluster from the terminal, first connect to the primary node using
SSH, as the following commands demonstrate.

sudo pip3 install -U matplotlib
sudo pip3 install -U pmdarima

Alternatively, you can use notebook-scoped libraries. With notebook-scoped libraries, your library
installation is limited to the scope of your session and occurs on all Spark executors. For more
information, see Using Notebook Scoped Libraries.

If you want to package multiple Python libraries within a PySpark kernel, you can also create an
isolated Python virtual environment. For examples, see Using Virtualenv.

To create a Python virtual environment in a session, use the Spark property
spark.yarn.dist.archives from the %%configure magic command in the first cell in a
notebook, as the following example demonstrates.

%%configure -f

)

"conf": {

"spark.yarn.appMasterEnv.PYSPARK_PYTHON":"./environment/bin/python",

"spark.yarn.appMasterEnv.PYSPARK_DRIVER_PYTHON":"./environment/bin/python",

"spark.yarn.dist.archives":"s3://DOC-EXAMPLE-BUCKET/prefix/
my_pyspark_venv.tar.gz#environment",
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"spark.submit.deployMode":"cluster"

}

You can similarly create a Spark executor environment.

%%configure -f

)

"conf": {

"spark.yarn.appMasterEnv.PYSPARK_PYTHON":"./environment/bin/python",

"spark.yarn.appMasterEnv.PYSPARK_DRIVER_PYTHON":"./environment/bin/python",

"spark.executorEnv.PYSPARK_PYTHON":"./environment/bin/python",

"spark.yarn.dist.archives":"s3://D0OC-EXAMPLE-BUCKET/prefix/
my_pyspark_venv.tar.gz#environment",

"spark.submit.deployMode":"cluster"

}

You can also use conda to install Python libraries. You don't need sudo access to use conda. You
must connect to the primary node with SSH, and then run conda from the terminal. For more
information, see Connect to the primary node using SSH.

Example - Installing kernels

The following example demonstrates installing the Kotlin kernel using a terminal command while
connected to the primary node of a cluster:

sudo /emr/notebook-env/bin/conda install kotlin-jupyter-kernel -c jetbrains

(® Note

These instructions do not install kernel dependencies. If your kernel has third-party
dependencies, you may need to take additional setup steps before you can use the kernel
with your notebook.

Considerations and limitations with notebook-scoped libraries

When you use notebook-scoped libraries, consider the following:
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» Notebook-scoped libraries are available for clusters that you create with Amazon EMR releases
5.26.0 and higher.

» Notebook-scoped libraries are intended to be used only with the PySpark kernel.

« Any user can install additional notebook-scoped libraries from within a notebook cell. These
libraries are only available to that notebook user during a single notebook session. If other users
need the same libraries, or the same user needs the same libraries in a different session, the
library must be re-installed.

« You can uninstall only the libraries that were installed with the install_pypi_package API.
You cannot uninstall any libraries that were pre-installed on the cluster.

« If the same libraries with different versions are installed on the cluster and as notebook-scoped
libraries, the notebook-scoped library version overrides the cluster library version.

Working with Notebook-scoped libraries

To install libraries, your Amazon EMR cluster must have access to the PyPI repository where the
libraries are located.

The following examples demonstrate simple commands to list, install, and uninstall libraries from
within a notebook cell using the PySpark kernel and APIs. For additional examples, see Install
Python libraries on a running cluster with EMR Notebooks post on the AWS Big Data Blog.

Example - Listing current libraries

The following command lists the Python packages available for the current Spark notebook
session. This lists libraries installed on the cluster and notebook-scoped libraries.

sc.list_packages()

Example - Installing the Celery library

The following command installs the Celery library as a notebook-scoped library.

sc.install_pypi_package('"celery")

After installing the library, the following command confirms that the library is available on the
Spark driver and executors.
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import celery
sc.range(1l,10000,1,100).map(lambda x: celery.__version__).collect()

Example - Installing the Arrow library, specifying the version and repository

The following command installs the Arrow library as a notebook-scoped library, with a specification
of the library version and repository URL.

sc.install_pypi_package("arrow==0.14.0", "https://pypi.org/simple")

Example - Uninstalling a library

The following command uninstalls the Arrow library, removing it as a notebook-scoped library
from the current session.

sc.uninstall_package("arrow")

Associating Git-based repositories with EMR Notebooks

(@ Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR

Studio Workspaces in new console and What's new in the console?

You can associate Git-based repositories with your Amazon EMR notebooks to save your notebooks
in a version controlled environment. You can associate up to three repositories with a notebook.
The following Git-based services are supported:

e« AWS CodeCommit

« GitHub
« Bitbucket
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« GitLab

Associating Git-based repositories with your notebook has the following benefits.

» Version control - You can record code changes in a version-control system so that you can
review the history of your changes and selectively reverse them.

» Collaboration — Colleagues working in different notebooks can share code through remote
Git-based repositories. Notebooks can clone or merge code from remote repositories and push
changes back to those remote repositories.

« Code reuse — Many Jupyter notebooks that demonstrate data analysis or machine learning
techniques are available in publicly hosted repositories, such as GitHub. You can associate your
notebooks with a repository to reuse the Jupyter notebooks contained in a repository.

To use Git-based repositories with EMR Notebooks, you add the repositories as resources in the
Amazon EMR console, associate credentials for repositories that require authentication, and link
them with your notebooks. You can view a list of repositories that are stored in your account and
details about each repository in the Amazon EMR console. You can associate an existing Git-based
repository with a notebook when you create it.

Topics

» Prerequisites and considerations

« Add a Git-based repository to Amazon EMR

» Update or delete a Git-based repository

o Link or unlink a Git-based repository

» Create a new Notebook with an associated Git repository

» Use Git repositories in a Notebook

Prerequisites and considerations

(® Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
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functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR

Studio Workspaces in new console and What's new in the console?

Consider the following when planning to integrate a Git-based repository with EMR Notebooks.
AWS CodeCommit

If you use a CodeCommit repository, you must use Git credentials and HTTPS with CodeCommit.
SSH Keys, and HTTPS with the AWS CLI credential helper are not supported. CodeCommit does not
support personal access tokens (PATs). For more information, see Using IAM with CodeCommit: Git
credentials, SSH keys, and AWS access keys in the IAM User Guide and Setup for HTTPS users using
Git credentials in the AWS CodeCommit User Guide.

Access and permission considerations

Before associating a repository with your notebook, make sure that your cluster, IAM role for EMR
Notebooks, and security groups have the correct settings and permissions. You can also configure
Git-based repositories that you host in a private network by following the instructions in Configure
a privately-hosted Git repository for EMR Notebooks.

« Cluster internet access — The network interface that is launched has only a private IP address.
This means that the cluster that your notebook connects to must be in a private subnet with
a network address translation (NAT) gateway or must be able to access the internet through a
virtual private gateway. For more information, see Amazon VPC options.

The security groups for your notebook must include an outbound rule that allows the notebook
to route traffic to the internet from the cluster. We recommend that you create your own security
groups. For more information, see Specifying EC2 security groups for EMR Notebooks.

/A Important

If the network interface is launched into a public subnet, it won't be able to communicate
with the internet through an internet gateway (IGW).

» Permissions for AWS Secrets Manager - If you use Secrets Manager to store secrets that you
use to access a repository, the the section called “EMR Notebooks role” must have a permissions

policy attached that allows the secretsmanager:GetSecretValue action.
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Configure a privately-hosted Git repository for EMR Notebooks

Use the following instructions to configure privately-hosted repositories for EMR Notebooks. You
must provide a configuration file with information about your DNS and Git servers. Amazon EMR
uses this information to configure EMR notebooks that can route traffic to your privately-hosted
repositories.

Prerequisites

Before you configure a privately-hosted Git repository for EMR Notebooks, you must have the
following:

« An Amazon S3 Control location where files for your EMR notebook will be saved.

To configure one or more privately-hosted Git repositories for EMR Notebooks

1. Create a configuration file using the provided template. Include the following values for each
Git server that you want to specify in your configuration:

« DnsServerIpV4- The IPv4 address of your DNS server. If you provide values for both
DnsServerIpV4 and GitServerIpV4lList, the value for DnsServerIpV4 takes
precedence and will be used to resolve your GitServerDnsName.

® Note

To use privately-hosted Git repositories, your DNS server must allow inbound access
from EMR Notebooks. We strongly recommend that you secure your DNS server
against other, unauthorized access.

« GitServerDnsName - The DNS name of your Git server. For example
"git.example.com".

o GitServerIpV4List - A list of IPv4 addresses that belong to your Git server(s).

[
{
"Type": "PrivatelyHostedGitConfig",
"Value": [
{

"DnsServerIpV4'": '"<10.24.34.xxx>",
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"GitServerDnsName": "<enterprise.git.com>",
"GitServerIpValList": [

TSXXX . XXX XXX XXX>",

"XXX XXX XXX XXX>"

]
I
{
"DnsServerIpV4": "<10.24.34.xxx>",
"GitServerDnsName": "<git.example.com>",
"GitServerIpValList": [
TSXXX . XXX XXX XXX>",
"XXX XXX XXX XXX>"
]
}

2. Save your configuration file as configuration. json.

3. Upload the configuration file into your designated Amazon S3 storage location in a folder
called 1ife-cycle-configuration. For example, if your default S3 location is s3://D0OC-
EXAMPLE-BUCKET/notebooks, your configuration file should be located at s3://D0OC-
EXAMPLE-BUCKET/notebooks/life-cycle-configuration/configuration. json.

/A Important

We strongly recommend that you restrict access to your 1life-cycle-
configuration folder to only your EMR Notebooks administrators, and to the service
role for EMR Notebooks. You should also secure configuration. json against
unauthorized access. For instructions, see Controlling access to a bucket with user

policies or Security Best Practices for Amazon S3.

For upload instructions, see Creating a folder and Uploading objects in the Amazon Simple
Storage Service User Guide.
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Add a Git-based repository to Amazon EMR

(@ Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR

Studio Workspaces in new console and What's new in the console?

Refer to the following sections for information on how to add a Git-based repository to an EMR
notebook in the old console, or to an EMR Studio Workspace in the new console.

New console

Because EMR Notebooks are EMR Studio Workspaces in the new console, you can follow the
instructions in Link Git-based repositories to an EMR Studio Workspace to associate up to three

Git repositories with your Workspace.

Alternatively, you can use the JupyterLab Git extension. Choose the Git icon from the left
sidebar of your Jupyterlab notebook to access the extension. For information about the
extension, see the jupyterlab-git GitHub repo.

To associate a Git repository with a Workspace, your Studio administrator must take steps to
configure the Studio to allow Git repository linking. For more information, see Establish access

and permissions for Git-based repositories.

Old console

To add a Git-based repository as a resource in your Amazon EMR account with the old
console

1. Open the old Amazon EMR console at https://console.aws.amazon.com/elasticmapreduce.

2. Choose Git repositories, and then choose Add repository.

3. For Repository name, enter a name to use for the repository in Amazon EMR.

Names may only contain alphanumeric characters, hyphens (-), or underscores (_).
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4. For Git repository URL, enter the URL for the repository. When using a CodeCommit
repository, this is the URL that is copied when you choose Clone URL and then Clone
HTTPS, for example, https://git-codecommit.us-west-2.amazonaws.com/v1l/
repos/MyCodeCommitRepoName.

5. For Branch, enter a branch name.

6. For Git credentials, choose options according to the following guidelines. You can use
a Git user name and password or a personal access token (PAT) to authenticate to your
repository. EMR Notebooks accesses your Git credentials using secrets stored in Secrets
Manager.

(@ Note

If you use a GitHub repository, we recommend that you use a personal access token
(PAT) to authenticate. Beginning August 13, 2021, GitHub will no longer accept
passwords when authenticating Git operations. For more information, see the
Token authentication requirements for Git operations post in The GitHub Blog.

Option Description

Use an existing AWS secret Choose this option if you already saved
your credentials as a secret in Secrets
Manager, and then select the secret name
from the list.

If you select a secret associated with a Git
user name and password, the secret must
be in the format {"gitUsername":
"MyUserName ", "gitPassword":
"MyPassword "}.

Create a new secret Choose this option to associate existing
Git credentials with a new secret that you
create in Secrets Manager. Do one of the
following based on the Git credentials that
you use for the repository.
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Option Description

If you use a Git user name and password
to access the repository, select Username
and password, enter the Secret name to
use in Secrets Manager, and then enter the
Username and Password to associate with
the secret.

—OR-

If you use a personal access token to
access the repository, select Personal
access token (PAT), enter the Secret name
to use in Secrets Manager, and then enter
your personal access token.

For more information, see Creating a
personal access token for the command

line for GitHub and Personal access tokens

for Bitbucket. CodeCommit repositories do
not support this option.

Use a public repository without credentia Choose this option to access a public
ls repository.

7. Choose Add repository.

Update or delete a Git-based repository

(® Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
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role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR

Studio Workspaces in new console and What's new in the console?

Refer to the following sections for information on how to delete a Git-based repository from an
EMR notebook in the old console, or from an EMR Studio Workspace in the new console.

New console

Because EMR Notebooks are EMR Studio Workspaces in the new console, you can you can refer
to Link Git-based repositories to an EMR Studio Workspace for more information on working

with Git repositories in your Workspace. But at this time, you can't delete Git repositories from
Workspaces.

Old console
To update a Git-based repository in the old console

1. On the Git repositories page, choose the repository you want to update.
2. On the repository page, choose Edit repository.

3. Update Git credentials on the repository page.

To delete a Git repository in the old console

1. On the Git repositories page, choose the repository you want to delete.

2. On the repository page, choose all the notebooks that are currently linked to the
repository. Choose Unlink notebook.

3. On the repository page, choose Delete.

® Note

To delete the local Git repository from Amazon EMR, you must first unlink any
notebooks from this repository. For more information, see Link or unlink a Git-based
repository. Deleting a Git repository will not delete any secret created for the repository.
You can delete the secret in AWS Secrets Manager.
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Link or unlink a Git-based repository

®

Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR

Studio Workspaces in new console and What's new in the console?

Use the following steps to link or unlink a Git-based repository to an EMR notebook in the old
console, or to an EMR Studio Workspace in the new console.

New console

Because EMR Notebooks are EMR Studio Workspaces in the new console, you can you can refer

to Link Git-based repositories to an EMR Studio Workspace for more information on working

with Git repositories in your Workspace. But at this time, you can't delete Git repositories from
Workspaces.

Old console

To link a Git-based repository to an EMR notebook

The repository can be linked to a notebook once the notebook is Ready.

1. From the Notebooks list, choose the notebook you want to update.

2. Inthe Git repositories section on the Notebook page, choose Link new repository.

3. Inthe repository list of the Link Git repository to notebook window, select one or more
repositories that you want to link to your notebook, and then choose Link repository.

Or

1. On the Git repositories page, choose the repository you want to link to your notebook.

2. In the list of EMR notebooks, choose Link new notebook to link this repository to an

existing notebook.

Link or unlink a Git-based repository
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To unlink a Git repository from an EMR notebook

1. From the Notebooks list, choose the notebook you want to update.

2. Inthe list of Git repositories, select the repository that you want to unlink from your
notebook, and then choose Unlink repository.

Or

1. On the Git repositories page, choose the repository you want to make updates to.

2. Inthe list of EMR notebooks, select the notebook that you want to unlink from the
repository, and then choose Unlink notebook.

® Note

Linking a Git repository to a notebook clones the remote repository to your local
Jupyter notebook. Unlinking the Git repository from a notebook only disconnects the
notebook from the remote repository but does not delete the local Git repository.

Understanding repository status

A Git repository may have any of the following status in the repository list. For more information
about linking EMR notebooks with Git repositories, see Link or unlink a Git-based repository.

Status Meaning

Linking The Git repository is being linked to the
notebook. While the repository is Linking, you
cannot stop the notebook.

Linked The Git repository is linked to the notebook.
While the repository has a Linked status, it is
connected to the remote repository.

Link Failed The Git repository failed to link to the
notebook. You can try again to link it.
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Status Meaning

Unlinking The Git repository is being unlinked from the
notebook. While the repository is Unlinking,
you cannot stop the notebook. Unlinking a Git
repository from a notebook only disconnects
it from the remote repository; it doesn't delete
any code from the notebook.

Unlink Failed The Git repository failed to unlink from the
notebook. You can try again to unlink it.

Create a new Notebook with an associated Git repository

(® Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR
Studio Workspaces in new console and What's new in the console?

To create a notebook and associate it with Git repositories in the old Amazon EMR console

1. Follow the instructions at Creating a Notebook.

2. For Security group, choose Use your own security group.

(® Note

The security groups for your notebook must include an outbound rule to allow the
notebook to route traffic to the internet via the cluster. We recommend that you create
your own security groups. For more information, see Specifying EC2 security groups for
EMR Notebooks.

3. For Git repositories, Choose repository to associate with the notebook.
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1. Choose a repository that is stored as a resource in your account, and then choose Save.

2. To add a new repository as a resource in your account, choose add a new repository.
Complete the Add repository workflow in a new window.

Use Git repositories in a Notebook

® Note

EMR Notebooks are available as EMR Studio Workspaces in the new console. You can
still use your existing notebooks in the old console, but you can't create new notebooks
in the old console. The Create Workspace button in the new console replaces this
functionality. To access or create Workspaces, EMR Notebooks users need additional IAM
role permissions. For more information, see Amazon EMR Notebooks are Amazon EMR

Studio Workspaces in new console and What's new in the console?

You can choose to Open in JupyterLab or Open in Jupyter when you open a notebook.

If you choose to open the notebook in Jupyter, a list of expandable files and folders within the
notebook are displayed. You can manually run Git commands like the following in a notebook cell.

!git pull origin primary

To open any of the additional repositories, navigate to other folders.

If you choose to open the notebook with a JupyterLab interface, you can use the pre-installed
JupyterLab Git extension. For information about the extension, see jupyterlab-git.
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Plan and configure clusters

This section explains configuration options and instructions for planning, configuring, and
launching clusters using Amazon EMR. Before you launch a cluster, you make choices about your
system based on the data that you're processing and your requirements for cost, speed, capacity,
availability, security, and manageability. Your choices include:

« What region to run a cluster in, where and how to store data, and how to output results. See
Configure cluster location and data storage.

« Whether you are running Amazon EMR clusters on Outposts or Local Zones. See EMR clusters on
AWS Outposts or EMR clusters on AWS Local Zones.

« Whether a cluster is long-running or transient, and what software it runs. See Configuring a

cluster to continue or terminate after step execution and Configure cluster software.

» Whether a cluster has a single primary node or three primary nodes. See Plan and configure

primary nodes.

« The hardware and networking options that optimize cost, performance, and availability for your
application. See Configure cluster hardware and networking.

« How to set up clusters so you can manage them more easily, and monitor activity, performance,
and health. See Configure cluster logging and debugging and Tag clusters.

» How to authenticate and authorize access to cluster resources, and how to encrypt data. See
Security in Amazon EMR.

« How to integrate with other software and services. See Drivers and third-party application
integration.

Launch a cluster quickly

To quickly launch a cluster with the console

1. Sign in to the AWS Management Console, and open the Amazon EMR console at https://
console.aws.amazon.com/emr/clusters.

2. Under EMR on EC2 in the left navigation pane, choose Clusters, and then choose Create
cluster.

3. On the Create Cluster page, enter or select values for the provided fields. The persistent
summary panel displays a real-time view of your currently selected cluster options. Select
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a heading in the summary panel to navigate to the corresponding section and make
adjustments. Your cluster name can't contain the characters <, >, $, |, or * (backtick). You must
complete all required configurations before you can choose Create cluster.

4. Choose Create cluster to accept the configuration as shown.

The cluster details page opens. Find the cluster Status next to the cluster name. The status
should change from Starting to Running to Waiting during the cluster creation process. You
might need to choose the refresh icon on the upper right or refresh your browser to receive
updates.

When the status changes to Waiting, your cluster is up, running, and ready to accept steps and
SSH connections.

Configure cluster location and data storage

This section describes how to configure the region for a cluster, the different file systems available
when you use Amazon EMR and how to use them. It also covers how to prepare or upload data to
Amazon EMR if necessary, as well as how to prepare an output location for log files and any output
data files you configure.

Topics

Choose an AWS Region

Work with storage and file systems

Prepare input data

Configure an output location

Choose an AWS Region

Amazon Web Services run on servers in data centers around the world. Data centers are organized
by geographical Region. When you launch an Amazon EMR cluster, you must specify a Region. You
might choose a Region to reduce latency, minimize costs, or address regulatory requirements. For
the list of Regions and endpoints supported by Amazon EMR, see Regions and endpoints in the
Amazon Web Services General Reference.

For best performance, you should launch the cluster in the same Region as your data. For example,
if the Amazon S3 bucket storing your input data is in the US West (Oregon) Region, you should
launch your cluster in the US West (Oregon) Region to avoid cross-Region data transfer fees. If you
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use an Amazon S3 bucket to receive the output of the cluster, you would also want to create it in
the US West (Oregon) Region.

If you plan to associate an Amazon EC2 key pair with the cluster (required for using SSH to log on
to the master node), the key pair must be created in the same Region as the cluster. Similarly, the
security groups that Amazon EMR creates to manage the cluster are created in the same Region as
the cluster.

If you signed up for an AWS account on or after May 17, 2017, the default Region when you access

a resource from the AWS Management Console is US East (Ohio) (us-east-2); for older accounts, the
default Region is either US West (Oregon) (us-west-2) or US East (N. Virginia) (us-east-1). For more

information, see Regions and Endpoints.

Some AWS features are available only in limited Regions. For example, Cluster Compute instances
are available only in the US East (N. Virginia) Region, and the Asia Pacific (Sydney) Region supports
only Hadoop 1.0.3 and later. When choosing a Region, check that it supports the features you want
to use.

For best performance, use the same Region for all of your AWS resources that will be used with the
cluster. The following table maps the Region names between services. For a list of Amazon EMR
Regions, see AWS Regions and endpoints in the Amazon Web Services General Reference.

Choose a Region with the console

Your default Region is displayed to the left of your account information on the navigation bar. To
switch Regions in both the new and old consoles, choose the Region dropdown menu and select a
new option.

Specify a Region with the AWS CLI

Specify a default Region in the AWS CLI using either the aws configure command or the
AWS_DEFAULT_REGION environment variable. For more information, see Configuring the AWS
Region in the AWS Command Line Interface User Guide.

Choose a Region with an SDK or the API

To choose a Region using an SDK, configure your application to use that Region's endpoint. If you
are creating a client application using an AWS SDK, you can change the client endpoint by calling
setEndpoint, as shown in the following example:
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client.setEndpoint("elasticmapreduce.us-west-2.amazonaws.com");

After your application has specified a Region by setting the endpoint, you can set the Availability
Zone for your cluster's EC2 instances. Availability Zones are distinct geographical locations that are
engineered to be insulated from failures in other Availability Zones and provide inexpensive, low
latency network connectivity to other Availability Zones in the same Region. A Region contains one
or more Availability Zones. To optimize performance and reduce latency, all resources should be
located in the same Availability Zone as the cluster that uses them.

Work with storage and file systems

Amazon EMR and Hadoop provide a variety of file systems that you can use when processing
cluster steps. You specify which file system to use by the prefix of the URI used to access the data.
For example, s3://D0C-EXAMPLE-BUCKET1/path references an Amazon S3 bucket using EMRFS.
The following table lists the available file systems, with recommendations about when it's best to
use each one.

Amazon EMR and Hadoop typically use two or more of the following file systems when processing
a cluster. HDFS and EMREFS are the two main file systems used with Amazon EMR.

/A Important

Beginning with Amazon EMR release 5.22.0, Amazon EMR uses AWS Signature Version 4
exclusively to authenticate requests to Amazon S3. Earlier Amazon EMR releases use AWS
Signature Version 2 in some cases, unless the release notes indicate that Signature Version
4 is used exclusively. For more information, see Authenticating Requests (AWS Signature
Version 4) and Authenticating Requests (AWS Signature Version 2) in the Amazon Simple
Storage Service Developer Guide.

File system Prefix Description

HDFS hdfs:// HDFS is a distributed, scalable, and portable file
(orno system for Hadoop. An advantage of HDFS is data
prefix) awareness between the Hadoop cluster nodes

managing the clusters and the Hadoop cluster nodes
managing the individual steps. For more information,
see Hadoop documentation.

Work with storage and file systems 257


https://docs.aws.amazon.com/AmazonS3/latest/API/sig-v4-authenticating-requests.html
https://docs.aws.amazon.com/AmazonS3/latest/API/sig-v4-authenticating-requests.html
https://docs.aws.amazon.com/AmazonS3/latest/API/auth-request-sig-v2.html
http://hadoop.apache.org/docs/stable

Amazon EMR Management Guide

File system Prefix Description

HDFS is used by the master and core nodes. One
advantage is that it's fast; a disadvantage is that
it's ephemeral storage which is reclaimed when the
cluster ends. It's best used for caching the results
produced by intermediate job-flow steps.

EMRFS s3:// EMREFS is an implementation of the Hadoop file
system used for reading and writing regular files
from Amazon EMR directly to Amazon S3. EMRFS
provides the convenience of storing persisten
t data in Amazon S3 for use with Hadoop while
also providing features like Amazon S3 server-side
encryption, read-after-write consistency, and list
consistency.

(® Note

Previously, Amazon EMR used the s3n and
s3a file systems. While both still work, we
recommend that you use the s3 URI scheme
for the best performance, security, and
reliability.
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File system Prefix Description

local file system The local file system refers to a locally connected
disk. When a Hadoop cluster is created, each node
is created from an EC2 instance that comes with
a preconfigured block of preattached disk storage
called an instance store. Data on instance store
volumes persists only during the life of its EC2
instance. Instance store volumes are ideal for storing
temporary data that is continually changing, such as
buffers, caches, scratch data, and other temporary
content. For more information, see Amazon EC2
instance storage.

The local file system is used by HDFS, but Python also
runs from the local file system and you can choose
to store additional application files on instance store

volumes.
(Legacy) Amazon S3 s3bfs:// The Amazon S3 block file system is a legacy file
block file system storage system. We strongly discourage the use of
this system.
/A Important

We recommend that you do not use this file
system because it can trigger a race condition
that might cause your cluster to fail. Howe
ver, it might be required by legacy applicati
ons.

Access file systems

You specify which file system to use by the prefix of the uniform resource identifier (URI) used to
access the data. The following procedures illustrate how to reference several different types of file
systems.

Work with storage and file systems 259


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/InstanceStorage.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/InstanceStorage.html

Amazon EMR Management Guide

To access a local HDFS

»  Specify the hdfs:/// prefix in the URL. Amazon EMR resolves paths that do not specify a
prefix in the URI to the local HDFS. For example, both of the following URIs would resolve to
the same location in HDFS.

hdfs:///path-to-data

/path-to-data

To access a remote HDFS

e Include the IP address of the master node in the URI, as shown in the following examples.

hdfs://master-ip-address/path-to-data

master-ip-address/path-to-data

To access Amazon S3

e Usethe s3:// prefix.

s3://bucket-name/path-to-file-in-bucket

To access the Amazon S3 block file system

» Use only for legacy applications that require the Amazon S3 block file system. To access or
store data with this file system, use the s3bfs:// prefix in the URI.

The Amazon S3 block file system is a legacy file system that was used to support uploads to
Amazon S3 that were larger than 5 GB in size. With the multipart upload functionality Amazon
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EMR provides through the AWS Java SDK, you can upload files of up to 5 TB in size to the
Amazon S3 native file system, and the Amazon S3 block file system is deprecated.

/A Warning

Because this legacy file system can create race conditions that can corrupt the file
system, you should avoid this format and use EMRFS instead.

s3bfs://bucket-name/path-to-file-in-bucket

Prepare input data

Most clusters load input data and then process that data. In order to load data, it needs to be in
a location that the cluster can access and in a format the cluster can process. The most common
scenario is to upload input data into Amazon S3. Amazon EMR provides tools for your cluster to
import or read data from Amazon S3.

The default input format in Hadoop is text files, though you can customize Hadoop and use tools
to import data stored in other formats.

Topics

» Types of input Amazon EMR can accept

« How to get data into Amazon EMR

Types of input Amazon EMR can accept

The default input format for a cluster is text files with each line separated by a newline (\n)
character, which is the input format most commonly used.

If your input data is in a format other than the default text files, you can use the Hadoop
interface InputFormat to specify other input types. You can even create a subclass of the
FileInputFormat class to handle custom data types. For more information, see http://
hadoop.apache.org/docs/current/api/org/apache/hadoop/mapred/InputFormat.html.
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If you are using Hive, you can use a serializer/deserializer (SerDe) to read data in from a given
format into HDFS. For more information, see https://cwiki.apache.org/confluence/display/Hive/
SerDe.

How to get data into Amazon EMR

Amazon EMR provides several ways to get data onto a cluster. The most common way is to upload
the data to Amazon S3 and use the built-in features of Amazon EMR to load the data onto your
cluster. You can also use the DistributedCache feature of Hadoop to transfer files from a distributed
file system to the local file system. The implementation of Hive provided by Amazon EMR (Hive
version 0.7.1.1 and later) includes functionality that you can use to import and export data
between DynamoDB and an Amazon EMR cluster. If you have large amounts of on-premises data to
process, you may find the AWS Direct Connect service useful.

Topics

« Upload data to Amazon S3

» Upload data with AWS DataSync

« Import files with distributed cache

« How to process compressed files

o Import DynamoDB data into Hive

+ Connect to data with AWS Direct Connect

« Upload large amounts of data with AWS Snowball

Upload data to Amazon S3

For information on how to upload objects to Amazon S3, see Add an object to your bucket in the

Amazon Simple Storage Service User Guide. For more information about using Amazon S3 with
Hadoop, see http://wiki.apache.org/hadoop/AmazonS3.

Topics

Create and configure an Amazon S3 bucket

Configure multipart upload for Amazon S3

Best practices

Upload data to Amazon S3 Express One Zone
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Create and configure an Amazon S3 bucket

Amazon EMR uses the AWS SDK for Java with Amazon S3 to store input data, log files, and output
data. Amazon S3 refers to these storage locations as buckets. Buckets have certain restrictions and
limitations to conform with Amazon S3 and DNS requirements. For more information, see Bucket
restrictions and limitations in the Amazon Simple Storage Service User Guide.

This section shows you how to use the Amazon S3 AWS Management Console to create and then
set permissions for an Amazon S3 bucket. You can also create and set permissions for an Amazon
S3 bucket using the Amazon S3 APl or AWS CLI. You can also use curl along with a modification to
pass the appropriate authentication parameters for Amazon S3.

See the following resources:

» To create a bucket using the console, see Create a bucket in the Amazon S3 User Guide.

» To create and work with buckets using the AWS CLI, see Using high-level S3 commands with the
AWS Command Line Interface in the Amazon S3 User Guide.

» To create a bucket using an SDK, see Examples of creating a bucket in the Amazon Simple Storage
Service User Guide.

» To work with buckets using curl, see Amazon S3 authentication tool for curl.

» For more information on specifying Region-specific buckets, see Accessing a bucket in the

Amazon Simple Storage Service User Guide.

» To work with buckets using Amazon S3 Access Points, see Using a bucket-style alias for your

access point in the Amazon S3 User Guide. You can easily use Amazon S3 Access Points with the
Amazon S3 Access Point Alias instead of the Amazon S3 bucket name. You can use the Amazon
S3 Access Point Alias for both existing and new applications, including Spark, Hive, Presto and
others.

® Note

If you enable logging for a bucket, it enables only bucket access logs, not Amazon EMR
cluster logs.

During bucket creation or after, you can set the appropriate permissions to access the bucket
depending on your application. Typically, you give yourself (the owner) read and write access and
give authenticated users read access.
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Required Amazon S3 buckets must exist before you can create a cluster. You must upload any
required scripts or data referenced in the cluster to Amazon S3. The following table describes
example data, scripts, and log file locations.

Configure multipart upload for Amazon S3

Amazon EMR supports Amazon S3 multipart upload through the AWS SDK for Java. Multipart
upload lets you upload a single object as a set of parts. You can upload these object parts
independently and in any order. If transmission of any part fails, you can retransmit that part
without affecting other parts. After all parts of your object are uploaded, Amazon S3 assembles
the parts and creates the object.

For more information, see Multipart upload overview in the Amazon Simple Storage Service User
Guide.

In addition, Amazon EMR offers properties that allow you to more precisely control the clean-up of
failed multipart upload parts.

The following table describes the Amazon EMR configuration properties for multipart upload. You
can configure these using the core-site configuration classification. For more information, see
Configure applications in the Amazon EMR Release Guide.

Configuration parameter Default value Description

name

fs.s3n.multipart.u true A Boolean type that indicates whether to
ploads.enabled enable multipart uploads. When EMRFS

consistent view is enabled, multipart
uploads are enabled by default and setting
this value to false is ignored.

fs.s3n.multipart.u 134217728 Specifies the maximum size of a part, in

ploads.split.size bytes, before EMRFS starts a new part
upload when multipart uploads is enabl
ed. The minimum value is 5242880 (5
MB). If a lesser value is specified, 5242880
is used. The maximum is 536870912
@ (5 GB). If a greater value is specified,
5368709120 is used.
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Configuration parameter Default value Description
name

If EMRFS client-side encryption is disabled
and the Amazon S3 Optimized Committer
is also disabled, this value also controls
the maximum size that a data file can grow
until EMRFS uses multipart uploads rather
thana PutObject requestto upload the
file. For more information, see

fs.s3n.ssl.enabled true A Boolean type that indicates whether to
use http or https.

fs.s3.buckets.crea false A Boolean type that indicates whether
te.enabled a bucket should be created if it does
not exist. Setting to false causes an
exception on CreateBucket operations.

fs.s3.multipart.cl false A Boolean type that indicates whether to
ean.enabled enable background periodic clean-up of
incomplete multipart uploads.

fs.s3.multipart.cl 604800 A long type that specifies the minimum

ean.age.threshold age of a multipart upload, in seconds,
before it is considered for cleanup. The
default is one week.

fs.s3.multipart.cl 10000 An integer type that specifies the

ean.jitter.max maximum amount of random jitter delay
in seconds added to the 15-minute fixed
delay before scheduling next round of
clean-up.
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Disable multipart uploads
Console
To disable multipart uploads with the console

1. Signin to the AWS Management Console, and open the Amazon EMR console at https://
console.aws.amazon.com/emr.

2. Under EMR on EC2 in the left navigation pane, choose Clusters, and then choose Create
cluster.

3. Under Software settings, enter the following configuration: classification=core-
site,properties=[fs.s3n.multipart.uploads.enabled=false].

4. Choose any other options that apply to your cluster.

5. To launch your cluster, choose Create cluster.

CLI

To disable multipart upload using the AWS CLI

This procedure explains how to disable multipart upload using the AWS CLI. To disable
multipart upload, type the create-cluster command with the --bootstrap-actions
parameter.

1. Create a file, myConfig. json, with the following contents and save it in the same
directory where you run the command:

[
{
"Classification": "core-site",
"Properties": {
"fs.s3n.multipart.uploads.enabled": "false"
}
}
]

2. Type the following command and replace myKey with the name of your EC2 key pair.
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® Note

Linux line continuation characters (\) are included for readability. They can be
removed or used in Linux commands. For Windows, remove them or replace with a
caret (7).

aws emr create-cluster --name "Test cluster" \

--release-label emr-7.0.0 --applications Name=Hive Name=Pig \
--use-default-roles --ec2-attributes KeyName=myKey --instance-type m5.xlarge \
--instance-count 3 --configurations file://myConfig.json

API

To disable multipart upload using the API

«  For information on using Amazon S3 multipart uploads programmatically, see Using the
AWS SDK for Java for multipart upload in the Amazon Simple Storage Service User Guide.

For more information about the AWS SDK for Java, see AWS SDK for Java.

Best practices
The following are recommendations for using Amazon S3 buckets with EMR clusters.
Enable versioning

Versioning is a recommended configuration for your Amazon S3 bucket. By enabling versioning,
you ensure that even if data is unintentionally deleted or overwritten it can be recovered. For more
information, see Using versioning in the Amazon Simple Storage Service User Guide.

Clean up failed multipart uploads

EMR cluster components use multipart uploads via the AWS SDK for Java with Amazon S3 APIs

to write log files and output data to Amazon S3 by default. For information about changing
properties related to this configuration using Amazon EMR, see Configure multipart upload for
Amazon S3. Sometimes the upload of a large file can result in an incomplete Amazon S3 multipart
upload. When a multipart upload is unable to complete successfully, the in-progress multipart
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upload continues to occupy your bucket and incurs storage charges. We recommend the following
options to avoid excessive file storage:

» For buckets that you use with Amazon EMR, use a lifecycle configuration rule in Amazon S3
to remove incomplete multipart uploads three days after the upload initiation date. Lifecycle
configuration rules allow you to control the storage class and lifetime of objects. For more
information, see Object lifecycle management, and Aborting incomplete multipart uploads using

a bucket lifecycle policy.

« Enable Amazon EMR's multipart cleanup feature by setting
fs.s3.multipart.clean.enabled to true and tuning other cleanup parameters. This
feature is useful at high volume, large scale, and with clusters that have limited uptime. In this
case, the DaysAfterIntitiation parameter of a lifecycle configuration rule may be too
long, even if set to its minimum, causing spikes in Amazon S3 storage. Amazon EMR's multipart
cleanup allows more precise control. For more information, see Configure multipart upload for

Amazon S3.

Manage version markers

We recommend that you enable a lifecycle configuration rule in Amazon S3 to remove expired
object delete markers for versioned buckets that you use with Amazon EMR. When deleting an
object in a versioned bucket, a delete marker is created. If all previous versions of the object
subsequently expire, an expired object delete marker is left in the bucket. While you are not
charged for delete markers, removing expired markers can improve the performance of LIST
requests. For more information, see Lifecycle configuration for a bucket with versioning in the

Amazon Simple Storage Service User Guide.
Performance best practices

Depending on your workloads, specific types of usage of EMR clusters and applications on those
clusters can result in a high number of requests against a bucket. For more information, see
Request rate and performance considerations in the Amazon Simple Storage Service User Guide.

Upload data to Amazon S3 Express One Zone
Overview

With Amazon EMR 6.15.0 and higher, you can use Amazon EMR with Apache Spark in conjunction
with the Amazon S3 Express One Zone storage class for improved performance on your Spark
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jobs. S3 Express One Zone is an S3 storage class for applications that frequently access data with
hundreds of thousands of requests per second. At the time of its release, S3 Express One Zone
delivers the lowest latency and highest performance cloud object storage in Amazon S3.

Prerequisites

» S3 Express One Zone permissions — When S3 Express One Zone initially performs an action like
GET, LIST, or PUT on an S3 object, the storage class calls CreateSession on your behalf. Your
IAM policy must allow the s3express:CreateSession permission so that the S3A connector
can invoke the CreateSession API. For an example policy with this permission, see Getting
started with Amazon S3 Express One Zone.

« S3A connector — To configure your Spark cluster to access data from an Amazon S3 bucket that
uses the S3 Express One Zone storage class, you must use the Apache Hadoop connector S3A.
To use the connector, ensure all S3 URIs use the s3a scheme. If they don't, you can change the
filesystem implementation that you use for s3 and s3n schemes.

To change the s3 scheme, specify the following cluster configurations:

[
{
"Classification": "core-site",
"Properties": {
"fs.s3.impl": "org.apache.hadoop.fs.s3a.S3AFileSystem",
"fs.AbstractFileSystem.s3.impl": "org.apache.hadoop.fs.s3a.S3A"
}
}
]

To change the s3n scheme, specify the following cluster configurations:

[
{
"Classification": "core-site",
"Properties": {
"fs.s3n.impl": "org.apache.hadoop.fs.s3a.S3AFileSystem",
"fs.AbstractFileSystem.s3n.impl": "org.apache.hadoop.fs.s3a.S3A"
}
}
]
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Getting started with Amazon S3 Express One Zone

Topics

» Create a permission policy

» Create and configure your cluster

« Configurations overview

Create a permission policy

Before you can create a cluster that uses Amazon S3 Express One Zone, you must create an

IAM policy to attach to the Amazon EC2 instance profile for the cluster. The policy must have
permissions to access the S3 Express One Zone storage class. The following example policy shows
how to grant the required permission. After you create the policy, attach the policy to the instance
profile role that you use to create your EMR cluster, as described in the Create and configure your
cluster section.

{
"Version":"2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Resource": "arn:aws:s3express:region-code:account-id:bucket/DOC-EXAMPLE-
BUCKET",
"Action": [
"s3express:CreateSession"
]
}
]
}

Create and configure your cluster

Next, create a cluster that runs Spark with S3 Express One Zone. The following steps describe a
high-level overview to create a cluster in the AWS Management Console:

1. Navigate to the Amazon EMR console and select Clusters from the sidebar. Then choose
Create cluster.

2. Select Amazon EMR release emr-6.15.0 or higher.
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3. Select the Spark interactive application bundle, and select any other applications that you
might want to include on your cluster. You must include at least Spark and Hadoop on your
cluster.

4. To enable Amazon S3 Express One Zone, enter a configuration similar to the following
example in the Software settings section. The configurations and recommended values are
described in the Configurations overview section that follows this procedure.

"Classification": "core-site",
"Properties": {
"fs.s3a.aws.credentials.provider":
"software.amazon.awssdk.auth.credentials.InstanceProfileCredentialsProvider",

"fs.s3a.change.detection.mode": "none",
"fs.s3a.endpoint.region": "aa-example-1",
"fs.s3a.select.enabled": "false"
}
.
{
"Classification": "spark-defaults",
"Properties": {
"spark.sql.sources.fastS3PartitionDiscovery.enabled": "false"
}
}

5. In the EC2 instance profile for Amazon EMR section, choose to use an existing role, and use a
role with the policy attached that you created in the Create a permission policy section above.

6. Configure the rest of your cluster settings as appropriate for your application, and then select
Create cluster.

Configurations overview

The following tables describe the configurations and suggested values that you should specify
when you set up a cluster that uses S3 Express One Zone with Amazon EMR, as described in the
Create and configure your cluster section.

S3A configurations
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Parameter Default value Suggested value Explanation
fs.s3a.aw If not specified, software. The Amazon EMR
s.credent uses AWSCreden amazon.aw inst