aws

User Guide

AWS Glue

Copyright © 2024 Amazon Web Services, Inc. and/or its affiliates. All rights reserved.



AWS Glue User Guide

AWS Glue: User Guide

Copyright © 2024 Amazon Web Services, Inc. and/or its affiliates. All rights reserved.

Amazon's trademarks and trade dress may not be used in connection with any product or service
that is not Amazon's, in any manner that is likely to cause confusion among customers, or in any
manner that disparages or discredits Amazon. All other trademarks not owned by Amazon are
the property of their respective owners, who may or may not be affiliated with, connected to, or
sponsored by Amazon.




AWS Glue User Guide

Table of Contents

WAt IS AWS GLUE? ...uuuiiiricrrscnnnsseessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssnse 1
AWS GLUE TEALUIES ...ttt ettt st ettt et st e st e e st et e e sbesbe e ssassessesassassessssansensesersan 2
Learning about inNOVations i AWS GLUE ..ottt sn et ste e s e e e a e e nens 3
Getting started With AWS GLUE ...ttt ettt saeste e se e e et ettt s 3
ACCESSING AWS GLUE ..ttt stesteste st e e e e e e e e e st e st et e st e s sesseesaesa e s essestansansansansaesessaensansansansan 4
RELALE SEIVICES ..ottt ettt ettt et et et s et et e b et et saesbe st esassansensssessensesansans 4

HOW Gt WOKKS ..ciiiiiiiiiiiiiiiiiiinininnsssssssssssssssssssssssnnssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 5
Serverless ETL jobs run in iSOLAtion ........ccucvecueieeeeececeeeeteeeece ettt te e e e a e e sa e aa s 6
CONCEPLS ettt ettt s e et s b e s sae e s b e s s sa e s b e s s sa e s b e s st e s b e e e s e essbeessaa s ae e s e e et e e st e e ae e s e e e aa e s e eeteeeraennaeas 7

AWS GLUE tEIMUHNOLOGY .ecuviieriiieeeeeeetetecteteste e e e e re e s et et estestessesse s e e s e s e sessasassansassessssssessensansansans 8
COMPONENTS ...ttt et ss e e st e e st e s sae s sse e st e s sseessbesssaessses st e ssessaassseesstesssessseesssessstesssessseesssensseans 11
AWS GLUE CONSOLE .ttt ettt sttt et ettt e st et st e st e e s e sbe st esassessesasnasessesassans 12
AWS GLlUE DAta Catalog c..cceeeeieieieeeteeeeeeeeteee e steste e e e e e e et aesaesteste s e e e e s e s e s estesaassassassaesasnnans 12
AWS Glue crawlers and ClasSifiers ...ttt sa e ne 13
AWS GLUE ETL OPErAtioNS ..voceeeeeeeeteteteteetee ettt ste st stesse s e e e e e s aesaestesaessessassassaesaesaensensansansan 13
Streaming ETL iN AWS GLUE ...ttt steste e s e e e e sa et e saesaessassa s e s e e nnesnesaennan 13
The AWS GLUE JODS SYSLEIM ...ttt ettt te e s e e s e et e st e stessasse e e s snenneaansanean 14
ViSUAl ETL COMPONENTES ...ttt ettt et st e testeste e s e s e e s e s eaesa et e sassessasssensansansansansans 14
AWS Glue for Spark and AWS GLUE fOr RAY ....ccuceuieeeeeeeecteteteteee et saeste e ve s ne 20
What iS AWS GLUE FOI RAY? ..ottt ettt e te e s ae e e e e e sa et e ae st e saasse s e s e e s ennannans 21
Converting semi-structured schemas to relational schemas ........ccooeeeecececececececee e 22
AWS GLUE LYPES ..eeeereieieteteeteetee e eeterte e stestestessesse s e s s ess e s et assessassassessesssessassassassansassansansassesssassessensensans 24
AWS Glue Data Catalog TYPES ...cceeeeeeeeeeietectecte et seee e e eestestessesses e s e e s e s e saessessassassassessssnsansans 24
Types in AWS Glue With SPark SCrPES ...t 24
AWS GLUE CraWLEE TYPES .cuveveereeieeietetetectestestes e seeesssesaessessessessassasssesesssessassensassassassasssssssssessessansans 25

Getting StArted .....ccciiiiiiiieeeeeciiiiiiiiiiiiiieeensneeiisitseeeettessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 26
OVErVieW Of USING AWS GLUE ...ttt ettt et e saesae s e s s e e e et e saesaesaasaessassessaenaannans 26
Setting UP TAM PEIMUSSIONS ...coviiiieeiiicierrterteesresste st estessaesssaessseesstesssessssessssesssasssessssesssessssesssessssessses 28

NEXE STEPS ittt st st e st e s s s e e s s sse e s s saeesssseessssaesssaasssaesssssessssaesssseesssseessnsasssseessnnes 33
IAM permissions for using the VISUAL ETL ...ttt sae e s e se e ennens 33
Getting started with notebooks in AWS Glue Studio .......cceceeeeeeereeeeceeeeeee e 44
Getting started with the AWS Glue Data Catalog .....cccececeeeeeeereeeeeeteteece e 47
OVEIVIBW ...ttt ettt ettt e e st st st st st e et s ae st e e st s b e et e e st e sbe s st e st e s as st essessesstesstensasntensesns 47

Step 1: Create @ dat@base ...ttt 47




AWS Glue User Guide

StEP 2. Crate @ tADLE ettt st a e a et aeean 49
NEXE SEEPS eeeeiieicteetrctee ettt e st e st s e e e st e e st e s s ae s e sa e s aa e s e e e besssaessaesstesssasssaesssaesseasssesssaessseesseenns 50
Setting up Network access t0 data SLOIES ...t aenens 53
Setting up a VPC to connect to PYPl for AWS GLUE ..ottt 54
Setting UP DNS N YOUFR VPO ...ttt st es e e st esaessaaesssessasesssesssaesssessnsasssesssaessnans 56
SEEING UP ENCIYPLION ittt ettt ste e st e s te s sse e st e s saeessaesssaesaesssassssesssaasssesssessssennns 57
Setting up networking for deVeloPMENT ...ttt saesae e 61
Setting up your network for a development endpoint ... 61
Setting up Amazon EC2 for @ NOtebOOK SEIVEN ... 63
Data Catalog and CraWLErS .....ccciiiiiiiiieeeeeeciiiiiiciitieeeeessssessssssseessssssssssssssssssssssssssssssssssssssssssssssass 65
AWS GLUE dATADASES ...ttt sttt sttt et s e st e st s e sbe st et s se s b e e e e ssestensssassessenans 66
Database reSOUICE LINKS .....ccoiiiirinieireneteerertcte ettt e st et ae st e e s et e e s e se st e e ssessesaesassans 67
Working with databases on the CONSOLE ...t 67
AWS GLUE LADLES ...ttt ettt et sttt et et s e st et s s aesa e e s sa b et e e sesenesannns 68
TADLE PAFLILIONS ..ottt re et sa et et et e s b e st e s se e e e e e s et et assabassansessassnannan 69
TabLle re@SOUICE LINKS ..ottt ettt ettt s sb e st et e e s s s e s e e ene 70
Updating manually created tables with Crawlers ... 71
TADLE PIrOPEILIES ..ottt et e st e s te s te s e e s sa e e e e et et e ste st assaesaesaensansansansan 71
Working with tables on the CONSOLE ... 71
Working With partition iNAEXES ...ttt ae e s re s s se e s e aanaans 90
Working With column STAtiSTICS ...cccviieieeeeecee et e e ae e 96
Working with Data Catalog settings on the conSOoLle ... 108
Creating tables, updating the schema, and adding new partitions in the Data Catalog from
AWS GLUE ETL JODS ettt sttt esaestestestesse e e e e e e e e e st et e st e bassesseesesnaenaensansansansanes 111
NEW PATITIONS ...eviiiieieeteetectee ettt sttt e s ste st e s sse e st e ssae e st e s ssaessaesssaesssesssaasssessssesssessssesssenases 111
Updating table SCREMIA ...ttt st a e a et sa e b s 113
Creating NEW tADLES ..ot ettt e st e e e e e sa et e st e besbassaesnenaennans 114
RESTFICTIONS ..ttt et et a st s s s a e st e s e s s b e st s se s b e e st e ssesbesnesasesnnes 114
INntegrating With MONGODB ...ttt re et sa e s aesaeste s e e sessa e e e s enneneans 117
DEFINING CFAWLELS ..ttt ettt a et e st e st e s e e e e e e e et et et e s aassassaesessaensansansanean 118
Which data stores Can | CraWl? ...ttt ss et st sa e snes 119
HOW CraWLEIS WOTK ..cuveiiiietiirieteieesteteeretet ettt ettt sttt e st s sa et e e s s esa e e ssasenssnanne 123
CraWLer Prer@QUISITES ...cccvieieeieeieeeeeeetete e stesteste s e e e e e e s e stestestessessassesssesessessassasasassassesseensansansensan 127
CrAWLET PIrOPEITIES ...veeeeeeeeeetetectetectete ettt et e e et e s teste s e s tesseese e e st e sae s esessansessassessesnsensensensansansans 129
Setting crawler configuration OPLIONS .......ccueeicieeeeeee e 141
SCHEAULING @ CrAWLET ettt sa e st e st se b e s e e e e e e e e b e stasaanean 161




AWS Glue User Guide

Working with crawlers on the CONSOLE ...t 161
Accelerating crawls using Amazon S3 event notifications ........cccceecvevevececececececeeceeee 166
Using encryption with the Amazon S3 event Crawler ... e 181
Parameters set on Data Catalog tables by crawler ..., 187
Adding clasSifiers t0 @ CrAWLET ...ttt a e sttt e e e s aesaaae s 189
When do | USE @ CLASSITIEI? ...ttt ettt sttt sa et e aa s 190
CUSTOM CLASSIIBIS .ttt et ettt ettt e e e st e e ssesbe s s e ssasaenaen 190
BUilt-in ClasSifiers in AWS GLUE .....coveiiirieieirenictrenetcteestest e sesae s ettt e st e e sse s e e ssasaesaesen 190
Writing CUSTOM CLASSITIEIS ...ttt st s te e s e a ettt e e nes 194
Working with classifiers on the CONSOLE ... 211
AWS GlUE SCHEMA REGISIIY ..ottt e stesaessesse s e e s e e s e st et e aessassasseennanes 214
SCREMAS ..ttt sttt et sttt a et e e s b et e e e ae b et e e e s e ae e seean 215
REGISTIIES ettt et e st s s s ae e s e e s sae e st e s s ae s s e e s sae e st e s seessaessaessaassseesssensseesssesssennnes 218
Schema versioning and compPatibility ..o 219
Open SOUICE SErde LIDFari@s ...ttt ettt st e e e e a et e saasaenns 224
Quotas of the SChEM@ REGISLIY ...ttt st st e e sa et e s saasaens 224
HOW Tt WOTKS ettt ettt ettt st et b e st s b st et s s et e ssaaesassannan 224
GELEING STAMTEA .ottt e e ettt e st et e st e st e e e e e e e e e et e saesaanbassessaenaannans 226
Integrating with AWS Glue Schema REGISEIY ....ccueoiiieieeeececeeee ettt 249
Migrating to AWS Glue SChema REGISEIY ....couecuerieieeeeeeee ettt 275
Tutorial: Adding @an AWS GLUE CrAWLEK ...ttt sttt a e a e ae e 277
PrErEQUISITES .eeeeiieeecttceteccterte ettt ettt re s st e s ae s s e e s e e e st e s saesssaeeaa e s st essseessaesssaesssassseesssessssennaes 277
SEEP T: A @ CFAWLEK ..ttt ettt et e e s e e e et e st e s aesbassessn e e ennenaenaanes 277
StEP 2: RUN ThE CrAWLE ...ttt ettt s a e e a e e aa s 279
Step 3: View AWS Glue Data Catalog 0ObjJeCtS ......cceieeeeeceeeceeeeeeteece e 280
ConNECtiNg t0 data ...ccciiiiiiiiiereeiiiiiieiiiiiinieeenneiiissieettttsesssssssssssssssssessssssssssssssssssssssssssssssssssssssnes 281
AWS Glue coNNECLION PrOPEILIES ....ocveieceeeecee ettt e e et sa et e sae st e s sasse s e e e e e esnesnanes 282
Required cONNECtiON PrOPEILIES ......cceevieeeeeeeeeeetetetete ettt saestestesse s e s e e s e e eaesaesaansans 283
JDBC CONNECLION PrOPEITIES .coueeitieeeeteetteeterrie ettt e s see st e s saessraessse e s e esssesssaesssassssasssasssaessnens 284
MongoDB and MongoDB Atlas connection properties ........cccceeeeeeeeveeeeceeceeceeseeseseseeeeeeens 288
SNOWTFLAKE CONNECLION .ttt sttt et sb e e b et 289
VertiCQ CONNECLION ..ottt ettt sttt s a e st sbe st e s st s ene s b et s nesaesseesnes 290
SAP HANA CONNECLION ..ottt ettt s st st et ss st et s se st et esse s b e st snesmnasns 291
AZUIrE SQL CONNMECTION ettt ceereeeeeeeaereeeesssaee e e sssaseessssaseesssssssesessssssessssssssesssssnes 292
Teradata Vantage CONNECLION ......coeeiiieieeeeec ettt te e e s s e e et e s testesbasse s e e e esnennan 293
OpenSearch Service CONNECLION ...ttt s aesae e e s e e e e e e saesaaans 294




AWS Glue User Guide

Azure COSMOS CONNECTION ..cueiiuiiiieteeieceeteetee ettt st et s st st e st et st e s st sbe st e st e sbes e e ssesssassseseenne 295
SSL CONNECLION PrOPEITIES ...cooviieieeiticeeeterteesieesee st est e st s s tessse e st esssesssaesssaesssesssessssessssessaesssaanns 295
Kafka connection properties for authentication ..., 298
Google BigQUErY CONNECLION ....ccueiuieieieieciecteeteeee e s eestetesaestesteste s e e e e s eaesessessessessasseesasssessansansans 298
VertiCQ CONNECLION ..ottt ettt st et sa e st et be st e s st s eae st et s nessesseenes 290
Storing connection credentials in AWS Secrets Manager .......veeeeeeceeceeceececeeeeeee e 299
Adding an AWS GlUE CONNECLION .....viieieeeeecee ettt re s ae st e st e s se s e se e e e e s e e s esaesanean 300
ConNecting t0 REASNITE ...ttt e a e e st et aas 300
ConNECtiNg tO SNOWTLAKE ....cvoeeeeeeeeeee ettt e s ae st e e s e saesaeaans 305
Connecting t0 BIGQUETY .....ooviicieeieiteeeccteeetestessresst e s e ssstessaeesaessaesssaesssaesssessseesssessssessaesssaanns 309
CONNECEING 10 VEITICA oottt ettt see st e s te s re e s sae e s e e s sesssaessaeesanesbessaesssassseanns 313
ConNNECtiNg tO SAP HANA ..ottt st s st e st e st e st e s sae s sraesaesssaessaessaaesssesssaesssasssenns 317
ConNecting tO AZUIE SQL ...ttt st st e st e s st s s e e e ae e s e esssesssaessaaesssasssesssaessseesnnes 321
Connecting t0 MONGODB .......oo ettt sre e s sae s s e e s saesssaessaessreessnesssaessnas 324
Connecting to Azure COSMOS DB ...ttt sre s e e s sae e sse e s ae s sa e snas 328
CoNNECtiNg tO TErAdAtA ...ceeieieeeeeceeeeeeeeeee ettt st e s e e e e e s e e et e s aesae s b e s sa e e esaeaensansans 331
Connecting to OPENSEArCH SEIVICE ...ttt steste st e e e e e aesaeaens 334
Using connectors and CONNECLIONS .......ccuecueeieriieeeeieeieectectecte e stese e e e e e saessesaesaessessesseesessnesaesansans 337
CoNNECtiING tO AAtA SOUIMCES ...ooveeeeeeeeeeceetetetee ettt e tesae s e et e e e e e et e s et et e ssa e e e s e enaassessanean 366
Adding a JDBC connection using your own JDBC dFiVErS .....c.ccoeeeiriieceeceecieneeeeeeeeeecseseeenenns 374
Testing an AWS GLUE CONNECLION ...ttt e ettt esaesae s e e saenennan 379
Configuring AWS calls to go through your VPC ...ttt nens 380
Connecting to @ JDBC data Store in @ VPC ... ettt e st st sae e ae s aeaenan 380
Accessing VPC Data Using elastic network interfaces .......coeoeeeeeeveeceeceececececeeeeeeeeeenns 381
Elastic network interface Properties ...t 382
Using @ MongoDB or MongoDB Atlas CONNECLION .....cc.ccueeuieieieieiectecteceee ettt 382
Crawling an Amazon S3 data store using @ VPC endpoint .......ccceeeeeeeeveecieceececieseeeeeeeeeenenen 383
PrErEQUISITES .ottt ettt sre s st e s s ae s st e st e s st e s ae s saesaa s s st esssaesstesssaessaessseasssessseennees 383
Creating the connection t0 AMAzOon S3 ...ttt sae e aas 384
Testing the connection t0 AMAzZON S3 ...ttt sa ettt s aeeaas 387
Creating a crawler for an Amazon S3 data StOre .......ccceveeeeeceeeeeeceee e 388
Creating a crawler for Amazon S3 backed Data Catalog tables .......ccceeeeeeeneeieeciecieceee, 391
RUNNING @ CFAWLEE ..ttt e e e e et e st e st e st e s e s s e s se e e e e e e et et essassassassaesnaneensansanes 392
TrOUBLESNOOTING ..ttt sttt et et e st e st e be s e e e e e esaeae s entanean 392
Troubleshooting CONNECLION ISSUES ......c.eciiieieieieeeceeee ettt ra e aesae st e sae s e s se s e e s e saennans 392
Tutorial: Using the AWS Glue Connector for Elasticsearch ........cooeeeeeieeviecieceeceececeeeeeene 393

Vi



AWS Glue User Guide

PrErQQUISITES .ottt ettt st s st e s sae s s e e s sa e s st e s s b e s saessae e s st essseesssesssaesssessseesssesssesnnnes 394
Step 1: (Optional) Create an AWS secret for your OpenSearch cluster information ............. 394
Step 2: Subscribe to the CONNECLON ........ceeieeee e 395
Step 3: Activate the connector in AWS Glue Studio and create a connection ........................ 396
Step 4: Configure an IAM role for your ETL jOD ...t 397
Step 5: Create a job that uses the OpenSearch connection ...........ccooececenenececcecccceeceeceen, 397
StEP 6: RUN the JOD .ottt et a et sttt aennan 399
Building AWS Glue jobs with interactive SeSSIONS .......cccceeeeeeecciiiiiiciiinnnnnnnenenssssssscceesssssssssssennes 400
Overview of AWS Glue iNteractive SESSIONS .......cceeviiirererirenerteesentertee ettt e e sae e e e seseesasses 400
Getting started with AWS Glue interactive SESSIONS .......ccceceeereeeeeeecceee e 401
Prerequisites for setting up interactive sessions locally ......ccccoeeeeevieciececenecececeeeeeeee, 401
Installing Jupyter and AWS Glue interactive sessions Jupyter kernels .......cccccoeevevveeveecveeennee. 401
RUNNING JUPYEEE .ttt sttt te s ae e s sae s sae e s b e s ae e s b e s sae e s b e s sa e s assaaessnasssaasnnans 402
Configuring session credentials and regioN ........c.coeoeeeeiecieiereececee et 402
Upgrading from the interactive SESSIONS PreVIEW ..........ccccceeieeeeecieceecectecec e 404
Using interactive sessions with SageMaker StUdio ........cceeeeeeieeeieciececeeecece e 404
Using interactive sessions with Microsoft Visual Studio Code .......ovvevrcecenenececeeeeeeee 404
Configuring AWS Glue interactive sessions for Jupyter and AWS Glue Studio notebooks ....... 408
INtroduction tO JUPYETEr MAGICS ..eeuiieeeieeeeeeeteetetes ettt e e et st e st s ae e s ns 408
Magics supported by AWS Glue interactive sessions for JUPYLer .......ceeeeveececvecceeceeeee 408
NQMUNG SESSIONS ...uvviiiiieieiitiereereesrteestee st esrtessteesseesssessstesssesssaesssessssesssessssesssessssesssessssessseesssasssessses 425
Specifying an IAM role for interactive SESSIONS ........cccceeciecieviecececeeeeeeee et 425
Configuring sessions with named profiles ... 426
AWS Glue for Ray interactive SeSSIONS (PreVIEW) .....c.cceceeeeeeeeiecreetecteeeee e e eesaesaesaessessessesseennas 427
Ray interactive sessions in the AWS Glue Studio CoNSOLE .......ccceveiececececeeeeeeeee e, 427
Ray interactive sessions using the Jupyter Kernel ...t 428
Ray interactive session timeout defaults ... 429
Magics supported by AWS Glue Ray interactive SESSIONS .......cccceeeeeeeeieeceeceecececeseceeeeeenens 429
INteractive SESSIONS With TAM ...ttt sttt sttt sae e e s s e e e e nas 430
IAM principals used with iNteractive SESSIONS ........cccvieiececiececerecee et 431
Setting up a clienNt PriNCIPaL ..ttt aeaan 431
Setting UP @ FUNEIME FOLE ...ttt e et sae st e s e s e s e e s a e s e a et e aanes 431
Make your session private with TagONCreate ... eieeeceeceeececeee e 433
[AM POLICY CONSIAEIALIONS ...vouviieieeceeteeeeeree ettt s te s e e e et e aesae st esseeseesa e s esaensaneans 438
Converting a script or notebook into an AWS GLlUE JOD ... 438
AWS Glue interactive sessions for Streaming ........cccccceeeeeeecececceecceee et aas 439

vii



AWS Glue User Guide

Switching Streaming SESSION tYPE ...ccueeuieiiieieietececee ettt e e e s e e e e tesaessessassaesnennans 439
Sampling input stream for interactive development ... 439
Running streaming applications in interactive S@SSIONS ........ccceeeeeeeeveeceeciececececeee e 440
Developing and teSting LOCALLY ...t a e sa e eaas 441
Developing using AWS GLUE StUAIO ....cveeeeeeeececeeeeeeteec ettt e e s a e e s 442
Developing using iNtEractive SESSIONS .......cccceeeeeeeeiecietecte et se e saesae s e ae s e e e e e e sneaenes 443
Developing using @ DOCKEr IMAQGE ...ttt ste e e s e e s e e saesaasaans 443
Developing using the AWS Glue ETL LBrary ...ttt 454
DEV ENAPOINTS ..ttt ste e s e e e e et et et e st e besae s s e sseesaessessese b ansansassassessaessessensassansansensansans 462
Migrating from dev endpoints to interactive SESSIONS ........cccceeeeeeieciecieciececec e 463
Developing scripts using development endpoints ........ccccceveeieeeeecicciecececece e 465
Managing NOLEDOOKS ...ttt et sa e st e st et e s besse e e e e e e e aeaaneans 493
Building visual ETL jobs with AWS Glue StUio ......ccciiiiiiiiiiiinnnenneeiiiiiiceciiinnneecssssssssssssscccesssanes 495
SIgNING iN t0 the CONSOLE ...ttt te s ae e st e e e e e e e s et e st e ssesbesseennesnennans 495
Next steps for creating a job in AWS Glue StUdiO ..o 495
Visual ETL With AWS GLUE STUIO w.ueeiieieiieeteeeetctsetctee ettt ettt sae e saas 496
Starting jobs i AWS GLUE STUAIO ....eeeeuieieeeeeeeeee ettt ae st 496
JOD @AITOr FEATUIES ...ttt b e st e sb e bt sb e e e s be e nas 498
Editing AWS Glue managed data transform nodes ..........cceeieieceeccceceeeee e 505
CUStOM ViISUAL traNSTOIMS ...cveiiiriiieteereereest ettt ettt e a e s s e st e e s e ssesae e 567
Using Data Lake frameworks with AWS Glue Studio .......ccceeeeeeerieiecieeceeeeee e 584
Configuring data target NOAES ...ttt a e a et sae b e e e e ns 595
Editing or uploading @ JOD SCHIPL c.eeveeeeecee ettt sttt saesaeaens 600
Changing the parent nodes for a node in the job diagram ..., 604
Deleting nodes from the job diagram ... 605
Adding source and target parameters to the AWS Glue Data Catalog node.......................... 609
Using Git version control systems in AWS GLUE ....c.ooueeeeeeeeecececeetee e 611
Authoring code with AWS Glue Studio NOtebOOKS .......c.ocveieieeeeeeeeee e 619
Overview Of USING NOTEDOOKS ........oouiieieeeeeeeeee ettt a e e a e b aas 620
Creating an ETL job using notebooks in AWS Glue Studio .......cceeeeeeceeciececenececeeeeeeeeeene. 621
Notebook editor COMPONENTES ...t st sre e s e e e e nan 622
Saving your notebook and JOD SCHIPL ...ttt aan 623
Managing NOtEDOOK SESSIONS .......cceeieieieiececeeeee ettt e e e s e se et et stesaesae s e s e e e e e eaesaensansans 624
Using CodeWhisperer with AWS Glue Studio Nnotebooks ..., 625
VIBW JOD TUNS ettt ettt e et e e e et e st et e st e st e e s e e e e se e e et asbassessessessasseenaanes 626
Accessing the job monitoring dashboard ... 626

viii



AWS Glue User Guide

Overview of the job monitoring dashboard ... 626
JOD FUNS VIBW .ttt ettt s a et s b et e s et e s e st et s e aa st esasnans 626
Viewing the JOD FUN LOGS ...ttt st ae s e e a e st ae st 630
Viewing the details of @ JOD FUN ...t sa e 631
Viewing Amazon CloudWatch metrics for a Spark job run ..., 634
Viewing Amazon CloudWatch metrics for a Ray job run ..., 634
Detect and process SeNSItiVe data ... 636
Choosing how you want the data to be scanned ... 637
Choosing the Pl entities t0 deteCt ...ttt 638
Specifying the level of detection SENSItIVILY ....cceceeeeieieeeeee e 642
Choosing what to do with identified Pll data ..o 642
Adding fine-grained action OVEITIAES .......cceoeeireeeeeeeeeee et sae e e e aennens 643
MANAGING JODS ettt e e e e e e et et et e st e st e st e e s e e se e s e ene e e et e ta b e saebeereeseenaenaenaan 644
SEAMt @ JOD FUN oottt et e st e st e st e e e e e e e e e e b et et e ssassesseessenaansanean 645
SCHEAULE JOD TUNS ..ttt ettt te st e e e e e e et et e s aesbassasaa e e e neeneenaanes 645
ManNage JOD SCREAULES ..ottt ettt e st s esre e e s e e e e aenaenan 647
SEOP JOD FUNS ettt ettt s et e st e e e e e e et et et et e sbesbasseeseesaeneentensansansansanes 647
VIBW YOUL JODS ettt te st e ste e st e e et et e st e st e se e s e e e s ss e s e st essassansassassaenesnsensansansans 648
View information for recent job FUNS ...t 648
VIEW the JOD SCIIPT ..ttt e et ettt et e e s aeesn e aens 649
MOdify the JOD PrOPEItIES ....ccue ettt ettt e s te st s se e s e e e e e e e e saesaensans 650
SAVE THE JOD ettt s et e et e e a et e st e st et e e be e e e se e e e e ententententans 652
CLONE @ JOD ettt e e et et et et et e s b e s b e e s e e e e e et e tebentesaeeseeseenaenaantans 655
DELEEE JODS ettt ettt ettt a e te st e seeseeneena et eaentanes 655
WOrking With JODS ...cciiiiiiiiiiiiiiiiiiiiinieetnnniiiiieeiiiiiessasssssssssssssseessssssssssssssssssssssssssssssssssssssssssssssss 657
AWS GLUE VEISIONS ..uvenviniriirienieirientesteesiesteessestesteessestessssessessessssessessesessessessssessensessssessessesessessesessessensns 657
AWS GLUE VEISIONS ...eeieniiiirierieteisientestsessestesessessesteessestesessessessessssessessssessessesessessensesessensessssessensesens 657
Running Spark ETL jobs with reduced startup times ........cooeeeeeeeeceeveecceececeee e 667
Migrating AWS Glue for Spark jobs to AWS Glue version 3.0 .......ccccceeeeevieceneneneeeeeeceenenns 672
Migrating AWS Glue for Spark jobs to AWS Glue version 4.0 .........ccecvecececececeneeeeeeceenenns 680
Migrating from AWS Glue for Ray (preview) to AWS Glue for Ray ......cccceeveeevveeeecerceeceecienenne. 695
AWS Glue version SUPPOIt POLICY ...cceceeeeieeeeeeeectctectee e e e seesaestestesaesse e e s s e s e saesaesaansanns 695
WOrking With SPark JODS ...ttt et st e e st e b s s e s an e aennans 697
B Lo o I o - =11 [ 0= OO 698
Spark and PYSPark JODS ...ttt ettt b e nenaens 707
Streaming ETL JODS ...ttt ettt et teste s e s e s e e e e e s et e aesae s e s e e s esaeaesaansansans 836




AWS Glue User Guide

Record matching with FINAMAtCRES ...t 850
Migrate SPArk Programis ...ttt aesae s testessesse s e e s et e s e sesaesaassassassnenasseens 884
WOrking With RAY JODS ..ottt sttt e st e st e sae s s e e e e e e a e s et e sansenns 891
Getting started with AWS GLUE fOr RAY .....coueeuieeieeceeeeeeeete ettt saens 891
Supported Ray runtime enVIFONMENTS ......cceoieieieieiereiectesesese e se et saestesae s e e e e e e aeaenens 893
Accounting for workers in RAY JODS ...ttt st 893

R NV [o] o T o T=1 = [ 1= (=T OO TSROSO 894
RAY JOD MIEBLIICS ettt ettt e te s e e e et e s ae st e st e b e sessa e e e saensensansansans 897
PYLRON SNELL JODS .ttt ettt ae st st e e et et et e b e besseeseeseeneennanes 898
Defining job properties for Python shell jobS ..., 899
Supported libraries for Python shell JobS ... 901
LIMIEQEIONS ettt ettt st st a e et et a e s b e st esse s b e et e sessbe s st essasananne 902
Providing your own PYthon lIDrary ...ttt a e 903
MONIEOTING «eveiiieeieiteeeect ettt e st e et e e ae e st e s seessaeesaeessae s saesssessseasstessseesstassssasssessseesssessseesssenssaennees 906
AWVS LGS ceiiiiiiiiiieeieicteste et e st ssre e st s st e s sae s st e s saessseessbessst e st e s saes s e e st e s ae e sa e st e s st essaeessa et eesaessaesnne 907
Automating with ClLoudWatch EVENLS ...ttt aeneaens 912
AWS GluE reSoUrce MONITOIING ..ccccieeeieereciecieceeeeee et reesteste e sseste s e s e esae s esessessessessassassssssessanes 914
Logging USING CLOUATIAIL c.ueeuveieieieeeeeeee ettt a et et e s e e s ae s aeneaans 917
JOD FUN STALUSES ettt sttt sa et e s s et et s sbe st e e s s e sesaenas 921
AWS GLUE StreaminNg c.cceeciiiiiceiiiiineenesseesssssssceesssasssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssasss 924
USE CASES FOI STrEAMING ..ccveveeeieceeeeeeeeee ettt e e sa e st et e s ae st e sse e e e e e e e a et ensenaanes 924
What are the benefits of using AWS Glue Streaming? ........cccoeeeeeeeeceeceecececese e 925
When to use AWS GLUE STreamling? ...ttt saesaesae st e s e e e e e e s e saeaennanes 926
SUPPOItEA AAtA SOUICES ....veeeeeeieeeceetetete ettt et e et e st e stesse s e e e e e et estesaestessassassassaesaensensansansans 927
SUPPOrted data tArgets ...ttt s te st s e s e e e e s et saesbe st e sressaeseennenaanaans 927
Tutorial: Build your first streaming workload using AWS Glue Studio ........cceceeeeenereneeceeceenene 927
PrErEQUISITES .eeeeiieeecttceteccterte ettt ettt re s st e s ae s s e e s e e e st e s saesssaeeaa e s st essseessaesssaesssassseesssessssennaes 928
Consume streaming data from AmAazon KiNESIS ........cccuiiecicereneneseceeeeeee e 928
Tutorial: Build your first streaming workload using AWS Glue Studio notebooks ...................... 939
PrErEQUISITES .ottt ettt sre s st e s sae s s st e st e e st e s sae s ssaeesae e s st assseesssesasaesstasssessssessseennees 940
Consume streaming data from Amazon KiNESIs ........cccciecicereneneceeeeeetecee e 940
SErEAMING CONCEPTES oottt ettt e s e e st e s sae s s e e s aeessaesssessssessaesstasssessssessseessaesssannns 947
Anatomy of @ AWS Glue Streaming JOb ... 947
KAfKa CONNECLIONS ..ttt ettt ettt s ettt a s sanenas 951
KiN@SIS CONNECLIONS ...ttt et a e st st s s et e st s s s b e s st e ssessaesneens 956
STrEAMING OPLIONS .ottt s e et e s st s s e e s b e e s e e s ae s saesseessaasssessaesssasnaens 962




AWS Glue User Guide

AWS Glue streaming autOSCAliNG .....ccecieieciicieceececeeeeetetete e se e saesaestestesse s e e e e s essesaessansans 963
Enabling Auto Scaling in AWS GLlUE STUIO ....ccueeveeieeieieeeeeeeee et 963
Enabling Auto Scaling with the AWS CLI OF SDK ...ttt sne e 964
HOW Tt WOTKS ettt ettt ettt sttt a e st e s b st e s s e s e e e s sasesassannan 965

Advanced AWS Glue Streaming CONCEPTES ...covereeieieieectecteseceree ettt ste e re e e nesaesaasaeneas 967
Time considerations when processing Streams .........cccceeeeveeeeceereeceececece e sre s 967
WINAOWING .ttt s te e e s e e e et et e st e st e st e st e s se e e e s e s esae s et e sassassessaesaassansassansensansanes 967
Handling late data and Watermarks ...t 973

Monitoring AWS Glue Streaming JODS ...ttt e et sae e re e saeanennan 975
ViSUALIZING MELIICS ittt ettt te st e te s e e e s e e et e ae b e st e s sessaese s s e s ensensassansassassasnsansans 975
MELIICS EEP QIVE ettt ettt e et e s e e s e st e st et e basseeseesnesnensansansans 977
How to get the best PerformManCe ... sa e 982

AWS Glue Data QUALILY .cccccceeeeeeeiiiiiiiiiiiiiinenenneessisisccceisesssssssssssssssssssssssssssssssssssssssssssssssssssssssssnne 984

Benefits and KEY FRATUIES ...ttt ettt sb s e e a e aan 984

HOW Tt WOTKS ..ttt sttt ettt ettt st et s e s b et e e s e s e e snassanassens 985
Data quality for the AWS Glue Data Catalog ...t 985
Data quality for AWS GLUE ETL JODS ....ueveeeeeeeeeeetetetetetetereeee ettt saesse s e e e e s saesneneens 985
Comparing AWS Glue Data Quality entry Points ..o 986

CONSIAEIALIONS ..ottt ettt et st e sttt e st e e s st e e e e st et e e ssesse st esassassesessassensenassansessasans 987

TEIMUNOLOGY ettt et e et e et e st et e s tesseesesse e s e s e st e ta st essassasseesaesaastessansansensansassessnaseanaans 987

Release notes for AWS Glue Data QUALILY ...ccueeueeeeeeeeececteeeeesecee ettt 988
General availability: NEW FEATUIES ...t aesae st e 989
NOV 27, 2023 (PrEOVIEW) .oeeeeeeeeeieeeeeeeiteeeeeeeeeestteeesseesesstesesseessssesssssesesssesssssesssssssssssssssssssssssssssssssssssns 989
MAF T2, 2024 ...ttt ettt et et ettt st e st e s s et et s s et et e s e s s et e e e se b et esessentesasaanes 989

Anomaly detection in AWS Glue Data QUALILY c..coeeeeeeieieeeeeeeee et 989
HOW Tt WOTKS ettt ettt ettt st et b e st s b st et s s et e ssaaesassannan 990
Using analyzers to inSPect YOUr data ...ttt 991
Using the DeteCtANOMALY RULE ......ooueeieeeeee ettt ae st esaesae s nennens 992
Benefits and use cases of Anomaly Detection ... 992

IAM permissions for AWS Glue Data QUALILY ...c.coeeeeeeeeiieeeeeee e 993
[AM PEIIMISSIONS ...eeiiiieiiieieeiteeeteertteetessteesrteesae e st eesseesssessseessaesssesssaesssessssesssessssesssessssesssessssesssasssaenns 993
IAM setup required for scheduling evaluation runs ... 995
EXQMPLE TAM POLICIES ..ottt teste s te s testesse s e s s e e et et et esaesaassessessaesnssnensansansans 997

Getting started with AWS Glue Data Quality for the Data Catalog ......ccceeveveecieveceeececeeeenene 1000
PrErEQUISITES .ottt ettt te st se e s ste e st e s sae e s e e s sae e s st e s saesssaesssaessaesssaesssessssesssessseessaennns 1001
StEP-DY-StEP EXAMIPLE ...ttt ettt sae s e s e e e e e et e b e st et e e aeeseene e e e naanes 1001

Xi



AWS Glue User Guide

Generating rule recomMmMENAtioNS ..ot a e resaens 1001
Monitoring rule recoMmMENdAtioNS .......cceoeeieieieeeceeere ettt a e st sae s 1003
Editing recommended FULESELS .......ocu ettt ra e sa e st aaeas 1003
Creating @ NEW TULESEL ....c.vieeeeeeeeeeeteete ettt e s e st e e s e saesaesbe st e s be s e s sa e e ennennan 1004
Running a ruleset to evaluate data qUAlItY ..o 1006
Viewing the data quality score and reSuUlts ... 1007
RELATEA TOPICS ettt ettt e s e e e e e et e e st e st e ae b e s seese e e e sae e annetanaan 1008
Evaluating data quality with AWS Glue StUdio .....ccueeeeeeeeeeeeee e 1008
BENETILS .ottt sttt e st a et et e e s e st e e e e sae st et enans 1009
Evaluating data quality for ETL jobs in AWS Glue Studio ......ccceeveeevveeeceeceeceeceeeeeeeee 1009
Data QUALILY rULE DUILAEN ...ttt st st a e et 1014
Configuring Anomaly detection and generating inSights .........ccooveiiececececeeceeeeceeee 1019
Data Quality for ETL jobs in AWS Glue Studio Nnotebooks ........ccceeeereiecieciererececeeeeeeeeee e 1023
PrErEQUISITES .ottt et e e s ste e st e s st s s e e s saeesatessaesssaesssaessaasssaasssessssesssessseessaannns 1024
Creating an ETL job in AWS GlUE STUIO ...ceeveieieeeeeeeceteetetec et sae e 1024
Data Quality Definition Language (DQDL) reference .......eeeeeceeceecieceeceeeeeeeeeere e 1029
SYNEAX ettt ettt et e s st e st e e st e st e s st e e st e et e e e b e e s e e b e e a e e e e e e e b e e s b e e st e e aeesaa e teesatesnsenane 1030
RULE tYPE FEFEIEINCE ...ttt ettt s ae s ae e e s sa e st aesae st e s s e s se e e e sa e e e aesanean 1041
Using APIs to measure and manage data quality ... 1082
PrEr@QUISITES .eeeveiteeeeteet ettt te sttt s e e st e s sae e s e e s sae e s st e s aesssaesssaesssasssaesssessssesssasssesssaannns 1082
Working with AWS Glue Data Quality recommendations .........ccceeeeeeceeciecececececeeeeeeeenee, 1082
Working with AWS Glue Data Quality rul@Sets ... 1085
Working with AWS Glue Data QUAlity FUNS ... 1088
Working with AWS Glue Data Quality reSULLS .........cceeeeieeeeececceeeeee e 1092
Setting up alerts, deployments, and scheduling ... 1093
Setting up alerts and notifications in Amazon EventBridge integration .............ccocuu.n..... 1094
Set up alerts and notifications in CloudWatch integration ........ccccceveeeeeeenecceceeeeeee 1102
Querying data qQUALILY FESULLS .......ece ettt ste s te e aeaennan 1103
Deploying data QUALILY FULES ...ttt re e e a e sa e saeaan 1107
Scheduling data QUALILY FULES ...ttt s a e 1107
Troubleshooting AWS Glue Data QUALity €rrors .......ececieceeeceeeeeetee e sae e 1108
Error: misSSiNg MOGAULE ......oveieeeeececeeeteeeee ettt cte e s e s e e e st et e st e s be s e s e e s e e e saeaanes 1109
Error: insufficient PErMISSIONS .....c.cceeiiieeeececececeeeee ettt e e e e ettt e st se s e e s nennan 1109
Error: ruleSets NOT UNIQUE ...ttt sae st e s tesae e s e e sa e s aasaesaanas 1109
Error: tables with special CharaCters ... 1109
Error: overflow with @ [large rULESEL ...ttt 1109

xii



AWS Glue User Guide

Error: rule status iS FAIled ...ttt 1110
AnalysisException: Unable to verify existence of default database .......ccccceeueeveeecrerecnennenee. 1110
Provided key map not suitable for given data frames ..., 1110
java.lang.RuntimeException : Failed to fetch data. ..., 1111
LAUNCH ERROR: Error downloading from S3 for bucket ... 1111
InvalidinputException (status: 400): DataQuality rules cannot be parsed ............................ 1111
Error: Eventbridge is not triggering Glue DQ jobs based on the schedule | setup .............. 1112
CUSTOMS QL @ITOFS eeeieeeeeeeeeeee et ecereeeeeetreeeeesseeeeessaseeesssssseesssssssesssssssesssssssesssssssneeessssssesennnns 1112
DYNAMIC RULES ..ttt st e e e e e e e e st et et et e st e saaese e s e e e e e et assesasasassesseenaanes 1113
Exception in User Class: org.apache.spark.sql.AnalysisException:
org.apache.hadoop.hive.ql.metadata.HivEEXCEPLION .......cccueveieeeceeeeeeee e 1115
Amazon Q data integration in AWS GLUE ....cccciiiiiieereeeiiiiiiiiiiiiinnneessssesssisscceesssssssssssssssssssssssnns 1116
WHhat iS AMAZON Q7 ..ottt eer e e e s te e ae e s b e e b s e sbeesssesssesassessseesssesssessssesssesnssesssesnses 1116
Amazon Q data integration iN AWS GLUE .......ceeeeeeeeeeeeeteteeere ettt st aea e 1116
Working with Amazon Q data iNntegration ... 1117
Setting up Amazon Q data INtEGratioN ...t aenens 1119
Configuring IAM PEIMISSIONS .....cecueeieeieeieeietetetetesteste e seeee e e s e aesaessessessassessessaesaessessansensansansans 1120
EXQIMIPLES ettt ettt et e st et e st e s et s e et et et et et e s seeseeseessesse st e testeseeseeseeseestensentantans 1121
EXQMPLE INTEIACHIONS ..ottt ettt e s ae e e e e s e et et a e b e s b e sa e e e e esnennan 1121
L0 Tal 1 T=T 4 = 11 [0 o N 1127
Starting jobs and crawlers USIiNG triggers ...ttt 1127
AWS GLUE LFIGGEIS ettt ctesteste e e e e e e e s et e st et estesaessassaessesaessantestassansassassessesssessansansansanes 1127
AAAING tHQGEIS ettt ettt este s e st e e e s ae st e sbesbesbe s e e seesaesaessetesansassassassassaanean 1130
Activating and deactivating triggQers ...t 1134
Performing complex ETL activities using blueprints and workflows ..........cccceveeveeerveecvecrenenene. 1135
OVErVIEW OF WOIKTLOWS ..ottt ettt sae st s b e e saes 1136
Creating and building out a workflow manually ... 1139
Starting a workflow with an EventBridge event ... 1144
Viewing the EventBridge events that started @ Workflow ..., 1151
Running and monitoring @ WOrKFLOW ...ttt 1152
StopPING @ WOTKFLOW FUN ..ottt st st a e e 1154
Repairing and resuming @ WOrKflOW FUN ......coueiioieieeeeee ettt reaens 1155
Getting and setting wWorkflow run Properties .........eveceeceececesececec et 1161
Querying workflows using the AWS GLUE APl ...ttt sae e 1162
Blueprint and WOrkflow reStrictions ........ccoeoeeeeieieieceeceeesese e anas 1167
Troubleshooting BLUEPIINT EITOFS ...ttt eesa et aesaasaans 1168

xiii



AWS Glue User Guide

Permissions for blueprint personas and roles .........ceeeeeeeeiececeeeeee e 1173
DeVeloping BLUEPIINTS ...ttt ettt esae s seste s e e s s e e e s et e bastesaessaesessnennanes 1177
OVErVIEW OF DLUEPIINTS ..ottt ettt e ve s e e e e e e e e b et e aesaessasseesasnnns 1178
DeVEloPing DLUBPIINTS ...c.coeieeeeee ettt te e s e e e e e s e e e e bt esaesaasse s e sasnnennan 1181
REGIStering @ DLUEPIINT ....oeeeeeeeee ettt st tesae st s re s e e s e e e e aesaenaan 1206
VIEWING DLUEPIINTS ..ttt ettt ste s e s e e e e e e e b e st e be b e s e s e e s esa e s ensansansans 1208
UPdating @ BLUEPIINT ..ottt teste e e e e st e testesbessesse e e e snennansantans 1210
Creating a workflow from @ BLUEPIINT ...c.eeeeeeee e 1212
VIieWiNg BLUEPIINT FUNS ...ttt sa e st et e b e st e s b e e se e e e a e aeaennan 1213
AWS CloudFormation for AWS GLUE ......cccciiiiiiiiiiiiinsssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssses 1215
SAMPLE AALADASE ..ttt et ettt e st ae e e aenean 1217
Sample database, table, Partitions ... 1218
SAMPLE GrOK CLASSHIEE w.veueeeeeeeeeeeeeee ettt sa et sttt e s e e se e e e e e neaanes 1222
SAMPLE JSON CLASSIIEN ..ttt e e e et et e st s besba s e e e s s e s e e e aanaenes 1223
SAMPLE XML CLASSITION .ttt ettt e e se et et e st st e se e e e e s nn e s e ae st e saanes 1224
SAMPLE AMAZON S3 CrAWLET ..ttt rte e st e st e s e e e e e e e b e tesaesbessesssesnesaesaansansans 1225
SAMPLE CONNECLION ..ttt et e s te e e se e e e e et e sa e st e saesaeesesseesnesaenaensansansansanes 1227
SAMPLE IDBC CrAWLEL .ttt e e e et sa et e s ae st e st e et e e e e e e e e s et et e tasassassnesaennenaanes 1229
Sample job for AmMazon S3 t0 AMAzZON S3 ...ttt st re e a e saesaaean 1231
Sample job for JDBC t0 AMAzZON S3 ...t tetetee e e e saeste st e sae e se s s s e s e aesaanes 1233
Sample ON-DemMand TrigQEN ...ttt ettt re st e e e e e sa et st e be st e e s e se e e e aenaenes 1235
SaMPLe SCHEAULEA trIGQEN ...ttt st e e e et et aesaa b e saeesa e e e naenenas 1236
Sample CoONAItioNAL tHGGEN ...ttt se et s ae st aesae e seesaens 1237
Sample machine learning tranSformM ...t 1238
Sample data QUALILY FULESEL ...ttt e s aesae s s e e saeaan 1239
Sample data quality ruleset with EventBridge scheduler ..........oooieirieciececeececeeee e, 1241
Sample development ENAPOINT ...ttt saesae st e saessesse s s e e ennens 1243
AWS Glue programming GUIAE ......eeiieieciiiiiieeeeeeseessissseccessssssssssssssssssssssssssssssssssssssssssssssssssssssse 1245
Providing your OWN CUSTOM SCHPLS ...ccueeuerieeeeeeeetetetecteste e e e e ere e e e saestestesaessesses e s e ssaesessessessansans 1245
AWS GLUE FOF SPAK .ottt ettt et s te st e e e e s e e s e st et et e sesseesnenaesnennan 1246
Tutorial: Writing @ SPark SCIPL ...ttt ae s testeste e e s s e s e saaens 1246
ETL 0N PYSPAIK ettt sttt et et testestestessesse s e e e e s et e saesta st e s b e sessaesaesaensansansansansansans 1259
ETL TN SCALA oottt ettt sttt st et sa et e s e st et s st et e s s et et ssassessenasaessesssans 1445
Features and Optimizations ...ttt st a e sa et e nas 1530
AWS GLUE FOI RAY oottt ettt e steste s e s e e te s e e e et e st e st e s tessassaesessaesaesaensessassansassassnannans 1773
Tutorial: Writing @ RAY SCIPL ceeeeueeeeeeeeeceeeeee ettt te e s e e e e sa s e e saesaesae s s s se e s s nes 1773

Xiv



AWS Glue User Guide

Using Ray Core and Ray Data in AWS GlUe fOr RAY ....ccceceeeeeeeeceeieeeeecesee e 1779
Providing files and Python LIDrari@s ...ttt 1781
CoNNECEING tO LA .ot te et e e s e e e e e e et e st et e aa s e ssaennennannens 1786
WOrking With AWS SDKS ....ccciiiiiiiiieennmnnsiisiceceiiiinesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssass 1788
AWS GLUE AP ....eeeiiiiiiiiiiineenenneiiiiieecestsssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 1789
SEOUNILY auteettieteeceerte ettt st e et s e s et et e s ae s s sa e s saesssaesae s saesse s saesssasssaasssassssasssessseesssessseesssesssnesssanns 1811
At B PES ettt e e e e et e be st e benaaeseereensensantans 1811
DataCatalogENCryptioNSEttiNgs ...ttt sa e a e 1811
ENCIYPLIONATREST ...ttt st et s s b e s ae e b e s ae e s ae s saa et assanessnesssaessnns 1812
ConnectioNPassSWOrdENCIYPLION ...ttt st e e e e s e ae s 1812
ENcryptionConfigUration ...ttt ettt steste e a s et aesbanaaas 1813
SBENCIYPLION ettt ettt st s e e e st e st e s sse e st e s st e s be s sa e s s e essaasssessaesssaesssasssessssesseens 1813
CLoUAWatChENCIYPLION ..ttt s e e e a et saesaesbe s e s e s ra e s e aeaennan 1814
JODBBOOKMArKSENCIYPLION ..ottt et stesaesaesse e e e e e s e e e s e naesaasanes 1814
SecUritYCONTIGUIAtION ..c.eoeeeeeeeeee ettt et et saesae s s eea e e et s 1814
GLUBPOLICY ettt te e e e et e et e st e b e s aeeseese e st et et et e bessessasseeseenaensansansansanes 1815
—  OPEFALIONS ettt sttt et e st s b e e e e et e e e e b e e a e e te e e e e aeesateesseesraennrans 1815
GetDataCatalogEncryptionSettings (get_data_catalog_encryption_settings) ..................... 1816
PutDataCatalogEncryptionSettings (put_data_catalog_encryption_settings) ..................... 1816
PutResourcePolicy (put_reSource_pPoLiCY) ..coicececieciececteseeeeeeeeeee e cte e see e e e e e e saesaesaenaens 1817
GetResourcePolicy (get_reSource_pPoLiCY) c.ciececeeciecieeeeeeeeeeeeeeeecee e seesae e s e s e e e e saesaesaenaens 1819
DeleteResourcePolicy (delete_resource_poLliCY) ....cceececenenereeeceeeeeete e ne e 1820
CreateSecurityConfiguration (create_security_configuration) .........cccceeeeeeenienieeceeceeceeceenene 1820
DeleteSecurityConfiguration (delete_security_configuration) ........ccceceeeeeeenenecenceeceenenen. 1821
GetSecurityConfiguration (get_security_configuration) .......cccceeveeieeecececeneeeceeeeeeeeeee, 1822
GetSecurityConfigurations (get_security_configurations) ........cccceeeeeeeeeceviecececeeeceeeeee, 1823
GetResourcePolicies (get_resource_poLiCIieS) ....ccceceeeeeeeeieecieiecesecee ettt 1823
(@1 Lo o OO USSR RR 1824
DAtADASES ...ttt ettt s a e e a et e s et e e enes 1825
TADLES ettt st ettt et e st e e et et e e ebe st et esesaantenaes 1834
PAFTITIONS ..ttt ettt st st ettt sae s b st e st st e st e e st s besaeenas 1870
CONNECLIONS ..ttt ettt ettt et a e st e st s bt st st e s ae et e et s esesabe st e st esesstesnesasasnnas 1896
User-defined FUNCLIONS .......coeviiirinieiieretecrentet sttt sae st sse st e e sseste e s e sse st e e ssassesaesassan 1910
Importing an Athena Catalog ...ttt a e saeaens 1917
TADLE OPLIMUZEL .ttt a et e s te st et e s s e e e s e e e et et eaesbessasseeseesaanean 1919
At B PES ettt e st e e e e e et et e benaaeseeseensensantans 1919

XV



AWS Glue User Guide

LI o1 (=10 o3 a1 4 1= SO OO 1919
TableOptimizerConfigUIration ...ttt a e a e sae e 1920
TaADLEOPLIMUZEIRUN ...ttt e st esaeste et e e e e e e s e s e aestesaasassassassnanean 1920
RUNMETTICS ..ttt ettt e e s ae et s sae e st e e st e s st e s ssaessaa s saesssesssaesssassnnesssessaennees 1921
BatchGetTableOptimizZEIrENTIY ...ttt sttt s a e s ae e ne 1921
BatChTableOPtiMUZEN ..ottt e e e s et e b e s e s e e e e e ennennans 1922
BatchGetTableOPtimIZEIEITOr ...ttt e et testesse s e e e s e e s e saaneans 1923
—  OPEFALIONS ettt ettt sttt e s e et e et s s a e e e e e e e e s e e e b e et e et e e se e e aeesataesae e raennrans 1923
GetTableOptimizer (get_table_OptimizZer) ... 1923
BatchGetTableOptimizer (batch_get_table_optimizer) ..., 1925
ListTableOptimizerRuns (list_table_optimizer_runs) ........coeeeeeceeeecececeeee e 1926
CreateTableOptimizer (create_table_Optimizer) ... 1927
DeleteTableOptimizer (delete_table_optimizer) ... 1928
UpdateTableOptimizer (update_table_optimizer) ... 1929
Crawlers anNd CLASSITIEIS ...ttt e s ae st e s e s be s e e e e e esaenesaanaanean 1930
CLASSITIEIS ettt ettt e st e st e e e e e et e b e st et e s ae st e s se e s e esa e e e s estesaessassassassaesaesaansansansan 1931
CRAWLENS ..ttt ettt testeste s te e e e e et et e st e st et e b e s seesaesa e e e s et e s e sassasseeseessassensantansansansessasnsansansans 1945
COLUMN SEALISTICS cuveveieiececeeeee ettt st e st e st e s e e e e e e e sa et e sesaassessaennans 1972
1Yol =T (1] 1= OO RO SRRS 1979
Autogenerating ETL SCrIPES ..ottt ssree st sseessaeeseessaessssessseessnesssessssesssassssasssessnes 1982
At B PSS ettt e st e e e e e e et e tenbenaesreeseensensantans 1982
COAEGENNOME ...ttt ettt e s te e st e e e e e s e e e et et et e st assessaeseessensassansansansassasseeseanaans 1983
(@oTa [<TCT=T a1\ o L=V Y OO TSRO 1983
(@0 Yo [<TCT=T g =T o 1T U TR RSO RSR 1984
LOCATION ettt ettt st rte st e et e s ae e st e s sae e s e e s sae et e e saeessbe s se e ssassstesssessseanssessaesssesssaensnes 1984
CAtALOGENTIY ettt te st e e e e e e et e et et e st e s b e s e e se e e e e et et et e teeseeneeneennanes 1985
MAPPINGENTIY ettt st re s st e s sae s saa e s s e e sae e s b e s sa e s sesssnesssasssaessseessaesssennn 1985
—  OPEFALIONS ettt st e st e sttt e st s a e e e e e s e e e e e e b e et e et e e se e e aeesateesse e raenneaes 1986
CreateScript (Create_SCrPL) ..ottt ettt e s aeaeaan 1986
GetDataflowGraph (get_dataflow_graph) ... 1987
GetMapping (GEt_MAPPING) ..ottt e et et esresse s e s e e s e e e e e saenaenaans 1987
GEtPLAN (GELE_PLAN) oottt te e a et e sttt e e e e a e aebenbanaans 1988
VISUGL JOD AP ettt ettt et e te st e tesae s e e e e e e et e s te st e b e saeseesaesae st entansansessassassessaanean 1989
At B PES ettt e st e e e e e et et e benaaeseeseensensantans 1990
CodeGenConfiGUratioNNOGE ..ottt saesbesse s e e e s e e e e saeaens 1993
JDBCCONNECTOrOPLIONS .ttt ettt esre st e s st e stessaeesressaesssbesssaesssasssaesssesssasssnassseanns 1999

XVi



AWS Glue User Guide

StreamingDataPrevVieWOPTIONS ...ttt ssre st e s sreessaessseesnassaesssnesane 2001
AtheNACONNECEOISOUICE ...ooviiriiieteteertetetseste et e st et sae st e s e ste st s e sbe st e e ssessestesassessensssassessesans 2001
JDBCCONNECEOISOUICE ....ooueiiieeiieiieieetecetetee e este et s st et e st e ssesste st s saesste st e ssessbessessesnsesseessasssassens 2002
SPArKCONNECLOISOUICE .....veeieeeieteteetecte et e et et e steste s e s se e e e e s s e s e st e ssessassessesseesesssensansensansanes 2003
CAtAlOGSOUICE ...ttt te e e et e st e st e st et e st e s s e e saeseessensassassasansassasseeseensensansans 2004
MYSQLCAtAlOGSOUICE ...ttt et e saesaesae st e e e e e e e saesaestesaessessessaesaanaensanean 2004
POStgreSQLCAtalogSOUICE ....oouiiieieeeteeceeee ettt e et b et esaesbe s e e e e e e e e e e saesaasaneas 2004
OracleSQLCAtAlOGSOUICE .....cuiieeeeeceeteteteteece ettt ste st s re s e e e e e e s e st e st e s tessasseeseessensenaensanes 2005
MicrosoftSQLSErverCatalogSOUICE ......uiiiieieieieciectetee et ste e tesae e e e e e s e e e saesaesaasaas 2005
CatalOgKINESISSOUICTE ....ccueiuieieiereciecieeeee et et e te e steste s e s se s e e e e s et e saesessessassassessessasssensansansansansans 2006
DIr@CtKINESISSOUICE ...ttt ettt sttt sae st st s sae st e st sae s st e st s sesne st essessnessaesness 2006
KinesisStreamingSoUrCEOPLIONS .....veoviieieeeetecteterrt ettt esr et e aessre e s e e s saesssaessaaesanans 2007
CatalogKAfKASOUICE ....ocueeieeeeeteteeeec ettt s et e s aesaesaa s s e s e e e e s e e et ansesaansanes 2010
DiIr@CtKATKQSOUICTE ...ttt ettt et s sttt e e b e e s ae 2010
KafkaStreamingSoUrCEOPLIONS ......ccueveeuiiieeeectcteteteteste ettt e testesse e e se e e e s s s esastaneans 2011
REASNITESOUICE ..ottt ettt sa et e s b e bbb e st e e b esae e ene 2013
AMAZONREASNITESOUICE ..ottt sttt et ss e st esae e s e sans 2014
AmMazonRedshiftNOAEDAtA .....cc.ccviriririreetrecet ettt sttt st et a s 2014
AmazonRedshiftAdvancedOPLioN ...ttt 2017
OPLION ettt ettt s e s te e st e s b e s sat e s s e e saessaeessaessae e sa e saesees st e s sa e st ee st essseesseessaesseanns 2017
SB3CAtALOGSOUITE ...ttt ettt e s e et e e e e e et et et e st e s tesbesseessesaestessansansassansassasssenaansans 2017
S3SourceAdditioNalOPLIONS ....cveceieeeeeeceeece ettt e e e e et e st esbesae s e e e e e esaennans 2018
SBCSVSOUICE ...eeieuieieeteetectt ettt et e et e st st e et et e st e st e e st s sbe s st e e st e b e e st e st s sbe st e st esesatessesasesssesstensaans 2018
DIF@CTIDBLSOUICE ...ttt sttt ettt s v st e st e b e et e s st sba st e sstesbesaessessesnsesatannanns 2020
S3DirectSourceAdditioNalOPLIONS .....ccueeeeeiieeeeeereeree ettt a e st et ae e 2021
SBUSONSOUICE ...ttt ettt et et e st st e st s b et et esse s be s st s be st e et e sesabesstessesnsesatesesasesstanns 2022
SZPANQUELSOUICE ..ottt et s et et e s e e s e e s saesssaesssessseesssesssaesssesssaesssessseesssessseesssessssensees 2023
SBDEILASOUICE ...ttt ettt e sttt st st et s ste st e e s b et e e s sesbe st e e sse st esassasbesaesassansasessensensenenes 2025
S3CataAlOGDEILASOUICE ....ooeeeieceeteeteteee ettt te e s e s e e e e e e e e e e st e st e bessessessaesnensenaansansansans 2025
CataAlOgDEIEASOUICE ...ttt ettt et e st st e e e e e e et e st et e b e sesse s e ssne e e s enaantanes 2026
SBHUAISOUICE ...ttt e e e ettt este st et e s se et e e e e e ae st et et e se s essaessessensensansansansassassnensanaans 2027
S3CAtAlOGHUISOUICE ..ttt re et sae st et e st e s se s e e e e e enaeaenaanes 2027
CAtAlOGHUAISOUICE ...ttt ettt et e st e st e s e e s e e e e e beste s e sbasseeseennensanes 2028
DYNamODBCAtalOgSOUICE ....cuiuiieeeeeteeteceeeeee ettt steste st e s e e se e e e s e st e s aesaessesseesnenneaennanes 2029
RelatioNalCatalogSOUICE ...ttt ettt st s re s e e sa et e st e s be s e s seeseesaeaenaanes 2029
JDBCCONNECTOITANGEL ...ttt ettt s e e st e s sae e s e e s sae e st e s saesssaesssaessnasssaassnasssaennns 2029

XVii



AWS Glue User Guide

SPArKCONNECLOITANGEL ...ttt et et e steste s s e e e s e s s e s et e s e tesbessessessaesaaneensansanes 2030
BaSiCCAtalogTargel ...ttt ettt et e s b e st e s e e e e e e et et e banbaneaas 2031
MYSQLCAtAlOGTANGEL ...ttt e et teste s aeste s s e e e e e e s e s et et e saassassaesassnanean 2032
PoStgreSQLCAtalogTargert ...ttt re st te e e s e sa e st e stesaesbe s e e e s e enaeaeaannan 2032
OracleSQLCAtAlOGTArGEL ...ttt te e s e e e e e sae st e s aesba e e seesnennans 2033
MicrosoftSQLServerCatalogTarget ... eceeieiieieeciecesere et stestesaesre e e e e e e s e saesaanean 2033
REASNIFLTANGEL ...ttt te e s e e e e e e e e e e et et et e tessasbassneseesaensansansans 2034
AMAzZONREASNITETAIGET ...ttt s e s e s e e e a e st et nan 2034
UpsertRedshiftTargetOPLioNS ...ttt e ste st te s e saesaeaeaan 2035
XL @ =1 Lo ol -1 e =1 OO OO 2035
S3GLUEPAIQUELTAIGEL ...ttt ettt et e st e e e e et e s e st e st et e s b e sseese e e esn e aansensansanes 2036
CatalogSchemaChangEPOLICY ...ttt st s nennan 2037
SBDIIECETAIGEL ...ttt ettt s e e st e s st s ssa e s sae e st e s sasssaessaeesstasssesssaesssaessaasssesssaennsens 2037
Y] [V Ta [{@ ) =1 Fo Yol 1= e =1 OO U RO 2038
SBHUAIDIFECETANGEL ..ottt ettt rte e tesaesae s e e e e s e s e s e te st e st e s sessessaesaessensansansansansans 2038
S3DEltaCatalogTargert ...ttt ettt e te e s e e e e e et sa e st e st e b e eese e e e e e naenentans 2039
S3DEIEADINECETANGEL ..ottt te e e e e e e et e e et et et e s aesseesa e e s e e aeaessesaassasseeneenaanes 2040
DirectSchemaChangEPOLICY ...ttt ae e s s e e s e et e ae s 2041
APPLYMAPPING ..ottt teste e s e s e e e et et e st et e s ae st e s tesse e e e s e e e e e et et e tebensassaesaeseesaensensantans 2042
MAPPING ittt et et ee e e s sae e st e s saesssaessse e st e s st asssessaessaessseasssessseesstassseassaesseesseesseesssenses 2042
SELECLFIELAS ..ttt ettt st et s e s bt s e st et et e b e e s s et et eaenes 2043
DIOPFIELAS ..ttt ettt s e e e e e e st et e sae s b e s e e seese e e e s et ansasessasseesaeseensanean 2044
RENAMEFIELA ...ttt sttt et ae st ettt e s e st et e a et e e s sebe e saessassesaes 2044
SPIGOT ettt sttt s sttt e st et e s e e e a e e e e e s a e e e a e e s e e et e e ae e et e e sa e e ba e st e s aeesraeenees 2045
JOUN ettt ettt et b e st et a et e e e s st e et e s e et e et e esesbe et e neerannt 2045
JONNCOLUMIN ettt ettt et sttt st et e s s et e st e s e sae st esassassentesassessensssansensesens 2046
1Y o U3 21 1= Ua L3OO O USRS 2046
SElECtFrOMUEOLLECTION ..ottt sttt et sae st e s et et s e sbe s e e ssasaennenans 2047
FILLMISSINGVALUES ...ttt ettt et st e tesve s e e e et et e sae s e st e s b e s sessa e e e e e s ensansansansansans 2047
BT ettt et sttt a et e a et e e e st et et b et et e e se e et eaessentesaes 2048
FILLEIEXPIESSION ..ottt ettt e st e s aestesae e e e e e e e e e e et et e sassasseesaennansansansansansans 2048
FILEEIVALUE ...ttt ettt st ettt et b et et st et e e s sesbe st saesaensesaes 2048
CUSTOMECOAE ..ttt ettt s et et s st st s e sbe st e s s et e e ssesbe st esassessesaesessassesessansensesensan 2049
SPATKSQL ettt st et ettt e s bt e s bt et e sa et e a et et e st e st e s a et et e se s et e e seteneens 2049
SOLALIQS ettt ettt et e st e st e et e e s s e e e e e et et et e sbe e s e s e e re e e e st et e tetentesseeseeraenaanes 2050
DIOPNULLFIELAS ..ttt te et e s e st e e e s e e st et e saesbesseese e e e e ensesaneanean 2051

xviii



AWS Glue User Guide

NULLCRECKBOXLIST ..ottt et et e stestesresse e e s s e s e s eaessessassassassesssensensensansansans 2051
NULVALUEFTELA ...ttt e rteste st e st e e e e e e et e s te s s e saesbesse e e enaenaesansansans 2052
DAtATY PO et s b e e e e s e e s e e e e e e s b e e e e essae e aeesraennnes 2052
MBI ettt ettt s st e s sae e st e s ae s s ae e s sae et e s besssa e s b e e st esssessaessseesstasssesasaesssasssaesssesssaesseesstessesnns 2052
UNHON ittt sttt et e st e e e s te e st e s sae e s e e st e e saa e s basssaessae e saesssaessaessseessaesssassssessseesssessseesssessseessaesses 2053
PHDEEECTION .ottt sttt st st e s sae s st e s ae s sa e st e s se e s ae s st e s saa e st essseassaesssaesssesssennnes 2053
AGGIEGATE ...ttt ettt et st s e e s e e e st e st e s e e e et e e st e et e e e s e e e e e e s st e s baessaeeaaenneans 2054
DIOPDUPLICALES ...ttt ettt ettt e st e e s te e e e e e s e s et et e st et e bessessessaensansensansansansansas 2055
GOVErNEACAtalogTarget ... ceeieieieeetecteseeesee ettt e teste st e s e e e e e e e e tesae st e sbessasseesaesnensesaensanes 2055
GOVEIrNEACAtALOGSOUICE ...uveeeieeieeeteteteterte ettt et e st esaesteste e e e e e s e s et e saestastessessessaensessensansan 2056
AGGregat@OPEraAtiON ...ttt ettt et e e ste e st e s te s st e s sae s s e esbeesseesssesssaesssesssaesssesssaasssans 2057
GLUBSCREIMA ..ttt ettt e st e s te s b e s b e e b e e e e s e s e et et astensansasassassasnsensaneans 2057
GlueStudioSCheMACOLUMIN ...ttt e e e a b st et aa s e s sessneaennens 2057
GLUESTUAIOCOLUMIN ettt ettt testeste s et e e e e e s et et e s bassesseesesseensensensansansansans 2058
DYNAMICTIANSTOI ettt ettt te st e st et e s e st e s sa s s e e se e s e e eeesensansans 2059
TransformMCoONTIgPAramMELtEr ..... ..ottt st e st ae s aa e anennan 2059
EvaluateDataQuUAlity ...cccccceeeeeceeeeeeeee ettt ettt s b et e e e a et e aan 2060
DQReSUltSPUBLISNINGOPLIONS .....ocuiiieieeeecee ettt ettt te e s ae s se e e s e e e aasaaseens 2061
DQStopJObONFAIUrEOPLIONS ...ttt et sae s besbe e e a s e e e saenan 2061
EvaluateDataQualityMULLIFrame ......ou ettt sa e saeaan 2062
RECIPE ettt et e st e s bt e st e e st e s ae s ae e s e e e ae e e b e s s e e a e e st e e b e e sa et e e ateesseesraensrans 2063
RECIPERETFEIENCE ...ttt ettt e st e st e s s e s e e e e e e e e b et et e sassaeseennensanes 2063
SNOWTLAKENOAEDALA ...ttt ettt et a et et e st esbesbe s b e e se e s e e eaessansansans 2063
SNOWTLAKESOUICE ..ttt te e e e et et s b e st et e s s e e s e e se e s e s e tetastasassasassnenean 2066
SNOWTLAKETAIGET ...ttt ettt ae st e s e e e e e s e e e e e b e st e sesbessaesassnenaansansansansans 2066
CONNECEOIDATASOUICE ..ottt rte e e s sre s s e e s sae s s st e s sbesssaessesssaesssasssaesssessseesssessnes 2066
CoNNECLOrDAtATArGEL ...ttt st e s e e st e s e e s sae e st e s sae s saessaaessaessaesssaassns 2067
o] o 13T RO S RO 2068
JODIS ettt et et e st e st e e b e e ae e e et et et et et e baeseereenae e eaetentantas 2069
JOD TUNS ettt e et et st et e st e st e e s e e se et e st et e tesbessessaesaesaensensantansasansans 2095
THIGGEES ettt ettt et e s et e s te e st e s bt s sa e e b e e s st e s sae s saesssae st esssessaessseasstasssesssaesssessseesssenssaenssens 2113
INTEIACTIVE SESSIONS ....eeiiieiieteeteecterte ettt e s te et e s sae s s e e s b e e s st e s se s saesseessaasssessssesssaessaasssenns 2127
At B PES ettt e st e e e e e et et e benaaeseeseensensantans 2127
SESSION ettt ettt ettt e st e st e st e st e e st e e st e e e e et e et e e a e e s aa e e b e e a e e bt et e et e e st e e aeessaeesaeessaasstanns 2127
YT [o] (@] 5 0 -1 Uc 1S O E OO O R U R STRSRRSO 2129
STATEIMENT ...ttt e st s st e st e s ae e s be s saa e b e s aa e sse s saessaassseesssansses 2130

Xix



AWS Glue User Guide

STALEMENTOULTPUL ...t e s e e st e e sae e s b e s s se e s aessneessessaesssassneans 2131
StatemMeENtOULPULIDATA ...t sae s e e s sre e e e s sae e s saesnas 2131
—  OPEFALIONS ettt ettt sttt e s e et e et s s a e e e e e e e e s e e e b e et e et e e se e e aeesataesae e raennrans 2131
CreateSeSsSiON (CrEATE_SESSION) ....cvcveeeveeeeiereiieeeeersreeessteeessteeesseeessseessssesssssesssssssssssesssssesssssesssssesns 2132
StOPSESSION (SLOP_SESSION) ..ueueieieiieieieteceeeee et te et estestesteese s e e e e e et e tesaestessassessassnensensensansansans 2135
DeleteSession (AELEtE_SESSION) c.....eueeiiieiiiieeeeteeeceeeeseeeesteeesateeesaeeeesseesessesssssesssssesssseessssessnnnes 2136
GEtSESSION (GEE_SESSION) ..eeveieieeieeietetectecte e et e et et e stestessesse s e s e et e sessessessessessasssessensensansanes 2137
LiStSESSIONS (LIST_SE@SSIONS) eevviieeeiiieiiieiteieteetetteeerteeeteeeereeeesseessssesssssesssssesssssesssseesssssesssssesssssesns 2138
RUNStatemMent (FUN_SEAtEIMENT) ....ooveeeieeeeeeeeeeeeeee ettt ettt eereeeesbeesssresessresssssesssseesssssesssses 2139
CancelStatement (CANCEL_STAtEMENT) ..ocueiieeiiiceiieeeteeeeeeeteeere e eereeesseeesseessseessssessssseessnnes 2140
GetStatement (get_statemMENt) ...ttt aeaens 2141
ListStatements (LiSt_StatemMENTS) ..ottt eeereeesaresesseesssseeesseeessseesssnes 2142
DEVENAPOINTS .ttt ettt et e s e te e e e e e e et e st e st e st e s s e e e s e e e et essesaessasassaesaesaensansansans 2143
At B PSS ettt st e e e et et et et e aasseeseensensantans 2143
DEVENAPOINT ..ttt ettt e te e e e et ae st et e st e s beese e e e s et et e besaassassaeneansenaensanes 2143
DeVENdpointCUSTOMLIDIAriSs .....ccuveeeeeeeee ettt st a e e aan 2147
—  OPEFALIONS ettt sttt et e st s b e e e e et e e e e b e e a e e te e e e e aeesateesseesraennrans 2148
CreateDevEndpoint (create_dev_endpoint) ... 2148
UpdateDevEndpoint (update_dev_endpoint) ... 2153
DeleteDevEndpoint (delete_dev_endpoint) ...t 2155
GetDevEndpoint (get_dev_endpoint) ...ttt 2155
GetDevEndpoints (get_dev_endpoints) ...t 2156
BatchGetDevEndpoints (batch_get_dev_endpoints) ........ccoeeeeeiecieciecenececeeeeeeeee e 2157
ListDevEndpoints (list_dev_endpoints) ...t 2158
SCREMA FEGISEIY ettt et st e st e st e st e e e s s e e e e s et e s e be st e s assassaeseessensansansansansan 2159
At B PSS ettt st e e e et et et e besaeeteesaeneensantans 2159
REGISEIYIA ettt ettt et e e e s e e e e e e et et et et e b e s s eeseesaesseseensastansansansensesseessanaans 2160
REGISTIYLISTIEEIM .ttt st ae s e e s ae s sae e s ae s saesbessaeessaessnaessnassneans 2160
MELAAALAINTO .ttt s e s e s e e e et st e st e aesaeeae e e e naenes 2161
OtherMetadataValUELIStIEEIM ...ttt ettt ste e s s e nesaenans 2161
SCREMALISEIEEIM ...ttt ettt e st e e s e e e e e e et e st e be s b e s seesaeseanaesaansanes 2162
SChemMaVerSiONLISTIEEIM ...ttt ettt e re e s e e e s e s e st et e aessessessnennannens 2163
MetadataKeyValUEPQIN ...ttt ettt e s ae e e e s et e b e st e aessaesessnennans 2163
SChemMaVerSiONEITOrIEEIM ...ttt e s e e e s e e e sae st e stessasseesa e e ensennans 2164
EFTOIDELAILS ..ttt et et et e st e st e e s e e e e e e e b et e b et e b e seeseesae e eaetensanean 2164
SChemMaVerSiONNUMDEN ...ttt et esaesse s e e s s e s e st e stesaassassessnennannans 2164

XX



AWS Glue User Guide

1Yl 1= 1 T=1 (o [OOSR 2165
—  OPEFALIONS ettt ettt sttt e s e et e et s s a e e e e e e e e s e e e b e et e et e e se e e aeesataesae e raennrans 2165
CreateRegistry (Create_rEQIStIY) .ottt st e et sa e st et esaesaeese e e snans 2166
CreateSchema (Create_SCREIMA) ...ttt eeereee et eessresessresessresesseesssssesssseessssessssses 2167
GetSchema (Get_SCREMA) ...ttt te e s e s e e e e e e e e e e saenaens 2171
ListSchemaVersions (list_SCNEMA_VEIrSIONS) ...ccueivveeiiieeiiieiieeeeereeeereeeereeessreeesseeessseessssesssaees 2173
GetSchemaVersion (get_schema_verSion) ........ceeeeceeecieeececreee e se e es s sseneens 2174
GetSchemaVersionsDiff (get_schema_versions_diff) ..o 2176
ListReqistries (LiSt_r@giStries) .....ccccivirecereeeeeeeeteeete et testesaesbe s s e s e s s e nannens 2177
ListSChemMas (LIST_SCREIMIAS) ..uueiieeiiieiiiieeeieeeeeee ettt et eeaeeee bt e sesaeeessseessssesssssesssssesssssessnnees 2178
RegisterSchemaVersion (register_schema_version) .........cccceceeeeeeeniecceeceeceeceecececeeee e 2179
UpdateSchema (Update_SChema) ...ttt saeaens 2180
CheckSchemaVersionValidity (check_schema_version_validity) ......cccceeeeieenenenenieeeennen. 2182
UpdateRegistry (UPAate_regiStry) ...ttt teste s e s e e ss s s e s e ssanaens 2183
GetSchemaByDefinition (get_schema_by_definition) ..., 2184
GEtREGISTIY (GEL_TEGISTIY) weeeeieeeeeeeeee ettt te e te st e e se et st e s e s besaasse s e esnennennans 2185
PutSchemaVersionMetadata (put_schema_version_metadata) .......ccccoeeveeererenveeceeceeceecrenen, 2186
QuerySchemaVersionMetadata (query_schema_version_metadata) .......ccccceveeeeervercveeennne. 2188
RemoveSchemaVersionMetadata (remove_schema_version_metadata) .....c.ccccceeueevvueeennenn. 2189
DeleteRegistry (delete_regiStry) ...ttt ae e e s e nnens 2191
DeleteSchema (delete_SCHEMIA) ..ottt et e e esaeeesseeessseeessssessssseesseesan 2192
DeleteSchemaVersions (delete_SChema_VerSions) .....oueeeeeeeieeeeeeeeeeeeeeeeseeessseeessseeessseessssees 2193
WOTKFLOWS ..ttt ettt et e et e e e e e et et e st et et e sesseesaesa e e e st entestensansassasseesesnsensanes 2194
At B PSS ettt st e e e et et et e besaeeteesaeneensantans 2194
JODNOAEDELAILS ..ottt ettt sa e te st e s e e e e e e e e e e e b e tensansasens 2194
CrawlerNOAEDETAILS ......coveeeeeeeceeeeete ettt ettt s te st e s e e e et et sa e aesbesaessessaesnennennennanes 2195
TrigQErNOAEDETAILS ...ttt e s ae s b e s s e e e e e e esa e s e saesbansaneas 2195
LWL ettt te et e e et et et et e st e st e s e et e e saesa e st et et et e ta et e e s e eseesee st ente b et ententeeseeseeneenaans 2195
NOAE ettt ettt e st et e st e st e e se et e e e et et e st e e e s sasbeeseessena e st et et e benseeseeraensentantentansansans 2196
g ettt e a ettt e st e b e b e e s e e e et et et et e teeseeseereenaenaentantn 2197
WWOTKTLOW ...ttt e e s et e te st e st e st e et s e e e e sae b et et e bassassaessessasaensansassansasseeseensensanes 2197
WOTKFLOWGEAPI ..ttt ettt st e st e s s e e se s e e s et e b et et e aessaesaesneneenaensanes 2198
WOTKFLOWRUN ...ttt et et et e st et e s b e st e s se e e s sa e s et et e sansassassassesssessansansansanes 2199
WOTrKFLOWRUNSEALISTICS vttt sttt ae s e s seea e a et e naa s 2200
StartingEventBatchCondition ...ttt 2201
2T LUT=Y o] o | OO TR TSROSO 2201

XXi



AWS Glue User Guide

BLUEPIINTDETAILS ...ttt sttt ettt e st e st e st e s se e e e e e e b e ntesaananes 2202
LASTACEIVED EFINITION ..ottt a ettt e s s e s s e ns 2203
BLUEPIINTRUN ettt e et e b st e sae s b e s s e e e e e et et et e ssessessaesnenaansensansanes 2203
—  OPEFALIONS ettt ettt sttt e s e et e et s s a e e e e e e e e s e e e b e et e et e e se e e aeesataesae e raennrans 2205
CreateWorkflow (Create_WOTKFLOW) ...ttt eate e et esaeeessseessssesssssessans 2206
UpdateWorkflow (Update_WOrkflOW) .......c.cceeeeeeiecececceeesereeee ettt 2207
DeleteWOorkflow (delet@_WOIKFLOW) ...ttt et esreeessseessssesessresssnnes 2208
GetWOrkflow (Qet_WOIKFLOW) ...cv ettt ettt st 2209
LiStWOTrKFLOWS (LIST_WOTKTLOWS) .eeeeeieeiieeeeieeeeeeteeett ettt ettt et et cesstessseesssseessssesessssessssnessnne 2209
BatchGetWorkflows (batch_get_ WOrkfloWsS) ... 2210
GetWorkflowRun (get_WOrkflOW_FUN) ......ceeeeieieieeceeeeeeeeee e sa e 2211
GetWorkflowRuns (get_WorkflOW_FUNS) ...t 2212
GetWorkflowRunProperties (get_workflow_run_properties) .......cccceeeeevevenenvenceeceeceeceenene 2213
PutWorkflowRunProperties (put_workflow_run_properties) ........cccceeveeeveeenreevenceeceecreceenne 2214
CreateBlueprint (create_bLUEPIINt) ...ttt sre e aennens 2215
UpdateBlueprint (Update_bLlUePrint) ...t 2216
DeleteBlueprint (delete_bLUeprint) ...t 2217
ListBlueprints (LiSt_BLUEPIINTS) ..ottt a et aesbesse s e e e ennens 2218
BatchGetBlueprints (batch_get_blueprints) ... 2218
StartBlueprintRun (start_blUEPrint_rUn) ...ttt sre e e nnens 2219
GetBlueprintRun (get_blUePrint_rUn) ..ttt 2220
GetBlueprintRuns (get_blueprint_rUNS) ...t ae s 2221
StartWorkflowRUN (Start_WOrKLOW_FUN) coceeeiiieeiieeeeeteeeteeeeteeeteeeeeeeeeaeecesarecesseeesaeeesneessnne 2222
StopWorkflowRun (stop_WOrkflOW_IUn) c..ceeeeeeeeeeeeeeeeee e 2223
ResumeWorkflowRun (resume_WOrkKflOW_FUN) ...ooveeeeiieiiieieieeeeieceeeeceeeeeeeeeeeeeaeeesseeessneeens 2224
MACHINE LEAIMING .ottt ettt et e te st estesse e e e e et et et e saessessesseessensessensansassansassessaanean 2225
At B PSS ettt st e e e et et et e besaeeteesaeneensantans 2225
TranSTOrMPArAMELENS .....oueeeieieeeeeeeeeeeee ettt e e e et e st e st e saessasse e e e e e s e s ansansensansanes 2226
EVALUGTIONMELIICS ..ttt ettt ste st a e e et e st e saesse s b e e se e s enaensesansansans 2226
MLTTANSTOII ettt e e e et et e st e st et e e e s e e sa e e e e et et essassassassaesaansensansanes 2226
FINAMAtCheSPAramELErs ...ttt st st et s e s e e e s et e aesaanes 2229
FINAMAtCRESMELIICS ...ttt ettt et e s e e e et sa et e st e s aesse st e e e e neennennan 2231
CONTUSIONMATEIX 1reverieiieiieieietectecteeeee ettt ste e e e s te e e e e e s et e st et e saassassaesassaessensessansassasseesseneanes 2232
GLUBTADLE ettt ettt s te e e e e et et e st e st e b e s e e s e eseessestessesassassassaeneensansansansans 2232
TASKRUN ...ttt et et e st e st e st e st e et e e e e s e et et et et essasseesesseenaensastansansassenseeseansensansanes 2233
TranSTOrMEFILLEICIILEIIA c.veeeeeeeceeeeeee ettt et e s s e e e e s e aesaeaenes 2235

xxii



AWS Glue User Guide

TranSTOrMSOITCIITEITA «.cveveieeceeeee ettt et te s e e e et et e st e s ae st e aaeseeseennans 2236
TASKRUNFILEEICIITEIA «eeveeeeeeeietecteeeeeee ettt et et e st e ste st e e s e e s e e et e st e stessassassessnennan 2236
TASKRUNSOIECITEIIA 1uvieveeteeieeeeteiectecteste ettt et sae st e te st e st e e e e e e e et e s et e saassassessaeseenaesaansansansansas 2237
TASKRUNPIOPEITIES ...ttt e e et sae st e tesse s e s e e s e s et et estassassassassaessansansansansan 2237
FiNdMatcheSTasSkRUNPIOPEILIES ........ccueeieeieeiececeeteeete e steste e re s e se st ssestesaessessessessasssennennens 2238
IMportLabelsTaskRUNPIOPEILIES ......cuouiieeeeceeeeeetetete ettt st sa et ee 2238
EXportLabelSTAasSkRUNPIOPEILIES .....c.cccveviiieceeceeececeeeeteeetete et e e e st saeste s se e e e e nennan 2238
LabelingSetGenerationTaskRUNPIOPErties ... eeieieceeciececececee ettt 2239
SCREMACOLUMIN .ttt ra et e st e st e st e e e et e sre e s et e saesbestessessasseeseensansensansanes 2239
TranSTOrMENCIYPLION c..vceeeeeeeeeeeeeeer ettt rte e s e e e e e e e e e e st e st e sesseese s e e s assansansansansans 2239
MLUSEIrDAtaENCIYPLION ..ottt st et essae s s aessaeesaessaesssaesssaessnessseasssessssssssassseens 2240
COLUMNIMIPOITANCE .ottt ettt et e st e aesse s e e e e e e s e e e st e tesaessassassnesaessensansansansan 2240
—  OPEFALIONS ettt ettt s e e st e st e e et s e e e e e s ae e s e e e b e et e e b e e se e e aeesrtaense e raennrans 2241
CreateMLTransform (create_mL_tranSfOrm) ... eeieeeieeeeeeceeeeceeeeereeeereeeeaeeesseeessseeessnees 2241
UpdateMLTransform (update_ml_transform) ... 2245
DeleteMLTransform (delete_ml_tranSform) ...ttt e eesaeeessaeesenne 2247
GetMLTransform (get_ml_transform) ... 2248
GetMLTransforms (get_ml_transforms) ... 2251
ListMLTransforms (List_ml_tranSfOrms) ..ottt ettt cesateeesaeeesseessseesssneesns 2252
StartMLEvaluationTaskRun (start_ml_evaluation_task_run) ........eeeeeeneeenneevnnneeenneennnnes 2253
StartMLLabelingSetGenerationTaskRun (start_ml_labeling_set_generation_task_run) .... 2254
GetMLTaskRUN (et _ML_task_rUN) ..ottt ettt sae e s ens 2255
GetMLTaskRuUNS (get_mI_task_FUNS) ...cceceeeiieeeeeeece ettt 2256
CancelMLTaskRuUN (cancel_ml_taSK_FUN) ..oooeeeiveiieniiieriiiereeeeeeeeereeeereeesseeeesseesssseeessseessssesssssees 2258
StartExportLabelsTaskRun (start_export_labels_task_run) .......cccooeoeeeneninieniecieeceeceeienene 2259
StartimportLabelsTaskRun (start_import_labels_task_run) ... 2260
DAta QUALITY cueeeeeeeeeeeee ettt e te st s e e e st et e st et e b e e e e e e e et et et e aeeaeeseeseenaennanes 2261
At B PSS ettt st e e e et et et e besaeeteesaeneensantans 2261
DAtASOUICE ...ttt ettt et s it e s et e st e s s e e st e s saesssae s aeessaesssa e saessseesssasssasssaesssesssaesssennn 2262
DataQualityRulesetLiStDELAILS .....c.ccveieieieeeeee ettt saeaan 2262
DataQualityTargetTable ...ttt re s e e e sa e s b e st e saesae s e e e e e ennns 2263
DataQualityRulesetEvaluationRUNDESCIIPLION .....cc.covecieeieeeeeeeeeete et 2263
DataQualityRulesetEvaluatioNRUNFILLEN ......coueeueeieieeeeeeeee ettt 2264
DataQualityEvaluationRunAdditionalRUNOPLIONS ......ccveieciecieececeeecee e 2264
DataQualityRuleRecommendationRUNDESCription .......cccoeeeeeecieceeciesesececece e 2265
DataQualityRuleRecommendationRUNFILLEr ........ccocviieeieoeeeeeeeteeeesee et 2265

xxiii



AWS Glue User Guide

DataQUALItYRESULL ...ttt sae e ae e e e e e e et e sae st e s b e ae s sessaesaenaennennan 2266
DataQualityANAlyZErRESULL ..........oueieeeeeeeeeeeee ettt et e e e e e s s e e s e sbanaans 2267
DataQualityObSErVation ...ttt ettt st ae s s e e a e aeaanes 2268
MetricBasedODSErVAtioN ...ttt ste st e e e sa et et esae b sse s e e e e e e aanes 2268
DataQuUalityMELFICVALUES ....c.veveeeeeeeeeetete ettt te et saesae st esse s s s ra e e e e e aenaan 2269
DataQuUAalityRULERESULL ....cveeeeeeeeeee ettt se ettt e st s s s aeaeaennan 2269
DataQualityReSUItDESCIIPLION ....coueouieieiceeteceeeeeee ettt e e e e e s e aeste st e aassessessnesnannans 2270
DataQualityReSULLFIlEErCriteria ......couioieeeeeeeeee ettt re s e e s sbaaans 2271
DataQualityRuUleSetFilterCriteria ......cooevieeeeeeeeeeeee ettt aea et saeeas 2271
—  OPEFALIONS ettt ettt sttt et e st e s a e e e e e s e e e s e e e b e e s e e e b e e s e e e saeesata s seeeraennaans 2272
StartDataQualityRulesetEvaluationRun (start_data_quality_ruleset_evaluation_run) ....... 2273
CancelDataQualityRulesetEvaluationRun (cancel_data_quality_ruleset_evaluation_run) . 2274
GetDataQualityRulesetEvaluationRun (get_data_quality_ruleset_evaluation_run) ............ 2275
ListDataQualityRulesetEvaluationRuns (list_data_quality_ruleset_evaluation_runs) ......... 2277
StartDataQualityRuleRecommendationRun
(start_data_quality_rule_recommendation_run) ...t 2278
CancelDataQualityRuleRecommendationRun
(cancel_data_quality_rule_recommendation_run) ........ccccoeeeeeeieeneereecieneseseseeee e ceesaenas 2279
GetDataQualityRuleRecommendationRun
(get_data_quality_rule_recommendation_run) ... 2280
ListDataQualityRuleRecommendationRuns
(list_data_quality_rule_recommendation_rUnS) ......ccceceeeeerieeeeieeeesrecteceseseeee e esessesseneens 2282
GetDataQualityResult (get_data_quality_result) ... 2283
BatchGetDataQualityResult (batch_get_data_quality_result) ........cccceeeeeeenenenieeeereieee 2285
ListDataQualityResults (list_data_quality_results) .......cccoeeeeeereececeeececee e 2285
CreateDataQualityRuleset (create_data_quality_ruleset) ..o 2286
DeleteDataQualityRuleset (delete_data_quality_ruleset) ......ccceeeeeveceececeneneceeeeeeeeee 2288
GetDataQualityRuleset (get_data_quality_ruleSet) ... 2288
ListDataQualityRulesets (list_data_quality_ruleSets) .......ccceeeeeeverceecececececeseeee e 2289
UpdateDataQualityRuleset (update_data_quality_ruleset) .......cccceceeeeeeeneeceeceeceerecieeeene 2291
SENSITIVE DAL ..ttt s s s r e s st e s s b s aa e s b e e s ae e s be s sa e s aeesanessaeessaesanaas 2292
At B PSS ettt st e e e et et et et e aasseeseensensantans 2292
CUSTOMIENTIEYTYPE ettt ettt s e st e s ae s sa e s s b e e st e s ae s saessaeessaassesssaesssaessaanns 2292
—  OPEFALIONS ittt ettt s e st et e st e e a e e e e e e e e s e e e b e e e e et e e s e e e ae e s st e se e raeeneans 2293
CreateCustomEntityType (create_custom_entity_type) ....ccccceveceeceeceneneciececeeeeeecee e 2293
DeleteCustomEntityType (delete_custom_entity _type) ...cccceeeeieceeceececenereceseeeeeeeevenns 2294

XXiv



AWS Glue User Guide

GetCustomEntityType (get_custom_entity_tYPe) ...cceeeececereeeceeeeeeeetetece e 2295
BatchGetCustomEntityTypes (batch_get_custom_entity_types) .....ccccoeeeevrveeceeceeceeceeceenenee. 2296
ListCustomEntityTypes (list_custom_entity_tyPes) ....cccceeeeeeeeieeceecieieeecececee e 2297
TAGGING APIS ..ttt ettt s it e s ste e st e s sa e s st e st e e st e s b e e s sa e s e e e st e e b e e e s e e e b e et e e baeeraeesaessaans 2298
At B PES ettt e e e e et e be st e benaaeseereensensantans 2298
TG ettt ettt st e st s st s e e e b e et e e be e b e e e b e e s R e e e b e e e s e e e b e e Rt e e ae e s e e et e e st e e seeeseeebaeneans 2298
—  OPEFALIONS ettt ettt sttt e s e et e et s s a e e e e e e e e s e e e b e et e et e e se e e aeesataesae e raennrans 2298
TAgRESOUICE (LAG_FESOUICTE) ...eeueeeieieieteeieeeeeete e eteste e stestesseete e e e e e s esaessestessassassessaessessensansansansan 2298
UntagResSoUrce (UNTAg_FESOUIMCE) ....cceeeeeeieeereciecteereseeeeeetetessestessessesseessessessessessassessessessesnnens 2299
GELTAGS (GEE_TAGS) wreereeriiieieieteeeeeee ettt e te st e s e e e e s et et et e st e ssesbasseesaeneensensensansans 2300
COMIMON AtA LYPES ettt et e st et e s te st e st e s s e e e e e et et e tessessessasseessasaesaensantans 2301
TG ettt ettt st e st s st s e e e b e et e e be e b e e e b e e s R e e e b e e e s e e e b e e Rt e e ae e s e e et e e st e e seeeseeebaeneans 2301
DECIMAINUMIDEN ...ttt et e b e sttt s st et e e sae s 2301
EFTOIDELAIL vttt sttt sttt b et e e s b st st s e b et s aa s et e e e se st et esassestenasnenes 2302
PrOPEIrTYPIrEAICALE ..ottt ettt e st e st e s e e e e e e e et e s besbe s e ssaesaeneennensanes 2302
RESOUICRUIT ittt ettt et a st be st st s be s b e s bt s be st e aeese s b e snesanasanes 2302
COLUMNSTALISTICS ovoueiereieeriesieereret ettt sttt ettt s e st et e s b e ste st e e sae st esassansenaesensan 2303
COLUMNSTATISTICSEITON vttt sttt ettt st et e s s e s e e s e sse st e e ssasseaeneseas 2303
COLUMINETTON ittt ettt et et s st et s e st et s e sse st e e s s e sbe st esasba st esassessensenessassenesensessesansan 2304
COlUMNSTALISTICSDAA ...ttt ettt sbe st ettt e s e e e e s sasaesaesane 2304
BooleanColumnStatiSticSData ......cceiveriiiirinietresecteerteteesest ettt ettt sa s nans 2305
DateColumNStAtiStICSDAtA ....coecviirieieirerieteeretce ettt sttt st et et e e sse st e e saesaeaesans 2305
DecimalColumnStatiStiCSDAta ....cc.ccivirieirireetrererte ettt ettt sa e e s saa s sassaaes 2306
DoubleColumnStatiStiCSDAta ....ccocevueriririnieerenete ettt ettt ss s sae e e sae e nas 2306
LoNgColumnStatiSticSData ....ccuecueeieieieeeece ettt a ettt r e s naan 2307
StringColumnStatisStiCSDAta ...ccveeueeeeecece ettt st aeaan 2307
BinaryColumnStatisticSData ....cceeeeeeeeeececeee ettt st 2308
STFNG PALLEINS .ottt ettt e s e e st e s sa e s s sa e s ae e s st e s saasssaesssaesseasssesssaenssens 2308
EXCOPTIONS ettt et ste s ae e et s ae e s e e s b e e st e s st e s e e s aaessaesssa e st e s saessaesseessaessseennes 2310
ACCESSDENIEAEXCEPLION ..ottt et st e st esse s e s e e e e e e s e saatansansans 2310
AlreadyEXiStSEXCEPLION ..ottt st e et a et et e s aesse st e e e s e e a e ae e e sesanes 2310
ConcurrentModificatioNEXCEPLION ..ottt 2311
ConcurrentRUNSEXCEEAEAEXCEPLION ....cvecveeeieieieieeeectetecee ettt testesre s e e e ss e s e s e saaeens 2311
CrawlerNOtRUNNINGEXCEPLION ....voveiieeecteteeteeeee ettt et sa st st e st e s s e s snennan 2311
CrawlerRUNNINGEXCEPLION ..ottt e e e e et et e st e te s s s e e s e e e saesansanaans 2311
CrawlerStOPPINGEXCEPLION ...cueieeieteeeceeee ettt ste e e e e sa et ae st e stesae s e s e e e e naeeannan 2312

XXV



AWS Glue User Guide

ENtityNOtFOUNAEXCEPLION ..ottt s a e et et e s se s e e s e a e s ae st nes 2312
FederationSOUrCEEXCEPLION ...ttt et e e e e e e e saesae st e saanaens 2312
FederationSourceRetryableEXCEPLION .....ccuevueeieiiietcete ettt a e saeaas 2313
GLUEENCIYPLIONEXCEPLION ..ttt ettt e st e s te s e te s e e e e s et e s e banaans 2313
IdempotentParameterMismatChEXCEPLION ...ttt 2313
ILlegalWorkflowStateEXCEPLION ....c.ccveeeeee ettt s a e e aan 2313
INtErNAlSErVICEEXCEPLION ..ottt sae st st estesseese s e e e e a e e e b e saesaannas 2314
INValidEXecUtioNENGINEEXCEPLION ...oocveiiieeieeeteteteteteste ettt ettt aeste s e e e s s e e aesaeaans 2314
INVAlIAINPUEEXCEPTION ..ttt ettt s re et a et et a e be s e se e e sasnnennan 2314
INVAlIASTAtEEXCEPLION ...ttt ettt e e e e e e e e st et e s e saessasseesnennns 2314
InvalidTaskStatusTransSitioNEXCEPLION ......cveveveeieecececteeteeeee ettt aenns 2315
JobDefinitioNErrOrEXCEPLION ...ttt st s e e e sae st st aeas 2315
JObRUNINTermMinalStateEXCEPLION ....cecvieeeeeeeeeeeeece ettt re e ae e saeaens 2315
JobRunInvalidStateTransitioNEXCEPLION .....ooueeieieeeeeee e 2315
JObRUNNOtINTermMinalStateEXCEPLION ...ttt eens 2316
LateRUNNEIEXCEPTION ..ottt ettt s sae s ae e st e s sae e s e e s se e s aessaa e snessaessnans 2316
NOSCREAULEEXCEPLION ..ottt a et e sae st e se e e e e e e e e esaennans 2317
OperatioNTIMEOULEXCEPTION .....civiiiiiiieeecceereertee ettt e s sae s se e s ae s saessbessseessnesssaesnnas 2317
ResSOUrceNOtREAAYEXCEPLION ...c.eoeieeeeeeeeeeteee ettt e ettt aassessessn e e ennans 2317
ResourceNumberLimitExceededEXCEPLION ......cueceieeeeeeeeeecee e 2317
SchedulerNotRUNNINGEXCEPTION ..ottt sr et te s e s e e s e saanaans 2318
SchedulerRUNNINGEXCEPLION ...oueeieeeee ettt sa et saesae s s e e nenes 2318
SchedulerTransitioNiNGEXCEPLION .....ocveieeeeeee ettt a et sae e 2318
UnrecognizedRUNNEIEXCEPLION .....coiiieieteeteceetetete ettt testeste s e e e s s s e e sasbaaans 2318
ValidatioNEXCEPLION ..ottt ettt et e s te s b e e e e e e e e e e et e naaaans 2319
VersionMiSMAatChEXCEPLION ..ottt sa et ettt s ae e e nnens 2319
AWS Glue APl cOde eXaAMPLES ..uuiiiiiiiiiiiineennnniiiiissccenesssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 2320
ACTIONS ettt ettt sttt et b e st s bt et e et e e b s b e e st e s e et et e b e st e e st e seebeeneeneen 2328
CrEALE @ CTAWLET .ottt sttt ettt et et et s s st et s se st e e e e be b e e ssassesssnassansesans 2328
Create @ JOb definition ...ttt 2341
DELELE @ CTAWLET ..ottt sttt ettt ettt st s st et s s b et e s a et e e s ba st e e saessansns 2351
Delete a database from the Data Catalog ....ccccevieeeiiciececececee e 2357
Delete @ JOb definition ...ttt sttt s 2362
Delete a table from @ database ... 2368
GEL @ CTAWLET ettt ettt et sb et s e s b et s s b e st e e s sesse st esassassesassassassenssans 2373
Get a database from the Data Catalog ..ot 2382

XXVi



AWS Glue User Guide

GEL @ JOD FUNM ettt ettt et e st e s s e s e e e e e e et et et e sessaeseeseensessensansansanes 2391
Get databases from the Data Catalog ...ttt aens 2399
Get job from the Data Catalog ...ttt st ae s 2401
GEL TUNS OF @ JOD ettt e a et e st e st et s b e se s e e e e e e e e b et esaannas 2403
Get tables from @ database ...ttt ae e 2412
LiSt JOD defiNITIONS ..ottt e e et et e st esae e nennns 2423
STAMT @ CTAWLEE ettt sttt et et s st et s b e st et e e be st e e ssassenssnesansesans 2430
SEAMt @ JOD FUN oottt st et e st e st e st e e e e e e e e s e saestasassassassnensannans 2439
SCONANIOS ..ttt ettt et e et e st st e st s st et e et e sse st e s st s se et e est e se st e st esseeatessessasstesseensasssasens 2449
Get started with crawlers and JODS ... 2449
SECUNITY eiiiiiiieennnnniiiiiieieiieteneessssssssssssesessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssasssnssss 2558
DAta PrOTECLION ..ottt sttt s sae e st s ae s st e s s e e s e e s sae s saessaaessaesssaassaensseeneans 2558
ENCIYPLION @t FOST .ttt ettt s st e s e s s e e s sa e s ssa e s be s ssa e s sesssaessnassnaanns 2559
ENCryplion N traNSIt ..ottt ettt e s e e s sae s s e e s sesssn e s aaessnesssaessnassnnanns 2576
FIPS COMPLIGNCE .ottt et e et st e st et e s e s b e s ae e e et e e et et e sbessasaassassesnnensanes 2577
KEY MANQGEMIENT ...ttt ettt ettt e e s sae e st e s sae s s e e s saa e st e s basssaesssaesssasssaesssesssaensaans 2577
AWS Glue dependency on other AWS SEIrVICES .....ccceeeeieceecierieceseeee ettt 2577
Development ENAPOINTS ...ttt et e s ae e s se e e e e e s e e e e et s 2578
Identity and access MANAGEMENT ..ottt e e e s e et aesaesaesseese e e ennens 2579
AUAIENCE ..ttt ettt st ettt sb et st s et et s s e b et e e s s e be st e sassestenassassensesansensasersen 2580
Authenticating With identities ..ot sae s 2580
Managing access USING POLICIES ....ccueeeeieieieieciecteceeee et te et e e ste s e e e e s e aesaesaesaessessessnesneneens 2584
How AWS Glue WOrks With TAM ...ttt sttt a e sse st s e s s e s 2586
Configuring IAM permissions for AWS GLUE .......c.coveiiieieceeceeeeeeee et 2594
AWS Glue access control policy @XamPLeS ......cccceeieeeeeieccececeec ettt sve e eeneens 2626
AWS MANAGEA POLICIES w.uveeeieeieeeietecteeres ettt te e s e e e s e e s et et esaeste st e sas e esnesesaensansansans 2651
RESOUICE ARNS ...ttt ettt ettt a e st et a et ssbe st e st s be st e e st s snesaesnesssanns 2658
Granting CroSS-ACCOUNT QCCESS ....uiiviirriiieieriteeeteerterseessseestesssessseessseesseesssessssesssessseesssessssesssassseens 2665
TrOUBLESNOOTING ...ttt et e a et et e st e st e st e s e seesae e esaensensansans 2672
Logging and MONILOIING ..c.coeeueeiieeeeeeceeeetectetec ettt e sae e te s e s e e e e s e e et e s e saessassassaesneseensanaanes 2674
ComPLiaNCe ValidAtioN ...t a et e st e s e e e et et nes 2675
RESILIEINCE .ottt ettt ettt st e st s s st e st st et e e s b e s b et e sa b e st esassassenssnasassesans 2676
INFrasStrUCTUIE SECUNILY .uviieieieecee ettt ettt e st e st e s e e e e e et e s e testesaessessaesnennannans 2676
VPC endpoints (AWS PrivateLink) ......cccceceeeeeeeeeeeeeeceetetesteste st sree e e e seessesaesaessesses e eeesaesaennas 2677
SHared AMAZON VPES ...ttt ettt s saest e s e st et s esse st s e sseste s ssessessssassassesassansensesensen 2679
TroubleshOoting AWS GLUE ....ccciiiiieeeeeeiiiiiiiiiiniiieeeeessssnssssscccsssssssssssssssssssssssssssssssssssssssssssssssssssas 2680

XXVii



AWS Glue User Guide

Gathering AWS Glue troubleshooting information ... 2680

Troubleshooting SPArk @ITOrS ...ttt e e et st e saesaesse e e enaennens 2681
Error: Resource Unavailable ...ttt sa e 2682
Error: Could not find S3 endpoint or NAT gateway for subnetld in VPC ........cccoeeeeveeennne 2682
Error: Inbound rule in security group requIred ..........coceeeeceecieeenececeeeereete et se e 2682
Error: Outbound rule in security group required .........coceceeeeenenieeeeeeeeeecese e 2683
Error: Job run failed because the role passed should be given assume role permissions for
THE AWS GLUE SEIVICE .ottt stest et ste st s et et ssesae st e e s sesbe st ssessassesassassassesasans 2683

Error: DescribeVpcEndpoints action is unauthorized. unable to validate VPC ID vpc-id .... 2683
Error: DescribeRouteTables action is unauthorized. unable to validate subnet id: Subnet-id

N VPO id: VPCAIA ettt ettt ettt e s ae st e st e e s e e e e s et e bestesbassassessaensenseneansan 2683
Error: Failed to call ec2:DescribeSUDNELS ..ottt 2683
Error: Failed to call ec2:DescribeSecurityGroups ........ccvecveceeeerecececeseeceetetecee e 2684
Error: Could not find subnet fOr AZ ... 2684
Error: Job run exception when writing to @ JDBC target .......cceeeeeceeiececeecececeeeeeeeeeenne 2684
Error: AmMazon S3 tiMEOUL ...ttt ettt et sae e sae e 2685
Error: Amazon S3 acCeSS AENIEM .......coevviiririenieirerieeeenetees et ste st e sseste e e ssesse e ssassesaesasaas 2685
Error: Amazon S3 access key ID does NOt eXiSt ......ccecveeeeeeeeeeicieceeseecece e 2685
Error: Job run fails when accessing Amazon S3 with an s3a:// URl ......eeceeenecennennen. 2685
Error: Amazon S3 service toKeN @XPIred .......cocoeceeeeviiceeciiniecesesese et see e stessesre e e saesaeaens 2687
Error: No private DNS for network interface found ... 2687
Error: Development endpoint provisioning failed ... 2688
Error: Notebook server CREATE_FAILED .....ooouuioiiiiieeeeeeeceteeetteeeteeeereeessteessseeessseesssessssseesns 2688
Error: Local notebook fails tO StArt ...ttt 2688
Error: RUNNING Crawler failed ...ttt sttt 2689
Error: Partitions were Not Updated ... 2689
Error: Job bookmark update failed due to version mismatch .........cccceeveeeeenenenenceneneeee, 2690
Error: A job is reprocessing data when job bookmarks are enabled ..........cccoeeeeerennnennnne 2690
Error: Failover behavior between VPCs in AWS GLUE .....coceveieenenieiineieereneeeeseeeee e 2691
Troubleshoot crawler errors when the crawler is using Lake Formation credentials .......... 2692
TroubleShOOtiNg RAY EITOFS ....cuieieieeetetetetee ettt e st e e e e e s e st e stesae s b e s ba s e e e s e eaenaasaenean 2694
INSPECLING RAY JOD LOGS ettt saesa e s ae s e e e e a et saeaan 2694
Troubleshooting RAY JOD @ITOKS ...ttt sttt s nnens 2695
AWS Glue machine learning eXCEPLIONS .....c.cceeerereeierectectectestes e se e et saesaestesaesaesses e essennens 2697
CaNCEIMLTASKRUNACEIVILY .veeveeieeieietectetesesese ettt et e e e e e s s saesaestestasse s e ssae e ssneaesaneans 2697
CreateMLTaskRUNACLIVITY ..cucoiieeeecteteee ettt st e ve e e e e et stesa e b s s e s as e s s sneaeaa s 2697

XXViii



AWS Glue User Guide

DeleteMLTranSfOrMACLIVILY ...c.ccvoieceeceeecee ettt ettt e saesae e e e e e e e e e e saeaans 2698
GEtMLTASKRUNACEIVITY .ottt ste e s e s e et e st st e b ssesaeeneeaenenes 2699
GEtMLTASKRUNSACLIVITY ..veveriiieieeietetetecer ettt steste st e e e e e e e e testessessasse s e e s enaeaensansansans 2699
GEtMLTIANSTOIMACLIVITY oottt e e e e sa e st e st e be s e s se e e e aenaennannans 2699
GEtMLTIaNSTOrMSACEIVITY couveeeieeeeeeeeeeee ettt sa et et e st e s ae s s ae e e snennan 2700
GetSavelLocationForTransformArtifactACtiVItY ..o 2700
GEetTaskRUNAITIFACEACIVIEY c.veeeeeeeeeeeee ettt st st e e e e s aeaans 2700
PublishMLTransformMOdelACLIVILY ....ccuecveieeeceeeeecee ettt 2701
PullLatestMLTransformMMOdElACLIVILY ....c.coeeveeeeeeeeeeeteeee ettt 2701
PutJobMetadataForMLTranSfOrMACLIVILY ...cocoeeeeeiececeeeee et 2702
StartEXportLabelsSTaskRUNACLIVILY ..cc.coueeuieeeeeieeeeeec ettt sa et st ae s 2702
StartlmportLabelSTasSkRUNACEIVILY ..ccveiiieiecieeececececte ettt ae s 2702
StartMLEvaluatioNTaskRUNACHIVILY ..c.ecveeveeeeeececeeeeee ettt aeaesresaens 2704
StartMLLabelingSetGenerationTaskRUNACLIVILY ......ccccveieiieceeeeeeeeeeeeeteee e 2704
UpdateMLTranSFOrMACEIVIEY ..ooeeieieieeeeeeeeecee ettt a et sae s s s s nn e nnens 2705
AWS GLUE QUOTAS ..ottt ste e s e teete e e e e e e et et e st e st e sbe s s e esae e e s e s essensessassasseesaesaensensansansans 2706
IMproving AWS GlUEe PerfOrManCe ....ccccceeeeeeeeeciiiinecennineeeessssssssssssssesssssssssssssssssssssssssssssssssssssssss 2707
Tuning strategies for YOUr JOD TYPe ..ttt 2707
IMPpProving SPark PerforMAanCE ... ettt e st e s s e e s e s et st aan 2707
Optimizing reads With PUSHAOWN ...ttt sae s 2708
Predicate pushdown on files stored on AmMazon S3 .........coeeieieciececececese e 2708
Pushdown when working wWith JDBC SOUICES ......c.cccueiiiecieeiereeeeeeeeeectestestessessesseesesaesesseeens 2709
Notes and limitations for pushdown in AWS GLUE .......cc.eceieeeeeceeeeeeeee e 2712
Using auto SCAliNg fOr AWS GLUE ......oouveieeeeeeeee ettt e ettt saesaesse e e e s e e s esaeneens 2712
REQUIFEIMENTS ...ttt ettt e s ste st e s sae s sa e s sae s s e e s seessaessesssaesssasssaesssessssesssesssaanns 2713
Enabling Auto Scaling in AWS GLlUE STUIO ....ccueeveeuieieieeeteeeeecee et 963
Enabling Auto Scaling with the AWS CLI OF SDK ...ttt ne e 964
Monitoring Auto Scaling with Amazon CloudWatch metrics ... 2715
Monitoring Auto Scaling With SPark Ul ...ttt 2716
Monitoring Auto Scaling job run DPU USQQE .......cuouiieeieeireeeeeeeeeeteteve e see e e e ae e nas 2716
LIMIEQEIONS ettt ettt et sttt s sb e st e st s ae et e et ssne s b e snessnans 2717
Workload partitioning with bounded execution ... 2717
Enabling workload partitioning ...ttt sae e 2717
Setting up an AWS Glue trigger to automatically run the job ... 2719
KNOWN ISSUES .cuuuereeeneeeneensssessssssssssssssssssmsssssseteestisttsssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssses 2720
Preventing cross-job data@ @CCESS ...ttt ettt ae e aesaetens 2720

XXiX



AWS Glue User Guide

Documentation RIStOrY ....iiiiiiiiiiiiiiieeiccniiiieiiiiiiineeessssessssiseeeeessssssssssssssssssssssssssssssssssssssssssssass 2723
EQrlIEr UPAALES ettt e s ettt e st e essesseesa e e e e et entetansassassnesessnanean 2771
AWS GLOSSANY .cceeeeennnnissneeeennenassssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssses 2772

XXX



AWS Glue User Guide

What is AWS Glue?

AWS Glue is a serverless data integration service that makes it easy for analytics users to discover,
prepare, move, and integrate data from multiple sources. You can use it for analytics, machine
learning, and application development. It also includes additional productivity and data ops tooling
for authoring, running jobs, and implementing business workflows.

With AWS Glue, you can discover and connect to more than 70 diverse data sources and manage
your data in a centralized data catalog. You can visually create, run, and monitor extract, transform,
and load (ETL) pipelines to load data into your data lakes. Also, you can immediately search and
query cataloged data using Amazon Athena, Amazon EMR, and Amazon Redshift Spectrum.

AWS Glue consolidates major data integration capabilities into a single service. These include data
discovery, modern ETL, cleansing, transforming, and centralized cataloging. It's also serverless,
which means there's no infrastructure to manage. With flexible support for all workloads like ETL,
ELT, and streaming in one service, AWS Glue supports users across various workloads and types of
users.

Also, AWS Glue makes it easy to integrate data across your architecture. It integrates with AWS
analytics services and Amazon S3 data lakes. AWS Glue has integration interfaces and job-
authoring tools that are easy to use for all users, from developers to business users, with tailored
solutions for varied technical skill sets.

With the ability to scale on demand, AWS Glue helps you focus on high-value activities that
maximize the value of your data. It scales for any data size, and supports all data types and schema
variances. To increase agility and optimize costs, AWS Glue provides built-in high availability and
pay-as-you-go billing.

For pricing information, see AWS Glue pricing.

AWS Glue Studio

AWS Glue Studio is a graphical interface that makes it easy to create, run, and monitor data
integration jobs in AWS Glue. You can visually compose data transformation workflows and
seamlessly run them on the Apache Spark-based serverless ETL engine in AWS Glue.

With AWS Glue Studio, you can create and manage jobs that gather, transform, and clean data. You
can also use AWS Glue Studio to troubleshoot and edit job scripts.

Topics
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AWS Glue features

Learning about innovations in AWS Glue

Getting started with AWS Glue
Accessing AWS Glue

Related services

AWS Glue features

AWS Glue features fall into three major categories:

Discover and organize data
Transform, prepare, and clean data for analysis

Build and monitor data pipelines

Discover and organize data

Unify and search across multiple data stores — Store, index, and search across multiple data
sources and sinks by cataloging all your data in AWS.

Automatically discover data — Use AWS Glue crawlers to automatically infer schema
information and integrate it into your AWS Glue Data Catalog.

Manage schemas and permissions — Validate and control access to your databases and tables.

Connect to a wide variety of data sources — Tap into multiple data sources, both on premises
and on AWS, using AWS Glue connections to build your data lake.

Transform, prepare, and clean data for analysis

Visually transform data with a drag-and-drop interface — Define your ETL process in the drag-
and-drop job editor and automatically generate the code to extract, transform, and load your
data.

Build complex ETL pipelines with simple job scheduling — Invoke AWS Glue jobs on a schedule,
on demand, or based on an event.

Clean and transform streaming data in transit — Enable continuous data consumption, and
clean and transform it in transit. This makes it available for analysis in seconds in your target
data store.

AWS Glue features 2
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Deduplicate and cleanse data with built-in machine learning — Clean and prepare your data for
analysis without becoming a machine learning expert by using the FindMatches feature. This
feature deduplicates and finds records that are imperfect matches for each other.

Built-in job notebooks — AWS Glue job notebooks provide serverless notebooks with minimal
setup in AWS Glue so you can get started quickly.

Edit, debug, and test ETL code — With AWS Glue interactive sessions, you can interactively
explore and prepare data. You can explore, experiment on, and process data interactively using
the IDE or notebook of your choice.

Define, detect, and remediate sensitive data — AWS Glue sensitive data detection lets you
define, identify, and process sensitive data in your data pipeline and in your data lake.

Build and monitor data pipelines

Automatically scale based on workload - Dynamically scale resources up and down based on
workload. This assigns workers to jobs only when needed.

Automate jobs with event-based triggers — Start crawlers or AWS Glue jobs with event-based
triggers, and design a chain of dependent jobs and crawlers.

Run and monitor jobs — Run AWS Glue jobs with your choice of engine, Spark or Ray. Monitor
them with automated monitoring tools, AWS Glue job run insights, and AWS CloudTrail. Improve
your monitoring of Spark-backed jobs with the Apache Spark Ul.

Define workflows for ETL and integration activities — Define workflows for ETL and integration
activities for multiple crawlers, jobs, and triggers.

Learning about innovations in AWS Glue

Learn about the latest innovations in AWS Glue and hear how customers use AWS Glue to enable
self-service data preparation across their organization.

Learn about how customers scale AWS Glue beyond the traditional setup and how they configure
AWS Glue for job monitoring and performance.

Getting started with AWS Glue

We recommend that you start with the following sections:

Overview of using AWS Glue

Learning about innovations in AWS Glue 3


https://docs.aws.amazon.com/glue/latest/dg/start-console-overview.html

AWS Glue User Guide

o AWS Glue concepts

» Setting up IAM permissions for AWS Glue

o Getting started with the AWS Glue Data Catalog
» Authoring jobs in AWS Glue

o Getting started with AWS Glue interactive sessions

¢ Orchestration in AWS Glue

Accessing AWS Glue

You can create, view, and manage your AWS Glue jobs using the following interfaces:

AWS Glue console - Provides a web interface for you to create, view, and manage your AWS Glue
jobs. To access the console, see AWS Glue.

« AWS Glue Studio - Provides a graphical interface for you to create and edit your AWS Glue jobs
visually. For more information, see What is AWS Glue Studio.

o AWS Glue section of the AWS CLI Reference — Provides AWS CLI commands that you can use
with AWS Glue. For more information, see AWS CLI Reference for AWS Glue.

o AWS Glue API - Provides a complete API reference for developers. For more information, see
AWS Glue API.

Related services

Users of AWS Glue also use:

« AWS Lake Formation - A service that is an authorization layer that provides fine-grained access
control to resources in the AWS Glue Data Catalog.

o AWS GlueAWS Glue DataBrew - A visual data preparation tool that you can use to clean and
normalize data without writing any code.

Accessing AWS Glue 4
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AWS Glue: How it works

AWS Glue uses other AWS services to orchestrate your ETL (extract, transform, and load) jobs to
build data warehouses and data lakes and generate output streams. AWS Glue calls API operations
to transform your data, create runtime logs, store your job logic, and create notifications to

help you monitor your job runs. The AWS Glue console connects these services into a managed
application, so you can focus on creating and monitoring your ETL work. The console performs
administrative and job development operations on your behalf. You supply credentials and other
properties to AWS Glue to access your data sources and write to your data targets.

AWS Glue takes care of provisioning and managing the resources that are required to run your
workload. You don't need to create the infrastructure for an ETL tool because AWS Glue does it for
you. When resources are required, to reduce startup time, AWS Glue uses an instance from its warm
pool of instances to run your workload.

With AWS Glue, you create jobs using table definitions in your Data Catalog. Jobs consist of scripts
that contain the programming logic that performs the transformation. You use triggers to initiate
jobs either on a schedule or as a result of a specified event. You determine where your target data
resides and which source data populates your target. With your input, AWS Glue generates the
code that's required to transform your data from source to target. You can also provide scripts in
the AWS Glue console or API to process your data.

Data sources and destinations

AWS Glue for Spark allows you to read and write data from multiple systems and databases
including:

« Amazon S3

 Amazon DynamoDB

« Amazon Redshift

« Amazon Relational Database Service (Amazon RDS)

» Third-party JDBC-accessible databases

« MongoDB and Amazon DocumentDB (with MongoDB compatibility)

o Other marketplace connectors and Apache Spark plugins

Data streams
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AWS Glue for Spark can stream data from the following systems:

« Amazon Kinesis Data Streams

« Apache Kafka

AWS Glue is available in several AWS Regions. For more information, see AWS Regions and
Endpoints in the Amazon Web Services General Reference.

Topics

o Serverless ETL jobs run in isolation

» AWS Glue concepts

o AWS Glue components

o AWS Glue for Spark and AWS Glue for Ray

« Converting semi-structured schemas to relational schemas with AWS Glue

o AWS Glue type systems

Serverless ETL jobs run in isolation

AWS Glue runs your ETL jobs in a serverless environment with your choice of engine, Spark or Ray.
AWS Glue runs these jobs on virtual resources that it provisions and manages in its own service
account.

AWS Glue is designed to do the following:

» Segregate customer data.
e Protect customer data in transit and at rest.

» Access customer data only as needed in response to customer requests, using temporary, scoped-
down credentials, or with a customer's consent to IAM roles in their account.

During provisioning of an ETL job, you provide input data sources and output data targets in your
virtual private cloud (VPC). In addition, you provide the IAM role, VPC ID, subnet ID, and security
group that are needed to access data sources and targets. For each tuple (customer account ID, IAM
role, subnet ID, and security group), AWS Glue creates a new environment that is isolated at the
network and management level from all other environments inside the AWS Glue service account.

Serverless ETL jobs run in isolation 6
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AWS Glue creates elastic network interfaces in your subnet using private IP addresses. Jobs use
these elastic network interfaces to access your data sources and data targets. Traffic in, out,

and within the job run environment is governed by your VPC and networking policies with one
exception: Calls made to AWS Glue libraries can proxy traffic to AWS Glue API operations through
the AWS Glue VPC. All AWS Glue API calls are logged; thus, data owners can audit API access by
enabling AWS CloudTrail, which delivers audit logs to your account.

AWS Glue managed environments that run your ETL jobs are protected with the same security
practices followed by other AWS services. For an overview of the practices and shared security
responsibilities, see the Introduction to AWS Security Processes whitepaper.

AWS Glue concepts

The following diagram shows the architecture of an AWS Glue environment.
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You define jobs in AWS Glue to accomplish the work that's required to extract, transform, and load
(ETL) data from a data source to a data target. You typically perform the following actions:

» For data store sources, you define a crawler to populate your AWS Glue Data Catalog with
metadata table definitions. You point your crawler at a data store, and the crawler creates table
definitions in the Data Catalog. For streaming sources, you manually define Data Catalog tables
and specify data stream properties.

In addition to table definitions, the AWS Glue Data Catalog contains other metadata that is
required to define ETL jobs. You use this metadata when you define a job to transform your data.

« AWS Glue can generate a script to transform your data. Or, you can provide the script in the AWS
Glue console or API.

« You can run your job on demand, or you can set it up to start when a specified trigger occurs. The
trigger can be a time-based schedule or an event.

When your job runs, a script extracts data from your data source, transforms the data, and loads
it to your data target. The script runs in an Apache Spark environment in AWS Glue.

/A Important

Tables and databases in AWS Glue are objects in the AWS Glue Data Catalog. They contain
metadata; they don't contain data from a data store.

Text-based data, such as CSVs, must be encoded in UTF-8 for AWS Glue to process it
successfully. For more information, see UTF-8 in Wikipedia.

AWS Glue terminology

AWS Glue relies on the interaction of several components to create and manage your extract,
transform, and load (ETL) workflow.

AWS Glue terminology 8
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AWS Glue Data Catalog

The persistent metadata store in AWS Glue. It contains table definitions, job definitions, and other
control information to manage your AWS Glue environment. Each AWS account has one AWS Glue
Data Catalog per region.

Classifier

Determines the schema of your data. AWS Glue provides classifiers for common file types, such
as CSV, JSON, AVRO, XML, and others. It also provides classifiers for common relational database
management systems using a JDBC connection. You can write your own classifier by using a grok
pattern or by specifying a row tag in an XML document.

Connection

A Data Catalog object that contains the properties that are required to connect to a particular data
store.

Crawler

A program that connects to a data store (source or target), progresses through a prioritized list of
classifiers to determine the schema for your data, and then creates metadata tables in the AWS
Glue Data Catalog.

Database
A set of associated Data Catalog table definitions organized into a logical group.
Data store, data source, data target

A data store is a repository for persistently storing your data. Examples include Amazon S3
buckets and relational databases. A data source is a data store that is used as input to a process or
transform. A data target is a data store that a process or transform writes to.

Development endpoint
An environment that you can use to develop and test your AWS Glue ETL scripts.
Dynamic Frame

A distributed table that supports nested data such as structures and arrays. Each record is self-
describing, designed for schema flexibility with semi-structured data. Each record contains both

AWS Glue terminology 9
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data and the schema that describes that data. You can use both dynamic frames and Apache
Spark DataFrames in your ETL scripts, and convert between them. Dynamic frames provide a set of
advanced transformations for data cleaning and ETL.

Job

The business logic that is required to perform ETL work. It is composed of a transformation script,
data sources, and data targets. Job runs are initiated by triggers that can be scheduled or triggered
by events.

Job performance dashboard

AWS Glue provides a comprehensive run dashboard for your ETL jobs. The dashboard displays
information about job runs from a specific time frame.

Notebook interface

An enhanced notebook experience with one-click setup for easy job authoring and data
exploration. The notebook and connections are configured automatically for you. You can use the
notebook interface based on Jupyter Notebook to interactively develop, debug, and deploy scripts
and workflows using AWS Glue serverless Apache Spark ETL infrastructure. You can also perform
ad-hoc queries, data analysis, and visualization (for example, tables and graphs) in the notebook
environment.

Script

Code that extracts data from sources, transforms it, and loads it into targets. AWS Glue generates
PySpark or Scala scripts.

Table

The metadata definition that represents your data. Whether your data is in an Amazon Simple
Storage Service (Amazon S3) file, an Amazon Relational Database Service (Amazon RDS) table, or
another set of data, a table defines the schema of your data. A table in the AWS Glue Data Catalog
consists of the names of columns, data type definitions, partition information, and other metadata
about a base dataset. The schema of your data is represented in your AWS Glue table definition.
The actual data remains in its original data store, whether it be in a file or a relational database
table. AWS Glue catalogs your files and relational database tables in the AWS Glue Data Catalog.
They are used as sources and targets when you create an ETL job.

AWS Glue terminology 10
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Transform

The code logic that is used to manipulate your data into a different format.
Trigger

Initiates an ETL job. Triggers can be defined based on a scheduled time or an event.
Visual job editor

The visual job editor is a graphical interface that makes it easy to create, run, and monitor extract,
transform, and load (ETL) jobs in AWS Glue. You can visually compose data transformation
workflows, seamlessly run them on AWS Glue's Apache Spark-based serverless ETL engine, and
inspect the schema and data results in each step of the job.

Worker

With AWS Glue, you only pay for the time your ETL job takes to run. There are no resources to
manage, no upfront costs, and you are not charged for startup or shutdown time. You are charged
an hourly rate based on the number of Data Processing Units (or DPUs) used to run your ETL

job. A single Data Processing Unit (DPU) is also referred to as a worker. AWS Glue comes with
three worker types to help you select the configuration that meets your job latency and cost
requirements. Workers come in Standard, G.1X, G.2X, and G.025X configurations.

AWS Glue components

AWS Glue provides a console and API operations to set up and manage your extract, transform, and
load (ETL) workload. You can use APl operations through several language-specific SDKs and the
AWS Command Line Interface (AWS CLI). For information about using the AWS CLI, see AWS CLI
Command Reference.

AWS Glue uses the AWS Glue Data Catalog to store metadata about data sources, transforms,
and targets. The Data Catalog is a drop-in replacement for the Apache Hive Metastore. The AWS
Glue Jobs system provides a managed infrastructure for defining, scheduling, and running ETL
operations on your data. For more information about the AWS Glue API, see AWS Glue API.
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AWS Glue console

You use the AWS Glue console to define and orchestrate your ETL workflow. The console calls
several APl operations in the AWS Glue Data Catalog and AWS Glue Jobs system to perform the
following tasks:

» Define AWS Glue objects such as jobs, tables, crawlers, and connections.
« Schedule when crawlers run.

« Define events or schedules for job triggers.

« Search and filter lists of AWS Glue objects.

« Edit transformation scripts.

AWS Glue Data Catalog

The AWS Glue Data Catalog is your persistent technical metadata store in the AWS Cloud.

Each AWS account has one AWS Glue Data Catalog per AWS Region. Each Data Catalog is a highly
scalable collection of tables organized into databases. A table is metadata representation of a
collection of structured or semi-structured data stored in sources such as Amazon RDS, Apache
Hadoop Distributed File System, Amazon OpenSearch Service, and others. The AWS Glue Data
Catalog provides a uniform repository where disparate systems can store and find metadata to
keep track of data in data silos. You can then use the metadata to query and transform that data in
a consistent manner across a wide variety of applications.

You use the Data Catalog together with AWS Identity and Access Management policies and Lake
Formation to control access to the tables and databases. By doing this, you can allow different
groups in your enterprise to safely publish data to the wider organization while protecting sensitive
information in a highly granular fashion.

The Data Catalog, along with CloudTrail and Lake Formation, also provides you with comprehensive
audit and governance capabilities, with schema change tracking and data access controls. This
helps ensure that data is not inappropriately modified or inadvertently shared.

For information about securing and auditing the AWS Glue Data Catalog, see:

« AWS Lake Formation — For more information, see What Is AWS Lake Formation? in the AWS Lake
Formation Developer Guide.

e CloudTrail - For more information, see What Is CloudTrail? in the AWS CloudTrail User Guide.
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The following are other AWS services and open-source projects that use the AWS Glue Data
Catalog:

« Amazon Athena - For more information, see Understanding Tables, Databases, and the Data
Catalog in the Amazon Athena User Guide.

« Amazon Redshift Spectrum - For more information, see Using Amazon Redshift Spectrum to
Query External Data in the Amazon Redshift Database Developer Guide.

« Amazon EMR - For more information, see Use Resource-Based Policies for Amazon EMR Access
to AWS Glue Data Catalog in the Amazon EMR Management Guide.

« AWS Glue Data Catalog client for Apache Hive metastore — For more information about this
GitHub project, see AWS Glue Data Catalog Client for Apache Hive Metastore.

AWS Glue crawlers and classifiers

AWS Glue also lets you set up crawlers that can scan data in all kinds of repositories, classify it,
extract schema information from it, and store the metadata automatically in the AWS Glue Data
Catalog. The AWS Glue Data Catalog can then be used to guide ETL operations.

For information about how to set up crawlers and classifiers, see Defining crawlers in AWS Glue. For

information about how to program crawlers and classifiers using the AWS Glue API, see Crawlers
and classifiers API.

AWS Glue ETL operations

Using the metadata in the Data Catalog, AWS Glue can automatically generate Scala or PySpark
(the Python API for Apache Spark) scripts with AWS Glue extensions that you can use and modify
to perform various ETL operations. For example, you can extract, clean, and transform raw data,
and then store the result in a different repository, where it can be queried and analyzed. Such a
script might convert a CSV file into a relational form and save it in Amazon Redshift.

For more information about how to use AWS Glue ETL capabilities, see Programming Spark scripts.

Streaming ETL in AWS Glue

AWS Glue enables you to perform ETL operations on streaming data using continuously-running
jobs. AWS Glue streaming ETL is built on the Apache Spark Structured Streaming engine, and can
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ingest streams from Amazon Kinesis Data Streams, Apache Kafka, and Amazon Managed Streaming
for Apache Kafka (Amazon MSK). Streaming ETL can clean and transform streaming data and load
it into Amazon S3 or JDBC data stores. Use Streaming ETL in AWS Glue to process event data like
loT streams, clickstreams, and network logs.

If you know the schema of the streaming data source, you can specify it in a Data Catalog table.
If not, you can enable schema detection in the streaming ETL job. The job then automatically
determines the schema from the incoming data.

The streaming ETL job can use both AWS Glue built-in transforms and transforms that are native
to Apache Spark Structured Streaming. For more information, see Operations on streaming
DataFrames/Datasets on the Apache Spark website.

For more information, see the section called “Streaming ETL jobs".

The AWS Glue jobs system

The AWS Glue Jobs system provides managed infrastructure to orchestrate your ETL workflow. You
can create jobs in AWS Glue that automate the scripts you use to extract, transform, and transfer
data to different locations. Jobs can be scheduled and chained, or they can be triggered by events
such as the arrival of new data.

For more information about using the AWS Glue Jobs system, see Monitoring AWS Glue. For
information about programming using the AWS Glue Jobs system API, see Jobs API.

Visual ETL components

AWS Glue allows you to create ETL jobs through a visual canvas that you can manipulate.
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ETL job menu

Menu options at the top of the canvas allow you to access the various views and configuration
details about your job.

« Visual - The Visual job editor canvas. This is where you can add nodes to create a job.

« Script — The script representation of your ETL job. AWS Glue generates the script based on the
visual representation of your job. You can also edit your script or download it.

® Note

If you choose to edit the script, the job authoring experience is permanently converted to
a script-only mode. Afterwards, you cannot use the visual editor to edit the job anymore.
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You should add all the job sources, transforms, and targets, and make all the changes you
require with the visual editor before choosing to edit the script.

« Job details — The Job details tab allows you to configure your job by setting job properties. There
are basic properties, such as name and description of your job, IAM role, job type, AWS Glue
version, language, worker type, number of workers, job bookmark, flex execution, number of
retires, and job timeout, and there are advanced properties, such as connections, libraries, job
parameters, and tags.

« Runs - After your job runs, this tab can be accessed to view your past job runs.

- Data quality — Data quality evaluates and monitors the quality of your data assets. You can learn
more about how to use data quality on this tab and add a data quality transform to your job.

» Schedules - Jobs that you've scheduled appear in this tab. If there are no schedules attached to
this job, then this tab is not accessible.

« Version control — You can use Git with your job by configuring your job to a Git repository.

Visual ETL panels

When you work in the canvas, several panels are available to help you configure your nodes, or
help you to preview your data and view the output schema.

» Properties — The Properties panel appears when you choose a node on your canvas.

» Data preview — The Data preview panel provides a preview of the data output so that you can
make decisions before you run your job and examine your output.

o Output schema - The Output schema tab allows you to view and edit the schema of your
transform nodes.

Resizing panels

You can resize the Properties panel on the right-hand side of the screen and the bottom panel
which contains the Data preview and Output schema tabs by clicking on the edge of the panel and
dragging it left and right or up and down.

» Properties panel - Resize the properties panel by clicking and dragging the edge of the canvas
on the right side of the screen and drag it left to expand its width. By default, the panel is
collapsed and when a node is selected, the properties panel opens up to its default size.
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« Data preview and Output schema panel - Resize the bottom panel by clicking and dragging
the bottom edge of the canvas at the bottom of the screen and drag it up to expand its height.
By default, the panel is collapsed and when a node is selected, the bottom panel opens up to its
default size.

Job canvas

You can add, remove, and move/reorder nodes directly on the Visual ETL canvas. Think of it as your
workspace to create a fully functional ETL job that starts with a data source and can end with a
data target.

When you work with nodes on the canvas, you have a toolbar that can help you zoom in and out,
remove nodes, make or edit connections between nodes, change the job flow orientation, and
undo or redo an action.

=

"=

=]
e

@
Q

The floating toolbar is anchored to the upper right-hand size of the canvas and contains several
images that perform actions:

« Layout icon - The first icon in the toolbar is the layout icon. By default, the direction of visual
jobs is top to bottom.It rearranges the direction of your visual job by arranging the nodes
horizontally from left to right. Clicking the layout icon again changes the direction back to top to
bottom.
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» Recenter icon — The recenter icon changes the canvas view by centering it. You can use this with
large jobs to get back to the center position.

« Zoom in icon - The zoom in icon enlarges the size of the nodes on the canvas.

« Zoom out icon — The zoom out icon decreases the size of the nodes on the canvas.

« Trash icon — The trash icon removes a node from the visual job. You must select a node first.
» Undo icon - The undo icon reverses the last action taken on the visual job.

» Redo icon - The redo icon repeats the last action taken on the visual job.

Using the mini-map

Resource panel

The resource panel contains all of the data sources, transform actions, and connections available
to you. Open the resource panel on the canvas by clicking the "+" icon. This will open the resource
panel.

To close the resource panel, click the X in the upper-right hand corner of the resource panel. This
will hide the panel until you're ready to open it again.

Visual ETL components
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Popular transforms & data

At the top of the panel is a collection of Popular transforms & data. These nodes are commonly
used in AWS Glue. Choose one to add it to the canvas. You can also hide the Popular transforms &
data by clicking the triangle next to the Popular transforms & data heading.

Beneath the Popular transforms & data section, you can search for transforms and data source
nodes. Results appear as you type. The more letters you add to your search query, the list of results
will get smaller. Search results are populated from the node name and/or description. Choose the
node to add it to your canvas.

Transforms and Data
There are two tabs that organize the nodes into Transforms and Data.

Transforms — When you choose the Transforms tab, all of the available transforms can be selected.
Choose a transform to add it to the canvas. You can also choose Add Transform at the bottom of
the Transforms list which will open a new page to the documentation for creating Custom visual

transforms. Following the steps will allow you to create transforms of your own. Your transforms
will then appear in the list of available transforms.

Data - The data tab contains all of the nodes for Sources and Targets. You can hide the Sources
and Targets by clicking the triangle next to the Sources or Targets heading. You can unhide the
Sources and Targets by clicking the triangle again. Choose a source or target node to add it to the
canvas. You can also choose Manage Connections to add a new connection. This will open the
Connectors page in the console.

AWS Glue for Spark and AWS Glue for Ray

In AWS Glue on Apache Spark (AWS Glue ETL), you can use PySpark to write Python code to handle
data at scale. Spark is a familiar solution for this problem, but data engineers with Python-focused
backgrounds can find the transition unintuitive. The Spark DataFrame model is not seamlessly
"Pythonic", which reflects the Scala language and Java runtime it is built upon.

In AWS Glue, you can use Python shell jobs to run native Python data integrations. These jobs run
on a single Amazon EC2 instance and are limited by the capacity of that instance. This restricts the
throughput of the data you can process, and becomes expensive to maintain when dealing with big
data.
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AWS Glue for Ray allows you to scale up Python workloads without substantial investment into
learning Spark. You can take advantage of certain scenarios where Ray performs better. By offering
you a choice, you can use the strengths of both Spark and Ray.

AWS Glue ETL and AWS Glue for Ray are different underneath, so they support different features.
Please check the documentation to determine supported features.

What is AWS Glue for Ray?

Ray is an open-source distributed computation framework that you can use to scale up workloads,
with a focus on Python. For more information about Ray, see the Ray website. AWS Glue Ray jobs
and interactive sessions allow you to use Ray within AWS Glue.

You can use AWS Glue for Ray to write Python scripts for computations that will run in parallel
across multiple machines. In Ray jobs and interactive sessions, you can use familiar Python libraries,
like pandas, to make your workflows easy to write and run. For more information about Ray
datasets, see Ray Datasets in the Ray documentation. For more information about pandas, see the
Pandas website.

When you use AWS Glue for Ray, you can run your pandas workflows against big data at enterprise
scale—with only a few lines of code. You can create a Ray job from the AWS Glue console or the
AWS SDK. You can also open an AWS Glue interactive session to run your code on a serverless Ray
environment. Visual jobs in AWS Glue Studio are not yet supported.

AWS Glue for Ray jobs allow you to run a script on a schedule or in response to an event from
Amazon EventBridge. Jobs store log information and monitoring statistics in CloudWatch that
enable you to understand the health and reliability of your script. For more information about the
AWS Glue job system, see the section called “Working with Ray jobs".

AWS Glue for Ray interactive sessions (preview) allow you to run snippets of code one after another
against the same provisioned resources. You can use this to efficiently prototype and develop
scripts, or build your own interactive applications. You can use AWS Glue interactive sessions

from AWS Glue Studio Notebooks in the AWS Management Console. For more information, see
Using Notebooks with AWS Glue Studio and AWS Glue. You can also use them through a Jupyter
kernel, which allows you to run interactive sessions from existing code editing tools that support
Jupyter Notebooks, such as VSCode. For more information, see the section called "AWS Glue for
Ray interactive sessions (preview)".

Ray automates the work of scaling Python code by distributing the processing across a cluster
of machines that it reconfigures in real time, based on the load. This can lead to improved
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performance per dollar for certain workloads. With Ray jobs, we have built auto scaling natively
into the AWS Glue job model, so you can fully take advantage of this feature. Ray jobs run on AWS
Graviton, leading to higher overall price performance.

In addition to cost savings, you can use native auto scaling to run Ray workloads without investing
time into cluster maintenance, tuning, and administration. You can use familiar open-source
libraries out of the box, such as pandas, and the AWS SDK for Pandas. These improve iteration
speed while you're developing on AWS Glue for Ray. When you use AWS Glue for Ray, you will be
able to rapidly develop and run cost-effective data integration workloads.

Converting semi-structured schemas to relational schemas with
AWS Glue

It's common to want to convert semi-structured data into relational tables. Conceptually, you are
flattening a hierarchical schema to a relational schema. AWS Glue can perform this conversion for
you on-the-fly.

Semi-structured data typically contains mark-up to identify entities within the data. It can have
nested data structures with no fixed schema. For more information about semi-structured data, see
Semi-structured data in Wikipedia.

Relational data is represented by tables that consist of rows and columns. Relationships between
tables can be represented by a primary key (PK) to foreign key (FK) relationship. For more
information, see Relational database in Wikipedia.

AWS Glue uses crawlers to infer schemas for semi-structured data. It then transforms the data to
a relational schema using an ETL (extract, transform, and load) job. For example, you might want
to parse JSON data from Amazon Simple Storage Service (Amazon S3) source files to Amazon
Relational Database Service (Amazon RDS) tables. Understanding how AWS Glue handles the
differences between schemas can help you understand the transformation process.

This diagram shows how AWS Glue transforms a semi-structured schema to a relational schema.
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_ Relational schema
Semi-structured schema

The diagram illustrates the following:

 Single value A converts directly to a relational column.
» The pair of values, B1 and B2, convert to two relational columns.
o Structure C, with children X and Y, converts to two relational columns.

« Array D[] converts to a relational column with a foreign key (FK) that points to another
relational table. Along with a primary key (PK), the second relational table has columns that
contain the offset and value of the items in the array.
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AWS Glue type systems

AWS Glue uses multiple type systems to provide a versatile interface over data systems that
store data in very different ways. This document disambiguates AWS Glue type systems and data
standards.

AWS Glue Data Catalog Types

The Data Catalog is a registry of tables and fields stored in various data systems, a metastore.
When AWS Glue components, such as AWS Glue crawlers and AWS Glue with Spark jobs, write to
the Data Catalog, they do so with an internal type system for tracking the types of fields. These
values are shown in the Data type column of the table schema in the AWS Glue Console. This type
system is based on Apache Hive's type system. For more information about the Apache Hive type
system, see Types in the Apache Hive wiki. For more information about specific types and support,
examples are provided in the AWS Glue Console, as part of the Schema Builder.

Validation, compatibility and other uses

The Data Catalog does not validate types written to type fields. When AWS Glue components read
and write to the Data Catalog, they will be compatible with each other. AWS Glue components
also aim to preserve a high degree of compatibility with the Hive types. However, AWS Glue
components do not guarantee compatibility with all Hive types. This allows for interoperability
with tools like Athena DDL when working with tables in the Data Catalog.

Since the Data Catalog does not validate types, other services may use the Data Catalog to track
types using systems that strictly conform to the Hive type system, or any other system.

Types in AWS Glue with Spark scripts

When a AWS Glue with Spark script interprets or transforms a dataset, we provide DynamicFrame,
an in-memory representation of your dataset as it is used in your script. The goal of a
DynamicFrame is similar to that of the Spark DataFrame- it models your dataset so that Spark
can schedule and execute transforms on your data. We guarantee that the type representation of
DynamicFrame is intercompatible with DataFrame by providing the toDF and fromDF methods.

If type information can be inferred or provided to a DataFrame, it can be inferred or provided to
a DynamicFrame, unless otherwise documented. When we provide optimized readers or writers
for specific data formats, if Spark can read or write your data, our provided readers and writers will
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be able to, subject to documented limitations. For more information about readers and writers, see
the section called “Data format options".

The Choice Type

DynamicFrames provide a mechanism for modeling fields in a dataset whose value may have
inconsistent types on disk across rows. For instance, a field may hold a number stored as a string

in certain rows, and an integer in others. This mechanism is an in-memory type called Choice. We
provide transforms such as the ResolveChoice method, to resolve Choice columns to a concrete
type. AWS Glue ETL will not write the Choice type to the Data Catalog in the normal course of
operation; Choice types only exist in the context of DynamicFrame memory models of datasets. For
an example of Choice type usage, see the section called “"Data preparation sample”.

AWS Glue Crawler Types

Crawlers aim to produce a consistent, usable schema for your dataset, then store it in Data Catalog
for use in other AWS Glue components and Athena. Crawlers deal with types as described in

the previous section on the Data Catalog, the section called “AWS Glue Data Catalog Types”. To
produce a usable type in "Choice" type scenarios, where a column contains values of two or more
types, Crawlers will create a struct type that models the potential types.
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Getting started with AWS Glue

The following sections provide information on setting up AWS Glue. Not all of the setting up
sections are required to start using AWS Glue. You can use the instructions as needed to set up IAM
permissions, encryption, and DNS ( if you're using a VPC environment to access data stores or if
you're using interactive sessions).

Topics

Overview of using AWS Glue

Setting up IAM permissions for AWS Glue
Getting started with the AWS Glue Data Catalog

Setting up network access to data stores

Setting up encryption in AWS Glue

Setting up networking for development for AWS Glue

Overview of using AWS Glue

With AWS Glue, you store metadata in the AWS Glue Data Catalog. You use this metadata to
orchestrate ETL jobs that transform data sources and load your data warehouse or data lake.

The following steps describe the general workflow and some of the choices that you make when
working with AWS Glue.

® Note

You can use the following steps, or you can create a workflow that automatically performs
steps 1 through 3. For more information, see the section called “Performing complex ETL

activities using blueprints and workflows".

1. Populate the AWS Glue Data Catalog with table definitions.

In the console, for persistent data stores, you can add a crawler to populate the AWS Glue Data
Catalog. You can start the Add crawler wizard from the list of tables or the list of crawlers. You
choose one or more data stores for your crawler to access. You can also create a schedule to
determine the frequency of running your crawler. For data streams, you can manually create the
table definition, and define stream properties.
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Optionally, you can provide a custom classifier that infers the schema of your data. You can
create custom classifiers using a grok pattern. However, AWS Glue provides built-in classifiers
that are automatically used by crawlers if a custom classifier does not recognize your data. When
you define a crawler, you don't have to select a classifier. For more information about classifiers
in AWS Glue, see Adding classifiers to a crawler in AWS Glue.

Crawling some types of data stores requires a connection that provides authentication and
location information. If needed, you can create a connection that provides this required
information in the AWS Glue console.

The crawler reads your data store and creates data definitions and named tables in the AWS
Glue Data Catalog. These tables are organized into a database of your choosing. You can

also populate the Data Catalog with manually created tables. With this method, you provide
the schema and other metadata to create table definitions in the Data Catalog. Because this
method can be a bit tedious and error prone, it's often better to have a crawler create the table
definitions.

For more information about populating the AWS Glue Data Catalog with table definitions, see
AWS Glue tables.

2. Define a job that describes the transformation of data from source to target.

Generally, to create a job, you have to make the following choices:

« Choose a table from the AWS Glue Data Catalog to be the source of the job. Your job uses this
table definition to access your data source and interpret the format of your data.

» Choose a table or location from the AWS Glue Data Catalog to be the target of the job. Your
job uses this information to access your data store.

« Tell AWS Glue to generate a script to transform your source to target. AWS Glue generates
the code to call built-in transforms to convert data from its source schema to target schema
format. These transforms perform operations such as copy data, rename columns, and filter
data to transform data as necessary. You can modify this script in the AWS Glue console.

For more information about defining jobs in AWS Glue, see Building visual ETL jobs with AWS
Glue Studio.

3. Run your job to transform your data.

You can run your job on demand, or start it based on a one of these trigger types:

« A trigger that is based on a cron schedule.
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« A trigger that is event-based; for example, the successful completion of another job can start
an AWS Glue job.

A trigger that starts a job on demand.

For more information about triggers in AWS Glue, see Starting jobs and crawlers using triggers.

4. Monitor your scheduled crawlers and triggered jobs.

Use the AWS Glue console to view the following:
e Job run details and errors.
e Crawler run details and errors.

« Any notifications about AWS Glue activities

For more information about monitoring your crawlers and jobs in AWS Glue, see Monitoring
AWS Glue.

Setting up IAM permissions for AWS Glue

The instructions in this topic help you quickly set up AWS Identity and Access Management (IAM)
permissions for AWS Glue. You will complete the following tasks:

« Grant your IAM identities access to AWS Glue resources.

» Create a service role for running jobs, accessing data, and running AWS Glue Data Quality tasks.

For detailed instructions that you can use to customize IAM permissions for AWS Glue, see
Configuring IAM permissions for AWS Glue.

To set up IAM permissions for AWS Glue in the AWS Management Console

1. Signin to the AWS Management Console and open the AWS Glue console at https://
console.aws.amazon.com/glue/.

2. Choose Getting started.
Under Prepare your account for AWS Glue, choose Set up IAM permissions.

4. Choose the IAM identities (roles or users) that you want to give AWS Glue permissions to. AWS
Glue attaches the AWSGlueConsoleFullAccess managed policy to these identities. You

can skip this step if you want to set these permissions manually or only want to set a default
service role.
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5. Choose Next.

6. Choose the level of Amazon S3 access that your roles and users need. The options that you
choose in this step are applied to all of the identities that you selected.

a. Under Choose S3 locations, choose the Amazon S3 locations that you want to grant
access to.

b. Next, select whether your identities should have Read only (recommended) or Read and
write access to the locations that you previously selected. AWS Glue adds permissions
policies to your identities based on the combination of locations and read or write
permissions you select.

The following table displays the permissions that AWS Glue attaches for Amazon S3

access.

If you choose ... AWS Glue attaches ...

No change No permissions. AWS Glue won't make
any changes to your identity's permissio
ns.

Grant access to specific Amazon S3 An inline policy embedded in your

locations (read only) selected IAM identities. For more

information, see Inline policies in the
IAM User Guide.

AWS Glue names the policy using the
following convention: AWSGlueCo
nsole <Role/User> InlinePol
icy-read-specific-

access- <UUID>.For example:
AWSGlueConsoleRoleInlinePol
icy-read-specific-access-12
3456780123

The following is an example of an inline
policy that AWS Glue attaches to grant
read-only access to a specified Amazon
S3 location.
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If you choose ...

AWS Glue attaches ...

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"s3:Get*",
"s3:List*"
1,
"Resource": [
"arn:aws:
s3::: DOC-EXAMPLE-BUCKET /*"
]
}
]
}
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If you choose ... AWS Glue attaches ...
Grant access to specific Amazon S3 An inline policy embedded in your
locations (read and write) selected IAM identities. For more

information, see Inline policies in the
IAM User Guide.

AWS Glue names the policy using the
following convention: AWSGlueCo
nsole <Role/User> InlinePol
icy-read -and-write-specifi
c-access- <UUID>.For example:
AWSGlueConsoleRoleInlinePol
icy-read-and-write-specific
-access-123456780123

The following is an example of an
inline policy that AWS Glue attaches to
grant read and write access to specified
Amazon S3 locations.

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"s3:Get*",
"s3:List*",
"s3:*0bject*"
1,
"Resource": [
"arn:aws:
s3::: DOC-EXAMPLE-BUCKET1 /*",
"arn:aws:
s3::: DOC-EXAMPLE-BUCKET2 /*"
]
}
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If you choose ... AWS Glue attaches ...

}
Grant full access to Amazon S3 (read The AmazonS3ReadOnlyAccess
only) managed IAM policy. To learn more,

see AWS managed policy: AmazonS3R

eadOnlyAccess.

Grant full access to Amazon S3 (read and The AmazonS3FullAccess managed
write) IAM policy. To learn more, see AWS

managed policy: AmazonS3FullAccess.

7. Choose Next.

8. Choose a default AWS Glue service role for your account. A service role is an IAM role that AWS
Glue uses to access resources in other AWS services on your behalf. For more information, see
Service roles for AWS Glue.

« When you choose the standard AWS Glue service role, AWS Glue creates a new IAM role
in your AWS account named AWSGlueServiceRole with the following managed policies
attached. If your account already has an IAM role named AWSGlueServiceRole, AWS Glue
attaches these policies to the existing role.

« AWSGlueServiceRole

« AmazonS3FullAccess

« When you choose an existing IAM role, AWS Glue sets the role as the default, but doesn't
add any permissions to it. Ensure that you've configured the role to use as a service role for
AWS Glue. For more information, see Step 1: Create an IAM policy for the AWS Glue service
and Step 2: Create an IAM role for AWS Glue.

9. Choose Next.

10. Finally, review the permissions you've selected and then choose Apply changes. When you
apply the changes, AWS Glue adds IAM permissions to the identities that you selected. You can
view or modify the new permissions in the IAM console at https://console.aws.amazon.com/
iam/.
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You've now completed the minimum IAM permissions setup for AWS Glue. In a production
environment, we recommend that you familiarize yourself with Security in AWS Glue and Identity

and access management for AWS Glue to help you secure AWS resources for your use case.

Next steps

Now that you have IAM permissions set up, you can explore the following topics to get started
using AWS Glue:

o Getting Started with AWS Glue in AWS Skill Builder

o Getting started with the AWS Glue Data Catalog

Setting up for AWS Glue Studio

Complete the tasks in this section when you're using AWS Glue for the visual ETL for the first time:

Topics

» Review IAM permissions needed for the AWS Glue Studio user

» Review IAM permissions needed for ETL jobs

» Set up IAM permissions for AWS Glue Studio

» Configure a VPC for your ETL job

Review IAM permissions needed for the AWS Glue Studio user

To use AWS Glue Studio, the user must have access to various AWS resources. The user must be
able to view and select Amazon S3 buckets, IAM policies and roles, and AWS Glue Data Catalog
objects.

AWS Glue service permissions

AWS Glue Studio uses the actions and resources of the AWS Glue service. Your user needs
permissions on these actions and resources to effectively use AWS Glue Studio. You can grant the
AWS Glue Studio user the AWSGlueConsoleFullAccess managed policy, or create a custom
policy with a smaller set of permissions.
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/A Important

Per security best practices, it is recommended to restrict access by tightening policies to
further restrict access to Amazon S3 bucket and Amazon CloudWatch log groups. For an
example Amazon S3 policy, see Writing IAM Policies: How to Grant Access to an Amazon S3

Bucket.

Creating Custom IAM Policies for AWS Glue Studio

You can create a custom policy with a smaller set of permissions for AWS Glue Studio. The policy
can grant permissions for a subset of objects or actions. Use the following information when
creating a custom policy.

To use the AWS Glue Studio APIs, include glue:UseGlueStudio in the action policy in your IAM
permissions. Using glue:UseGlueStudio will allow you to access all AWS Glue Studio actions
even as more actions are added to the API over time.

Directed acyclic graph (DAG) Actions

» CreateDag
» UpdateDag
» GetDag

» DeleteDag

Job Actions

« Savelob

« GetJob

« CreatelJob
« DeleteJob
« GetJobs

» UpdatelJob

Job run Actions
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 StartJobRun

« GetJobRuns

« BatchStopJobRun
« GetJobRun

e QueryJobRuns

e QueryJobs

» QueryJobRunsAggregated

Schema Actions

o GetSchema

o GetinferredSchema

Database Actions

« GetDatabases

Plan Actions

e GetPlan

Table Actions

o SearchTables
« GetTables
o GetTable

Connection Actions

« CreateConnection
o DeleteConnection
« UpdateConnection
» GetConnections

+ GetConnection

IAM permissions for using the visual ETL
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Mapping Actions

« GetMapping

S3 Proxy Actions

o ListBuckets
 ListObjectsv2

+ GetBucketLocation

Security Configuration Actions

« GetSecurityConfigurations

Script Actions

o CreateScript (different from APl of same name in AWS Glue)

Accessing AWS Glue Studio APIs

To access AWS Glue Studio, add glue:UseGlueStudio in the actions policy list in the IAM
permissions.

In the example below, glue:UseGlueStudio is included in the action policy, but the

AWS Glue Studio APIs are not individually identified. That is because when you include
glue:UseGlueStudio, you are automatically granted access to the internal APIs without having
to specify the individual AWS Glue Studio APIs in the IAM permissions.

In the example, the additional listed action policies (for example, glue:SearchTables) are not
AWS Glue Studio APIs, so they will need to be included in the IAM permissions as required. You may
also want to include Amazon S3 Proxy actions to specify the level of Amazon S3 access to grant.
The example policy below provides access to open AWS Glue Studio, create a visual job, and save/
run it if the IAM role selected has sufficient access.

"Version": "2012-10-17",
"Statement": [
{
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"Sid": "VisualEditor@o",
"Effect": "Allow",
"Action": [
"glue:UseGlueStudio",
"iam:ListRoles",
"iam:ListUsers",
"iam:ListGroups",
"iam:ListRolePolicies",
"iam:GetRole",
"iam:GetRolePolicy",
"glue:SearchTables",
"glue:GetConnections",
"glue:GetJobs",
"glue:GetTables",
"glue:BatchStopJobRun",
"glue:GetSecurityConfigurations",
"glue:DeleteJob",
"glue:GetDatabases",
"glue:CreateConnection",
"glue:GetSchema",
"glue:GetTable",
"glue:GetMapping",
"glue:CreateJob",
"glue:DeleteConnection",
"glue:CreateScript",
"glue:UpdateConnection",
"glue:GetConnection",
"glue:StartJobRun",
"glue:GetJobRun",
"glue:UpdateJob",
"glue:GetPlan",
"glue:GetJobRuns",
"glue:GetTags",
"glue:GetJob",
"glue:QueryJobRuns",
"glue:QueryJobs",
"glue:QueryJobRunsAggregated"

1,
"Resource": "*"
I
{
"Action": [
"iam:PassRole"
1,
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"Effect": "Allow",
"Resource": "arn:aws:iam::*:role/AWSGlueServiceRole*",
"Condition": {
"StringLike": {
"iam:PassedToService": [
"glue.amazonaws.com"

Notebook and data preview permissions

Data previews and notebooks allow you to see a sample of your data at any stage of your job
(reading, transforming, writing), without having to run the job. You specify an AWS Identity and
Access Management (IAM) role for AWS Glue Studio to use when accessing the data. IAM roles are
intended to be assumable and do not have standard long-term credentials such as a password or
access keys associated with it. Instead, when AWS Glue Studio assumes the role, IAM provides it
with temporary security credentials.

To ensure data previews and notebook commands work correctly, use a role that has a name that
starts with the string AWSGlueServiceRole. If you choose to use a different name for your role,
then you must add the iam: passrole permission and configure a policy for the role in IAM. For
more information, see Create an IAM policy for roles not named "AWSGlueServiceRole*".

/A Warning

If a role grants the iam: passrole permission for a notebook, and you implement role
chaining, a user could unintentionally gain access to the notebook. There is currently no
auditing implemented which would allow you to monitor which users have been granted
access to the notebook.

If you would like to deny an IAM identity the ability to create data preview sessions, consult the

following example the section called “Deny an identity the ability to create data preview sessions’

’
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Amazon CloudWatch permissions

You can monitor your AWS Glue Studio jobs using Amazon CloudWatch, which collects and
processes raw data from AWS Glue into readable, near-real-time metrics. By default, AWS Glue
metrics data is sent to CloudWatch automatically. For more information, see What Is Amazon
CloudWatch? in the Amazon CloudWatch User Guide, and AWS Glue Metrics in the AWS Glue
Developer Guide.

To access CloudWatch dashboards, the user accessing AWS Glue Studio needs one of the following:

« The AdministratorAccess policy

» The CloudWatchFullAccess policy

» A custom policy that includes one or more of these specific permissions:
« cloudwatch:GetDashboard and cloudwatch:ListDashboards to view dashboards
e cloudwatch:PutDashboard to create or modify dashboards

e cloudwatch:DeleteDashboards to delete dashboards

For more information for changing permissions for an IAM user using policies, see Changing
Permissions for an IAM User in the IAM User Guide.

Review IAM permissions needed for ETL jobs

When you create a job using AWS Glue Studio, the job assumes the permissions of the IAM role
that you specify when you create it. This IAM role must have permission to extract data from your
data source, write data to your target, and access AWS Glue resources.

The name of the role that you create for the job must start with the string AWSGlueServiceRole
for it to be used correctly by AWS Glue Studio. For example, you might name your role
AWSGlueServiceRole-FlightDataJob.

Data source and data target permissions

An AWS Glue Studio job must have access to Amazon S3 for any sources, targets, scripts, and
temporary directories that you use in your job. You can create a policy to provide fine-grained
access to specific Amazon S3 resources.

« Data sources require s3:ListBucket and s3:GetObject permissions.

» Data targets require s3:ListBucket, s3:PutObject, and s3:DeleteObject permissions.
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If you choose Amazon Redshift as your data source, you can provide a role for cluster permissions.
Jobs that run against a Amazon Redshift cluster issue commands that access Amazon S3 for
temporary storage using temporary credentials. If your job runs for more than an hour, these
credentials will expire causing the job to fail. To avoid this problem, you can assign a role to the
Amazon Redshift cluster itself that grants the necessary permissions to jobs using temporary
credentials. For more information, see Moving Data to and from Amazon Redshift in the AWS Glue
Developer Guide.

If the job uses data sources or targets other than Amazon S3, then you must attach the necessary
permissions to the IAM role used by the job to access these data sources and targets. For more
information, see Setting Up Your Environment to Access Data Stores in the AWS Glue Developer
Guide.

If you're using connectors and connections for your data store, you need additional permissions, as
described in the section called “Permissions required for using connectors”.

Permissions required for deleting jobs

In AWS Glue Studio you can select multiple jobs in the console to delete. To perform this action,
you must have the glue:BatchDeleteJob permission. This is different from the AWS Glue
console, which requires the glue:DeleteJob permission for deleting jobs.

AWS Key Management Service permissions

If you plan to access Amazon S3 sources and targets that use server-side encryption with AWS

Key Management Service (AWS KMS), then attach a policy to the AWS Glue Studio role used

by the job that enables the job to decrypt the data. The job role needs the kms :ReEncrypt,
kms:GenerateDataKey, and kms : DescribeKey permissions. Additionally, the job role needs the
kms :Decrypt permission to upload or download an Amazon S3 object that is encrypted with an
AWS KMS customer master key (CMK).

There are additional charges for using AWS KMS CMKs. For more information, see AWS Key
Management Service Concepts - Customer Master Keys (CMKs) and AWS Key Management Service

Pricing in the AWS Key Management Service Developer Guide.
Permissions required for using connectors

If you're using an AWS Glue Custom Connector and connection to access a data store, the role used
to run the AWS Glue ETL job needs additional permissions attached:
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« The AWS managed policy AmazonEC2ContainerRegistryReadOnly for accessing connectors
purchased from AWS Marketplace.

 The glue:GetJob and glue:GetJobs permissions.

« AWS Secrets Manager permissions for accessing secrets that are used with connections. Refer to
Example: Permission to retrieve secret values for example 1AM policies.

If your AWS Glue ETL job runs within a VPC running Amazon VPC, then the VPC must be configured
as described in the section called “"Configure a VPC for your ETL job".

Set up IAM permissions for AWS Glue Studio

You can create the roles and assign policies to users and job roles by using the AWS administrator
user.

You can use the AWSGlueConsoleFullAccess AWS managed policy to provide the necessary
permissions for using the AWS Glue Studio console.

To create your own policy, follow the steps documented in Create an IAM Policy for the AWS Glue

Service in the AWS Glue Developer Guide. Include the IAM permissions described previously in
Review IAM permissions needed for the AWS Glue Studio user.

Topics

« Attach policies to the AWS Glue Studio user

« Create an IAM policy for roles not named "AWSGlueServiceRole*"

Attach policies to the AWS Glue Studio user

Any AWS user that signs in to the AWS Glue Studio console must have permissions to access
specific resources. You provide those permissions by using assigning IAM policies to the user.

To attach the AWSGlueConsoleFullAccess managed policy to a user

1. Sign in to the AWS Management Console and open the IAM console at https://
console.aws.amazon.com/iam/.

2. Inthe navigation pane, choose Policies.

3. In the list of policies, select the check box next to the AWSGlueConsoleFullAccess. You can use
the Filter menu and the search box to filter the list of policies.
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Choose Policy actions, and then choose Attach.

Choose the user to attach the policy to. You can use the Filter menu and the search box to
filter the list of principal entities. After choosing the user to attach the policy to, choose
Attach policy.

Repeat the previous steps to attach additional policies to the user, as needed.

Create an IAM policy for roles not named "AWSGlueServiceRole*"

To configure an IAM policy for roles used by AWS Glue Studio

1.

Sign in to the AWS Management Console and open the IAM console at https://
console.aws.amazon.com/iam/.

Add a new IAM policy. You can add to an existing policy or create a new IAM inline policy. To
create an IAM policy:

1. Choose Policies, and then choose Create Policy. If a Get Started button appears, choose it,
and then choose Create Policy.

2. Next to Create Your Own Policy, choose Select.

3. For Policy Name, type any value that is easy for you to refer to later. Optionally, type
descriptive text in Description.

4. For Policy Document, type a policy statement with the following format, and then choose
Create Policy:

Copy and paste the following blocks into the policy under the "Statement" array, replacing my -
interactive-session-role-prefix with the prefix for all common roles to associate with
permissions for AWS Glue.

"Action": [
"iam:PassRole"
1,
"Effect": "Allow",
"Resource": "arn:aws:iam::*:role/my-interactive-session-role-prefix*",
"Condition": {
"StringlLike": {
"iam:PassedToService": [
"glue.amazonaws.com
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Here is the full example with the Version and Statement arrays included in the policy

"Version": "2012-10-17",
"Statement": [

{
"Action": [
"iam:PassRole"
1,
"Effect": "Allow",
"Resource": "arn:aws:iam::*:role/my-interactive-session-role-prefix*",
"Condition": {
"StringlLike": {
"iam:PassedToService": [
"glue.amazonaws.com "
]
}
}
}

4. To enable the policy for a user, choose Users.

5. Choose the user to whom you want to attach the policy.

Configure a VPC for your ETL job

You can use Amazon Virtual Private Cloud (Amazon VPC) to define a virtual network in your own
logically isolated area within the AWS Cloud, known as a virtual private cloud (VPC). You can launch
your AWS resources, such as instances, into your VPC. Your VPC closely resembles a traditional
network that you might operate in your own data center, with the benefits of using the scalable
infrastructure of AWS. You can configure your VPC; you can select its IP address range, create
subnets, and configure route tables, network gateways, and security settings. You can connect
instances in your VPC to the internet. You can connect your VPC to your own corporate data center,
making the AWS Cloud an extension of your data center. To protect the resources in each subnet,
you can use multiple layers of security, including security groups and network access control lists.
For more information, see the Amazon VPC User Guide.
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You can configure your AWS Glue ETL jobs to run within a VPC when using connectors. You must
configure your VPC for the following, as needed:

» Public network access for data stores not in AWS. All data stores that are accessed by the job
must be available from the VPC subnet.

« If your job needs to access both VPC resources and the public internet, the VPC needs to have a
network address translation (NAT) gateway inside the VPC.

For more information, see Setting Up Your Environment to Access Data Stores in the AWS Glue
Developer Guide.

Getting started with notebooks in AWS Glue Studio

When you start a notebook through AWS Glue Studio, all the configuration steps are done for you
so that you can explore your data and start developing your job script after only a few seconds.

The following sections describe how to create a role and grant the appropriate permissions to use
notebooks in AWS Glue Studio for ETL jobs.

Topics

» Granting permissions for the IAM role

Granting permissions for the IAM role
Setting up AWS Glue Studio is a pre-requisite to using notebooks.

To use notebooks in AWS Glue, your role requires the following:
« A trust relationship with AWS Glue for the sts:AssumeRole action and, if you want tagging
then sts:TagSession.

« An IAM policy containing all the API operations for notebooks, AWS Glue, and interactive
sessions.

» An IAM policy for a pass role since the role needs to be able to pass itself from the notebook to
interactive sessions.

Getting started with notebooks in AWS Glue Studio 44


https://docs.aws.amazon.com/glue/latest/dg/start-connecting.html

AWS Glue User Guide

For example, when you create a new role, you can add a standard AWS managed policy like
AWSGlueConsoleFullAccessRole to the role, and then add a new policy for the notebook
operations and another for the IAM PassRole policy.

Actions needed for a trust relationship with AWS Glue

When starting a notebook session, you must add the sts:AssumeRole to the trust relationship
of the role that is passed to the notebook. If your session includes tags, you must also pass the
sts:TagSession action. Without these actions, the notebook session cannot start.

For example:

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "glue.amazonaws.com"
},
"Action": "sts:AssumeRole"
}
]
}

Policies containing the API operations for notebooks

The following sample policy describes the required AWS IAM permissions for notebooks. If you are
creating a new role, create a policy that contains the following:

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"glue:StartNotebook",
"glue:TerminateNotebook",
"glue:GlueNotebookRefreshCredentials",
"glue:DeregisterDataPreview",
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"glue:GetNotebookInstanceStatus",
"glue:GlueNotebookAuthorize"
iF

"Resource": "*"

You can use the following IAM policies to allow access to specific resources:

o AwsGlueSessionUserRestrictedNotebookServiceRole: Provides full access to all AWS Glue resources
except for sessions. Allows users to create and use only the notebook sessions that are associated
with the user. This policy also includes other permissions needed by AWS Glue to manage AWS
Glue resources in other AWS services.

o AwsGlueSessionUserRestrictedNotebookPolicy: Provides permissions that allows users to create
and use only the notebook sessions that are associated with the user. This policy also includes
permissions to explicitly allow users to pass a restricted AWS Glue session role.

IAM policy to pass a role

When you create a notebook with a role, that role is then passed to interactive sessions so that the
same role can be used in both places. As such, the iam:PassRole permission needs to be part of
the role's policy.

Create a new policy for your role using the following example. Replace the account number with
your own and the role name.

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": "iam:PassRole",
"Resource": "arn:aws:iam: :090000000210:role/<role_name>"
}
]
}
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Getting started with the AWS Glue Data Catalog

The AWS Glue Data Catalog is your persistent technical metadata store. It is a managed service that
you can use to store, annotate, and share metadata in the AWS Cloud. For more information, see
AWS Glue Data Catalog.

The AWS Glue console and some user interfaces were recently updated.

Overview

You can use this tutorial to create your first AWS Glue Data Catalog, which uses an Amazon S3
bucket as your data source.

In this tutorial, you'll do the following using the AWS Glue console:

1. Create a database
2. Create a table

3. Use an Amazon S3 bucket as a data source

After completing these steps, you will have successfully used an Amazon S3 bucket as the data
source to populate the AWS Glue Data Catalog.

Step 1: Create a database

To get started, sign in to the AWS Management Console and open the AWS Glue console.

To create a database using the AWS Glue console:

1. In the AWS Glue console, choose Databases under Data catalog from the left-hand menu.
2. Choose Add database.

3. Inthe Create a database page, enter a name for the database. In the Location - optional
section, set the URI location for use by clients of the Data Catalog. If you don't know this, you
can continue with creating the database.

4. (Optional). Enter a description for the database.

5. Choose Create database.
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Congratulations, you've just set up your first database using the AWS Glue console. Your new
database will appear in the list of available databases. You can edit the database by choosing the
database's name from the Databases dashboard.

Next steps
Other ways to create a database:

You just created a database using the AWS Glue console, but there are other ways to create a
database:

» You can use crawlers to create a database and tables for you automatically. To set up a database
using crawlers, see Working with Crawlers in the AWS Glue Console.

» You can use AWS CloudFormation templates. See Creating AWS Glue Resources Using AWS Glue
Data Catalog Templates.

« You can also create a database using the AWS Glue Database API operations.

To create a database using the create operation, structure the request by including the
DatabaselInput (required) parameters.

For example:

The following are examples of how you can use the CLI, Boto3, or DDL to define a table based
on the same flights_data.csv file from the S3 bucket that you used in the tutorial.

CLI

aws glue create-database --database-input "{\"Name\":\"clidb\"}"

Boto3

glueClient = boto3.client('glue')

response = glueClient.create_database(
DatabaseInput={
'"Name': 'boto3db'
}
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For more information about the Database API data types, structure, and operations, see Database
API.

Next Steps
In the next section, you'll create a table and add that table to your database.

You can also explore the settings and permissions for your Data Catalog. See Working with Data
Catalog Settings in the AWS Glue Console.

Step 2. Create a table

In this step, you create a table using the AWS Glue console.

1. In the AWS Glue console, choose Tables in the left-hand menu.

2. Choose Add table.

3. Set your table's properties by entering a name for your table in Table details.
4

In the Databases section, choose the database that you created in Step 1 from the drop-down
menu.

d

In Add a data store section, S3 will be selected by default as the type of source.
6. For Data is located in, choose Specified path in another account.

7. Copy and paste the path for the Include path input field:

s3://crawler-public-us-west-2/flight/2016/csv/

8. In the section Data format, for Classification, choose CSV. and for Delimiter, choose comma
(,). Choose Next.

9. You are asked to define a schema. A schema defines the structure and format of a data record.
Choose Add column. (For more information, see See Schema registries).

10. Specify the column properties:

a. Enter a column name.
b. For Column type, 'string' is already selected by default.
¢. For Column number, '1' is already selected by default.
d. Choose Add.
11. You are asked to add partition indexes. This is optional. To skip this step, choose Next.

12. A summary of the table properties is displayed. If everything looks as expected, choose Create.
Otherwise, choose Back and make edits as needed.
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Congratulations, you've successfully created a table manually and associated it to a database. Your
newly created table will appear in the Tables dashboard. From the dashboard, you can modify and
manage all your tables.

For more information, see Working with Tables in the AWS Glue Console.

Next steps

Next steps

Now that the Data Catalog is populated, you can begin authoring jobs in AWS Glue. See Building
visual ETL jobs with AWS Glue Studio.

In addition to using the console, there are other ways to define tables in the Data Catalog
including:

» Creating and running a crawler

» Adding classifiers to a crawler in AWS Glue
« Using the AWS Glue Table API
« Using the AWS Glue Data Catalog template

« Migrating an Apache Hive metastore
» Using the AWS CLI, Boto3, or data definition language (DDL)

The following are examples of how you can use the CLI, Boto3, or DDL to define a table based
on the same flights_data.csv file from the S3 bucket that you used in the tutorial.

See the documentation on how to structure an AWS CLI command. The CLI example contains
the JSON syntax for the 'aws glue create-table --table-input' value.

CLI

"Name": "flights_data_cli",
"StorageDescriptor": {
"Columns": [

{
"Name": "year",
"Type": "bigint"
}I
{

"Name": "quarter",
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IlTypell: Ilbigintll

}
1,
"Location": "s3://crawler-public-us-west-2/flight/2016/csv",
"InputFormat": "org.apache.hadoop.mapred.TextInputFormat",
"OutputFormat":

"org.apache.hadoop.hive.ql.io.HiveIgnoreKeyTextOutputFormat",
"Compressed": false,
"NumberOfBuckets": -1,
"SerdeInfo": {
"SerializationLibrary":
"org.apache.hadoop.hive.serde2.lazy.LazySimpleSerDe",
"Parameters": {
"field.delim": ",",

"serialization.format": ","
}
}
},
"PartitionKeys": [
{
"Name": "mon",
"Type": "string"
}
1,

"TableType": "EXTERNAL_TABLE",
"Parameters": {
"EXTERNAL": "TRUE",
"classification": "csv",

"columnsOrdered": "true",
"compressionType": '"none",
"delimiter": ",",
"skip.header.line.count": "1",

"typeOfData": "file"

Boto3

import boto3

glue_client = boto3.client("glue")
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response = glue_client.create_table(
DatabaseName='sampledb',
TableInput={
'Name': 'flights_data_manual’,
'StorageDescriptor': {
"Columns': [{

'Name': 'year',

'Type': 'bigint'
3, {

'Name': 'quarter',

'Type': 'bigint'
1,
'Location': 's3://crawler-public-us-west-2/flight/2016/csv’,
'InputFormat': 'org.apache.hadoop.mapred.TextInputFormat',
'OutputFormat':

'org.apache.hadoop.hive.ql.io.HiveIgnoreKeyTextOutputFormat',
'Compressed': False,
'NumberOfBuckets': -1,
'SerdeInfo': {
'SerializationLibrary':
'org.apache.hadoop.hive.serde2.lazy.LazySimpleSerDe',
'Parameters': {
'field.delim': ','

’ ’

'serialization.format': ',

’

}
I

},

'PartitionKeys': [{
'Name': 'mon',
'Type': 'string'

1,

'TableType': 'EXTERNAL_TABLE',
'Parameters’': {
'"EXTERNAL': 'TRUE',

'classification': 'csv',
'columnsOrdered’': 'true',
'compressionType': 'none',
'delimiter': ', "',
'skip.header.line.count': '1"',
'typeOfData': 'file'

}

}
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DDL

CREATE EXTERNAL TABLE “sampledb’. flights_data’ (
‘year' bigint,
‘quarter’ bigint)
PARTITIONED BY (
‘mon’ string)
ROW FORMAT DELIMITED
FIELDS TERMINATED BY ',
STORED AS INPUTFORMAT
'org.apache.hadoop.mapred.TextInputFormat'
OUTPUTFORMAT
'org.apache.hadoop.hive.ql.io.HiveIgnoreKeyTextOutputFormat'
LOCATION
's3://crawler-public-us-west-2/flight/2016/csv/"'
TBLPROPERTIES (
'classification'='csv',
'columnsOrdered'="true"',

'compressionType'="'none',

'delimiter'=",",
'skip.header.line.count'="'1",
'typeOfData'="'file")

Setting up network access to data stores

To run your extract, transform, and load (ETL) jobs, AWS Glue must be able to access your data
stores. If a job doesn't need to run in your virtual private cloud (VPC) subnet—for example,
transforming data from Amazon S3 to Amazon S3—no additional configuration is needed.

If a job needs to run in your VPC subnet—for example, transforming data from a JDBC data store
in a private subnet—AWS Glue sets up elastic network interfaces that enable your jobs to connect

securely to other resources within your VPC. Each elastic network interface is assigned a private
IP address from the IP address range within the subnet you specified. No public IP addresses are
assigned. Security groups specified in the AWS Glue connection are applied on each of the elastic
network interfaces. For more information, see Setting up Amazon VPC for JDBC connections to
Amazon RDS data stores from AWS Glue.
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All JDBC data stores that are accessed by the job must be available from the VPC subnet. To access
Amazon S3 from within your VPC, a VPC endpoint is required. If your job needs to access both VPC
resources and the public internet, the VPC needs to have a Network Address Translation (NAT)
gateway inside the VPC.

A job or development endpoint can only access one VPC (and subnet) at a time. If you need to
access data stores in different VPCs, you have the following options:

» Use VPC peering to access the data stores. For more about VPC peering, see VPC Peering Basics

« Use an Amazon S3 bucket as an intermediary storage location. Split the work into two jobs, with
the Amazon S3 output of job 1 as the input to job 2.

For details on how to connect to a Amazon Redshift data store using Amazon VPC, see the section
called “"Configure Redshift".

For details on how to connnect to Amazon RDS data stores using Amazon VPC, see the section
called "Setting up Amazon VPC to connect to Amazon RDS data stores”.

Once necessary rules are set in Amazon VPC, you create a connection in AWS Glue with the
necessary properties to connect to your data stores. For more information about the connection,
see Connecting to data.

(@ Note

Make sure you set up your DNS environment for AWS Glue. For more information, see
Setting up DNS in your VPC.

Topics

» Setting up a VPC to connect to PyPI for AWS Glue

o Setting up DNS in your VPC

Setting up a VPC to connect to PyPI for AWS Glue

The Python Package Index (PyPl) is a repository of software for the Python programming language.
This topic addresses the details needed to support the use of pip installed packages (as specified by
the session creator using the --additional-python-modules flag).
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Using AWS Glue interactive sessions with a connector results in the use of VPC network via the
subnet specified for the connector. Consequently AWS services and other network destinations are
not available unless you set up a special configuration.

The resolutions to this issue include:

« Use of an internet gateway which is reachable by your session.

« Set up and use of an S3 bucket with a PyPl/simple repo containing the transitive closure of a
package set's dependencies.

» Use of a CodeArtifact repository which is mirroring PyPl and attached to your VPC.

Setting up an internet gateway

The technical aspects are detailed in NAT gateway use cases but note these requirements for using

--additional-python-modules. Specifically, --additional-python-modules requires
access to pypi.org which is determined by the configuration of your VPC. Note the following
requirements:

1. The requirement of installing additional python modules via pip install for a user's session. If the
session uses a connector, your configuration may be affected.

2. When a connector is being used with --additional-python-modules, when the session is
started the subnet associated with the connector's PhysicalConnectionRequirements has
to provide a network path for reaching pypi.org.

3. You must determine whether or not your configuration is correct.

Setting up an Amazon S3 bucket to host a targeted PyPl/simple repo
This example sets up a PyPI mirror in Amazon S3 for a set of packages and their dependencies.

To set up the PyPI mirror for a set of packages:

# pip download all the dependencies

pip download -d s3pypi --only-binary :all: plotly gglplot

pip download -d s3pypi --platform manylinux_2_17_x86_64 --only-binary :all: psycopg2-
binary

# create and upload the pypi/simple index and wheel files to the s3 bucket

s3pypi -b test-domain-name --put-root-index -v s3pypi/*
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If you already have an existing artifact repository, it will have an index URL for pip's use that you
can provide in place of the example URL for the Amazon S3 bucket as above.

To use the custom index-url, with some example packages:

%%configure

~

"--additional-python-modules": "psycopg2_binary==2.9.5",
"python-modules-installer-option": "--no-cache-dir --verbose --index-url https://
test-domain-name.s3.amazonaws.com/ --trusted-host test-domain-name.s3.amazonaws.com"

}

Setting up a CodeArtifact mirror of pypi attached to your VPC
To set up a mirror:
1. Create a repository in the same region as the subnet used by the connector.

Select Public upstream repositories and choose pypi-store.
2. Provide access to the repository from the VPC for the subnet.

3. Specify the correct --index-url using the python-modules-installer-option.

%%configure

-~

"--additional-python-modules": "psycopg2_binary==2.9.5",
"python-modules-installer-option": "--no-cache-dir --verbose --index-url https://
test-domain-name.s3.amazonaws.com/ --trusted-host test-domain-name.s3.amazonaws.com"

}

For more information, see Use CodeArtifact from a VPC.

Setting up DNS in your VPC

Domain Name System (DNS) is a standard by which names used on the internet are resolved to

their corresponding IP addresses. A DNS hostname uniquely names a computer and consists of

a host name and a domain name. DNS servers resolve DNS hostnames to their corresponding IP
addresses.

To set up DNS in your VPC, ensure that DNS hostnames and DNS resolution are both enabled
in your VPC. The VPC network attributes enableDnsHostnames and enableDnsSupport
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must be set to true. To view and modify these attributes, go to the VPC console at https://
console.aws.amazon.com/vpc/.

For more information, see Using DNS with your VPC. Also, you can use the AWS CLI and call the
modify-vpc-attribute command to configure the VPC network attributes.

(@ Note

If you are using Route 53, confirm that your configuration does not override DNS network
attributes.

Setting up encryption in AWS Glue

The following example workflow highlights the options to configure when you use encryption with
AWS Glue. The example demonstrates the use of specific AWS Key Management Service (AWS KMS)
keys, but you might choose other settings based on your particular needs. This workflow highlights
only the options that pertain to encryption when setting up AWS Glue.

1. If the user of the AWS Glue console doesn't use a permissions policy that allows all AWS Glue
API operations (for example, "glue: *"), confirm that the following actions are allowed:

e "glue:GetDataCatalogEncryptionSettings"
e "glue:PutDataCatalogEncryptionSettings"
e "glue:CreateSecurityConfiguration"

e "glue:GetSecurityConfiguration"

« "glue:GetSecurityConfigurations"

e "glue:DeleteSecurityConfiguration"

2. Any client that accesses or writes to an encrypted catalog—that is, any console user, crawler, job,
or development endpoint—needs the following permissions.

{
"Version": "2012-10-17",
"Statement": {

"Effect": "Allow",

"Action": [
"kms:GenerateDataKey",
"kms:Decrypt",
"kms:Encrypt"
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]I

"Resource": "<key-arns-used-for-data-catalog>"

3. Any user or role that accesses an encrypted connection password needs the following
permissions.

{
"Version": "2012-10-17",
"Statement": {
"Effect": "Allow",

"Action": [
"kms:Decrypt"
1,
"Resource": '"<key-arns-used-for-password-encryption>"
}

4. The role of any extract, transform, and load (ETL) job that writes encrypted data to Amazon S3
needs the following permissions.

{
"Version": "2012-10-17",

"Statement": {
"Effect": "Allow",
"Action": [
"kms:Decrypt",
"kms:Encrypt",
"kms:GenerateDataKey"

1,

"Resource": '"<key-arns-used-for-s3>"

5. Any ETL job or crawler that writes encrypted Amazon CloudWatch Logs requires the following
permissions in the key and 1AM policies.

In the key policy (not the IAM policy):

"Effect": "Allow",
"Principal": {
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"Service": "logs.region.amazonaws.com"
I
"Action": [
"kms:Encrypt*",
"kms:Decrypt*",
"kms:ReEncrypt*",
"kms:GenerateDataKey*",
"kms:Describe*"
1,

"Resource": "<arn of key used for ETL/crawler cloudwatch encryption>"

}

For more information about key policies, see Using Key Policies in AWS KMS in the AWS Key

Management Service Developer Guide.

In the 1AM policy attach the 1logs:AssociateKmsKey permission:

{
"Effect": "Allow",
"Principal": {
"Service": "logs.region.amazonaws.com"
1,
"Action": [
"logs:AssociateKmsKey"
1,
"Resource": "<arn of key used for ETL/crawler cloudwatch encryption>"
}

6. Any ETL job that uses an encrypted job bookmark needs the following permissions.

{
"Version": "2012-10-17",

"Statement": {
"Effect": "Allow",
"Action": [

"kms:Decrypt",
"kms:Encrypt"
1,

"Resource": '"<key-arns-used-for-job-bookmark-encryption>"

7. On the AWS Glue console, choose Settings in the navigation pane.
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a. On the Data catalog settings page, encrypt your Data Catalog by selecting Metadata
encryption. This option encrypts all the objects in the Data Catalog with the AWS KMS key
that you choose.

b. For AWS KMS key, choose aws/glue. You can also choose a AWS KMS key that you created.

/A Important

AWS Glue supports only symmetric customer master keys (CMKs). The AWS KMS key
list displays only symmetric keys. However, if you select Choose a AWS KMS key ARN,
the console lets you enter an ARN for any key type. Ensure that you enter only ARNs for
symmetric keys.

When encryption is enabled, the client that is accessing the Data Catalog must have AWS KMS
permissions.

8. In the navigation pane, choose Security configurations. A security configuration is a set of
security properties that can be used to configure AWS Glue processes. Then choose Add security
configuration. In the configuration, choose any of the following options:

a. Select S3 encryption. For Encryption mode, choose SSE-KMS. For the AWS KMS key, choose
aws/s3 (ensure that the user has permission to use this key). This enables data written by the
job to Amazon S3 to use the AWS managed AWS Glue AWS KMS key.

b. Select CloudWatch logs encryption, and choose a CMK. (Ensure that the user has permission
to use this key). For more information, see Encrypt Log Data in CloudWatch Logs Using AWS
KMS in the AWS Key Management Service Developer Guide.

/A Important

AWS Glue supports only symmetric customer master keys (CMKs). The AWS KMS key
list displays only symmetric keys. However, if you select Choose a AWS KMS key ARN,
the console lets you enter an ARN for any key type. Ensure that you enter only ARNs
for symmetric keys.

¢. Choose Advanced properties, and select Job bookmark encryption. For the AWS KMS
key, choose aws/glue (ensure that the user has permission to use this key). This enables
encryption of job bookmarks written to Amazon S3 with the AWS Glue AWS KMS key.

9. In the navigation pane, choose Connections.
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a. Choose Add connection to create a connection to the Java Database Connectivity (JDBC) data
store that is the target of your ETL job.

b. To enforce that Secure Sockets Layer (SSL) encryption is used, select Require SSL connection,
and test your connection.

10In the navigation pane, choose Jobs.
a. Choose Add job to create a job that transforms data.
b. In the job definition, choose the security configuration that you created.

110n the AWS Glue console, run your job on demand. Verify that any Amazon S3 data written by
the job, the CloudWatch Logs written by the job, and the job bookmarks are all encrypted.

Setting up networking for development for AWS Glue

To run your extract, transform, and load (ETL) scripts with AWS Glue, you can develop and test
your scripts using a development endpoint. Development endpoints are not supported for use with
AWS Glue version 2.0 jobs. For versions 2.0 and later, the preferred development method is using
Jupyter Notebook with one of the AWS Glue kernels. For more information, see the section called

“Getting started with AWS Glue interactive sessions”.

Setting up your network for a development endpoint

When you set up a development endpoint, you specify a virtual private cloud (VPC), subnet, and
security groups.

(® Note

Make sure you set up your DNS environment for AWS Glue. For more information, see
Setting up DNS in your VPC.

To enable AWS Glue to access required resources, add a row in your subnet route table to associate
a prefix list for Amazon S3 to the VPC endpoint. A prefix list ID is required for creating an outbound
security group rule that allows traffic from a VPC to access an AWS service through a VPC endpoint.
To ease connecting to a notebook server that is associated with this development endpoint,

from your local machine, add a row to the route table to add an internet gateway ID. For more
information, see VPC Endpoints. Update the subnet routes table to be similar to the following
table:

Setting up networking for development 61


https://docs.aws.amazon.com/vpc/latest/userguide/vpc-endpoints.html

AWS Glue User Guide

Destination Target
10.0.0.0/16 local
pl-id for Amazon S3 vpce-id

0.0.0.0/0 IgW-XXXX

To enable AWS Glue to communicate between its components, specify a security group with a self-

referencing inbound rule for all TCP ports. By creating a self-referencing rule, you can restrict the

source to the same security group in the VPC, and it's not open to all networks. The default security

group for your VPC might already have a self-referencing inbound rule for ALL Traffic.

To set up a security group

1.

Sign in to the AWS Management Console and open the Amazon EC2 console at https://
console.aws.amazon.com/ec2/.

In the left navigation pane, choose Security Groups.

Either choose an existing security group from the list, or Create Security Group to use with the
development endpoint.

In the security group pane, navigate to the Inbound tab.

Add a self-referencing rule to allow AWS Glue components to communicate. Specifically, add
or confirm that there is a rule of Type A11 TCP, Protocol is TCP, Port Range includes all ports,
and whose Source is the same security group name as the Group ID.

The inbound rule looks similar to this:

Type Protocol Port range Source

ALl TCP TCP 0-65535 Security-group

The following shows an example of a self-referencing inbound rule:
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6.

Add a rule to for outbound traffic also. Either open outbound traffic to all ports, or create a
self-referencing rule of Type A11 TCP, Protocol is TCP, Port Range includes all ports, and
whose Source is the same security group name as the Group ID.

The outbound rule looks similar to one of these rules:

Type Protocol Port range Destination
AlL TCP TCP 0-65535 Security-group
All Traffic ALL ALL 0.0.0.0/0

Setting up Amazon EC2 for a notebook server

With a development endpoint, you can create a notebook server to test your ETL scripts with
Jupyter notebooks. To enable communication to your notebook, specify a security group with
inbound rules for both HTTPS (port 443) and SSH (port 22). Ensure that the rule's source is either
0.0.0.0/0 or the IP address of the machine that is connecting to the notebook.

To set up a security group

1.

Sign in to the AWS Management Console and open the Amazon EC2 console at https://
console.aws.amazon.com/ec2/.

In the left navigation pane, choose Security Groups.

Either choose an existing security group from the list, or Create Security Group to use with
your notebook server. The security group that is associated with your development endpoint is
also used to create your notebook server.

In the security group pane, navigate to the Inbound tab.

Add inbound rules similar to this:

Type Protocol Port range Source
SSH TCP 22 0.0.0.0/0
HTTPS TCP 443 0.0.0.0/0
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The following shows an example of the inbound rules for the security group:

Security Group: sg-19e1b768

Description Inbound Outbound Tags
Edit
Type (i Protocol (i Port Range (i Source (i
SSH TCP 22 0.0.0.0/0
HTTPS TCP 443 0.0.0.0/0
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Data Catalog and crawlers in AWS Glue

The AWS Glue Data Catalog contains references to data that is used as sources and targets of your
extract, transform, and load (ETL) jobs in AWS Glue. To create your data warehouse or data lake,
you must catalog this data. The AWS Glue Data Catalog is an index to the location, schema, and
runtime metrics of your data. You use the information in the Data Catalog to create and monitor
your ETL jobs. Information in the Data Catalog is stored as metadata tables, where each table
specifies a single data store. Typically, you run a crawler to take inventory of the data in your

data stores, but there are other ways to add metadata tables into your Data Catalog. For more
information, see AWS Glue tables.

The following workflow diagram shows how AWS Glue crawlers interact with data stores and other
elements to populate the Data Catalog.
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The following is the general workflow for how a crawler populates the AWS Glue Data Catalog:

1. A crawler runs any custom classifiers that you choose to infer the format and schema of your

data. You provide the code for custom classifiers, and they run in the order that you specify.

The first custom classifier to successfully recognize the structure of your data is used to create a
schema. Custom classifiers lower in the list are skipped.

. If no custom classifier matches your data's schema, built-in classifiers try to recognize your data's

schema. An example of a built-in classifier is one that recognizes JSON.

. The crawler connects to the data store. Some data stores require connection properties for

crawler access.

. The inferred schema is created for your data.

. The crawler writes metadata to the Data Catalog. A table definition contains metadata about the

data in your data store. The table is written to a database, which is a container of tables in the
Data Catalog. Attributes of a table include classification, which is a label created by the classifier
that inferred the table schema.

Topics

AWS Glue databases

AWS Glue tables

Working with Data Catalog settings on the AWS Glue console

Creating tables, updating the schema, and adding new partitions in the Data Catalog from AWS
Glue ETL jobs

Defining crawlers in AWS Glue

Adding classifiers to a crawler in AWS Glue

AWS Glue Schema Registry

Tutorial: Adding an AWS Glue crawler

AWS Glue databases

Databases are used to organize metadata tables in the AWS Glue. When you define a table in the
AWS Glue Data Catalog, you add it to a database. A table can be in only one database.
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Your database can contain tables that define data from many different data stores. This data can
include objects in Amazon Simple Storage Service (Amazon S3) and relational tables in Amazon
Relational Database Service.

® Note

When you delete a database from the AWS Glue Data Catalog, all the tables in the
database are also deleted.

For more information about defining a database using the AWS Glue console, see Working with

databases on the AWS Glue console.

Database resource links

The AWS Glue console was recently updated. The current version of the console does not
support Database Resource Links.

The Data Catalog can also contain resource links to databases. A database resource link is a link to a
local or shared database. Currently, you can create resource links only in AWS Lake Formation. After
you create a resource link to a database, you can use the resource link name wherever you would
use the database name. Along with databases that you own or that are shared with you, database
resource links are returned by glue:GetDatabases() and appear as entries on the Databases
page of the AWS Glue console.

The Data Catalog can also contain table resource links.

For more information about resource links, see Creating Resource Links in the AWS Lake Formation
Developer Guide.

Working with databases on the AWS Glue console

A database in the AWS Glue Data Catalog is a container that holds tables. You use databases to
organize your tables into separate categories. Databases are created when you run a crawler or
add a table manually. The database list in the AWS Glue console displays descriptions for all your
databases.
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To view the list of databases, sign in to the AWS Management Console and open the AWS Glue
console at https://console.aws.amazon.com/glue/. Choose Databases, and then choose a database
name in the list to view the details.

From the Databases tab in the AWS Glue console, you can add, edit, and delete databases:

» To create a new database, choose Add database and provide a name and description. For
compatibility with other metadata stores, such as Apache Hive, the name is folded to lowercase
characters.

(@ Note

If you plan to access the database from Amazon Athena, then provide a name with only
alphanumeric and underscore characters. For more information, see Athena names.

» To edit the description for a database, select the check box next to the database name and
choose Edit.

« To delete a database, select the check box next to the database name and choose Remove.

» To display the list of tables contained in the database, choose the database name and the
database properties will display all tables in the database.

To change the database that a crawler writes to, you must change the crawler definition. For more
information, see Defining crawlers in AWS Glue.

AWS Glue tables

You can add table definitions to the Data Catalog in the following ways:

« Run a crawler that connects to one or more data stores, determines the data structures, and
writes tables into the Data Catalog. The crawler uses built-in or custom classifiers to recognize
the structure of the data. You can run your crawler on a schedule. For more information, see
Defining crawlers in AWS Glue.

» Use the AWS Glue console to manually create a table in the AWS Glue Data Catalog. For more
information, see Working with tables on the AWS Glue console.

e Use the CreateTable operation in the AWS Glue API to create a table in the AWS Glue Data
Catalog. For more information, see CreateTable action (Python: create_table).
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« Use AWS CloudFormation templates. For more information, see AWS CloudFormation for AWS

Glue.

« Migrate an Apache Hive metastore. For more information, see Migration between the Hive
Metastore and the AWS Glue Data Catalog on GitHub.

When you define a table manually using the console or an API, you specify the table schema and
the value of a classification field that indicates the type and format of the data in the data source.
If a crawler creates the table, the data format and schema are determined by either a built-in
classifier or a custom classifier. For more information about creating a table using the AWS Glue
console, see Working with tables on the AWS Glue console.

Topics

« Table partitions

« Table resource links

« Updating manually created Data Catalog tables using crawlers

» Data Catalog table properties

« Working with tables on the AWS Glue console

» Working with partition indexes in AWS Glue

« Working with column statistics

Table partitions

An AWS Glue table definition of an Amazon Simple Storage Service (Amazon S3) folder can
describe a partitioned table. For example, to improve query performance, a partitioned table might
separate monthly data into different files using the name of the month as a key. In AWS Glue, table
definitions include the partitioning key of a table. When AWS Glue evaluates the data in Amazon
S3 folders to catalog a table, it determines whether an individual table or a partitioned table is
added.

You can create partition indexes on a table to fetch a subset of the partitions instead of loading all
the partitions in the table. For information about working with partition indexes, see Working with

partition indexes in AWS Glue.

All the following conditions must be true for AWS Glue to create a partitioned table for an Amazon
S3 folder:
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» The schemas of the files are similar, as determined by AWS Glue.
e The data format of the files is the same.

« The compression format of the files is the same.

For example, you might own an Amazon S3 bucket named my-app-bucket, where you store both
iOS and Android app sales data. The data is partitioned by year, month, and day. The data files for
iOS and Android sales have the same schema, data format, and compression format. In the AWS
Glue Data Catalog, the AWS Glue crawler creates one table definition with partitioning keys for
year, month, and day.

The following Amazon S3 listing of my-app-bucket shows some of the partitions. The = symbol is
used to assign partition key values.

my-app-bucket/Sales/year=2010/month=feb/day=1/i0S.csv
my-app-bucket/Sales/year=2010/month=feb/day=1/Android.csv
my-app-bucket/Sales/year=2010/month=feb/day=2/i0S.csv
my-app-bucket/Sales/year=2010/month=feb/day=2/Android.csv

my-app-bucket/Sales/year=2017/month=feb/day=4/i0S.csv
my-app-bucket/Sales/year=2017/month=feb/day=4/Android.csv

Table resource links

The AWS Glue console was recently updated. The current version of the console does not
support Table Resource Links.

The Data Catalog can also contain resource links to tables. A table resource link is a link to a local or
shared table. Currently, you can create resource links only in AWS Lake Formation. After you create
a resource link to a table, you can use the resource link name wherever you would use the table
name. Along with tables that you own or that are shared with you, table resource links are returned
by glue:GetTables() and appear as entries on the Tables page of the AWS Glue console.

The Data Catalog can also contain database resource links.

For more information about resource links, see Creating Resource Links in the AWS Lake Formation

Developer Guide.
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Updating manually created Data Catalog tables using crawlers

You might want to create AWS Glue Data Catalog tables manually and then keep them updated
with AWS Glue crawlers. Crawlers running on a schedule can add new partitions and update
the tables with any schema changes. This also applies to tables migrated from an Apache Hive
metastore.

To do this, when you define a crawler, instead of specifying one or more data stores as the source
of a crawl, you specify one or more existing Data Catalog tables. The crawler then crawls the
data stores specified by the catalog tables. In this case, no new tables are created; instead, your
manually created tables are updated.

The following are other reasons why you might want to manually create catalog tables and specify
catalog tables as the crawler source:

» You want to choose the catalog table name and not rely on the catalog table naming algorithm.

» You want to prevent new tables from being created in the case where files with a format that
could disrupt partition detection are mistakenly saved in the data source path.

For more information, see Crawler source type.

Data Catalog table properties

Table properties, or parameters, as they are known in the AWS CLI, are unvalidated key and value
strings. You can set your own properties on the table to support uses of the Data Catalog outside
of AWS Glue. Other services using the Data Catalog may do so as well. AWS Glue sets some table
properties when running jobs or crawlers. Unless otherwise described, these properties are for
internal use, we do not support that they will continue to exist in their current form, or support
product behavior if these properties are manually changed.

For more information about table properties set by AWS Glue crawlers, see the section called

“Parameters set on Data Catalog tables by crawler”.

Working with tables on the AWS Glue console

A table in the AWS Glue Data Catalog is the metadata definition that represents the data in a data
store. You create tables when you run a crawler, or you can create a table manually in the AWS Glue
console. The Tables list in the AWS Glue console displays values of your table's metadata. You use
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table definitions to specify sources and targets when you create ETL (extract, transform, and load)
jobs.

(® Note

With recent changes to the AWS management console, you may need to modify your
existing IAM roles to have the SearchTables permission. For new role creation, the

SearchTables API permission has already been added as default.

To get started, sign in to the AWS Management Console and open the AWS Glue console at https://
console.aws.amazon.com/glue/. Choose the Tables tab, and use the Add tables button to create
tables either with a crawler or by manually typing attributes.

Adding tables on the console

To use a crawler to add tables, choose Add tables, Add tables using a crawler. Then follow the
instructions in the Add crawler wizard. When the crawler runs, tables are added to the AWS Glue
Data Catalog. For more information, see Defining crawlers in AWS Glue.

If you know the attributes that are required to create an Amazon Simple Storage Service (Amazon
S3) table definition in your Data Catalog, you can create it with the table wizard. Choose Add
tables, Add table manually, and follow the instructions in the Add table wizard.

When adding a table manually through the console, consider the following:

« If you plan to access the table from Amazon Athena, then provide a name with only
alphanumeric and underscore characters. For more information, see Athena names.

» The location of your source data must be an Amazon S3 path.

« The data format of the data must match one of the listed formats in the wizard. The
corresponding classification, SerDe, and other table properties are automatically populated
based on the format chosen. You can define tables with the following formats:

Avro

Apache Avro JSON binary format.
csv

Character separated values. You also specify the delimiter of either comma, pipe, semicolon,
tab, or Ctrl-A.
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JSON

JavaScript Object Notation.
XML

Extensible Markup Language format. Specify the XML tag that defines a row in the data.
Columns are defined within row tags.

Parquet

Apache Parquet columnar storage.

ORC

Optimized Row Columnar (ORC) file format. A format designed to efficiently store Hive data.
» You can define a partition key for the table.

« Currently, partitioned tables that you create with the console cannot be used in ETL jobs.

Table attributes

The following are some important attributes of your table:

Name

The name is determined when the table is created, and you can't change it. You refer to a table
name in many AWS Glue operations.

Database

The container object where your table resides. This object contains an organization of your
tables that exists within the AWS Glue Data Catalog and might differ from an organization
in your data store. When you delete a database, all tables contained in the database are also
deleted from the Data Catalog.

Description

The description of the table. You can write a description to help you understand the contents of
the table.

Table format

Specify creating a standard AWS Glue table, or a table in Apache Iceberg format.
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Enable compaction

Choose Enable compaction to compact small Amazon S3 objects in the table into larger
objects.

IAM role

To run compaction, the service assumes an 1AM role on your behalf. You can choose an IAM role
using the drop-down. Ensure that the role has the permissions required to enable compaction.

To learn more about the required permissions for the IAM role, see Table optimization

prerequisites .

Location

The pointer to the location of the data in a data store that this table definition represents.

Classification

A categorization value provided when the table was created. Typically, this is written when a
crawler runs and specifies the format of the source data.

Last updated

The time and date (UTC) that this table was updated in the Data Catalog.
Date added

The time and date (UTC) that this table was added to the Data Catalog.

Deprecated

If AWS Glue discovers that a table in the Data Catalog no longer exists in its original data

store, it marks the table as deprecated in the data catalog. If you run a job that references a
deprecated table, the job might fail. Edit jobs that reference deprecated tables to remove them
as sources and targets. We recommend that you delete deprecated tables when they are no
longer needed.

Connection

If AWS Glue requires a connection to your data store, the name of the connection is associated
with the table.
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Viewing and editing table details

To see the details of an existing table, choose the table name in the list, and then choose Action,
View details.

The table details include properties of your table and its schema. This view displays the schema of
the table, including column names in the order defined for the table, data types, and key columns
for partitions. If a column is a complex type, you can choose View properties to display details of

the structure of that field, as shown in the following example:

{
"StorageDescriptor":
{
"cols": {
"FieldSchema": [
{
"name": "primary-1",
"type": "CHAR",
"comment": ""
.
{
"name": "second ",
"type": "STRING",
"comment": ""
}
]
},
"location": "s3://aws-logs-111122223333-us-east-1",
"inputFormat": "",
"outputFormat": "org.apache.hadoop.hive.ql.io.HiveIgnoreKeyTextOutputFormat",
"compressed": "false",
"numBuckets": "0@",
"SerDeInfo": {
"name": "",
"serializationLib": "org.apache.hadoop.hive.serde2.0penCSVSerde",
"parameters": {
"separatorChar": "|"
}
},

"bucketCols": [],
"sortCols": [],

"parameters": {3},
"SkewedInfo": {3},
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"storedAsSubDirectories": "false"
.
"parameters": {

"classification": "csv"
}

For more information about the properties of a table, such as StorageDescriptor, see
StorageDescriptor structure.

To change the schema of a table, choose Edit schema to add and remove columns, change column
names, and change data types.

To compare different versions of a table, including its schema, choose Compare versions to see
a side-by-side comparison of two versions of the schema for a table. For more information, see
Compare table schema versions .

To display the files that make up an Amazon S3 partition, choose View partition. For Amazon S3
tables, the Key column displays the partition keys that are used to partition the table in the source
data store. Partitioning is a way to divide a table into related parts based on the values of a key
column, such as date, location, or department. For more information about partitions, search the
internet for information about "hive partitioning."

(® Note

To get step-by-step guidance for viewing the details of a table, see the Explore table
tutorial in the console.

Compare table schema versions

When you compare two versions of table schemas, you can compare nested row changes by
expanding and collapsing nested rows, compare schemas of two versions side-by-side, and view
table properties side-by-side.

To compare versions

1. From the AWS Glue console, choose Tables, then Actions and choose Compare versions.
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sole, or use the old console.

sl Version 38 (Current version) ¥ | Actions & |
nber 21, 2022 at 21:01:54

Explore

View properties

Compare versions

Manage

Edit table
Classification
csv

Edit schema

Delete table

Last updated
December 21, 2022 at 21:01:54

ib
hive.serde2.0penCSV5erde

2. Choose a version to compare by choosing the version drop-down menu. When comparing
schemas, the Schema tab is highlighted in orange.

3.  When you compare tables between two versions, the table schemas are presented to you
on the left and right side of the screen. This enables you to determine changes visually by
comparing the Column name, data type, key, and comment fields side-by-side. When there is a
change, a colored icon displays the type of change that was made.

« Deleted - displayed by a red icon indicates where the column was removed from a previous
version of the table schema.

« Edited or Moved - displayed by a blue icon indicates where the column was modified or
moved in a newer version of the table schema.

« Added - displayed by a green icon indicates where the column was added to a newer version
of the table schema.
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» Nested changes - displayed by a yellow icon indicates where the nested column contains
changes. Choose the column to expand and view the columns that have either been deleted,
edited, moved, or added.

Compare versions: cloudtrail_data

Version 0
Schema Properties.
Table fields (33)

Q Filter fields

| [ Field name
® eventversion
® [ useridentity
eventtime
eventsource
o eventname
awsregion
sourceipaddress
useragent
[ requestparameters
® bucketName
€] i Host
acl

lookupAttributes

startTime
endTime
maxResults
nextToken
filter
aggregateField
responseelements
additionaleventdata
requestid
Q eventid
readonly
[# resources
eventtype
managementevent
recipientaccountid
sharedeventid

eventcategory

sessioncredentialfromconsole

errorcode

errormessage

Legend

v | Lastupdated (UTC)
January 17,2023 at 19:08:58

Datatype | Key
string
struct
string
string
string
string
string
string
struct
string
string

string

array
string
string
int
string
struct
string
string
struct
string
string
boolean
array
string
boolean
string
string
string
string
string

string

| Comment

® Deleted

© Edited/Moved

© Added @ Nested Changes

Version 2 (Current version)

Schema Properties

Table fields (33)

Q Filter fields

| [ Field name

useridentity
eventtime
eventsource
©  eventname
awsregion
sourceipaddress
useragent

[ requestparameters

Q i Host
acl
@ omd
lookupAttributes
startTime
endTime
maxResults
nextToken
filter
aggregateField
responseelements
additionaleventdata

requestid

readonly

resources
eventtype
managementevent
recipientaccountid
sharedeventid

eventcategory

sessioncredentialfromconsole

errorcode
errormessage

[©] new_col

Q eventid

Deleted

v

Data type

struct
string
string
string
string
string
string

struct

int]

string
string
array
string
string
int

string
struct
string
string
struct

string

boolean
array
string
boolean
string
string
string
string
string
string
string

string

Last updated (UTC)

January 17, 2023 at 19:16:04

Key

©

Comment

o]

Use the filter fields search bar to display fields based on the characters you enter here. If you
enter a column name in either table version, the filtered fields are displayed in both table

versions to show you where the changes have occurred.

To compare properties, choose the Properties tab.

To stop comparing versions, choose Stop comparing to return to the list of tables.
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Optimizing Iceberg tables

The Amazon S3 data lakes using open table formats such as Apache Iceberg store the data

as Amazon S3 objects. Having thousands of small Amazon S3 objects in a data lake table
increases metadata overhead on Iceberg tables and affects the read performance. For better
read performance by AWS analytics services such as Amazon Athena and Amazon EMR, and AWS
Glue ETL jobs, AWS Glue Data Catalog provides managed compaction (a process that compacts
small Amazon S3 objects into larger objects) for Iceberg tables in Data Catalog. You can use AWS
Glue console, Lake Formation console, AWS CLI, or AWS API to enable or disable compaction for
individual Iceberg tables that are in the Data Catalog.

The table optimizer constantly monitors table partitions and kicks off the compaction process
when the threshold is exceeded for the number of files and file sizes. In the Data Catalog, the
default threshold value to initiate compaction is set to 384 MB whereas in the Iceberg library

the threshold for compaction is ~75% of the target file size. Data Catalog performs compaction
without interfering with concurrent queries. Data Catalog supports data compaction only for tables
in the Parquet format.

Topics

» Table optimization prerequisites

« Enabling compaction

» Disabling compaction

« Viewing compaction details

» Viewing Amazon CloudWatch metrics

» Deleting an optimizer

« Considerations and limitations

Table optimization prerequisites

The table optimizer assumes the permissions of the AWS Identity and Access Management

(IAM) role that you specify when you enable compaction for a table. The IAM role must have the
permissions to read data and update metadata in the Data Catalog. You can create an IAM role and
attach the following inline policies:

 Add the following inline policy that grants Amazon S3 read/write permissions on the location for
data that is not registered with Lake Formation. This policy also includes permissions to update
the table in the Data Catalog, and to permit AWS Glue to add logs in Amazon CloudWatch logs
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and publish metrics. For source data in Amazon S3 that isn't registered with Lake Formation,
access is determined by IAM permissions policies for Amazon S3 and AWS Glue actions.

In the following inline policies, replace bucket-name with your Amazon S3 bucket name, aws -
account-id and region with a valid AWS account number and Region of the Data Catalog,
database_name with the name of your database, and table_name with the name of the table.

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"s3:PutObject",
"s3:GetObject",
"s3:DeleteObject"
1,
"Resource": [
"arn:aws:s3:::<bucket-name>/*"
]
b
{
"Effect": "Allow",
"Action": [
"s3:ListBucket"
1,
"Resource": [
"arn:aws:s3:::<bucket-name>"
]
},
{
"Effect": "Allow",
"Action": [
"glue:UpdateTable",
"glue:GetTable"
1,
"Resource": [
"arn:aws:glue:<region>:<aws-account-id>:table/<database-name>/<table-
name>",
"arn:aws:glue:<region>:<aws-account-id>:database/<database-name>",
"arn:aws:glue:<region>:<aws-account-id>:catalog"
]
b
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"Effect": "Allow",

"Action": [
"logs:CreatelLogGroup",
"logs:CreatelLogStream",
"logs:PutLogEvents"

1,

"Resource": "arn:aws:logs:<region>:<aws-account-id>:log-group:/aws-glue/
iceberg-compaction/logs:*"

}

» Use the following policy to enable compaction for data registered with Lake Formation.

For more information on registering an Amazon S3 bucket with Lake Formation, see
Requirements for roles used to register locations.

{
"Version": "2012-10-17",

"Statement": [

{
"Effect": "Allow",
"Action": [
"lakeformation:GetDataAccess"
1,
"Resource": "*"
1,
{

"Effect": "Allow",
"Action": [
"glue:UpdateTable",
"glue:GetTable"

]I

"Resource": [
"arn:aws:glue:<region>:<aws-account-
id>:table/<databaseName>/<tableName>",
"arn:aws:glue:<region>:<aws-account-id>:database/<database-name>",
"arn:aws:glue:<region>:<aws-account-id>:catalog"
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"Effect": "Allow",

"Action": [
"logs:CreatelLogGroup",
"logs:CreatelLogStream",
"logs:PutLogEvents"

1,

"Resource": "arn:aws:logs:<region>:<aws-account-id>:log-group:/aws-glue/
iceberg-compaction/logs:*"

}

If the compaction role doesn't have IAM_ALLOWED_PRINCIPALS group permissions granted on
the table, the role requires Lake Formation ALTER, DESCRIBE, INSERT and DELETE permissions
on the table.

 (Optional) To compact Iceberg tables with data in Amazon S3 buckets encrypted using Server-
side encryption, the compaction role requires permissions to decrypt Amazon S3 objects and
generate a new data key to write objects to the encrypted buckets. Add the following policy to
the desired AWS KMS key. We support only bucket-level encryption.

{
"Effect": "Allow",
"Principal": {
"AWS": "arn:aws:iam::<aws-account-id>:role/<compaction-role-name>"
b
"Action": [
"kms:Decrypt",
"kms:GenerateDataKey"
1,
"Resource": "*"
}

 (Optional) For data location registered with Lake Formation, the role used to register the location
requires permissions to decrypt Amazon S3 objects and generate a new data key to write objects
to the encrypted buckets. For more information, see Registering an encrypted Amazon S3

location.

« (Optional)lf the AWS KMS key is stored in a different AWS account, you need to include the
following permissions to the compaction role.
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{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"kms:Decrypt",
"kms:GenerateDataKey"
1,
"Resource": ["arn:aws:kms:<REGION>:<KEY_OWNER_ACCOUNT_ID>:key/<KEY_ID>"]
}
]
}

« The role you use to run compaction must have the iam: PassRole permission on the role.

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"iam:PassRole"
1,
"Resource": [
"arn:aws:iam::<account-id>:role/<compaction-role-name>"
]
}
]
}

« Add the following trust policy to the role for AWS Glue service to assume the IAM role to run the
compaction process.

"Version": "2012-10-17",
"Statement": [
{
"sid". "",
"Effect": "Allow",
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"Principal": {
"Service": "glue.amazonaws.com"

}I

"Action": "sts:AssumeRole"

Enabling compaction

You can use AWS Glue console, Lake Formation console, AWS CLI, or AWS API to enable compaction
for your Apache Iceberg tables in the Data Catalog. For new tables, you can choose Apache Iceberg
as table format and enable compaction when you create the table. Compaction is disabled by
default for new tables.

Console

To enable compaction

1. Open the AWS Glue console at https://console.aws.amazon.com/glue/ and sign in
as a data lake administrator, the table creator, or a user who has been granted the
glue:UpdateTable and lakeformation:GetDataAccess permissions on the table.

2. In the navigation pane, under Data Catalog, choose Tables.

3. On the Tables page, choose a table in open table format that you want to enable compaction
for, then under Actions menu, choose Enable compaction.

4. You can also enable compaction by selecting the table and opening the Table details page.
Choose the Table optimization tab on the lower section of the page, and choose Enable
compaction.

5. Next, select an existing IAM role from the drop down with the permissions shown in the
Table optimization prerequisites section.

When you choose Create a new IAM role option, the service creates a custom role with the
required permissions to run compaction.

Follow the steps below to update an existing IAM role:

a. To update the permissions policy for the IAM role, in the IAM console, go to the IAM role
that is being used for running compaction.
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b. In the Add permissions section, choose Create policy. In the newly opened browser
window, create a new policy to use with your role.

c. On the Create policy page, choose the JSON tab. Copy the JSON code shown in the the
section called “Prerequisites” section into the policy editor field.

AWS CLI

The following example shows how to enable compaction. Replace the account ID with a valid
AWS account ID. Replace the database name and table name with the actual Iceberg table name
and the database name. Replace the roleArn with the AWS Resource Name (ARN) of the IAM
role and name of the IAM role that has the required permissions to run compaction.

aws glue create-table-optimizer \

--catalog-id 123456789012 \

--database-name iceberg_db \

--table-name iceberg_table \

--table-optimizer-configuration

'"{"roleArn":"arn:aws:iam: :<123456789012>:1ro0le/<compaction_role>",
"enabled":'true'}' \

--type compaction

AWS API

Call CreateTableOptimizer operation to enable compaction for a table.

After you enable compaction, Table optimization tab shows the following compaction details
(after approximately 15-20 minutes):

« Start time - The time at which the compaction process started within Lake Formation. The value
is a timestamp in UTC time.

« End time - The time at which the compaction process ended in Lake Formation. The value is a
timestamp in UTC time.

 Status - The status of the compaction run. Values are success or fail.
« Files compacted - Total number of files compacted.

» Bytes compacted - Total number of bytes compacted.
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Disabling compaction

You can disable automatic compaction for a particular Apache Iceberg table using AWS Glue
console or AWS CLI.

Console

1. Choose Data Catalog and choose Tables. From the tables list, choose the table in open table
format that you want to disable compaction.

2. You can choose an Iceberg table, and choose Disable compaction under Actions.

You can also disable compaction for the table by choosing Disable compaction on the lower
section of the Tables details page.

3. Choose Disable compaction on the confirmation message. You can re-enable compaction at
a later time.

After the you confirm, compaction is disabled and the compaction status for the table turns
back to Off.

AWS CLI

In the following example, replace the account ID with a valid AWS account ID. Replace the
database name and table name with actual Iceberg table name and the database name. Replace
the roleArn with the AWS Resource Name (ARN) of the IAM role and actual name of the IAM
role that has the required permissions to run compaction.

aws glue update-table-optimizer \
--catalog-id 123456789012 \
--database-name iceberg_db \
--table-name iceberg_table \
--table-optimizer-configuration
'"{"roleArn":"arn:aws:iam::123456789012:ro0le/compaction_role", "enabled":'false'}'\
--type compaction

AWS API

Call UpdateTableOptimizer operation to disable compaction for a specific table.
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Viewing compaction details

You can view compaction status for Apache Iceberg using the AWS Glue console, AWS CLI, or using
AWS API operations.

Console

To view compaction status for Iceberg tables

« You can view compaction status for Iceberg tables in the AWS Glue console by choosing
Tables under Data Catalog. The Compaction status field shows the status of the compaction
run. You can display table format and compaction status using the table preferences.

» To view the compaction run history for a specific table, choose Tables under AWS Glue Data
Catalog, and choose a table to view the table details. The Table optimization tab shows the
compaction history for the table.

AWS CLI
You can view the compaction details using AWS CLI.

In the following examples, replace the account ID with a valid AWS account ID, the database
name, and table name with actual Iceberg table name.

» To get the last compaction run details for a table

aws get-table-optimizer \

--catalog-id 123456789012 \
--database-name iceberg_db \
--table-name iceberg_table \
--type compaction

» Use the following example to retrieve the history of an optimizer for a specific table.

aws list-table-optimizer-runs \
--catalog-id 123456789012 \
--database-name iceberg_db \
--table-name iceberg_table \
--type compaction

Working with tables on the console 87



AWS Glue User Guide

» The following example shows how to retrieve the compaction run and configuration details
for multiple optimizers. You can specify a maximum of 20 optimizers.

aws glue batch-get-table-optimizer \
--entries '[{"catalogId":"123456789012", "databaseName":"iceberg_ db",
"tableName":"iceberg_table", "type":"compaction"}]'

AWS API

« Use GetTableOptimizer operation to retrieve the last run details of an optimizer.

e Use ListTableOptimizerRuns operation to retrieve history of a given optimizer on a
specific table. You can specify 20 optimizers in a single API call.

« Use BatchGetTableOptimizer operation to retrieve configuration details for multiple
optimizers in your account. This operation doesn't support cross account calls.

Viewing Amazon CloudWatch metrics

After running the compaction successfully, the service creates Amazon CloudWatch metrics on
the compaction job performance. You can go to the CloudWatch console and choose Metrics, All
metrics. You can to filter metrics by the specific name space (for example AWS Glue), table name,
or database name.

For more information, see View available metrics in the Amazon CloudWatch User Guide.

Number of bytes compacted

Number of files compacted

Number of DPU allocated to jobs

Duration of job (Hours)

Deleting an optimizer

You can delete an optimizer and associated metadata for the table using AWS CLI or AWS API
operation.

Run the following AWS CLI command to delete compaction history for a table.
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aws glue delete-table-optimizer \
--catalog-id 123456789012 \
--database-name iceberg_db \
--table-name iceberg_table \
--type compaction

Use DeleteTableOptimizer operation to delete an optimizer for a table.
Considerations and limitations

Data compaction supports:

» Data types: Boolean, Integer, Long, Float, Double, String, Decimal, Date, Time, Timestamp,
String, UUID, Binary

« Compression: zstd, gzip, snappy, uncompressed

« Encryption: Data compaction only supports default Amazon S3 encryption (SSE-S3) and server-
side KMS encryption (SSE-KMS).

« Bin pack compaction
e Schema evolution

» Tables with target file size (write.target-file-size-bytes property in iceberg configuration)
within the inclusive range 128MB to 512 MB.

» Regions
« Asia Pacific (Tokyo)
« Asia Pacific (Seoul)
« Asia Pacific (Mumbai)
» Europe (Ireland)
» Europe (Frankfurt)
« US East (N. Virginia)
« US East (Ohio)
« US West (N. California)

« You can run compaction from the account where Data Catalog resides when the Amazon S3
bucket that stores the underlying data is in another account. To do this, the compaction role

requires access to the Amazon S3 bucket.
Working with tables on the console 89




AWS Glue User Guide

Data compaction currently doesn’t support:

» Data types: Fixed

« Compression: brotli, lz4

« Compaction of files while the partition spec evolves.
« Regular sorting or z-order sorting

» Merge or delete files: The compaction process skips data files that have delete files associated
with them.

« Compaction on cross-account tables: You can't run compaction on cross-account tables.
« Compaction on cross-Region tables: You can't run compaction on cross-Region tables.
« Enabling compaction on resource links

« VPC endpoints for Amazon S3 buckets

Working with partition indexes in AWS Glue

Over time, hundreds of thousands of partitions get added to a table. The GetPartitions APl is used

to fetch the partitions in the table. The API returns partitions which match the expression provided
in the request.

Lets take a sales_data table as an example which is partitioned by the keys Country, Category,

Year, Month, and creationDate. If you want to obtain sales data for all the items sold for the Books
category in the year 2020 after 2020-08-15, you have to make a GetPartitions request with the
expression "Category = 'Books' and creationDate > '2020-08-15" to the Data Catalog.

If no partition indexes are present on the table, AWS Glue loads all the partitions of the table,
and then filters the loaded partitions using the query expression provided by the user in the
GetPartitions request. The query takes more time to run as the number of partitions increase
on a table with no indexes. With an index, the GetPartitions query will try to fetch a subset of
the partitions instead of loading all the partitions in the table.

Topics

About partition indexes

Creating a table with partition indexes

Adding a partition index to an existing table

Describing partition indexes on a table
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» Limitations on using partition indexes

» Using indexes for an optimized GetPartitions call

« Integration with engines

About partition indexes

When you create a partition index, you specify a list of partition keys that already exist on a given
table. Partition index is sub list of partition keys defined in the table. A partition index can be
created on any permutation of partition keys defined on the table. For the above sales_data table,
the possible indexes are (country, category, creationDate), (country, category, year), (country,
category), (country), (category, country, year, month), and so on.

The Data Catalog will concatenate the partition values in the order provided at the time of index
creation. The index is built consistently as partitions are added to the table. Indexes can be created
for String (string, char, and varchar), Numeric (int, bigint, long, tinyint, and smallint), and Date
(yyyy-MM-dd) column types.

Supported data types

» Date - A date in ISO format, such as YYYY-MM-DD. For example, date 2020-08-15. The format
uses hyphens (-) to separate the year, month, and day. The permissible range for dates for
indexing spans from 0000-01-01 to 9999-12-31.

» String — A string literal enclosed in single or double quotes.
« Char - Fixed length character data, with a specified length between 1 and 255, such as char(10).

» Varchar - Variable length character data, with a specified length between 1 and 65535, such as
varchar(10).

« Numeric - int, bigint, long, tinyint, and smallint

Indexes on Numeric, String, and Date data types support =, >, >=, <, <= and between operators.
The indexing solution currently only supports the AND logical operator. Sub-expressions with the
operators "LIKE", "IN", "OR", and "NOT" are ignored in the expression for filtering using an index.
Filtering for the ignored sub-expression is done on the partitions fetched after applying index
filtering.

For each partition added to a table, there is a corresponding index item created. For a table with 'n’
partitions, 1 partition index will result in 'n' partition index items. 'm' partition index on same table
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will result into 'm*n’ partition index items. Each partition index item will be charged according to
the current AWS Glue pricing policy for data catalog storage. For details on storage object pricing,
see AWS Glue pricing.

Creating a table with partition indexes

You can create a partition index during table creation. The CreateTable request takes a list of
PartitionIndex objects as an input. A maximum of 3 partition indexes can be created on a given

table. Each partition index requires a name and a list of partitionKeys defined for the table.
Created indexes on a table can be fetched using the GetPartitionIndexes API

Adding a partition index to an existing table

To add a partition index to an existing table, use the CreatePartitionIndex operation. You
can create one PartitionIndex per CreatePartitionIndex operation. Adding an index does
not affect the availability of a table, as the table continues to be available while indexes are being
created.

The index status for an added partition is set to CREATING and the creation of the index data is
started. If the process for creating the indexes is successful, the indexStatus is updated to ACTIVE
and for an unsuccessful process, the index status is updated to FAILED. Index creation can fail for
multiple reasons, and you can use the GetPartitionIndexes operation to retrieve the failure
details. The possible failures are:

o ENCRYPTED_PARTITION_ERROR — Index creation on a table with encrypted partitions is not
supported.

o INVALID_PARTITION_TYPE_DATA_ERROR — Observed when the partitionKey value is not a
valid value for the corresponding partitionKey data type. For example: a partitionKey with
the 'int' datatype has a value 'foo'.

o MISSING_PARTITION_VALUE_ERROR — Observed when the partitionValue for an
indexedKey is not present. This can happen when a table is not partitioned consistently.

o« UNSUPPORTED_PARTITION_CHARACTER_ERROR — Observed when the value for an indexed
partition key contains the characters \u0000, \u0001 or \u0002

o INTERNAL_ERROR — An internal error occurred while indexes were being created.
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Describing partition indexes on a table

To fetch the partition indexes created on a table, use the GetPartitionIndexes operation.
The response returns all the indexes on the table, along with the current status of each index (the
IndexStatus).

The IndexStatus for a partition index will be one of the following:

o CREATING — The index is currently being created, and is not yet available for use.
e ACTIVE — The index is ready for use. Requests can use the index to perform an optimized query.

o DELETING — The index is currently being deleted, and can no longer be used. An index in the
active state can be deleted using the DeletePartitionIndex request, which moves the status
from ACTIVE to DELETING.

« FAILED — The index creation on an existing table failed. Each table stores the last 10 failed
indexes.

The possible state transitions for indexes created on an existing table are:

o CREATING - ACTIVE —» DELETING
o CREATING - FAILED

Limitations on using partition indexes
Once you have created a partition index, note these changes to table and partition functionality:
New partition creation (after Index Addition)

After a partition index is created on a table, all new partitions added to the table will be validated
for the data type checks for indexed keys. The partition value of the indexed keys will be validated
for data type format. If the data type check fails, the create partition operation will fail. For the
sales_data table, if an index is created for keys (category, year) where the category is of type
string and year of type int, the creation of the new partition with a value of YEAR as "foo" will
fail.

After indexes are enabled, the addition of partitions with indexed key values having the characters
U+0000, U+00001, and U+0002 will start to fail.

Table updates
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Once a partition index is created on a table, you cannot modify the partition key names for existing
partition keys, and you cannot change the type, or order, of keys which are registered with the
index.

Using indexes for an optimized GetPartitions call

When you call GetPartitions on a table with an index, you can include an expression, and if
applicable the Data Catalog will use an index if possible. The first key of the index should be passed
in the expression for the indexes to be used in filtering. Index optimization in filtering is applied as
a best effort. The Data Catalog tries to use index optimization as much as possible, but in case of a
missing index, or unsupported operator, it falls back to the existing implementation of loading all
partitions.

For the sales_data table above, lets add the index [Country, Category, Year]. If "Country" is not
passed in the expression, the registered index will not be able to filter partitions using indexes. You
can add up to 3 indexes to support various query patterns.

Lets take some example expressions and see how indexes work on them:

Expressions How index will be used

Country = 'US' Index will be used to filter partitions.
Country = 'US' and Category = 'Shoes' Index will be used to filter partitions.
Category = 'Shoes' Indexes will not be used as "country" is not

provided in the expression. All partitions will
be loaded to return a response.

Country = 'US' and Category = 'Shoes' and Index will be used to filter partitions.

Year > 2018

Country = 'US' and Category = 'Shoes' and Index will be used to fetch all partitions with
Year > '2018' and month = 2 country = "US" and category = "shoes" and

year > 2018. Then, filtering on the month
expression will be performed.

Country = 'US' AND Category = 'Shoes' OR Indexes will not be used as an OR operator is
Year > 2018 present in the expression.
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Expressions

Country = 'US' AND Category = 'Shoes' AND
(Year = 2017 OR Year ='2018')

Country in (‘'US', 'UK') AND Category = 'Shoes'

Country = 'US' AND Category in (‘Shoes',
'‘Books')

Country = 'US' AND Category in (‘Shoes',
'Books') AND (creationDate > '2023-9-01'

Integration with engines

How index will be used

Index will be used to fetch all partitions with
country = "US" and category = "shoes", and
then filtering on the year expression will be
performed.

Indexes will not be used for filtering as the IN
operator is not supported currently.

Index will be used to fetch all partitions with
country = "US", and then filtering on the
Category expression will be performed.

Index will be used to fetch all partition

s with country = "US", with creationDate
>'2023-9-01', and then filtering on the
Category expression will be performed.

Redshift Spectrum, Amazon EMR and AWS Glue ETL Spark DataFrames are able to utilize indexes
for fetching partitions after indexes are in an ACTIVE state in AWS Glue. Athena and AWS Glue ETL
Dynamic frames require you to follow extra steps to utilize indexes for query improvement.

Enable partition filtering

To enable partition filtering in Athena, you need to update the table properties as follows:

1. In the AWS Glue console, under Data Catalog, choose Tables.

2. Choose a table.

3. Under Actions, choose Edit table.

4. Under Table properties, add the following:
« Key-partition_filtering.enabled
« Value-true

5. Choose Apply.
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Alternatively, you can set this parameter by running an ALTER TABLE SET PROPERTIES query in
Athena.

ALTER TABLE partition_index.table_with_index
SET TBLPROPERTIES ('partition_filtering.enabled' = 'true')

Working with column statistics

You can compute column-level statistics for AWS Glue Data Catalog tables in data formats such

as Parquet, ORC, JSON, ION, CSV, and XML without setting up additional data pipelines. Column
statistics help you to understand data profiles by getting insights about values within a column.
Data Catalog supports generating statistics for column values such as minimum value, maximum
value, total null values, total distinct values, average length of values, and total occurrences of true
values.

AWS analytical services such as Amazon Redshift and Amazon Athena can use these column
statistics to generate query execution plans, and choose the optimal plan that improves query
performance.

You can configure to run column statistics generation task using AWS Glue console or AWS CLI.
When you initiate the process, AWS Glue starts a Spark job in the background and updates the AWS
Glue table metadata in the Data Catalog. You can view column statistics using AWS Glue console or
AWS CLI or by calling the GetColumnStatisticsForTable APl operation.

(® Note

If you're using Lake Formation permissions to control access to the table, the role assumed
by the column statistics task requires full table access to generate statistics.

Topics

» Prerequisites for generating column statistics

« Generating column statistics

« Viewing column statistics

» Updating column statistics

» Deleting column statistics

» Viewing column statistics task runs
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» Stopping column statistics task run

« Considerations and limitations

Prerequisites for generating column statistics

To generate or update column statistics, the statistics generation task assumes an AWS Identity
and Access Management (IAM) role on your behalf. Based on the permissions granted to the role,
the column statistics generation task can read the data from the Amazon S3 data store.

(® Note

To generate statistics for tables managed by Lake Formation, the IAM role used to generate
statistics requires full table access.

To use role-based access control, you must create an IAM role with the permissions listed in the
policy below, and add that role to the column statistics generation task.

To create an IAM role for generating column statistics

1. To create an IAM role, see Create an IAM role for AWS Glue.

2. To update an existing role, in the IAM console, go to the IAM role that is being used by the
generate column statistics process.

3. In the Add permissions section, choose Attach policies. In the newly opened browser window,
choose AWSGlueServiceRole AWS managed policy.

4. You also need to include permissions to read data from the Amazon S3 data location.

In the Add permissions section, choose Create policy. In the newly opened browser window,
create a new policy to use with your role.

5. In the Create policy page, choose the JSON tab. Copy the following JSON code into the policy
editor field.

(@ Note

In the following policies, replace account ID with a valid AWS account, and replace
region with the Region of the table, and bucket-name with the Amazon S3 bucket
name.
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{
"Version": "2012-10-17",
"Statement": [
{

"Sid": "S3BucketAccess",

"Effect": "Allow",

"Action": [

"s3:ListBucket",
"s3:GetObject"

1,

"Resource": [
"arn:aws:s3:::<bucket-name>/*",
"arn:aws:s3:::<bucket-name>"

]

}
]
}

6. (Optional) If you're using Lake Formation permissions to provide access to your data, the IAM

role requires lakeformation:GetDataAccess permissions.

"Version": "2012-10-17",
"Statement": [

{

"Sid": "LakeFormationDataAccess",

"Effect": "Allow",

"Action": "lakeformation:GetDataAccess"

"Resource": [

g n

If the Amazon S3 data location is registered with Lake Formation, and the IAM role assumed
by the column statistics generation task doesn't have IAM_ALLOWED_PRINCIPALS group
permissions granted on the table, the role requires Lake Formation ALTER and DESCRIBE
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permissions on the table. The role used for registering the Amazon S3 bucket requires Lake
Formation INSERT and DELETE permissions on the table.

If the Amazon S3 data location is not registered with Lake Formation, and the IAM role doesn't
have TAM_ALLOWED_PRINCIPALS group permissions granted on the table, the role requires
Lake Formation ALTER, DESCRIBE, INSERT and DELETE permissions on the table.

7. (Optional) The column statistics generation task that writes encrypted Amazon CloudWatch
Logs requires the following permissions in the key policy.

"Version": "2012-10-17",
"Statement": [{

"Sid": "CWLogsKmsPermissions",

"Effect": "Allow",

"Action": [
"logs:CreatelogGroup",
"logs:CreatelLogStream",
"logs:PutLogEvents",
"logs:AssociateKmsKey"

1,

"Resource": [
"arn:aws:logs:<region>:111122223333:1og-group:/aws-glue:*"

"Sid": "KmsPermissions",
"Effect": "Allow",
"Action": [
"kms:GenerateDataKey",
"kms:Decrypt",
"kms:Encrypt"
1,
"Resource": [
"arn:aws:kms:<region>:111122223333:key/"arn of key used for ETL cloudwatch
encryption"
1,
"Condition": {
"StringEquals": {
"kms:ViaService": ["glue.<region>.amazonaws.com"]
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8. The role you use to run column statistics must have the iam:PassRole permission on the

role.
{
"Version": "2012-10-17",
"Statement": [{
"Effect": "Allow",
"Action": [
"iam:PassRole"
1,
"Resource": [
"arn:aws:iam::111122223333:role/<columnstats-role-name>"
]
}]
}

9. When you create an IAM role for generating column statistics, that role must also have the
following trust policy that enables the service to assume the role.

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "TrustPolicy",
"Effect": "Allow",
"Principal": {
"Service": "glue.amazonaws.com"
.
"Action": "sts:AssumeRole",
}
]
}
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Generating column statistics

Follow these steps to manage statistics generation in the Data Catalog using AWS Glue console or
AWS CLI.

Console
To generate column statistics using the console

1. Signin to the AWS Glue console at https://console.aws.amazon.com/glue/.

Choose Data Catalog tables.

Choose a table from the list.

P WD

Choose Generate statistics under Actions menu.

You can also choose Generate statistics button under Column statistics tab in the lower
section of the Tables page.

5. On the Generate statistics page, specify the following options:

Generate statistics

Generate column statistics for the table to improve query performance and potentially save costs. View pricing [4

Choose columns

O Selected columns

Generate statistics for all columns. Choose the columns to generate statistics.

‘ © Table (All columns) ‘

Row sampling options

We recommend to use all rows to compute accurate column statistics. You can use sampling when the dataset is potentially large and approximate results are acceptable.

O Sample rows
Generate approximate statistics using sample rows.

‘ O Allrows ‘

Generate column statistics on entire data.

1AM role

To generate statistics, the IAM role assumed by the job should have necessary permissions. Learn more [4

Choose an existing IAM role

12495-pentestRole v‘ C ‘ View [4

‘ Create new IAM role [4 ‘

» Security configuration - optional
Enable at-rest encryption with a security configuration.

Cancel Generate statistics

» Table (all columns) — Choose this option to generate statistics for all columns in the
table.
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6.
7.

» Selected columns - Choose this option to generate statistics for specific columns. You
can select the columns from the drop-down list.

« All rows — Choose all rows from the table to generate accurate statistics.

« Sample rows — Choose only a specific percent of rows from the table to generate

statistics. The default is all rows. Use the up and down arrows to increase or decrease the

percent value.

® Note

We recommend to include all rows in the table to compute accurate statistics.

Use sample rows to generate column statistics only when approximate values are

acceptable.

(Optional) Next, choose a security configuration to enable at-rest encryption for logs.

Choose Generate statistics to run the process.

AWS CLI

In the following example, replace values for DatabaseName, TableName, and

ColumnNamelList with actual database, table, and column names. Replace account ID with a

valid AWS account, and role name with the name of the IAM role that you're using to generate

statistics.

aws glue start-column-statistics-task-run --input-cli-json file://input.json

{

"DatabaseName": "<test-db>",
"TableName": "<test-table>",
"ColumnNamelList": [
"<columnl>",
"<column2>",
1,
"Role": "arn:aws:iam::<123456789012>:role/<Stats-Role>",
"SampleSize": 10.0

You can generate column statistics also by calling the StartColumnStatisticsTaskRun operation.
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Viewing column statistics

After generating the statistics successfully, Data Catalog stores this information for the cost-based

optimizers in Amazon Athena and Amazon Redshift to make optimal choices when running queries.
The statistics varies based on the type of the column.

AWS Management Console

To view column statistics for a table

o  After running column statistics task, the Column statistics tab on the Table details page
shows the statistics for the table.

AWS Glue > Tables > pentest_orders_xml

pentest_orders_xml
Table overview

Data quality New

Table detalls | Advanced properties

Name Description Database
pentest_orders_xml pentest_db
Location Connection Deprecated

s3://kietduon-column-statistics-table/orders.xml

Input format Output format Serde serlalization lib

Schema Partitions

ndexes

Get an overview of the data profile. We estimate the approximate number of a 5% average relative errar.

Column statistics (9)

‘ Q Find columns

Column name 4 | Lastupdated (UTC) v | Average length Distinct values Max length Null values Max value
o_clerk October 25, 2023 at 19:14: 15.00 919 15

o_commen! t October 25, 2023 at 19:14: 8838 3156 124559

o_custkey October 25, 2023 at 19:14: - 919 1499
o_order-priority October 25, 2023 at 19:14: 845 5 15

o_orderdate October 25, 2023 at 19:14: 10.00 1790 10

o_orderkey October 25, 2023 at 19:14: 3098 12451
o_orderstatus October 25, 2023 at 19:14: 1.00 3 1

o_ship-priority October 25, 2023 at 19:14: - 1

o_totalprice October 25, 2023 at 19:14: 3062 422359.65

The following statistics are available:

Column name: Column name used to generate statistics

November 6,

Last updated (UTC) [ Version 15 (current version) v | [ Actions v
October 25, 2023 at 19:14:47

Classification
XML

Last updated
October 25, 2023 at 19:14:47

T (]
2023 at 21:50.40 View all runs Generate statistics

1 @

Min value True values False values

974.04

Last updated: Data and time when the statistics were generated

Average length: Average length of values in the column

Distinct values: Total number of distinct values in the column. We estimate the number

of distinct values in a column with 5% relative error.
Max value: The largest value in the column.

Min value: The smallest value in the column.

Working with column statistics

103



AWS Glue User Guide

Max length: The length of the highest value in the column.

Null values: The total number of null values in the column.

True values: The total number of true values in the column.

False values: The total number of false values in the column.

AWS CLI

The following example shows how to retrieve column statistics using AWS CLI.

aws glue get-column-statistics-for-table \
--database-name <test_db> \
--table-name <test_tble> \
--column-names <coll>

You can also view the column statistics using the GetColumnStatisticsForTable API operation.

Updating column statistics

Keeping statistics current improves query performance by enabling the query planner to choose
optimal plans. You need to explicitly run the Generate statistics task from the AWS Glue console to
refresh the column statistics. Data Catalog doesn't automatically refresh the statistics.

If you are not using AWS Glue's statistics generation feature in the console, you can manually
update column statistics using the UpdateColumnStatisticsForTable API operation or AWS CLI. The
following example shows how to update column statistics using AWS CLI.

aws glue update-column-statistics-for-table --cli-input-json:

"CatalogId": "111122223333",
"DatabaseName": "test_db",
"TableName": "test_table",
"ColumnStatisticsList": [
{
"ColumnName": "coll",
"ColumnType": "Boolean",
"AnalyzedTime": "1970-01-01T00:00:00",
"StatisticsData": {
"Type": "BOOLEAN",
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"BooleanColumnStatisticsData": {
"NumberOfTrues": 5,
"NumberOfFalses": 5,
"NumberOfNulls": @

Deleting column statistics

You can delete column statistics using the DeleteColumnStatisticsForTable APl operation or AWS
CLI. The following example shows how to delete column statistics using AWS Command Line
Interface (AWS CLI).

aws glue delete-column-statistics-for-table \
--database-name test_db \
--table-name test_table \
--column-name coll

Viewing column statistics task runs

After you run a column statistics task, you can explore the task run details for a table using AWS
Glue console, AWS CLI or using GetColumnStatisticsTaskRuns operation.

Console

To view column statistics task run details

1.  On AWS Glue console, choose Tables under Data Catalog.
2. Select a table with column statistics.

3. On the Table details page, choose Column statistics.

4. Choose View runs.

You can see information about all runs associated with the specified table.
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AWS Glue > Tables » pathl > All column statistics runs

Last updated (UTC)
All zuns “) Movemnber 16, 2023 at 00:21:44
View all column statistic runs
[Q Fitter daza ‘ 1 ®
Run ID A | Status v Starttime (UTC) ¥ | End time (UTC) v | Duration Column selection Row sampling
f6a7b304-ad59-49d1-9. (=) Running November 16, 2023 at 0( - - All columns 100%

AWS CLI

In the following example, replace values for DatabaseName and TableName with the actual
database and table name.

aws glue get-column-statistics-task-runs --input-cli-json file://input.json
{

"DatabaseName": "<test-db>",

"TableName": '"<test-table>"

Stopping column statistics task run

You can stop a column statistics task run for a table using AWS Glue console, AWS CLI or using
StopColumnStatisticsTaskRun operation.

Console
To stop a column statistics task run

1.  On AWS Glue console, choose Tables under Data Catalog.
Select the table with the column statistics task run is in progress.

On the Table details page, choose Column statistics.

P WD

Choose Stop.

If you stop the task before the run is complete, column statistics won't be generated for the
table.
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AWS CLI

In the following example, replace values for DatabaseName and TableName with the actual
database and table name.

aws glue stop-column-statistics-task-run --input-cli-json file://input.json

{

"DatabaseName": '"<test-db>",
"TableName": "<test-table>"

Considerations and limitations
The following considerations and limitations apply to generating column statistics.

Considerations

» Using sampling to generate statistics reduces run time, but can generate inaccurate statistics.
» Each column statistics run requires processing the entire dataset.

« Data Catalog doesn't store different versions of the statistics.

» You can only run one statistics generation task at a time per table.

« If a table is encrypted using customer AWS KMS key registered with Data Catalog, AWS Glue uses
the same key to encrypt statistics.
Column statistics task supports generating statistics:

o When the IAM role has full table permissions (IAM or Lake Formation).

« When the IAM role has permissions on the table using Lake Formation hybrid access mode.

Column statistics task doesn’t support generating statistics for:

Tables with Lake Formation cell-based access control.

Transactional data lakes - Linux foundation Delta Lake, Apache Iceberg, Apache Hudi.

Tables in federated databases - Hive metastore, Amazon Redshift datashares

Nested columns, arrays, and struct data types.
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« Table that is shared with you from another account.

Working with Data Catalog settings on the AWS Glue console

The Data Catalog settings page contains options to set properties for the Data Catalog in your
account.
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Last updated (UTC)

Data Catalog SEttings January 1, 1970 at 00:00:00

Choose encryption and permission options for your accounts data catalog.

Encryption options
|| Metadata encryption
Enable at-rest encryption for metadata stored in the data catalog.

|| Encrypt connection passwords
When enabled, the password you provide when you create a connection is encrypted with the given  KMS key.

Permissions

Add a policy to define fine-grained access control of the data catalog.

N

JSON Ln1,Col1 (®Emors:0 /A Warnings: 0 &
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To change the fine-grained access control of the Data Catalog

1. Sign in to the AWS Management Console and open the AWS Glue console at https://
console.aws.amazon.com/glue/.

2. Choose an encryption option.

« Metadata encryption - Select this check box to encrypt the metadata in your Data Catalog.
Metadata is encrypted at rest using the AWS Key Management Service (AWS KMS) key that
you specify. For more information, see Encrypting your Data Catalog.

« Encrypt connection passwords — Select this check box to encrypt passwords in the AWS
Glue connection object when the connection is created or updated. Passwords are encrypted
using the AWS KMS key that you specify. When passwords are returned, they are encrypted.
This option is a global setting for all AWS Glue connections in the Data Catalog. If you
clear this check box, previously encrypted passwords remain encrypted using the key that
was used when they were created or updated. For more information about AWS Glue
connections, see Connecting to data.

When you enable this option, choose an AWS KMS key, or choose Enter a key ARN

and provide the Amazon Resource Name (ARN) for the key. Enter the ARN in the form
arn:aws:kms:region:account-id:key/key-id . You can also provide the ARN as a
key alias, such as arn:aws:kms:region:account-id:alias/alias-name .

/A Important

If this option is selected, any user or role that creates or updates a connection must
have kms : Encrypt permission on the specified KMS key.

For more information, see Encrypting connection passwords.

3. Choose Settings, and then in the Permissions editor, add the policy statement to change fine-
grained access control of the Data Catalog for your account. Only one policy at a time can be
attached to a Data Catalog. You can paste a JSON resource policy into this control. For more
information, see Resource-based policies within AWS Glue.

4. Choose Save to update your Data Catalog with any changes you made.

You can also use AWS Glue API operations to put, get, and delete resource policies. For more
information, see Security APIs in AWS Glue.
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Creating tables, updating the schema, and adding new
partitions in the Data Catalog from AWS Glue ETL jobs

Your extract, transform, and load (ETL) job might create new table partitions in the target data
store. Your dataset schema can evolve and diverge from the AWS Glue Data Catalog schema over
time. AWS Glue ETL jobs now provide several features that you can use within your ETL script to
update your schema and partitions in the Data Catalog. These features allow you to see the results
of your ETL work in the Data Catalog, without having to rerun the crawler.

New partitions

If you want to view the new partitions in the AWS Glue Data Catalog, you can do one of the
following:

« When the job finishes, rerun the crawler, and view the new partitions on the console when the
crawler finishes.

« When the job finishes, view the new partitions on the console right away, without having to
rerun the crawler. You can enable this feature by adding a few lines of code to your ETL script,
as shown in the following examples. The code uses the enableUpdateCatalog argument to
indicate that the Data Catalog is to be updated during the job run as the new partitions are
created.

Method 1

Pass enableUpdateCatalog and partitionKeys in an options argument.

Python

additionalOptions = {"enableUpdateCatalog": True}
additionalOptions["partitionKeys"] = ["region", "year", "month", "day"]

sink = glueContext.write_dynamic_frame_from_catalog(frame=last_transform,
database=<target_db_name>,
table_name=<target_table_name>, transformation_ctx="write_sink",

additional_options=additionalOptions)
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Scala

val options = JsonOptions(Map(
"path" -> <S3_output_path>,
"partitionKeys" -> Seq("region", "year", "month", "day"),
"enableUpdateCatalog" -> true))
val sink = glueContext.getCatalogSink(
database = <target_db_name>,
tableName = <target_table_name>,
additionalOptions = options)sink.writeDynamicFrame(df)

Method 2

Pass enableUpdateCatalog and partitionKeys in getSink(), and call
setCatalogInfo() onthe DataSink object.

Python

sink = glueContext.getSink(
connection_type="s3",
path="<S3_output_path>",
enableUpdateCatalog=True,
partitionKeys=["region", "year", "month", "day"])
sink.setFormat("json")
sink.setCatalogInfo(catalogDatabase=<target_db_name>,
catalogTableName=<target_table_name>)
sink.writeFrame(last_transform)

Scala

val options = JsonOptions(
Map("path" -> <S3_output_path>,
"partitionKeys" -> Seq("region", "year", "month", "day"),
"enableUpdateCatalog" -> true))
val sink = glueContext.getSink("s3", options).withFormat("json")
sink.setCatalogInfo(<target_db_name>, <target_table_name>)
sink.writeDynamicFrame(df)

Now, you can create new catalog tables, update existing tables with modified schema, and add new
table partitions in the Data Catalog using an AWS Glue ETL job itself, without the need to re-run
crawlers.

New partitions 112



AWS Glue User Guide

Updating table schema

If you want to overwrite the Data Catalog table’s schema you can do one of the following:

« When the job finishes, rerun the crawler and make sure your crawler is configured to update the
table definition as well. View the new partitions on the console along with any schema updates,
when the crawler finishes. For more information, see Configuring a Crawler Using the API.

« When the job finishes, view the modified schema on the console right away, without having to
rerun the crawler. You can enable this feature by adding a few lines of code to your ETL script, as
shown in the following examples. The code uses enableUpdateCatalog set to true, and also
updateBehavior set to UPDATE_IN_DATABASE, which indicates to overwrite the schema and
add new partitions in the Data Catalog during the job run.

Python

additionalOptions = {

"enableUpdateCatalog": True,

"updateBehavior": "UPDATE_IN_DATABASE"}
additionalOptions["partitionKeys"] = ["partition_key@", "partition_keyl"]

sink = glueContext.write_dynamic_frame_from_catalog(frame=last_transform,
database=<dst_db_name>,
table_name=<dst_tbl_name>, transformation_ctx="write_sink",
additional_options=additionalOptions)
job.commit()

Scala

val options = JsonOptions(Map(
"path" -> outputPath,
"partitionKeys" -> Seq("partition_@", "partition_1"),
"enableUpdateCatalog" -> true))
val sink = glueContext.getCatalogSink(database = nameSpace, tableName = tableName,
additionalOptions = options)
sink.writeDynamicFrame(df)

You can also set the updateBehavior value to LOG if you want to prevent your table schema from
being overwritten, but still want to add the new partitions. The default value of updateBehavior
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is UPDATE_IN_DATABASE, so if you don't explicitly define it, then the table schema will be
overwritten.

If enableUpdateCatalog is not set to true, regardless of whichever option selected for
updateBehavior, the ETL job will not update the table in the Data Catalog.

Creating new tables

You can also use the same options to create a new table in the Data Catalog. You can specify the
database and new table name using setCatalogInfo.

Python

sink = glueContext.getSink(connection_type="s3", path="s3://path/to/data",
enableUpdateCatalog=True, updateBehavior="UPDATE_IN_DATABASE",
partitionKeys=["partition_key®@", "partition_keyl"])

sink.setFormat("<format>")

sink.setCatalogInfo(catalogDatabase=<dst_db_name>, catalogTableName=<dst_tbl_name>)

sink.writeFrame(last_transform)

Scala

val options = JsonOptions(Map(
"path" -> outputPath,
"partitionKeys" -> Seq("<partition_1>", "<partition_2>"),
"enableUpdateCatalog" -> true,
"updateBehavior" -> "UPDATE_IN_DATABASE"))
val sink = glueContext.getSink(connectionType = "s3", connectionOptions
options).withFormat("<format>")
sink.setCatalogInfo(catalogDatabase = “<dst_db_name>", catalogTableName
“<dst_tbl_name>")
sink.writeDynamicFrame(df)

Restrictions

Take note of the following restrictions:

« Only Amazon Simple Storage Service (Amazon S3) targets are supported.

« The enableUpdateCatalog feature is not supported for governed tables.
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e Only the following formats are supported: json, csv, avro, and parquet.

» To create or update tables with the parquet classification, you must utilize the AWS Glue
optimized parquet writer for DynamicFrames. This can be achieved with one of the following:

« If you're updating an existing table in the catalog with parquet classification, the table
must have the "useGlueParquetWriter" table property set to true before you update it.
You can set this property via the AWS Glue APIs/SDK, via the console or via an Athena DDL
statement.

AWS Glue X AWS Glue > Tables » Edit table
Getting started Edit table
ETL jobs

Visual ETL

Notebooks

Job run monitoring . . .

Data Catalog tables

¥ Table details

Data connections

‘Workflows (orchestration) ¥ Serde parameters

4

Data Catalog
Databases

Tables ® O o
Stream schema registries

Schemas

Connections ;
¥ Table properties

Crawlers
Classifiers
Key Value
Catalog settings
skip.header.line.count ‘ 1 ‘
» Data Integration and ETL
¥ Legacy pages has_encrypted_data ‘ false ‘
Connections (legacy) .
-_emove
Jobs (legacy) columnsOrdered ‘ true ‘
Workflows (legacy)
areColumnsQuoted ‘ false ‘
Blueprints (legacy)
Schema registries (legacy) delimiter ‘ ' ‘
Schemas {legacy)
classification ‘ sy ‘
What's New [4
Documentation [A typeOfData ‘ file ‘
AWS Marketplace ‘
| Enter a unique key ‘ ‘ Enter a value ‘ Remove

@ Enable compact mode

@ Enable new navigation

) =

Cancel Save

Once the catalog table property is set, you can use the following snippet of code to update the
catalog table with the new data:

glueContext.write_dynamic_frame.from_catalog(
frame=frameTolWrite,
database="dbName",
table_name="tableName",
additional_options={
"enableUpdateCatalog": True,
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"updateBehavior": "UPDATE_IN_DATABASE"

« If the table doesn't already exist within catalog, you can utilize the getSink() method in
your script with connection_type="s3" to add the table and its partitions to the catalog,
along with writing the data to Amazon S3. Provide the appropriate partitionKeys and
compression for your workflow.

s3sink = glueContext.getSink(
path="s3://bucket/folder/",
connection_type="s3",
updateBehavior="UPDATE_IN_DATABASE",
partitionKeys=[],
compression="snappy",
enableUpdateCatalog=True

s3sink.setCatalogInfo(
catalogDatabase="dbName", catalogTableName="tableName"

s3sink.setFormat("parquet", useGlueParquetWriter=true)
s3sink.writeFrame(frameTolWrite)

« The glueparquet format value is a legacy method of enabling the AWS Glue parquet writer.

« When the updateBehavior is set to LOG, new partitions will be added only if the
DynamicFrame schema is equivalent to or contains a subset of the columns defined in the Data
Catalog table's schema.

» Schema updates are not supported for non-partitioned tables (not using the "partitionKeys"
option).

« Your partitionKeys must be equivalent, and in the same order, between your parameter passed in
your ETL script and the partitionKeys in your Data Catalog table schema.

« This feature currently does not yet support updating/creating tables in which the updating
schemas are nested (for example, arrays inside of structs).

For more information, see the section called “"AWS Glue for Spark”.

Restrictions 116



AWS Glue User Guide

Working with MongoDB connections in ETL jobs

You can create a connection for MongoDB and then use that connection in your AWS Glue job. For
more information, see the section called “"MongoDB connections” in the AWS Glue programming

guide. The connection url, username and passwozxrd are stored in the MongoDB connection.
Other options can be specified in your ETL job script using the additionalOptions parameter of
glueContext.getCatalogSource. The other options can include:

« database: (Required) The MongoDB database to read from.

« collection: (Required) The MongoDB collection to read from.

By placing the database and collection information inside the ETL job script, you can use the
same connection for in multiple jobs.

1. Create an AWS Glue Data Catalog connection for the MongoDB data source. See
"connectionType": "mongodb" for a description of the connection parameters. You can create
the connection using the console, APIs or CLI.

2. Create a database in the AWS Glue Data Catalog to store the table definitions for your
MongoDB data. See AWS Glue databases for more information.

3. Create a crawler that crawls the data in the MongoDB using the information in the connection
to connect to the MongoDB. The crawler creates the tables in the AWS Glue Data Catalog that
describe the tables in the MongoDB database that you use in your job. See Defining crawlers in
AWS Glue for more information.

4. Create a job with a custom script. You can create the job using the console, APIs or CLI. For
more information, see Adding Jobs in AWS Glue.

5. Choose the data targets for your job. The tables that represent the data target can be defined
in your Data Catalog, or your job can create the target tables when it runs. You choose a target
location when you author the job. If the target requires a connection, the connection is also
referenced in your job. If your job requires multiple data targets, you can add them later by
editing the script.

6. Customize the job-processing environment by providing arguments for your job and generated
script.

Here is an example of creating a DynamicFrame from the MongoDB database based on the
table structure defined in the Data Catalog. The code uses additionalOptions to provide
the additional data source information:
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Scala

val resultFrame: DynamicFrame = glueContext.getCatalogSource(
database = catalogDB,
tableName = catalogTable,
additionalOptions = JsonOptions(Map("database" -> DATABASE_NAME,
"collection" -> COLLECTION_NAME))
).getDynamicFrame()

Python

glue_context.create_dynamic_frame_from_catalog(
database = catalogDB,
table_name = catalogTable,
additional_options = {"database":"database_name",
"collection":"collection_name"})

7. Run the job, either on-demand or through a trigger.

Defining crawlers in AWS Glue

You can use a crawler to populate the AWS Glue Data Catalog with tables. This is the primary
method used by most AWS Glue users. A crawler can crawl multiple data stores in a single run.
Upon completion, the crawler creates or updates one or more tables in your Data Catalog. Extract,
transform, and load (ETL) jobs that you define in AWS Glue use these Data Catalog tables as
sources and targets. The ETL job reads from and writes to the data stores that are specified in the
source and target Data Catalog tables.

For more information about using the AWS Glue console to add a crawler, see Working with

crawlers on the AWS Glue console.

Topics

Which data stores can | crawl?

How crawlers work

Crawler prerequisites

Crawler properties

Setting crawler configuration options
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e Scheduling an AWS Glue crawler

Working with crawlers on the AWS Glue console

Accelerating crawls using Amazon S3 event notifications

Using encryption with the Amazon S3 event crawler

Parameters set on Data Catalog tables by crawler

Which data stores can | crawl?

Crawlers can crawl the following file-based and table-based data stores.

Access type that crawler uses Data stores

Native client

Amazon Simple Storage Service (Amazon S3)

Amazon DynamoDB
Delta Lake 2.0.x

Apache Iceberg 1.3
Apache Hudi 0.14

JDBC Amazon Redshift
Snowflake

Within Amazon Relational Database Service (Amazon RDS) or
external to Amazon RDS:

» Amazon Aurora

» MariaDB

o Microsoft SQL Server
« MySQL

« Oracle

« PostgreSQL

MongoDB client « MongoDB
« MongoDB Atlas
« Amazon DocumentDB (with MongoDB compatibility)
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® Note

Currently AWS Glue does not support crawlers for data streams.

For JDBC, MongoDB, MongoDB Atlas, and Amazon DocumentDB (with MongoDB compatibility)
data stores, you must specify an AWS Glue connection that the crawler can use to connect to the
data store. For Amazon S3, you can optionally specify a connection of type Network. A connection
is a Data Catalog object that stores connection information, such as credentials, URL, Amazon
Virtual Private Cloud information, and more. For more information, see Connecting to data.

The following are the versions of drivers supported by the crawler:

Product

PostgreSQL

Amazon Aurora
MariaDB

Microsoft SQL Server
MySQL

Oracle

Amazon Redshift
Snowflake

MongoDB

MongoDB Atlas

Crawler supported driver
42.2.1

Same as native crawler drivers
8.0.13

6.1.0

8.0.13

11.2.2

4.1

3.13.20

4.7.2

4.7.2

The following are notes about the various data stores.
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Amazon S3

You can choose to crawl a path in your account or in another account. If all the Amazon S3 files
in a folder have the same schema, the crawler creates one table. Also, if the Amazon S3 object is
partitioned, only one metadata table is created and partition information is added to the Data
Catalog for that table.

Amazon S3 and Amazon DynamoDB

Crawlers use an AWS Identity and Access Management (IAM) role for permission to access your
data stores. The role you pass to the crawler must have permission to access Amazon S3 paths
and Amazon DynamoDB tables that are crawled.

Amazon DynamoDB

When defining a crawler using the AWS Glue console, you specify one DynamoDB table. If
you're using the AWS Glue API, you can specify a list of tables. You can choose to crawl only a
small sample of the data to reduce crawler run times.

Delta Lake

For each Delta Lake data store, you specify how to create the Delta tables:

« Create Native tables: Allow integration with query engines that support querying of the
Delta transaction log directly. For more information, see Querying Delta Lake tables.

« Create Symlink tables: Create a _symlink_manifest folder with manifest files partitioned
by the partition keys, based on the specified configuration parameters.

Iceberg

For each Iceberg data store, you specify an Amazon S3 path that contains the metadata for your
Iceberg tables. If crawler discovers Iceberg table metadata, it registers it in the Data Catalog.
You can set a schedule for the crawler to keep the tables updated.

You can define these parameters for the data store:
« Exclusions: Allows you to skip certain folders.

o Maximum Traversal Depth: Sets the depth limit the crawler can crawl in your Amazon S3
bucket. The default maximum traversal depth is 10 and the maximum depth you can set is 20.

Hudi

For each Hudi data store, you specify an Amazon S3 path that contains the metadata for your
Hudi tables. If crawler discovers Hudi table metadata, it registers it in the Data Catalog. You can
set a schedule for the crawler to keep the tables updated.
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You can define these parameters for the data store:
 Exclusions: Allows you to skip certain folders.

o Maximum Traversal Depth: Sets the depth limit the crawler can crawl in your Amazon S3
bucket. The default maximum traversal depth is 10 and the maximum depth you can set is 20.

(® Note

Timestamp columns with millis as logical types will be interpreted as bigint, due to
an incompatibility with Hudi 0.13.1 and timestamp types. A resolution may be provided
in the upcoming Hudi release.

Hudi tables are categorized as follows, with specific implications for each:

» Copy on Write (CoW): Data is stored in a columnar format (Parquet), and each update creates
a new version of files during a write.

» Merge on Read (MoR): Data is stored using a combination of columnar (Parquet) and row-
based (Avro) formats. Updates are logged to row-based delta files and are compacted as
needed to create new versions of the columnar files.

With CoW datasets, each time there is an update to a record, the file that contains the record

is rewritten with the updated values. With a MoR dataset, each time there is an update, Hudi
writes only the row for the changed record. MoR is better suited for write- or change-heavy
workloads with fewer reads. CoW is better suited for read-heavy workloads on data that change
less frequently.

Hudi provides three query types for accessing the data:

» Snapshot queries: Queries that see the latest snapshot of the table as of a given commit or
compaction action. For MoR tables, snapshot queries expose the most recent state of the
table by merging the base and delta files of the latest file slice at the time of the query.

» Incremental queries: Queries only see new data written to the table, since a given commit/
compaction. This effectively provides change streams to enable incremental data pipelines.

» Read optimized queries: For MoR tables, queries see the latest data compacted. For CoWw
tables, queries see the latest data committed.

For Copy-On-Write tables, the crawlers creates a single table in the Data Catalog with the
ReadOptimized serde org.apache.hudi.hadoop.HoodieParquetInputFormat.
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For Merge-On-Read tables, the crawler creates two tables in the Data Catalog for the same
table location:

« A table with suffix _ro which uses the ReadOptimized serde
org.apache.hudi.hadoop.HoodieParquetInputFormat.

« A table with suffix _rt which uses the RealTime Serde allowing for Snapshot queries:
org.apache.hudi.hadoop.realtime.HoodieParquetRealtimeInputFormat.

MongoDB and Amazon DocumentDB (with MongoDB compatibility)

MongoDB versions 3.2 and later are supported. You can choose to crawl only a small sample of
the data to reduce crawler run times.

Relational database

Authentication is with a database user name and password. Depending on the type of database
engine, you can choose which objects are crawled, such as databases, schemas, and tables.

Snowflake

The Snowflake JDBC crawler supports crawling the Table, External Table, View, and Materialized
View. The Materialized View Definition will not be populated.

For Snowflake external tables, the crawler only will crawl if it points to an Amazon S3 location.
In addition to the the table schema, the crawler will also crawl the Amazon S3 location, file
format and output as table parameters in the Data Catalog table. Note that the partition
information of the partitioned external table is not populated.

ETL is currently not supported for Data Catalog tables created using the Snowflake crawler.

How crawlers work

When a crawler runs, it takes the following actions to interrogate a data store:

« Classifies data to determine the format, schema, and associated properties of the raw data -
You can configure the results of classification by creating a custom classifier.

« Groups data into tables or partitions — Data is grouped based on crawler heuristics.

» Writes metadata to the Data Catalog - You can configure how the crawler adds, updates, and
deletes tables and partitions.
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When you define a crawler, you choose one or more classifiers that evaluate the format of your
data to infer a schema. When the crawler runs, the first classifier in your list to successfully
recognize your data store is used to create a schema for your table. You can use built-in classifiers
or define your own. You define your custom classifiers in a separate operation, before you define
the crawlers. AWS Glue provides built-in classifiers to infer schemas from common files with
formats that include JSON, CSV, and Apache Avro. For the current list of built-in classifiers in AWS
Glue, see Built-in classifiers in AWS Glue.

The metadata tables that a crawler creates are contained in a database when you define a crawler.
If your crawler does not specify a database, your tables are placed in the default database.

In addition, each table has a classification column that is filled in by the classifier that first
successfully recognized the data store.

If the file that is crawled is compressed, the crawler must download it to process it. When a
crawler runs, it interrogates files to determine their format and compression type and writes these
properties into the Data Catalog. Some file formats (for example, Apache Parquet) enable you

to compress parts of the file as it is written. For these files, the compressed data is an internal
component of the file, and AWS Glue does not populate the compressionType property when

it writes tables into the Data Catalog. In contrast, if an entire file is compressed by a compression
algorithm (for example, gzip), then the compressionType property is populated when tables are
written into the Data Catalog.

The crawler generates the names for the tables that it creates. The names of the tables that are
stored in the AWS Glue Data Catalog follow these rules:

Only alphanumeric characters and underscore (_) are allowed.

Any custom prefix cannot be longer than 64 characters.

The maximum length of the name cannot be longer than 128 characters. The crawler truncates
generated names to fit within the limit.

If duplicate table names are encountered, the crawler adds a hash string suffix to the name.

If your crawler runs more than once, perhaps on a schedule, it looks for new or changed files or
tables in your data store. The output of the crawler includes new tables and partitions found since
a previous run.

Topics

» How does a crawler determine when to create partitions?
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 Incremental crawls for adding new partitions in AWS Glue

How does a crawler determine when to create partitions?

When an AWS Glue crawler scans Amazon S3 and detects multiple folders in a bucket, it
determines the root of a table in the folder structure and which folders are partitions of a table.
The name of the table is based on the Amazon S3 prefix or folder name. You provide an Include
path that points to the folder level to crawl. When the majority of schemas at a folder level are
similar, the crawler creates partitions of a table instead of separate tables. To influence the crawler
to create separate tables, add each table's root folder as a separate data store when you define the
crawler.

For example, consider the following Amazon S3 folder structure.

year=2019

month=Jan month=Feb

o] (=2 (e (o)
5y 55y & By

The paths to the four lowest level folders are the following:

S3://sales/year=2019/month=Jan/day=1
S3://sales/year=2019/month=Jan/day=2
S3://sales/year=2019/month=Feb/day=1
S3://sales/year=2019/month=Feb/day=2

Assume that the crawler target is set at Sales, and that all files in the day=n folders have the
same format (for example, JSON, not encrypted), and have the same or very similar schemas. The
crawler will create a single table with four partitions, with partition keys year, month, and day.

In the next example, consider the following Amazon S3 structure:
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s3://bucket@l/folderl/tablel/partitionl/file.txt
s3://bucket@l/folderl/tablel/partition2/file.txt
s3://bucket@l/folderl/tablel/partition3/file.txt
s3://bucket@l/folderl/table2/partitions/file.txt
s3://bucket@l/folderl/table2/partition5/file.txt

If the schemas for files under tablel and table2 are similar, and a single data store is defined
in the crawler with Include path s3://bucket@1/folderl/, the crawler creates a single table
with two partition key columns. The first partition key column contains tablel and table2, and
the second partition key column contains partitionl through partition3 for the tablel
partition and partition4 and partition5 for the table?2 partition. To create two separate
tables, define the crawler with two data stores. In this example, define the first Include path as
s3://bucket@l/folderl/tablel/ and the second as s3://bucket@l/folderl/table2.

® Note

In Amazon Athena, each table corresponds to an Amazon S3 prefix with all the objects in
it. If objects have different schemas, Athena does not recognize different objects within
the same prefix as separate tables. This can happen if a crawler creates multiple tables
from the same Amazon S3 prefix. This might lead to queries in Athena that return zero
results. For Athena to properly recognize and query tables, create the crawler with a
separate Include path for each different table schema in the Amazon S3 folder structure.
For more information, see Best Practices When Using Athena with AWS Glue and this AWS
Knowledge Center article.

Incremental crawls for adding new partitions in AWS Glue

The crawler provides an option for adding new partitions resulting in faster crawls for incremental
datasets with a stable table schema. The typical use case is for scheduled crawlers, where during
each crawl, new partitions are added. When this option is turned on, it will first run a complete
crawl on the target dataset to allow the crawler to record the initial schema and partition structure.
During a recrawl, new partitions will be added to existing tables only when the schemas are
compatible. No schema changes are made and no new tables will be added to the Data Catalog
after the first crawl run.

You can use this option when setting up an Amazon S3 data source. You can set the
RecrawlPolicy with RecrawlBehavior as "Crawl_New_Folders" in the CreateCrawler API or
Subsequent crawler runs as Crawl new sub-folders only in the console.
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Continuing with the example in the section called “How does a crawler determine when to create
partitions?”, the following diagram shows that files for the month of March have been added.

year=2019

month=Feb

month=Mar

\

2] () (oo )] [
TSy S B RnE0

If you set the RecrawlBehavior as the "Crawl_New_Folders" option, only the new folder,

month=Jan

month=Mar is crawled.
Notes and restrictions

When this option is turned on, you can't change the Amazon S3 target data stores when editing
the crawler. This option affects certain crawler configuration settings. When turned on, it forces the
update behavior and delete behavior of the crawler to LOG. This means that:

« If it discovers objects where schemas are not compatible, the crawler will not add the objects in
the Data Catalog, and adds this detail as a log in CloudWatch Logs.

« It will not update deleted objects in the Data Catalog.

For more information, see the section called “Setting crawler configuration options”.

Crawler prerequisites

The crawler assumes the permissions of the AWS Identity and Access Management (IAM) role that
you specify when you define it. This IAM role must have permissions to extract data from your data
store and write to the Data Catalog. The AWS Glue console lists only IAM roles that have attached
a trust policy for the AWS Glue principal service. From the console, you can also create an IAM role
with an IAM policy to access Amazon S3 data stores accessed by the crawler. For more information
about providing roles for AWS Glue, see Identity-based policies for AWS Glue.
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® Note

When crawling a Delta Lake data store, you must have Read/Write permissions to the
Amazon S3 location.

For your crawler, you can create a role and attach the following policies:

o The AWSGlueServiceRole AWS managed policy, which grants the required permissions on the
Data Catalog

« Aninline policy that grants permissions on the data source.

A quicker approach is to let the AWS Glue console crawler wizard create a role for you. The
role that it creates is specifically for the crawler, and includes the AWSGlueServiceRole AWS
managed policy plus the required inline policy for the specified data source.

If you specify an existing role for a crawler, ensure that it includes the AWSGlueServiceRole
policy or equivalent (or a scoped down version of this policy), plus the required inline policies. For
example, for an Amazon S3 data store, the inline policy would at a minimum be the following:

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"s3:GetObject",
"s3:PutObject"
1,
"Resource": [
"arn:aws:s3:::bucket/object*"

For an Amazon DynamoDB data store, the policy would at a minimum be the following:
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"Version": "2012-10-17",
"Statement": [

{
"Effect": "Allow",

"Action": [
"dynamodb:DescribeTable",
"dynamodb:Scan"

1,

"Resource": [
"arn:aws:dynamodb:region:account-id:table/table-name*"

]

}
]

In addition, if the crawler reads AWS Key Management Service (AWS KMS) encrypted Amazon S3
data, then the IAM role must have decrypt permission on the AWS KMS key. For more information,
see Step 2: Create an IAM role for AWS Glue.

Crawler properties

When defining a crawler using the AWS Glue console or the AWS Glue API, you specify the
following information:

Step 1: Set crawler properties
Name

Name may contain letters (A-Z), numbers (0-9), hyphens (-), or underscores (_), and can be up to
255 characters long.

Description

Descriptions can be up to 2048 characters long.

Tags

Use tags to organize and identify your resources. For more information, see the following:

o AWS tags in AWS Glue
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Step 2: Choose data sources and classifiers

Data source configuration
Select the appropriate option for Is your data already mapped to AWS Glue tables?

The crawler can access data stores directly as the source of the crawl, or it can use existing
tables in the Data Catalog as the source. If the crawler uses existing catalog tables, it crawls the
data stores that are specified by those catalog tables. For more information, see Crawler source

type.
« Not yet: Select one or more data sources to be crawled. A crawler can crawl multiple data
stores of different types (Amazon S3, JDBC, and so on).

You can configure only one data store at a time. After you have provided the connection
information and include paths and exclude patterns, you then have the option of adding
another data store.

For more information, see Crawler source type.

» Yes: Select existing tables from your AWS Glue Data Catalog. The catalog tables specify the
data stores to crawl. The crawler can crawl only catalog tables in a single run; it can't mix in
other source types.

Data sources

Select or add the list of data sources to be scanned by the crawler.
Include path

For an Amazon S3 data store

Choose whether to specify a path in this account or in a different account, and then browse
to choose an Amazon S3 path.

For a Delta Lake data store

Specify one or more Amazon S3 paths to Delta tables as s3://bucket/prefix/object.

For an Iceberg or Hudi data store

Specify one or more Amazon S3 paths that contain folders with Iceberg or Hudi table
metadata as s3://bucket/prefix.

For a Hudi data store, the Hudi folder may be located in a child folder of the root folder. The
crawler will scan all folders underneath a path for a Hudi folder.
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For a JDBC data store

Enter <database>/<schema>/<table> or <database>/<table>, depending on the
database product. Oracle Database and MySQL don’'t support schema in the path. You can
substitute the percent (%) character for <schema> or <table>. For example, for an Oracle
database with a system identifier (SID) of orcl, enter orcl/% to import all tables to which
the user named in the connection has access.

/A Important

This field is case-sensitive.

For a MongoDB, MongoDB Atlas, or Amazon DocumentDB data store
Enter database/collection.

For more information, see Include and exclude patterns.

Maximum transversal depth (for Iceberg or Hudi data stores only)

Defines the maximum depth of the Amazon S3 path that the crawler can traverse to discover
the Iceberg or Hudi metadata folder in your Amazon S3 path. The purpose of this parameter is
to limit the crawler run time. The default value is 10 and the maximum is 20.

Exclude patterns

These enable you to exclude certain files or tables from the crawl. For more information, see
Include and exclude patterns.

Additional crawler source parameters

Each source type requires a different set of additional parameters. The following is an
incomplete list:

Connection

Select or add an AWS Glue connection. For information about connections, see Connecting to

data.

Additional metadata - optional (for JDBC data stores)

Select additional metadata properties for the crawler to crawl.

Crawler properties 131



AWS Glue User Guide

« Comments: Crawl associated table level and column level comments.

« Raw types: Persist the raw datatypes of the table columns in additional metadata. As a
default behavior, the crawler translates the raw datatypes to Hive-compatible types.

JDBC Driver Class name - optional (for JDBC data stores)

Type a custom JDBC driver class name for the crawler to connect to the data source:
» Postgres: org.postgresql.Driver

« MySQL: com.mysql.jdbc.Driver, com.mysql.cj.jdbc.Driver

 Redshift: com.amazon.redshift.jdbc.Driver, com.amazon.redshift.jdbc42.Driver

o Oracle: oracle.jdbc.driver.OracleDriver

« SQL Server: com.microsoft.sqlserver.jdbc.SQLServerDriver

JDBC Driver S3 Path - optional (for JDBC data stores)

Choose an existing Amazon S3 path to a . jar file. This is where the . jar file will be stored
when using a custom JDBC driver for the crawler to connect to the data source.

Enable data sampling (for Amazon DynamoDB, MongoDB, MongoDB Atlas, and Amazon
DocumentDB data stores only)

Select whether to crawl a data sample only. If not selected the entire table is crawled. Scanning
all the records can take a long time when the table is not a high throughput table.

Create tables for querying (for Delta Lake data stores only)

Select how you want to create the Delta Lake tables:

» Create Native tables: Allow integration with query engines that support querying of the Delta
transaction log directly.

» Create Symlink tables: Create a symlink manifest folder with manifest files partitioned by the
partition keys, based on the specified configuration parameters.

Scanning rate - optional (for DynamoDB data stores only)

Specify the percentage of the DynamoDB table Read Capacity Units to use by the crawler. Read
capacity units is a term defined by DynamoDB, and is a numeric value that acts as rate limiter
for the number of reads that can be performed on that table per second. Enter a value between
0.1 and 1.5. If not specified, defaults to 0.5% for provisioned tables and 1/4 of maximum
configured capacity for on-demand tables. Note that only provisioned capacity mode should be
used with AWS Glue crawlers.
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® Note

For DynamoDB data stores, set the provisioned capacity mode for processing reads and
writes on your tables. The AWS Glue crawler should not be used with the on-demand
capacity mode.

Network connection - optional (for Amazon S3 data stores only)

Optionally include a Network connection to use with this Amazon S3 target. Note that each
crawler is limited to one Network connection so any other Amazon S3 targets will also use the
same connection (or none, if left blank).

For information about connections, see Connecting to data.

Sample only a subset of files and Sample size (for Amazon S3 data stores only)

Specify the number of files in each leaf folder to be crawled when crawling sample files in a
dataset. When this feature is turned on, instead of crawling all the files in this dataset, the
crawler randomly selects some files in each leaf folder to crawl.

The sampling crawler is best suited for customers who have previous knowledge about their
data formats and know that schemas in their folders do not change. Turning on this feature will
significantly reduce crawler runtime.

A valid value is an integer between 1 and 249. If not specified, all the files are crawled.

Subsequent crawler runs

This field is a global field that affects all Amazon S3 data sources.
o Crawl all sub-folders: Crawl all folders again with every subsequent crawl.

» Crawl new sub-folders only: Only Amazon S3 folders that were added since the last crawl will
be crawled. If the schemas are compatible, new partitions will be added to existing tables.
For more information, see the section called “Incremental crawls for adding new partitions in
AWS Glue”.

» Crawl based on events: Rely on Amazon S3 events to control what folders to crawl. For more
information, see the section called “Accelerating crawls using Amazon S3 event notifications".
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Custom classifiers - optional

Define custom classifiers before defining crawlers. A classifier checks whether a given file
is in a format the crawler can handle. If it is, the classifier creates a schema in the form of a
StructType object that matches that data format.

For more information, see Adding classifiers to a crawler in AWS Glue.

Step 3: Configure security settings
IAM role

The crawler assumes this role. It must have permissions similar to the AWS managed policy
AWSGlueServiceRole. For Amazon S3 and DynamoDB sources, it must also have permissions
to access the data store. If the crawler reads Amazon S3 data encrypted with AWS Key
Management Service (AWS KMS), then the role must have decrypt permissions on the AWS KMS
key.

For an Amazon S3 data store, additional permissions attached to the role would be similar to
the following:

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"s3:GetObject",
"s3:PutObject"
1,
"Resource": [
"arn:aws:s3:::bucket/object*"

For an Amazon DynamoDB data store, additional permissions attached to the role would be
similar to the following:
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"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"dynamodb:DescribeTable",
"dynamodb:Scan"
1,
"Resource": [
"arn:aws:dynamodb:region:account-id:table/table-name*"
]
}

For more information, see Step 2: Create an IAM role for AWS Glue and Identity and access

management for AWS Glue.

Lake Formation configuration - optional
Allow the crawler to use Lake Formation credentials for crawling the data source.

Checking Use Lake Formation credentials for crawling S3 data source will allow the crawler
to use Lake Formation credentials for crawling the data source. If the data source belongs to
another account, you must provide the registered account ID. Otherwise, the crawler will crawl
only those data sources associated to the account. Only applicable to Amazon S3 and Data
Catalog data sources.

Security configuration - optional

Settings include security configurations. For more information, see the following:

» Encrypting data written by AWS Glue

(® Note

Once a security configuration has been set on a crawler, you can change, but you cannot
remove it. To lower the level of security on a crawler, explicitly set the security feature
to DISABLED within your configuration, or create a new crawler.
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Step 4: Set output and scheduling
Output configuration

Options include how the crawler should handle detected schema changes, deleted objects in
the data store, and more. For more information, see Setting crawler configuration options

Crawler schedule

You can run a crawler on demand or define a time-based schedule for your crawlers and
jobs in AWS Glue. The definition of these schedules uses the Unix-like cron syntax. For more
information, see Scheduling an AWS Glue crawler.

Step 5: Review and create
Review the crawler settings you configured, and create the crawler.
Crawler source type

A crawler can access data stores directly as the source of the crawl or use existing catalog tables as
the source. If the crawler uses existing catalog tables, it crawls the data stores specified by those
catalog tables.

A common reason to specify a catalog table as the source is when you create the table manually
(because you already know the structure of the data store) and you want a crawler to keep the
table updated, including adding new partitions. For a discussion of other reasons, see Updating
manually created Data Catalog tables using crawlers.

When you specify existing tables as the crawler source type, the following conditions apply:

« Database name is optional.
« Only catalog tables that specify Amazon S3 or Amazon DynamoDB data stores are permitted.

« No new catalog tables are created when the crawler runs. Existing tables are updated as needed,
including adding new partitions.

» Deleted objects found in the data stores are ignored; no catalog tables are deleted. Instead, the
crawler writes a log message. (SchemaChangePolicy.DeleteBehavior=L0G)

« The crawler configuration option to create a single schema for each Amazon S3 path is enabled
by default and cannot be disabled. (TableGroupingPolicy=CombineCompatibleSchemas)
For more information, see How to create a single schema for each Amazon S3 include path.
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» You can't mix catalog tables as a source with any other source types (for example Amazon S3 or
Amazon DynamoDB).

Include and exclude patterns

When evaluating what to include or exclude in a crawl, a crawler starts by evaluating the required
include path. For Amazon S3, MongoDB, MongoDB Atlas, Amazon DocumentDB (with MongoDB
compatibility), and relational data stores, you must specify an include path.

For Amazon S3 data stores, include path syntax is bucket-name/folder-name/file-
name.ext. To crawl all objects in a bucket, you specify just the bucket name in the include path.
The exclude pattern is relative to the include path

For MongoDB, MongoDB Atlas, and Amazon DocumentDB (with MongoDB compatibility), the
syntax is database/collection.

For JDBC data stores, the syntax is either database-name/schema-name/table-name or
database-name/table-name. The syntax depends on whether the database engine supports
schemas within a database. For example, for database engines such as MySQL or Oracle, don't
specify a schema-name in your include path. You can substitute the percent sign (%) for a schema
or table in the include path to represent all schemas or all tables in a database. You cannot
substitute the percent sign (%) for database in the include path. The exclude path is relative to the
include path. For example, to exclude a table in your JDBC data store, type the table name in the
exclude path.

A crawler connects to a JDBC data store using an AWS Glue connection that contains a JDBC URI
connection string. The crawler only has access to objects in the database engine using the JDBC
user name and password in the AWS Glue connection. The crawler can only create tables that it can
access through the JDBC connection. After the crawler accesses the database engine with the JDBC
URI, the include path is used to determine which tables in the database engine are created in the
Data Catalog. For example, with MySQL, if you specify an include path of MyDatabase/%, then

all tables within MyDatabase are created in the Data Catalog. When accessing Amazon Redshift,
if you specify an include path of MyDatabase/%, then all tables within all schemas for database
MyDatabase are created in the Data Catalog. If you specify an include path of MyDatabase/
MySchema/%, then all tables in database MyDatabase and schema MySchema are created.

After you specify an include path, you can then exclude objects from the crawl that your include
path would otherwise include by specifying one or more Unix-style glob exclude patterns. These
patterns are applied to your include path to determine which objects are excluded. These patterns
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are also stored as a property of tables created by the crawler. AWS Glue PySpark extensions, such
as create_dynamic_frame.from_catalog, read the table properties and exclude objects

defined by the exclude pattern.

AWS Glue supports the following kinds of glob patterns in the exclude pattern.

Exclude pattern

*.Ccsv

* {csv,avro}

foo.?

myfolder/*

myfolder/*/*

myfolder/**

myfolder**

Market*

Description

Matches an Amazon S3 path that represents
an object name in the current folder ending in
.CSV

Matches all object names that contain a dot

Matches object names ending with .csv or
.avro

Matches object names starting with foo. that
are followed by a single character extension

Matches objects in one level of subfolder from
myfolder, such as /myfolder/mysource

Matches objects in two levels of subfolder
s frommyfolder, such as /myfolder/
mysource/data

Matches objects in all subfolders of
myfolder, such as /myfolder/mysource
/mydata and /myfolder/mysource/
data

Matches subfolder myfolder as well as files
below myfolder, such as /myfolder and/
myfolder/mydata.txt

Matches tables in a JDBC database with names
that begin with Market, such as Market_us
and Market_fr
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AWS Glue interprets glob exclude patterns as follows:

» The slash (/) character is the delimiter to separate Amazon S3 keys into a folder hierarchy.

» The asterisk (*) character matches zero or more characters of a name component without
crossing folder boundaries.

« A double asterisk (**) matches zero or more characters crossing folder or schema boundaries.
» The question mark (?) character matches exactly one character of a name component.

» The backslash (\) character is used to escape characters that otherwise can be interpreted as
special characters. The expression \\ matches a single backslash, and \{ matches a left brace.

« Brackets [ ] create a bracket expression that matches a single character of a name component
out of a set of characters. For example, [abc] matches a, b, or c. The hyphen (-) can be used
to specify a range, so [a-z] specifies a range that matches from a through z (inclusive). These
forms can be mixed, so [abce-g] matches a, b, c, e, f, or g. If the character after the bracket ([)
is an exclamation point (!), the bracket expression is negated. For example, [ !a-c] matches any
character except a, b, or c.

Within a bracket expression, the *, ?, and \ characters match themselves. The hyphen (-)
character matches itself if it is the first character within the brackets, or if it's the first character
after the ! when you are negating.

» Braces ({ }) enclose a group of subpatterns, where the group matches if any subpattern in the
group matches. A comma (,) character is used to separate the subpatterns. Groups cannot be
nested.

» Leading period or dot characters in file names are treated as normal characters in match
operations. For example, the * exclude pattern matches the file name .hidden.

Example Amazon S3 exclude patterns

Each exclude pattern is evaluated against the include path. For example, suppose that you have the
following Amazon S3 directory structure:

/mybucket/myfolder/
departments/
finance.json
market-us.json
market-emea.json
market-ap.json
employees/
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hr.json

john.csv
jane.csv
juan.txt

Given the include path s3://mybucket/myfoldexr/, the following are some sample results for
exclude patterns:

Exclude pattern Results

departments/** Excludes all files and folders below
departments and includes the employees
folder and its files

departments/market* Excludes market-us. json , market-em
ea.json ,and market-ap.json

** _csv Excludes all objects below myfolder that
have a name ending with .csv

employees/*.csv Excludes all . csv files in the employees
folder

Example Excluding a subset of Amazon S3 partitions

Suppose that your data is partitioned by day, so that each day in a year is in a separate Amazon S3
partition. For January 2015, there are 31 partitions. Now, to crawl data for only the first week of
January, you must exclude all partitions except days 1 through 7:

2015/01/{['0],0[8-9]1}**, 2015/0[2-9]1/**, 2015/1[0-2]/**

Take a look at the parts of this glob pattern. The first part, 2015/01/{[!0],0[8-9]}**,
excludes all days that don't begin with a "0" in addition to day 08 and day 09 from month 01

in year 2015. Notice that "**" is used as the suffix to the day number pattern and crosses folder
boundaries to lower-level folders. If "*" is used, lower folder levels are not excluded.

The second part, 2015/0[2-9]/**, excludes days in months 02 to 09, in year 2015.

Crawler properties 140



AWS Glue User Guide

The third part, 2015/1[0-2]/**, excludes days in months 10, 11, and 12, in year 2015.
Example JDBC exclude patterns

Suppose that you are crawling a JDBC database with the following schema structure:

MyDatabase/MySchema/
HR_us
HR_fr
Employees_Table
Finance
Market_US_Table
Market_EMEA_Table
Market_AP_Table

Given the include path MyDatabase/MySchema/%, the following are some sample results for
exclude patterns:

Exclude pattern Results

HR* Excludes the tables with names that begin
with HR

Market_* Excludes the tables with names that begin
with Market_

** Table Excludes all tables with names that end with
_Table

Setting crawler configuration options

When a crawler runs, it might encounter changes to your data store that result in a schema or
partition that is different from a previous crawl. You can use the AWS Management Console or the
AWS Glue API to configure how your crawler processes certain types of changes.

Topics

« Setting the partition index crawler configuration option

» How to prevent the crawler from changing an existing schema

» How to create a single schema for each Amazon S3 include path
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How to specify the table location and partitioning level

How to specify the maximum number of tables the crawler is allowed to create

How to specify configuration options for a Delta Lake data store

How to configure a crawler to use Lake Formation credentials

Console

When you define a crawler using the AWS Glue console, you have several options for
configuring the behavior of your crawler. For more information about using the AWS Glue
console to add a crawler, see Working with crawlers on the AWS Glue console.

When a crawler runs against a previously crawled data store, it might discover that a schema
has changed or that some objects in the data store have been deleted. The crawler logs changes
to a schema. Depending on the source type for the crawler, new tables and partitions might be
created regardless of the schema change policy.

To specify what the crawler does when it finds changes in the schema, you can choose one of
the following actions on the console:

« Update the table definition in the Data Catalog — Add new columns, remove missing
columns, and modify the definitions of existing columns in the AWS Glue Data Catalog.
Remove any metadata that is not set by the crawler. This is the default setting.

« Add new columns only - For tables that map to an Amazon S3 data store, add new columns
as they are discovered, but don't remove or change the type of existing columns in the
Data Catalog. Choose this option when the current columns in the Data Catalog are correct
and you don't want the crawler to remove or change the type of the existing columns. If a
fundamental Amazon S3 table attribute changes, such as classification, compression type,
or CSV delimiter, mark the table as deprecated. Maintain input format and output format as
they exist in the Data Catalog. Update SerDe parameters only if the parameter is one that is
set by the crawler. For all other data stores, modify existing column definitions.

« Ignore the change and don't update the table in the Data Catalog — Only new tables and
partitions are created.

This is the default setting for incremental crawls.

A crawler might also discover new or changed partitions. By default, new partitions are added
and existing partitions are updated if they have changed. In addition, you can set a crawler
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configuration option to Update all new and existing partitions with metadata from the table
on the AWS Glue console. When this option is set, partitions inherit metadata properties—such
as their classification, input format, output format, SerDe information, and schema—from their
parent table. Any changes to these properties in a table are propagated to its partitions. When
this configuration option is set on an existing crawler, existing partitions are updated to match
the properties of their parent table the next time the crawler runs.

To specify what the crawler does when it finds a deleted object in the data store, choose one of
the following actions:

» Delete tables and partitions from the Data Catalog

« Ignore the change and don't update the table in the Data Catalog

This is the default setting for incremental crawls.

« Mark the table as deprecated in the Data Catalog - This is the default setting.

AWS CLI

aws glue create-crawler \

--name "your-crawler-name" \

--role "your-iam-role-arn" \

--database-name "your-database-name" \

--targets 'S3Targets=[{Path="s3://your-bucket-name/path-to-data"}]' \
--configuration '{"Version": 1.0, "CrawlerOutput": {"Partitions":
{"AddOrUpdateBehavior": "InheritFromTable"}, "Tables": {"AddOrUpdateBehavior":
"MergeNewColumns"}}}'

API

When you define a crawler using the AWS Glue API, you can choose from several fields to
configure your crawler. The SchemaChangePolicy in the crawler APl determines what the
crawler does when it discovers a changed schema or a deleted object. The crawler logs schema
changes as it runs.

Sample python code showing the crawler configuration options

import boto3
import json
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# Initialize a boto3 client for AWS Glue
glue_client = boto3.client('glue', region_name='us-east-1') # Replace 'us-east-1'
with your desired AWS region

# Define the crawler configuration
crawler_configuration = {
"Version": 1.0,
"CrawlerOutput": {
"Partitions": {
"AddOrUpdateBehavior": "InheritFromTable"
},
"Tables": {
"AddOrUpdateBehavior": "MergeNewColumns"

configuration_json = json.dumps(crawler_configuration)

# Create the crawler with the specified configuration

response = glue_client.create_crawlexr(
Name='your-crawler-name', # Replace with your desired crawler name
Role='crawler-test-role', # Replace with the ARN of your IAM role for Glue
DatabaseName="'default', # Replace with your target Glue database name

Targets={
'S3Targets': [
{
'Path': "s3://your-bucket-name/path/", # Replace with your S3 path
to the data
},
1,

# Include other target types like 'JdbcTargets' if needed
},

Configuration=configuration_json,
# Include other parameters like Schedule, Classifiers, TablePrefix,
SchemaChangePolicy, etc., as needed

)

print(response)a

When a crawler runs, new tables and partitions are always created regardless of the schema
change policy. You can choose one of the following actions in the UpdateBehavior field in the
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SchemaChangePolicy structure to determine what the crawler does when it finds a changed
table schema:

o UPDATE_IN_DATABASE - Update the table in the AWS Glue Data Catalog. Add new columns,
remove missing columns, and modify the definitions of existing columns. Remove any
metadata that is not set by the crawler.

« LOG - Ignore the changes, and don't update the table in the Data Catalog.

This is the default setting for incremental crawls.

You can also override the SchemaChangePolicy structure using a JSON object supplied in
the crawler APl Configuration field. This JSON object can contain a key-value pair to set the
policy to not update existing columns and only add new columns. For example, provide the
following JSON obiject as a string:

{
"Version": 1.0,
"CrawlerOutput": {
"Tables": { "AddOrUpdateBehavior": "MergeNewColumns" }
}
}

This option corresponds to the Add new columns only option on the AWS Glue console. It
overrides the SchemaChangePolicy structure for tables that result from crawling Amazon
S3 data stores only. Choose this option if you want to maintain the metadata as it exists in the
Data Catalog (the source of truth). New columns are added as they are encountered, including
nested data types. But existing columns are not removed, and their type is not changed. If

an Amazon S3 table attribute changes significantly, mark the table as deprecated, and log a
warning that an incompatible attribute needs to be resolved. This option is not applicable for
incremental crawler.

When a crawler runs against a previously crawled data store, it might discover new or changed
partitions. By default, new partitions are added and existing partitions are updated if they
have changed. In addition, you can set a crawler configuration option to InheritFromTable
(corresponding to the Update all new and existing partitions with metadata from the

table option on the AWS Glue console). When this option is set, partitions inherit metadata
properties from their parent table, such as their classification, input format, output format,
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SerDe information, and schema. Any property changes to the parent table are propagated to its
partitions.

When this configuration option is set on an existing crawler, existing partitions are updated to
match the properties of their parent table the next time the crawler runs. This behavior is set
crawler API Configuration field. For example, provide the following JSON object as a string:

{
"Version": 1.0,
"CrawlerOutput": {
"Partitions": { "AddOrUpdateBehavior": "InheritFromTable" }
}
}

The crawler APl Configuration field can set multiple configuration options. For example,
to configure the crawler output for both partitions and tables, you can provide a string
representation of the following JSON object:

{
"Version": 1.0,
"CrawlerOutput": {
"Partitions": { "AddOrUpdateBehavior": "InheritFromTable" },
"Tables": {"AddOrUpdateBehavior": "MergeNewColumns" }
}
}

You can choose one of the following actions to determine what the crawler does when it finds
a deleted object in the data store. The DeleteBehavior field in the SchemaChangePolicy
structure in the crawler API sets the behavior of the crawler when it discovers a deleted object.

o DELETE_FROM_DATABASE - Delete tables and partitions from the Data Catalog.
« LOG - Ignore the change. Don't update the Data Catalog. Write a log message instead.

 DEPRECATE_IN_DATABASE - Mark the table as deprecated in the Data Catalog. This is the
default setting.
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Setting the partition index crawler configuration option

The Data Catalog supports partition indexes to provide efficient lookup for specific partitions. For
more information, see Working with partition indexes in AWS Glue. The AWS Glue crawler creates
partition indexes for Amazon S3 and Delta Lake targets by deafult.

When you define a cralwer, the option to Create partition indexes automatically is enabled by
default under Advanced options on the Set output and scheduling page.

To disable this option, you can unselect the checkbox Create partition indexes automatically
in the console. You can also disable this option by using the crawler API, set the
CreatePartitionIndex inthe Configuration. The default value is true.

Usage notes for partition indexes

« Tables created by the crawler do not have the variable partition_filtering.enabled by
default. For more information, see AWS Glue partition indexing and filtering.

» Creating partition indexes for encrypted partitions is not supported.

How to prevent the crawler from changing an existing schema

If you don't want a crawler to overwrite updates you made to existing fields in an Amazon
S3 table definition, choose the option on the console to Add new columns only or set
the configuration option MergeNewColumns. This applies to tables and partitions, unless
Partitions.AddOrUpdateBehavior is overridden to InheritFromTable.

If you don't want a table schema to change at all when a crawler runs, set the schema change
policy to LOG. You can also set a configuration option that sets partition schemas to inherit from
the table.

If you are configuring the crawler on the console, you can choose the following actions:

« Ignore the change and don't update the table in the Data Catalog

« Update all new and existing partitions with metadata from the table

When you configure the crawler using the API, set the following parameters:

» Set the UpdateBehavior field in SchemaChangePolicy structure to LOG.
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» Set the Configuration field with a string representation of the following JSON object in the
crawler API; for example:

{
"Version": 1.0,
"CrawlerOutput": {
"Partitions": { "AddOrUpdateBehavior": "InheritFromTable" }
}
}

How to create a single schema for each Amazon S3 include path

By default, when a crawler defines tables for data stored in Amazon S3, it considers both data
compatibility and schema similarity. Data compatibility factors that it considers include whether
the data is of the same format (for example, JSON), the same compression type (for example,
GZIP), the structure of the Amazon S3 path, and other data attributes. Schema similarity is a
measure of how closely the schemas of separate Amazon S3 objects are similar.

You can configure a crawler to CombineCompatibleSchemas into a common table definition
when possible. With this option, the crawler still considers data compatibility, but ignores the
similarity of the specific schemas when evaluating Amazon S3 objects in the specified include path.

If you are configuring the crawler on the console, to combine schemas, select the crawler option
Create a single schema for each S3 path.

When you configure the crawler using the API, set the following configuration option:

» Set the Configuration field with a string representation of the following JSON object in the
crawler API; for example:

{
"Version": 1.0,
"Grouping": {
"TableGroupingPolicy": "CombineCompatibleSchemas" }
}

To help illustrate this option, suppose that you define a crawler with an include path s3://
bucket/tablel/. When the crawler runs, it finds two JSON files with the following
characteristics:
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» File1-S3://bucket/tablel/year=2017/datal. json
e File content-{“A”: 1, “B”: 2}

e Schema-A:int, B:int

« File2-S3://bucket/tablel/year=2018/data2.json
e File content-{“C”: 3, “D”: 4}

e Schema-C: int, D: int

By default, the crawler creates two tables, named year_2017 and year_2018 because the
schemas are not sufficiently similar. However, if the option Create a single schema for each S3
path is selected, and if the data is compatible, the crawler creates one table. The table has the
schema A:int,B:int,C:int,D:int and partitionKey year:string.

How to specify the table location and partitioning level

By default, when a crawler defines tables for data stored in Amazon S3 the crawler attempts to
merge schemas together and create top-level tables (year=2019). In some cases, you may expect
the crawler to create a table for the folder month=Jan but instead the crawler creates a partition
since a sibling folder (nonth=Mar) was merged into the same table.

The table level crawler option provides you the flexibility to tell the crawler where the tables are
located, and how you want partitions created. When you specify a Table level, the table is created
at that absolute level from the Amazon S3 bucket.
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TABLE —— LEVEL1
L dataset J
PARTITION L LE‘I.I’EL 2
year=2019
LE‘u’E L3 LEVEL 3
TABLE
Grouping month=Jan month=Feb
Level =3

LEVEL 4

PARTITION day=20

LEVEL 5 LEVEL 5

hour=1 hour=2

When configuring the crawler on the console, you can specify a value for the Table level crawler
option. The value must be a positive integer that indicates the table location (the absolute level in
the dataset). The level for the top level folder is 1. For example, for the path mydataset/year/

month/day/hour, if the level is set to 3, the table is created at location mydataset/year/

month.
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Console

Step 1

Set output and scheduling

Set crawler properties

Step 2 Output configuration
Choose data sources and
classifiers

Target database

Step 3 0O-test-catalog v

Configure security settings

Clear selection ‘ ’ Add database [4

Step 4

Set output and scheduling Table name prefix - optional

Step 5
Maximum table threshold - optional

This field sets the maximum number of tables the crawler is allowed to generate. In the event that this number is surpassed, the crawl will fail with an error. If not set,
the crawler will automatically generate the number of tables depending on the data schema.

¥ Advanced options

S3 schema grouping

Create a single schema for each S3 path

By default, when a crawler defines tables for data stored in S3, it considers both data compatibility and schema similarity. Select this check box to group
compatible schemas into a single table definition across all S3 objects under the provided include path. Other criteria will still be considered to determine
proper grouping.

Table level - optional
The value must be a positive integer that indicates table location (the absolute level in the dataset). The level for the top level folder is 1. For example, for the
path mydataset/a/b, if the level is set to 3, the table is created at location mydataset/a/b.

g 2

API

When you configure the crawler using the API, set the Configuration field with a string
representation of the following JSON object; for example:

configuration = jsonencode(

"Version": 1.0,
"Grouping": {
TablelLevelConfiguration = 2

1)

CloudFormation

In this example, you set the Table level option available in the console within your
CloudFormation template:

"Configuration": "{
\"Version\":1.0,
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\"Grouping\":{\"TableLevelConfiguration\":2}
}Il

How to specify the maximum number of tables the crawler is allowed to create

You can optionally specify the maximum number of tables the crawler is allowed to create by
specifying a TableThreshold via the AWS Glue console or CLI. If the tables detected by the
crawler during its crawl is greater that this input value, the crawl fails and no data is written to the
Data Catalog.

This parameter is useful when the tables that would be detected and created by the crawler are
much greater more than what you expect. There can be multiple reasons for this, such as:

o When using an AWS Glue job to populate your Amazon S3 locations you can end up with empty
files at the same level as a folder. In such cases when you run a crawler on this Amazon S3
location, the crawler creates multiple tables due to files and folders present at the same level.

« If you do not configure "TableGroupingPolicy": "CombineCompatibleSchemas" you
may end up with more tables than expected.

You specify the TableThreshold as an integer value greater than 0. This value is configured on

a per crawler basis. That is, for every crawl this value is considered. For example: a crawler has the
TableThreshold value set as 5. In each crawl AWS Glue compares the number of tables detected
with this table threshold value (5) and if the number of tables detected is less than 5, AWS Glue
writes the tables to the Data Catalog and if not, the crawl fails without writing to the Data Catalog.

Console

To set TableThreshold using the AWS console:

Set output and scheduling

Output configuration info

CLI
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To set TableThreshold using the AWS CLI:

"{"Version":1.0,

"CrawlerOutput":
{"Tables":{"AddOrUpdateBehavior":"MergeNewColumns",
"TableThreshold":5}}3}";

Error messages are logged to help you identify table paths and clean-up your data. Example log
in your account if the crawler fails because the table count was greater than table threshold value
provided:

Table Threshold value = 28, Tables detected - 29

In CloudWatch, we log all table locations detected as an INFO message. An error is logged as the
reason for the failure.

ERROR com.amazonaws.services.glue.customerLogs.CustomerlLogService - CustomerLogService
received CustomerFacingException with message

The number of tables detected by crawler: 29 is greater than the table threshold value
provided: 28. Failing crawler without writing to Data Catalog.
com.amazonaws.services.glue.exceptions.CustomerFacingInternalException: The number of
tables detected by crawler: 29 is greater than the table threshold value provided:
28.

Failing crawler without writing to Data Catalog.

How to specify configuration options for a Delta Lake data store

When you configure a crawler for a Delta Lake data store, you specify these configuration
parameters:

Connection

Optionally select or add a Network connection to use with this Amazon S3 target. For
information about connections, see Connecting to data.

Create tables for querying

Select how you want to create the Delta Lake tables:

» Create Native tables: Allow integration with query engines that support querying of the Delta
transaction log directly.
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» Create Symlink tables: Create a symlink manifest folder with manifest files partitioned by the
partition keys, based on the specified configuration parameters.

Enable write manifest (configurable only you've selected to Create Symlink tables for a Delta Lake
source

Select whether to detect table metadata or schema changes in the Delta Lake transaction log; it
regenerates the manifest file. You should not choose this option if you configured an automatic
manifest update with Delta Lake SET TBLPROPERTIES.

Include delta lake table path(s)

Specify one or more Amazon S3 paths to Delta tables as s3://bucket/prefix/object.
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Add data source X

Data source
Choose the source of data to be crawled.

Delta Lake v

Connection - optional
Select a connection to access the data sources below.

Add new connection [

Include delta lake table paths
Browse for or enter an existing S3 path.

Remove

Add new delta table path

Enable write manifest

When enabled, if the crawler detects table metadata or schema changes in the Delta Lake
transaction log, it regenerates the manifest file. You should not choose this option if you
configured automatic manifest updates with Delta Lake SET TBLPROPERTIES.

Cancel Add a Delta Lake data source

How to configure a crawler to use Lake Formation credentials

You can configure a crawler to use AWS Lake Formation credentials to access an Amazon S3 data
store or a Data Catalog table with an underlying Amazon S3 location within the same AWS account
or another AWS account. You can configure an existing Data Catalog table as a crawler's target, if
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the crawler and the Data Catalog table reside in the same account. Currently, only a single catalog

target with a single catalog table is allowed when using a Data Catalog table as a cralwer's target.

® Note

When you are defining a Data Catalog table as a crawler target, make sure that the
underlying location of the Data Catalog table is an Amazon S3 location. Crawlers that use
Lake Formation credentials only support Data Catalog targets with underlying Amazon S3
locations.

Setup required when the crawler and registered Amazon S3 location or Data Catalog table
reside in the same account (in-account crawling)

To allow the crawler to access a data store or Data Catalog table by using Lake Formation
credentials, you need to register the data location with Lake Formation. Also, the crawler's IAM
role must have permissions to read the data from the destination where the Amazon S3 bucket is
registered.

You can complete the following configuration steps using the AWS Management Console or AWS
Command Line Interface (AWS CLI).

AWS Management Console

1.

Before configuring a crawler to access the crawler source, register the data location of
the data store or the Data Catalog with Lake Formation. In the Lake Formation console
(https://console.aws.amazon.com/lakeformation/), register an Amazon S3 location as the
root location of your data lake in the AWS account where the crawler is defined. For more
information, see Registering an Amazon S3 location.

. Grant Data location permissions to the IAM role that's used for the crawler run so that the

crawler can read the data from the destination in Lake Formation. For more information, see
Granting data location permissions (same account).

. Grant the crawler role access permissions (Create) to the database, which is specified as the

output database. For more information, see Granting database permissions using the Lake
Formation console and the named resource method.

. In the IAM console (https://console.aws.amazon.com/iam/), create an IAM role for the

crawler. Add the 1akeformation:GetDataAccess policy to the role.
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5. In the AWS Glue console (https://console.aws.amazon.com/glue/), while configuring the
crawler, select the option Use Lake Formation credentials for crawling Amazon S3 data

source.

® Note

The accountld field is optional for in-account crawling.

AWS CLI

aws glue --profile demo create-crawler --debug --cli-input-json '{

"Name": "prod-test-crawler",

"Role": "arn:aws:iam::111122223333:ro0le/service-role/AWSGlueServiceRole-prod-
test-run-role",

"DatabaseName": "prod-run-db",
"Description": "",
"Targets": {
"S3Targets": [
{
"Path": "s3://crawl-testbucket"
}
]
.

"SchemaChangePolicy": {
"UpdateBehavior": "LOG",
"DeleteBehavior": "LOG"

.

"RecrawlPolicy": {

"RecrawlBehavior": "CRAWL_EVERYTHING"

},

"LineageConfiguration": {
"CrawlerlLineageSettings": "DISABLE"

.

"LakeFormationConfiguration": {
"UselLakeFormationCredentials": true,
"AccountId": "111122223333"

.

"Configuration": {

"Version": 1.0,
"CrawlerOutput": {
"Partitions": { "AddOrUpdateBehavior": "InheritFromTable" },
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"Tables": {"AddOrUpdateBehavior": "MergeNewColumns" }
1,
"Grouping": { "TableGroupingPolicy": "CombineCompatibleSchemas" }
1,

"CrawlerSecurityConfiguration": ,
"Tags": {
"KeyName" :
}
3

Setup required when the crawler and registered Amazon S3 location reside in different
accounts (cross-account crawling)

To allow the crawler to access a data store in a different account using Lake Formation credentials,
you must first register the Amazon S3 data location with Lake Formation. Then, you grant data
location permissions to the crawler's account by taking the following steps.

You can complete the following steps using the AWS Management Console or AWS CLI.
AWS Management Console

1. In the account where the Amazon S3 location is registered (account B):

a. Register an Amazon S3 path with Lake Formation. For more information, see Registering
Amazon S3 location.

b. Grant Data location permissions to the account (account A) where the crawler will be run.
For more information, see Grant data location permissions.

c. Create an empty database in Lake Formation with the underlying location as the target
Amazon S3 location. For more information, see Creating a database.

d. Grant account A (the account where the crawler will be run) access to the database
that you created in the previous step. For more information, see Granting database

permissions.

2. In the account where the crawler is created and will be run (account A):

a. Using the AWS RAM console, accept the database that was shared from the external
account (account B). For more information, see Accepting a resource share invitation from
AWS Resource Access Manager.

b. Create an IAM role for the crawler. Add 1lakeformation:GetDataAccess policy to the
role.
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¢. In the Lake Formation console (https://console.aws.amazon.com/lakeformation/), grant
Data location permissions on the target Amazon S3 location to the IAM role used for the
crawler run so that the crawler can read the data from the destination in Lake Formation.
For more information, see Granting data location permissions.

d. Create a resource link on the shared database. For more information, see Create a resource
link.

e. Grant the crawler role access permissions (Create) on the shared database and
(Describe) the resource link. The resource link is specified in the output for the crawler.

f. In the AWS Glue console (https://console.aws.amazon.com/glue/), while configuring the
crawler, select the option Use Lake Formation credentials for crawling Amazon S3 data

source.

For cross-account crawling, specify the AWS account ID where the target Amazon S3
location is registered with Lake Formation. For in-account crawling, the accountld field is
optional.

Step 1

Configure security settings

Set crawler properties

Step2 1AM role
Choose data sources and
classifiers

Existing IAM role
Configure security settings

Create new IAM role

Step 4 Only IAM roles created by the AWS Glue console and have the prefix "AWSGlueServiceRole-" can be updated.
Stepl Lake Formation configuration - optional

Allow the crawler to use Lake Formation credentials for crawling the data source.

Use Lake Formation credentials for crawling S3 data source
Checking this box will allow the crawler to use Lake Formation credentials for crawling the data source. If the data source belongs to another account, you must provide the registered account
ID. Otherwise, the crawler will crawl only those data sources associated to the account. Only applicable to S3 and Glue Catalog data sources.

Location of S3 data
In this account

O In a different account
Account ID

111111111111

Must be a valid account ID, containing only numbers (0-9) and 12 characters long.

v

Security configuration - optional
Enable at-rest encryption with a security configuration.

Cacs m

AWS CLI

aws glue --profile demo create-crawler --debug --cli-input-json '{
"Name": "prod-test-crawler",
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"Role": "arn:aws:iam::111122223333:role/service-role/AWSGlueServiceRole-prod-
test-run-role",

"DatabaseName": "prod-run-db",
"Description": "",
"Targets": {
"S3Targets": [
{
"Path": "s3://crawl-testbucket"
}
]
},

"SchemaChangePolicy": {
"UpdateBehavior": "LOG",
"DeleteBehavior": "LOG"
},
"RecrawlPolicy": {
"RecrawlBehavior": "CRAWL_EVERYTHING"
.
"LineageConfiguration": {
"CrawlerlLineageSettings": "DISABLE"
},
"LakeFormationConfiguration": {
"UseLakeFormationCredentials": true,
"AccountId": "111111111111"
},
"Configuration": {
"Version": 1.0,
"CrawlerOutput": {
"Partitions": { "AddOrUpdateBehavior": "InheritFromTable" },
"Tables": {"AddOrUpdateBehavior": "MergeNewColumns" }

1,
"Grouping": { "TableGroupingPolicy": "CombineCompatibleSchemas" }
1,
"CrawlerSecurityConfiguration": "",
"Tags": {
"KeyName": ""
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® Note

« A crawler using Lake Formation credentials is only supported for Amazon S3 and Data
Catalog targets.

 For targets using Lake Formation credential vending, the underlying Amazon S3 locations
must belong to the same bucket. For example, customers can use multiple targets (s3://
bucket1/folder1, s3://bucket1/folder2) as long as all target locations are under the same
bucket (bucket1). Specifying different buckets (s3://bucket1/folder1, s3://bucket2/
folder2) is not allowed.

« Currently for Data Catalog target crawlers, only a single catalog target with a single
catalog table is allowed.

Scheduling an AWS Glue crawler

You can run an AWS Glue crawler on demand or on a regular schedule. Crawler schedules can be
expressed in cron format. For more information, see cron in Wikipedia.

When you create a crawler based on a schedule, you can specify certain constraints, such as the
frequency the crawler runs, which days of the week it runs, and at what time. These constraints
are based on cron. When setting up a crawler schedule, you should consider the features and
limitations of cron. For example, if you choose to run your crawler on day 31 each month, keep in
mind that some months don't have 31 days.

Crawls for each crawler is valid only for up to 12 months

For more information about using cron to schedule jobs and crawlers, see Time-based schedules

for jobs and crawlers.

Working with crawlers on the AWS Glue console

A crawler accesses your data store, extracts metadata, and creates table definitions in the AWS
Glue Data Catalog. The Crawlers pane in the AWS Glue console lists all the crawlers that you
create. The list displays status and metrics from the last run of your crawler.
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® Note

If you choose to bring in your own JDBC driver versions, AWS Glue crawlers will consume
resources in AWS Glue jobs and Amazon S3 buckets to ensure your provided driver are run
in your environment. The additional usage of resources will be reflected in your account.
Additionally, providing your own JDBC driver does not mean that the crawler is able to
leverage all of the driver's features. Drivers are limited to the properties described in
Adding an AWS Glue connection.

To add a crawler using the console

1.

Sign in to the AWS Management Console and open the AWS Glue console at https://
console.aws.amazon.com/glue/. Choose Crawlers in the navigation pane.

Choose Create crawler, and follow the instructions in the Add crawler wizard. The wizard will
guide you through the following steps.

1. Set crawler properties. Enter a name for your crawler and description (optional).

Optionally, you can tag your crawler with a Tag key and optional Tag value. Once created,
tag keys are read-only. Use tags on some resources to help you organize and identify them.
For more information, see AWS tags in AWS Glue.

2. Choose data sources and classifiers. In Data source configuration, choose 'Not yet' or 'Yes'
to answer the question 'lIs your data mapped to AWS Glue tables? By default, 'Not yet' is
selected.

If your data is already mapped to AWS Glue tables, choose Add a data source. For more
information, see Adding an AWS Glue connection.

In the Add data source window, choose your data source and choose the appropriate
options for your data source.

(Optional) If you choose JDBC as the data source, you can use your own JDBC drivers when
specifying the Connection access where the driver info is stored.

3. Configure security settings. Choose an existing IAM role or create a new IAM role.
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® Note

In order to add your own JDBC driver, additional permissions need to be added. For
more information, see

« Grant permissions for the following job actions: CreateJob, DeleteJob,
GetJob, GetJobRun, StartJobRun.

« Grant permissions for Amazon S3 actions: s3:DeleteObjects, s3:GetObject,
s3:ListBucket, s3:PutObject.

(® Note

The s3:ListBucket is not needed if the Amazon S3 bucket policy is
disabled.

» Grant service principal access to bucket/folder in the Amazon S3 policy.
Example Amazon S3 policy:

"Version": "2012-10-17",
"Statement": [
{
"Sid": "VisualEditor@",
"Effect": "Allow",
"Action": [
"s3:PutObject",
"s3:GetObject",
"s3:ListBucket",
"s3:DeleteObject"
1,
"Resource": [
"arn:aws:s3:::bucket-name/driver-parent-folder/
driver.jar",
"arn:aws:s3:::bucket-name"
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AWS Glue creates the following folders (_crawler and _glue_job_crawler at
the same level as the JDBC driver in your Amazon S3 bucket. For example, if the
driver path is <s3-path/driver_folder/driver. jar>, then the following
folders will be created if they do not already exist:

o <s3-path/driver_folder/_crawler>

o <s3-path/driver_folder/_glue_job_crawler>

Optionally, you can add a security configuration to a crawler to specify at-rest encryption
options.

4. Set output and scheduling. You can choose the target database, add a prefix to add to table
names, and set a maximum table threshold (optional).

When selecting a crawler schedule, choose the frequency.

5. Review and create. Choose Edit to make changes to any of the steps in the wizard. When
done, choose Create crawler.

When you crawl DynamoDB tables, you can choose one table name from the list of DynamoDB
tables in your account.

® Tip
For more information about configuring crawlers, see the section called “Crawler

properties”.

Viewing Crawler Results and Details

After the crawler runs successfully, it creates table definitions in the Data Catalog. Choose Tables
in the navigation pane to see the tables that were created by your crawler in the database that you
specified.

You can view information related to the crawler itself as follows:

« The Crawlers page on the AWS Glue console displays the following properties for a crawler:
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Property

Name

Status

Schedule

Last run

Log

Tables changes from last run

Description

When you create a crawler, you must give it a
unique name.

A crawler can be ready, starting, stopping,
scheduled, or schedule paused. A running
crawler progresses from starting to stopping.
You can resume or pause a schedule attached
to a crawler.

You can choose to run your crawler on
demand or choose a frequency with a
schedule. For more information about
scheduling a crawler, see Scheduling a
crawler.

The date and time of the last time the
crawler was run.

Links to any available logs from the last run
of the crawler.

The number of tables in the AWS Glue Data
Catalog that were updated by the latest run
of the crawler.

» To view the history of a crawler, choose Crawlers in the navigation pane to see the crawlers you

created. Choose a crawler from the list of available crawlers. You can view the crawler properties
and view the crawler history in the Crawler runs tab.

The Crawler runs tab displays information about each time the crawler ran, including Start time
(UTC), End time (UTC), Duration, Status, DPU hours, and Table changes.

The Crawler runs tab displays only the crawls that have occurred since the launch date of the

crawler history feature, and only retains up to 12 months of crawls. Older crawls will not be

returned.
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» To see additional information, choose a tab in the crawler details page. Each tab will display
information related to the crawler.

« Schedule: Any schedules created for the crawler will be visible here.
« Data sources: All data sources scanned by the crawler will be visible here.
« Classifiers: All classifiers assigned to the crawler will be visible here.

» Tags: Any tags created and assigned to an AWS resource will be visible here.

Accelerating crawls using Amazon S3 event notifications

Instead of listing the objects from an Amazon S3 or Data Catalog target, you can configure the
crawler to use Amazon S3 events to find any changes. This feature improves the recrawl time by
using Amazon S3 events to identify the changes between two crawls by listing all the files from the
subfolder which triggered the event instead of listing the full Amazon S3 or Data Catalog target.

The first crawl lists all Amazon S3 objects from the target. After the first successful crawl, you can
choose to recrawl manually or on a set schedule. The crawler will list only the objects from those
events instead of listing all objects.

The advantages of moving to an Amazon S3 event based crawler are:

« A faster recrawl as the listing of all the objects from the target is not required, instead the listing
of specific folders is done where objects are added or deleted.

« Areduction in the overall crawl cost as the listing of specific folders is done where objects are
added or deleted.

The Amazon S3 event crawl runs by consuming Amazon S3 events from the SQS queue based on
the crawler schedule. There will be no cost if there are no events in the queue. Amazon S3 events
can be configured to go directly to the SQS queue or in cases where multiple consumers need the
same event, a combination of SNS and SQS. For more information, see the section called “Setting
up your Account for Amazon S3 event notifications”.

After creating and configuring the crawler in event mode, the first crawl runs in listing mode by
performing full a listing of the Amazon S3 or Data Catalog target. The following log confirms the
operation of the crawl by consuming Amazon S3 events after the first successful crawl: "The crawl
is running by consuming Amazon S3 events."
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After creating the Amazon S3 event crawl and updating the crawler properties which may impact
the crawl, the crawl operates in list mode and the following log is added: "Crawl is not running in
S3 event mode".

Catalog target

When the target is the Data Catalog the crawler updates the existing tables in the Data Catalog
with changes (for example, extra partitions in a table).

Topics

» Setting up your Account for Amazon S3 event notifications

Setting up your Account for Amazon S3 event notifications

This section describes how to set up your account for Amazon S3 event notifications, and provides
instructions for doing so using a script, or the AWS Glue console.

Prerequisites

Complete the following setup tasks. Note the values in parenthesis reference the configurable
settings from the script.

. Create an Amazon S3 bucket (s3_bucket_name).

Identify a crawler target (folder_name, such as "test1") which is a path in the identified bucket.
Prepare a crawler name (crawler_name)

Prepare an SNS Topic name (sns_topic_name) which could be the same as the crawler name.

Prepare the AWS Region where the crawler is to run and the S3 bucket exists (region).

I

Optionally prepare an email address if email is used to get the Amazon S3 events
(subscribing_email).

You can also use the CloudFormation stack to create your resources. Complete the following steps:

1. Launch your CloudFormation stack in US East (N. Virginia):
2. Under Parameters, enter a name for your Amazon S3 bucket (include your account number).

3. Select I acknowledge that AWS CloudFormation might create IAM resources
with custom names.

4. Choose Create stack.
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Limitations:

» Only a single target is supported by the crawler, whether for Amazon S3 or Data Catalog targets.
» SQS on private VPCis not supported.
« Amazon S3 sampling is not supported.

« The crawler target should be a folder for an Amazon S3 target, or one or more AWS Glue Data
Catalog tables for a Data Catalog target.

« The 'everything' path wildcard is not supported: s3://%

« For a Data Catalog target, all catalog tables should point to same Amazon S3 bucket for Amazon
S3 event mode.

» For a Data Catalog target, a catalog table should not point to an Amazon S3 location in the Delta
Lake format (containing _symlink folders, or checking the catalog table's InputFormat).

To use the Amazon S3 event based crawler, you should enable event notification on the S3 bucket
with events filtered from the prefix which is the same as the S3 target and store in SQS. You can
set up SQS and event notification through the console by following the steps in Walkthrough:

Configuring a bucket for notifications or using the the section called “Script to generate SQS and

configure Amazon S3 events from the target”.

SQS policy

Add the following SQS policy which is required to be attached to the role used by the crawler.

"Version": "2012-10-17",
"Statement": [
{

"Sid": "VisualEditor@",

"Effect": "Allow",

"Action": [
"sqs:DeleteMessage",
"sqgs:GetQueueUrl",
"sqgs:ListDeadlLetterSourceQueues",
"sgs:ReceiveMessage",
"sqgs:GetQueueAttributes",
"sqgs:ListQueueTags",
"sqgs:SetQueueAttributes",
"sqs:PurgeQueue"

]I
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"Resource": "arn:aws:sqs:{region}:{accountID}:cfn-sqs-queue"

Script to generate SQS and configure Amazon S3 events from the target

After ensuring the prerequisites are met, you can run the following Python script to create the SQS.

Replace the Configurable settings with the names prepared from the prerequisites.

® Note
After running the script, login to the SQS console to find the ARN of the SQS created.

Amazon SQS sets a visibility timeout, a period of time during which Amazon SQS prevents other
consumers from receiving and processing the message. Set the visibility timeout approximately
equal to the crawl run time.

#lvenv/bin/python
import boto3
import botocore

T T Start : READ ME FIRST -------cmmmmmmmmmooo #
# 1. Purpose of this script is to create the SQS, SNS and enable S3 bucket
notification.

# The following are the operations performed by the scripts:

# a. Enable S3 bucket notification to trigger 's3:0bjectCreated:' and
's3:0bjectRemoved:' events.

# b. Create SNS topic for fan out.

# c. Create SQS queue for saving events which will be consumed by the crawler.

# SQS Event Queue ARN will be used to create the crawler after running the
script.

# 2. This script does not create the crawler.
# 3. SNS topic is created to support FAN out of S3 events. If S3 event is also used by
another

# purpose, SNS topic created by the script can be used.

# 1. Creation of bucket is an optional step.

# To create a bucket set create_bucket variable to true.

# 2. The purpose of crawler_name is to easily locate the SQS/SNS.

# crawler_name is used to create SQS and SNS with the same name as crawler.

# 3. 'folder_name' is the target of crawl inside the specified bucket 's3_bucket_name'
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#
R End READ ME FIRST ----ccmmmmmmmmmmeeeeem o
R #
# Start : Configurable settings #
R #
#Create
region = 'us-west-2'
s3_bucket_name = 's3eventtestuswest2'
folder_name = "test"
crawler_name = "test33S3Event"

sns_topic_name = crawler_name
sqs_queue_name = sns_topic_name
create_bucket = False

L e e e P P PR P #
# End Configurable settings #
L e e e P P PR P #

# Define aws clients

dev = boto3.session.Session(profile_name="myprofile')
boto3.setup_default_session(profile_name='myprofile')
s3 = boto3.resource('s3', region_name=region)
sns = boto3.client('sns', region_name=region)
sqs = boto3.client('sqgs', region_name=region)

client = boto3.client("sts")

account_id = client.get_caller_identity()["Account"]

queue_arn = ""

def print_error(e):

print(e.message + ' RequestId: ' + e.response['ResponseMetadata']['RequestId'])

def create_s3_bucket(bucket_name, client):
bucket = client.Bucket(bucket_name)

try:
if not create_bucket:
return True
response = bucket.create(
ACL="'private',

CreateBucketConfiguration={
'LocationConstraint': region
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+
)

return True
except botocore.exceptions.ClientError as e:
print_error(e)

if 'BucketAlreadyOwnedByYou' in e.message: # we own this bucket so continue

print('We own the bucket already. Lets continue...')
return True
return False

def create_s3_bucket_folder(bucket_name, client, directory_name):
s3.put_object(Bucket=bucket_name, Key=(directory_name + '/'))

def set_s3_notification_sns(bucket_name, client, topic_arn):
bucket_notification = client.BucketNotification(bucket_name)
try:

response = bucket_notification.put(
NotificationConfiguration={
'TopicConfigurations': [
{
'Id' : crawler_name,
'TopicArn': topic_arn,
'"Events': [
's3:0bjectCreated:*',
's3:0bjectRemoved: *',

1,

'"Filter' : {'Key': {'FilterRules': [{'Name':

'Value': folder_namel}]}}
},

)

return True

except botocore.exceptions.ClientError as e:
print_error(e)

return False

def create_sns_topic(topic_name, client):
try:
response = client.create_topic(
Name=topic_name

'prefix',
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)
return response[ 'TopicArn']
except botocore.exceptions.ClientError as e:

print_error(e)
return None

def set_sns_topic_policy(topic_arn, client, bucket_name):
try:
response = client.set_topic_attributes(
TopicArn=topic_arn,
AttributeName='Policy"’,
AttributeValue="'"'"'{
"Version": "2008-10-17",
"Id": "s3-publish-to-sns",
"Statement": [{
"Effect": "Allow",
"Principal": { "AwS" : "*" 3},
"Action": [ "SNS:Publish" 1],
"Resource": "%s",
"Condition": {
"StringEquals": {
"AWS:SourceAccount": "%s"
},
"ArnLike": {
"aws:SourceArn": "arn:aws:s3:*:*:%s"

1]
}''"" % (topic_arn, account_id, bucket_name)
)
return True
except botocore.exceptions.ClientError as e:
print_error(e)

return False

def subscribe_to_sns_topic(topic_arn, client, protocol, endpoint):
try:
response = client.subscribe(
TopicArn=topic_azrn,
Protocol=protocol,
Endpoint=endpoint
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return response[ 'SubscriptionArn']
except botocore.exceptions.ClientError as e:
print_error(e)
return None

def create_sqgs_queue(queue_name, client):

try:

response = client.create_queue(
QueueName=queue_name,

)
return response[ 'Queuelrl']

except botocore.exceptions.ClientError as e:
print_error(e)

return None

def get_sqs_queue_arn(queue_url, client):
try:
response = client.get_queue_attributes(
QueueUrl=queue_url,
AttributeNames=[
'QueueArn’',

)
return response['Attributes']['QueueArn']
except botocore.exceptions.ClientError as e:
print_error(e)
return None

def set_sqgs_policy(queue_url, queue_arn, client, topic_arn):
try:
response = client.set_queue_attributes(
QueueUrl=queue_url,
Attributes={
"Policy': '''{
"Version": "2012-10-17",
"Id": "AllowSNSPublish",
"Statement": [
{
"Sid": "AllowSNSPublish@1",
"Effect": "Allow",
"Principal": "*",
"Action": "SQS:SendMessage",
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"Resource": "%s",

"Condition": {
"ArnEquals": {

"aws:SourceArn": "%s"

}

}

}
]
}''" % (queue_arn, topic_arn)

}
)

return True

except botocore.exceptions.ClientError as e:
print_error(e)

return False

if __name__ == "__main__":
print('Creating S3 bucket %s.' % s3_bucket_name)
if create_s3_bucket(s3_bucket_name, s3):
print('\nCreating SNS topic %s.' % sns_topic_name)
topic_arn = create_sns_topic(sns_topic_name, sns)
if topic_arn:

print('SNS topic created successfully: %s' % topic_azrn)

print('Creating SQS queue %s' % sgs_queue_name)
queue_url = create_sqs_queue(sqs_queue_name, sqs)
if queue_url is not None:
print('Subscribing sgs queue with sns.')
queue_arn = get_sqs_queue_arn(queue_url, sqgs)
if queue_arn is not None:
if set_sqgs_policy(queue_url, queue_arn, sqs, topic_arn):
print('Successfully configured queue policy.')
subscription_arn = subscribe_to_sns_topic(topic_azrn, sns,

sgs', queue_arn)
if subscription_arn is not None:

if 'pending confirmation' in subscription_arn:

print('Please confirm SNS subscription by visiting the

subscribe URL.'")
else:
print('Successfully subscribed SQS queue: ' +
gueue_azrn)
else:
print('Failed to subscribe SNS')
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else:
print('Failed to set queue policy.')
else:
print("Failed to get queue arn for %s" % queue_url)
A End subscriptions to SNS topic -----------------

print('\nSetting topic policy to allow s3 bucket %s to publish.' %
s3_bucket_name)
if set_sns_topic_policy(topic_arn, sns, s3_bucket_name):
print('SNS topic policy added successfully.')
if set_s3_notification_sns(s3_bucket_name, s3, topic_arn):
print('Successfully configured event for S3 bucket %s' %
s3_bucket_name)
print('Create S3 Event Crawler using SQS ARN %s' % queue_arn)
else:
print('Failed to configure S3 bucket notification.')
else:
print('Failed to add SNS topic policy.')
else:
print('Failed to create SNS topic.')

Setting up a crawler for Amazon S3 event notifications using the console (Amazon S3 target)

To set up a crawler for Amazon S3 event notifications using the AWS Glue console for an Amazon
S3 target:

1. Set your crawler properties. For more information, see Setting Crawler Configuration Options
on the AWS Glue console .

2. In the section Data source configuration, you are asked /s your data already mapped to AWS
Glue tables?

By default Not yet is already selected. Leave this as the default as you are using an Amazon S3
data source and the data is not already mapped to AWS Glue tables.

3. In the section Data sources, choose Add a data source.
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Step 1

Set crawler properties

Step 2
Choose data sources and
classifiers

Step 3

Step 4

Step 5

Choose data sources and classifiers

Data source configuration

Is your data already mapped to Glue tables?

O Not yet

Select one or more data sources to be crawled.

Data sources (0)
The list of data sources to be scanned by the crawler.

Type

» Custom classifiers - optional

Data source

Yes
Select existing tables from your Glue Data Catalog.

Add a data source

Parameters

You don't have any data sources.

Add a data source

A classifier checks whether a given file is in a format the crawler can handle. If it is, the classifier creates a schema in the form of a StructType object that matches

that data format.

Cancel Previous m

4. Inthe Add data source modal, configure the Amazon S3 data source:

« Data source: By default, Amazon S3 is selected.

» Network connection (Optional): Choose Add new connection.

» Location of Amazon S3 data: By default, In this account is selected.

« Amazon S3 path: Specify the Amazon S3 path where folders and files are crawled.

« Subsequent crawler runs: Choose Crawl based on events to use Amazon S3 event

notifications for your crawler.

 Include SQS ARN: Specify the data store parameters including the a valid SQS ARN. (For
example, arn:aws:sqs:region:account:sqgs).

 Include dead-letter SQS ARN (Optional): Specify a valid Amazon dead-letter SQS ARN. (For
example, arn:aws:sqs:region:account:deadLetterQueue).

¢ Choose Add an Amazon S3 data source.
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Add data source X

Data source
Choose the source of data to be crawled.

S3 v

Network connection - optional

Optionally include a Network connection to use with this S3 target. Note that each crawler is limited to
one Network connection so any other S3 targets will also use the same connection (or none, if left
blank).

Add new connection [4

Location of $3 data
O In this account

In a different account

S3 path
Browse for or enter an existing S3 path.

Q. s3://test X

All folders and files contained in the S3 path are crawled. For example, type s3://MyBucket/MyFolder/
to crawl all objects in MyFolder within MyBucket.

Subsequent crawler runs
This field is a global field that affects all S3 data sources.

Crawl all sub-folders
Crawl all folders again with every subsequent crawl.

Crawl new sub-folders only
Only Amazon S3 folders that were added since the last crawl will be crawled. If the schemas are
compatible, new partitions will be added to existing tables.

© Crawl based on events
Rely on Amazon S3 events to control what folders to craw.

Include SQS ARN
Specify the SQS ARN to use for identifying changes to crawl.

5QS ARN must follow the following syntax: arn:aws:sgs:region:account:sgs

Include dead-letter SQS ARN - optional
Optionally specify a corresponding Dead-letter SQS ARN for unprocessed messages.

Dead-letter SQS ARN must follow the following syntax:
arn:awsisqsiregion:account:deadLetterQueue

Sample only a subset of files

Exclude files matching pattern

Cancel Add an S3 data source

Setting up a crawler for Amazon S3 event notifications using the AWS CLI

The following is an example Amazon S3 AWS CLI call to create SQS queues and setup event
notifications on Amazon S3 target bucket.

S3 Event AWS CLI
aws sqs create-queue --queue-name MyQueue --attributes file://create-queue.json
create-queue.json

EURNIEN

{
"Policy": {
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"Version": "2012-10-17",
"Id": "example-ID",
"Statement": [
{
"Sid": "example-statement-ID",
"Effect": "Allow",
"Principal": {
"Service": "s3.amazonaws.com"
},
"Action": [
"SQS:SendMessage"
1,
"Resource": "SQS-queue-ARN",
"Condition": {
"ArnLike": {
"aws:SourceArn": "arn:aws:s3:*:*:awsexamplebucketl"
},
"StringEquals": {
"aws:SourceAccount": "bucket-owner-account-id"

aws s3api put-bucket-notification-configuration --bucket customer-data-pdx --
notification-configuration file://s3-event-config.json
s3-event-config.json

"QueueConfigurations": [
{

"Id": "s3event-sqs-queue",
"QueueArn": "arn:aws:sqs:{region}:{account}:queuename",
"Events": [

"s3:0bjectCreated:*",

"s3:0bjectRemoved: *"
1,
"Filter": {

"Key": {
"FilterRules": [
{

"Name": "Prefix",
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"Value": "/json"

Create Crawler:

Setting up a crawler for Amazon S3 event notifications using the console (Data Catalog target)

When you have a catalog target, set up a crawler for Amazon S3 event notifications using the AWS
Glue console:

1. Set your crawler properties. For more information, see Setting Crawler Configuration Options
on the AWS Glue console .

2. In the section Data source configuration, you are asked Is your data already mapped to AWS
Glue tables?

Select Yes to select existing tables from your Data Catalog as your data source.

3. In the section Glue tables, choose Add tables.

Step 1

Choose data sources and classifiers

Set crawler properties

S Data source configuration

Choose data sources and

classifiers
Is your data already mapped to Glue tables?
Step 3 Not yet O Yes
Select one or more data sources to be crawled. Select existing tables from your Glue Data Catalog.
Step 4
Glue tables (0) info Add tables
The list of AWS Glue Catalog tables to be scanned by the crawler.
Step 5

Database Tables

You don't have any catalog table sources.

Add tables
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4. Inthe Add table modal, configure the database and tables:

» Network connection (Optional): Choose Add new connection.
« Database: Select a database in the Data Catalog.
» Tables: Select one or more tables from that database in the Data Catalog.

« Subsequent crawler runs: Choose Crawl based on events to use Amazon S3 event
notifications for your crawler.

» Include SQS ARN: Specify the data store parameters including the a valid SQS ARN. (For
example, arn:aws:sqs:region:account:sqgs).

o Include dead-letter SQS ARN (Optional): Specify a valid Amazon dead-letter SQS ARN. (For
example, arn:aws:sqs:region:account:deadlLetterQueue).

e Choose Confirm.
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Add Glue tables X

Metwork connection - optional
Optionally include a Network connection to use with this Catalog target. Note that enly one Catalog
target is allowed for Catalog Crawlers with a VPC connection

v

Add new connection [

Database
Select a Glue Catalog database

legislators

Tables
Select one or more Glue Catalog Tables

Select one or more tables

‘ countries_json ‘ ‘ organizations_json X

Clear selection

Subsequent crawler runs
This field is a global field that affects all glue table sources.

Crawl all sub-folders
Crawl all folders again with every subsequent crawl.

© Crawl based on events
Rely on Amazon 53 events to control what folders to crawl.

Include SQS ARN
Specify the 5Q5 ARN to use for identifying changes to crawl

am:awsisas:us-east-1:804918391416:c:s3EventTestCrawler

SQS ARN must follow the following syntax: arn:aws:sqsregion:account:sgs

Include dead-letter SQ5 ARN - optional
Optionally specify a corresponding Dead-letter SQ5 ARN for unprocessed messages.

arn:aws:sqs:region:account.deadLetterQueue

Dead-letter 5Q5 ARN must follow the following syntax:
arn:aws:sgsiregion:account:deadLetterQueue

Using encryption with the Amazon S3 event crawler

This section describes using encryption on SQS only or on both SQS and Amazon S3.

Topics

« Enabling encryption on SQS only

» Enabling encryption on both SQS and Amazon S3

- FAQ

Using encryption with the Amazon S3 event crawler
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Enabling encryption on SQS only

Amazon SQS provides encryption in-transit by default. To add optional Server-Side Encryption
(SSE) to your queue you can attach a customer master key (CMK) in the edit panel. This means that
SQS encrypts all customer data at-rest on SQS servers.

Create a Customer Master Key (CMK)

1. Choose Key Management Service (KMS) > Customer Managed Keys > Create key.
2. Follow the steps to add your own alias and description.

3. Add the respective IAM roles you would like to be able to use this key.

4

In the key policy, add another statement to the "Statement" list so that your custom key policy
gives the Amazon SNS sufficient key usage permissions.

"Statement": [

{

"Effect": "Allow",

"Principal": {
"Service": "sns.amazonaws.com"

.

"Action": [
"kms:GenerateDataKey",
"kms:Decrypt"

1,

"Resource": "*"

Enable Server-Side Encryption (SSE) on your queue

1. Choose Amazon SQS > Queues > sqs_queue_name > Encryption tab.
Choose Edit, and scroll down to the Encryption drop down.

Select Enabled to add SSE.

P WD

Select the CMK you created earlier, and not the default key with the name alias/aws/sqgs.
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v Encryption - Optional

Amazon SQS provides in-transit encryption by default. To add at-rest encryption to your queue, enable server-side encryption. Info

Server-side encryption
Disabled
O Enabled

Customer master key Info

alias/sqs-key v

After adding this, your Encryption tab is updated with the key you added.

SNS subscriptions Lambda triggers Dead-letter queue Monitoring Tagging Access policy Encryption

Encryption

Amazon SQS provides encryption in-transit by default. You can also add Server-Side Encryption (SSE) to your queue, which means that SQS encrypts all customer data at-rest on SQS servers. Info

CMK alias Data key reuse period
[Falias/sqs-key 5 Minutes

Amazon SQS automatically deletes messages that have been in a queue for more than the
maximum message retention period. The default message retention period is 4 days. To
avoid missing events change the SQS MessageRetentionPeriod to the maximum of 14
days.

Enabling encryption on both SQS and Amazon S3

Enable Server-Side Encryption (SSE) on SQS

1. Follow the steps in the section called “"Enabling encryption on SQS only”.

2. In the last step of the CMK setup, give Amazon S3 sufficient key usage permissions.

Paste the following in to the "Statement" list:

"Statement": [

{
"Effect": "Allow",

"Principal": {
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"Service": "s3.amazonaws.com"

}I

"Action": [
"kms:GenerateDataKey",
"kms:Decrypt"

1,

"Resource": "*"

Enable Server-Side Encryption (SSE) on your Amazon S3 bucket

1. Follow the steps in the section called “Enabling encryption on SQS only”.

2. Do one of the following:

« To enable SSE for your entire S3 bucket, navigate to the Properties tab in your target
bucket.

Here you can enable SSE and choose the encryption type you would like to use. Amazon
S3 provides an encryption key that Amazon S3 creates, manages, and uses for you, or you
can choose a key from KMS as well.

Edit default encryption

Default encryption

Automatically encrypt new objects stored in this bucket. Learn more [/}

Server-side encryption
Disable
© Enable

Encryption key type
To upload an object with a customer-provided encryption key (SSE-C), use the AWS CLI, AWS SDK, or Amazon S3 REST API.

© Amazon 53 key (SSE-S3)

An encryption key that Amazon S3 creates, manages, and uses for you. Learn more [7

AWS Key Management Service key (SSE-KMS)
An encryption key protected by AWS Key Management Service (AWS KMS). Learn more E
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« To enable SSE on a specific folder, click the checkbox beside your target folder and choose
Edit server-side encryption under the Actions drop down.

Objects (1)

Objects are the fundamental entities stored in Amazon S3. You can use Amazon S3 inventol
Learn more [/}

@, Delete Actions A Create folder (VW GET

. Open
Q P
~ Calculate total size
Name Copy v
[ s3eventsy =~ Move

Edit actions

Edit storage class

Edit server-side encryption

Edit metadata
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FAQ

Why aren't messages that | publish to my Amazon SNS topic getting delivered to my subscribed
Amazon SQS queue that has server-side encryption (SSE) enabled?

Double check that your Amazon SQS queue is using:

1. A customer master key (CMK) that is customer managed. Not the default one provided by SQS.

2. Your CMK from (1) includes a custom key policythat gives the Amazon SNS sufficient key usage

permissions.

For more information, see this article in the knowledge center.

I've subscribed to email notifications, but | don't receive any email updates when | edit my
Amazon S3 bucket.

Make sure that you have confirmed your email address by clicking the "Confirm Subscription" link
in your email. You can verify the status of your confirmation by checking the Subscriptions table
under your SNS topic.

Choose Amazon SNS > Topics > sns_topic_name > Subscriptions table.

If you followed our prerequisite script, you will find that the sns_topic_name is equal to your
sgs_queue_name. It should look similar to the following:

Subscriptions (2)
Q 1 ©
ID v Endpoint v Status v Protocol A
13fa3254-a252-4621-8d5a-05b1bb9245c6 chengjes@amazon.com @© Confirmed EMAIL
f0a36c7b-3ec2-4890-bbe6-6503F11a9577 arn:aws:sqsius-east-2:804918591416:s3-sqs- @ Confirmed sQs

both-encrypted

Only some of the folders | added are showing up in my table after enabling server-side
encryption on my SQS queue. Why am | missing some parquets?

If the Amazon S3 bucket changes were made before enabling SSE on your SQS queue, they may
not be picked up by the crawler. To ensure that you have crawled all the updates to your S3 bucket,
run the crawler again in listing mode ("Crawl All Folders"). Another option is to start fresh by
creating a new crawler with S3 events enabled.
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Parameters set on Data Catalog tables by crawler

These table properties are set by AWS Glue crawlers. We expect users to consume the
classification and compressionType properties. Other properties, including table

size estimates, are used for internal calculations, and we do not guarantee their accuracy or
applicability to customer use cases. Changing these parameters may alter the behavior of the
crawler, we do not support this workflow.

Property key Property value

UPDATED_B Name of crawler performing update.

Y_CRAWLER

connectionName The name of the connection in the Data Catalog for the crawler used to
connect the to the data store.

recordCount Estimate count of records in table, based on file sizes and headers.

skip.head Rows skipped to skip header. Set on tables classified as CSV.

er.line.count

CrawlerSc For internal use

hemaSeria

lizerVersion

classification Format of data, inferred by crawler. For more information about data
formats supported by AWS Glue crawlers see the section called “Built-
in classifiers in AWS Glue".

CrawlerSc For internal use

hemaDeser

ializerVersion

sizeKey Combined size of files in table crawled.

averageRe Average size of row in table, in bytes.

cordSize
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Property key Property value
compressionType Type of compression used on data in the table. For more informati
on about compression types supported by AWS Glue crawlers see the
section called “Built-in classifiers in AWS Glue”.
typeOfData file, table or view.
objectCount Number of objects under Amazon S3 path for table.

These additional table properties are set by AWS Glue crawlers for Snowflake data stores.

Property key

aws :RawTa
bleLastAltered

ViewOrigi
nalText

ViewExpan
dedText

ExternalT
able:S3Lo
cation

ExternalT
able:File
Format

Property value

Records the last altered timestamp of the Snowflake table.

View SQL statement.

View SQL statement encoded in Base64 format.

Amazon S3 location of the Snowflake external table.

Amazon S3 file format of the Snowflake external table.

These additional table properties are set by AWS Glue crawlers for JDBC-type data stores such as
Amazon Redshift, Microsoft SQL Server, MySQL, PostgreSQL, and Oracle.
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Property key Property value

aws :RawType When a crawler store the data in the Data Catalog it translates the
datatypes to Hive-compatible types, which many times causes the
information on the native datatype to be lost. The crawler outputs the
aws :RawType parameter to provide the native-level datatype.

aws :RawCo If a comment is associated with a column in the database, the crawler
lumnComment outputs the corresponding comment in the catalog table. The comment
string is truncated to 255 bytes.

Comments are not supported for Microsoft SQL Server.

aws :RawTa If a comment is associated with a table in the database, the crawler
bleComment outputs corresponding comment in the catalog table. The comment
string is truncated to 255 bytes.

Comments are not supported for Microsoft SQL Server.

Adding classifiers to a crawler in AWS Glue

A classifier reads the data in a data store. If it recognizes the format of the data, it generates
a schema. The classifier also returns a certainty number to indicate how certain the format
recognition was.

AWS Glue provides a set of built-in classifiers, but you can also create custom classifiers. AWS
Glue invokes custom classifiers first, in the order that you specify in your crawler definition.
Depending on the results that are returned from custom classifiers, AWS Glue might also invoke
built-in classifiers. If a classifier returns certainty=1.0 during processing, it indicates that it's
100 percent certain that it can create the correct schema. AWS Glue then uses the output of that
classifier.

If no classifier returns certainty=1.0, AWS Glue uses the output of the classifier that has the
highest certainty. If no classifier returns a certainty greater than @. 0, AWS Glue returns the default
classification string of UNKNOWN.
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When do | use a classifier?

You use classifiers when you crawl a data store to define metadata tables in the AWS Glue Data
Catalog. You can set up your crawler with an ordered set of classifiers. When the crawler invokes a
classifier, the classifier determines whether the data is recognized. If the classifier can't recognize
the data or is not 100 percent certain, the crawler invokes the next classifier in the list to determine
whether it can recognize the data.

For more information about creating a classifier using the AWS Glue console, see Working with
classifiers on the AWS Glue console.

Custom classifiers

The output of a classifier includes a string that indicates the file's classification or format (for
example, json) and the schema of the file. For custom classifiers, you define the logic for creating
the schema based on the type of classifier. Classifier types include defining schemas based on grok
patterns, XML tags, and JSON paths.

If you change a classifier definition, any data that was previously crawled using the classifier

is not reclassified. A crawler keeps track of previously crawled data. New data is classified with
the updated classifier, which might result in an updated schema. If the schema of your data has
evolved, update the classifier to account for any schema changes when your crawler runs. To
reclassify data to correct an incorrect classifier, create a new crawler with the updated classifier.

For more information about creating custom classifiers in AWS Glue, see Writing custom classifiers.

(® Note

If your data format is recognized by one of the built-in classifiers, you don't need to create
a custom classifier.

Built-in classifiers in AWS Glue

AWS Glue provides built-in classifiers for various formats, including JSON, CSV, web logs, and many
database systems.

If AWS Glue doesn't find a custom classifier that fits the input data format with 100 percent
certainty, it invokes the built-in classifiers in the order shown in the following table. The built-in
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classifiers return a result to indicate whether the format matches (certainty=1.0) or does not

match (certainty=0.0). The first classifier that has certainty=1.0 provides the classification

string and schema for a metadata table in your Data Catalog.

Classifier type

Apache Avro

Apache ORC

Apache Parquet

JSON

Binary JSON

XML

Amazon lon

Combined Apache
log

Apache log
Linux kernel log

Microsoft log

Classification
string

avrIo

orc

parquet

json

bson

xml

ion
combined_
apache
apache
linux_kernel

microsoft_log

Notes

Reads the schema at the beginning of the file to
determine format.

Reads the file metadata to determine format.

Reads the schema at the end of the file to
determine format.

Reads the beginning of the file to determine
format.

Reads the beginning of the file to determine
format.

Reads the beginning of the file to determine
format. AWS Glue determines the table schema
based on XML tags in the document.

For information about creating a custom XML
classifier to specify rows in the document, see
Writing XML custom classifiers.

Reads the beginning of the file to determine
format.

Determines log formats through a grok pattern.

Determines log formats through a grok pattern.
Determines log formats through a grok pattern.

Determines log formats through a grok pattern.
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Classifier type Classification Notes
string

Ruby log ruby_logger Reads the beginning of the file to determine
format.

Squid 3.x log squid Reads the beginning of the file to determine
format.

Redis monitor log redismonlog Reads the beginning of the file to determine
format.

Redis log redislog Reads the beginning of the file to determine
format.

csv csv Checks for the following delimiters: comma (,),
pipe (]), tab (\t), semicolon (;), and Ctrl-A (\u0001).
Ctrl-A is the Unicode control character for Start
Of Heading.

Amazon Redshift redshift Uses JDBC connection to import metadata.

MySQL mysql Uses JDBC connection to import metadata.

PostgreSQL postgresql Uses JDBC connection to import metadata.

Oracle database oracle Uses JDBC connection to import metadata.

Microsoft SQL sqlserver Uses JDBC connection to import metadata.

Server

Amazon dynamodb Reads data from the DynamoDB table.

DynamoDB

Files in the following compressed formats can be classified:

« ZIP (supported for archives containing only a single file). Note that Zip is not well-supported in
other services (because of the archive).

- BZIP
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« GZIP
« LZ4

» Snappy (supported for both standard and Hadoop native Snappy formats)

Built-in CSV classifier

The built-in CSV classifier parses CSV file contents to determine the schema for an AWS Glue table.
This classifier checks for the following delimiters:

« Comma (,)

» Pipe (])

« Tab (\t)

« Semicolon (;)

o Ctrl-A (\u0001)

Ctrl-A is the Unicode control character for Start Of Heading.

To be classified as CSV, the table schema must have at least two columns and two rows of data.
The CSV classifier uses a number of heuristics to determine whether a header is present in a

given file. If the classifier can't determine a header from the first row of data, column headers are
displayed as coll, col2, col3, and so on. The built-in CSV classifier determines whether to infer a
header by evaluating the following characteristics of the file:

« Every column in a potential header parses as a STRING data type.

» Except for the last column, every column in a potential header has content that is fewer than 150
characters. To allow for a trailing delimiter, the last column can be empty throughout the file.

« Every column in a potential header must meet the AWS Glue regex requirements for a column
name.

« The header row must be sufficiently different from the data rows. To determine this, one or more
of the rows must parse as other than STRING type. If all columns are of type STRING, then the
first row of data is not sufficiently different from subsequent rows to be used as the header.
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® Note

If the built-in CSV classifier does not create your AWS Glue table as you want, you might be
able to use one of the following alternatives:

» Change the column names in the Data Catalog, set the SchemaChangePolicy to LOG,
and set the partition output configuration to InheritFromTable for future crawler
runs.

» Create a custom grok classifier to parse the data and assign the columns that you want.

« The built-in CSV classifier creates tables referencing the LazySimpleSerDe as the
serialization library, which is a good choice for type inference. However, if the CSV
data contains quoted strings, edit the table definition and change the SerDe library to
OpenCSVSexrDe. Adjust any inferred types to STRING, set the SchemaChangePolicy
to LOG, and set the partitions output configuration to InheritFromTable for future
crawler runs. For more information about SerDe libraries, see SerDe Reference in the

Amazon Athena User Guide.

Writing custom classifiers

You can provide a custom classifier to classify your data in AWS Glue. You can create a custom
classifier using a grok pattern, an XML tag, JavaScript Object Notation (JSON), or comma-separated
values (CSV). An AWS Glue crawler calls a custom classifier. If the classifier recognizes the data, it
returns the classification and schema of the data to the crawler. You might need to define a custom
classifier if your data doesn't match any built-in classifiers, or if you want to customize the tables
that are created by the crawler.

For more information about creating a classifier using the AWS Glue console, see Working with

classifiers on the AWS Glue console.

AWS Glue runs custom classifiers before built-in classifiers, in the order you specify. When a
crawler finds a classifier that matches the data, the classification string and schema are used in the
definition of tables that are written to your AWS Glue Data Catalog.

Topics

« Writing grok custom classifiers

» Writing XML custom classifiers
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« Writing JSON custom classifiers

« Writing CSV custom classifiers

Writing grok custom classifiers

Grok is a tool that is used to parse textual data given a matching pattern. A grok patternis a
named set of regular expressions (regex) that are used to match data one line at a time. AWS Glue
uses grok patterns to infer the schema of your data. When a grok pattern matches your data, AWS
Glue uses the pattern to determine the structure of your data and map it into fields.

AWS Glue provides many built-in patterns, or you can define your own. You can create a grok
pattern using built-in patterns and custom patterns in your custom classifier definition. You can
tailor a grok pattern to classify custom text file formats.

(® Note

AWS Glue grok custom classifiers use the GrokSerDe serialization library for tables created
in the AWS Glue Data Catalog. If you are using the AWS Glue Data Catalog with Amazon
Athena, Amazon EMR, or Redshift Spectrum, check the documentation about those
services for information about support of the GrokSerDe. Currently, you might encounter
problems querying tables created with the GrokSexrDe from Amazon EMR and Redshift
Spectrum.

The following is the basic syntax for the components of a grok pattern:

%{PATTERN:field-name}

Data that matches the named PATTERN is mapped to the field-name column in the schema,
with a default data type of string. Optionally, the data type for the field can be cast to byte,
boolean, double, short, int, long, or float in the resulting schema.

%{PATTERN:field-name:data-type}

For example, to cast a num field to an int data type, you can use this pattern:

%{NUMBER:num:int}
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Patterns can be composed of other patterns. For example, you can have a pattern for a SYSLOG
timestamp that is defined by patterns for month, day of the month, and time (for example, Feb 1
06:25:43). For this data, you might define the following pattern:

SYSLOGTIMESTAMP %{MONTH} +%{MONTHDAY} %{TIME}

(@ Note

Grok patterns can process only one line at a time. Multiple-line patterns are not supported.
Also, line breaks within a pattern are not supported.

Custom classifier values in AWS Glue

When you define a grok classifier, you supply the following values to AWS Glue to create the
custom classifier.

Name

Name of the classifier.

Classification

The text string that is written to describe the format of the data that is classified; for example,
special-logs.

Grok pattern

The set of patterns that are applied to the data store to determine whether there is a match.
These patterns are from AWS Glue built-in patterns and any custom patterns that you define.

The following is an example of a grok pattern:

%S{TIMESTAMP_IS08601:timestamp} \[%{MESSAGEPREFIX:message_prefix}\]
%{CRAWLERLOGLEVEL :1loglevel} : %{GREEDYDATA:message}

When the data matches TIMESTAMP_IS086@1, a schema column timestamp is created. The
behavior is similar for the other named patterns in the example.
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Custom patterns

Optional custom patterns that you define. These patterns are referenced by the grok pattern
that classifies your data. You can reference these custom patterns in the grok pattern that is
applied to your data. Each custom component pattern must be on a separate line. Regular
expression (regex) syntax is used to define the pattern.

The following is an example of using custom patterns:

CRAWLERLOGLEVEL (BENCHMARK|ERROR|WARN|INFO|TRACE)
MESSAGEPREFIX .*-.*- *- *_ %

The first custom named pattern, CRAWLERLOGLEVEL, is a match when the data matches one
of the enumerated strings. The second custom pattern, MESSAGEPREFIX, tries to match a
message prefix string.

AWS Glue keeps track of the creation time, last update time, and version of your classifier.
AWS Glue built-in patterns

AWS Glue provides many common patterns that you can use to build a custom classifier. You add a
named pattern to the grok pattern in a classifier definition.

The following list consists of a line for each pattern. In each line, the pattern name is followed its
definition. Regular expression (regex) syntax is used in defining the pattern.

#<noloc>&GLU; </noloc> Built-in patterns

USERNAME [a-zA-Z0-9._-]1+

USER %{USERNAME : UNWANTED}

INT (?:[+-1?2(?:[0-9]+))

BASEL1ONUM (?<![0-9.+-]1)(?>[+-]1?2(?2:(?2:[0-9]+(?:\.[0-91+)?)|(?:\.[0-9]+)))

NUMBER (?:%{BASE1QNUM:UNWANTED})

BASE16NUM (?<![0-9A-Fa-f])(?:[+-1?2(?:0x)?(?:[0-9A-Fa-f]+))

BASE16FLOAT \b(?<![0-9A-Fa-f.])(?:[+-]1?2(?2:0x)?(?:(?:[0-9A-Fa-f]+(?:\.[0-9A-Fa-f]*)?)|
(?:\.[0-9A-Fa-f]+)))\b

BOOLEAN (?i)(true|false)

POSINT \b(?:[1-9][0-9]*)\b
NONNEGINT \b(?:[0-9]+)\b
WORD \b\w+\b

NOTSPACE \S+
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SPACE \s*

DATA .*?

GREEDYDATA . *

#QUOTEDSTRING (?: (?<I\\)(2:"(2:\\. [INN"D*" [ (2 (RN TINNN D * ) 127 (2N DN
\N'D*)))

QUOTEDSTRING (?>(2<I\N\)(2>"(Z>\\. [[ANN"TH)+" " [ (2> (2>\\L [ DN TH)+) | [ (2> (2>\\L |
[N\NTTH)+7) 1))

UUID [A-Fa-f@-91{8}-(?:[A-Fa-f0-91{4}-){3}[A-Fa-f0-91{12}

# Networking
MAC (?:%{CISCOMAC:UNWANTED} |%{WINDOWSMAC :UNWANTED} |%{COMMONMAC :UNWANTED} )

CISCOMAC (?:(?:[A-Fa-f0-91{43}\.){2}[A-Fa-f0-91{4})

WINDOWSMAC (?:(?:[A-Fa-f0-9]1{2}-){5}[A-Fa-f0-9]1{2})

COMMONMAC (?:(?:[A-Fa-f@-91{2}:){5}[A-Fa-f0-91{2})

IPV6 ((([0-9A-Fa-f1{1,4}:){7}([0-9A-Fa-f]1{1,4}|:))|(([0-9A-Fa-f]1{1,4}:){6}(:[0-9A-
Fa-f1{1,4}|((25[0-5]1]2[0-41\d[1\d\d|[1-91\d)(\.(25[0-51|2[0-41\d|1\d\d|[1-9]1?\d))

{31 1:))1(([0-9A-Fa-f1{1,4}:){5}(((:[0-9A-Fa-f1{1,4}){1,2})]:((25[0-5]|2[0-4]\d|1\d
\d|[1-912\d)(\.(25[0-5]|2[@-41\d|1\d\d | [1-91?\d)){3})[:)) | (([@-9A-Fa-f1{1,4}:){4}(((:
[0-9A-Fa-f1{1,4}){1,3})|((:[0-9A-Fa-f1{1,4})?:((25[0-51|2[0-41\d|1\d\d|[1-9]?\d)(\.
(25[0-5112[0-41\d|1\d\d|[1-912\d)){3}))[:)) | (([0-9A-Fa-f]1{1,43}:){3}(((:[0-9A-Fa-f]
{1,4D){1,41) [ ((:[0-9A-Fa-f]1{1,4}){0,2}: ((25[0-5]|2[0-4]1\d|1\d\d|[1-9]1\d)(\.(25[0-5]]|
2[0-41\d|1\d\d|[1-91?\d)){33))|:)) | (([@-9A-Fa-fI{1,4}:){2}(((:[0-9A-Fa-f1{1,4}){1,5})|
((:[0-9A-Fa-f1{1,4}){0,3}:((25[0-5]|2[0-4]1\d|1\d\d|[1-9]1°\d) (\.(25[0-5]|2[0-4]\d|1\d
\d|[1-912\d)){3}))[:)) | (([@-9A-Fa-f1{1,4}:){1}(((:[0-9A-Fa-f1{1,4}){1,6})|((:[0-9A-Fa-
f1{1,4}){0,4}: ((25[0-5]|2[0-4]1\d|1\d\d | [1-91?\d) (\.(25[0-5]1|2[0-4]\d|1\d\d|[1-9]1?\d))
GBI =1 (((:[0-9A-Fa-f1{1,4}){1,7}) | ((: [0-9A-Fa-f1{1,43}){0,5}: ((25[0-5]|2[0-4]\d|
INd\d | [1-91\d) (\. (25[0-5]|2[0-4]\d|1\d\d | [1-9]17\d)){3}))[:)))(%.+)?

IPV4 (?<!1[0-9]1)(?:(?:25[0-5]|2[0-4]1[@-9]1|[0-1]1?[0-971{1,2})[.]1(?:25[0-5]|2[0-4]1[0@-9]]
[0-1]?[0-91{1,2})[.1(?:25[0-5]|2[0-4]1[0-9]|[0-1]1?[0-91{1,2})[.]1(?:25[0-5]|2[0-4]1[0-9]]|
[0-11?[0-91{1,2}))(?![0-9]1)

IP (?:%{IPV6:UNWANTED} |%{IPV4:UNWANTED})

HOSTNAME \b(?:[0-9A-Za-z][0-9A-Za-z-_]{0,62})(?:\.(?:[0-9A-Za-z][0-9A-Za-z-_]
{0,623))*(\.?|\b)

HOST %{HOSTNAME :UNWANTED}

IPORHOST (7?:%{HOSTNAME:UNWANTED} |%{IP:UNWANTED})

HOSTPORT (?:%{IPORHOST}:%{POSINT:PORT})

# paths

PATH (?:%{UNIXPATH}|%{WINPATH})

UNIXPATH (?>/(?>[\w_%!$@:.,~-1+|\\.)*)+
#UNIXPATH (?<![\w\/1)(?:/[M\/\s?*]*)+

TTY (?:/dev/(pts|tty([pgl)?)(\w+)?/?(?:[0-9]+))
WINPATH (?>[A-Za-z]1+:|\\)(2:\\[M\\?*]*)+
URIPROTO [A-Za-z]+(\+[A-Za-z+]+)?
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URIHOST S%{IPORHOST}(?::%{POSINT:port})?

# uripath comes loosely from RFC1738, but mostly from what Firefox

# doesn't turn into %XX

URIPATH (?:/[A-Za-z0-9%.+!*'(){3},~:;=@#%_\-1*)+

#URIPARAM \?(?:[A-Za-z0-9]+(?:=(?:[*&]*))?(?:&(?:[A-Za-z0-9]+(?:=(?:[*&]*))?)?)*)?
URIPARAM \?[A-Za-z0-9%.+!*'| (O){}, ~@#%&/=:;_?\-\[\11*

URIPATHPARAM S%{URIPATH}(?:%{URIPARAM})?

URI %{URIPROTO}://(?:%{USER}(?::[*@]1*)?@)?(?:%{URIHOST})?(?:%{URIPATHPARAM})?

# Months: January, Feb, 3, 03, 12, December

MONTH \b(?:Jan(?:uary)?|Feb(?:ruary)?|Mar(?:ch)?|Apr(?:il)?|May|Jun(?:e)?|Jul(?:y)?|
Aug(?:ust)?|Sep(?:tember)?|0ct(?:0ber)?|Nov(?:ember)?|Dec(?:ember)?)\b

MONTHNUM (?:0?[1-9]|1[0-2])

MONTHNUM2 (?:0[1-9]|1[0-2])

MONTHDAY (?:(?:0[1-9])|(?:[12][0-9])]|(?:3[@1])]|[1-9]1)

# Days: Monday, Tue, Thu, etc...
DAY (?:Mon(?:day)?|Tue(?:sday)?|Wed(?:nesday)?|Thu(?:rsday)?|Fri(?:day)?|
Sat(?:urday)?|Sun(?:day)?)

# Years?

YEAR (?>\d\d){1,2}

# Time: HH:MM:SS

#TIME \d{2}:\d{2}(?::\d{2}(?:\.\d+)?)?

# TIME %{POSINT<24}:%{POSINT<60}(7?::%{POSINT<60}(?:\.%{POSINT})?)?

HOUR (?:2[0123]|[01]1?[0-9])

MINUTE (?:[0-5][0-9])

# '60' is a leap second in most time standards and thus is valid.

SECOND (?:(?:[0-5]7?[0-9]|60)(?:[:.,]1[0-9]1+)?)

TIME (?!<[0-9])%{HOUR}:%{MINUTE}(?::%{SECOND})(?![0-9])

# datestamp is YYYY/MM/DD-HH:MM:SS.UUUU (or something like it)

DATE_US S%{MONTHNUM}[/-]1%{MONTHDAY}[/-]1%{YEAR}

DATE_EU S%{MONTHDAY}[./-1%{MONTHNUM}[./-1%{YEAR}

DATESTAMP_US %{DATE_US}[- 1%{TIME}

DATESTAMP_EU %{DATE_EU}[- J]%{TIME}

IS08601_TIMEZONE (?:Z|[+-1%{HOUR}(?::?%{MINUTE}))

IS0860Q1_SECOND (7?:%{SECOND}|60)

TIMESTAMP_IS08601 %{YEAR}-%{MONTHNUM}-%{MONTHDAY}[T J%{HOUR}:?%{MINUTE}(?::?
%{SECOND})?%{IS08601_TIMEZONE}?

TZ (?:[PMCE][LSD]T|UTC)

DATESTAMP_RFC822 %{DAY} %{MONTH} S%{MONTHDAY} %{YEAR} S%{TIME} %{TZ}
DATESTAMP_RFC2822 %{DAY}, %{MONTHDAY} %{MONTH} %{YEAR} %{TIME} %{IS08601_TIMEZONE}
DATESTAMP_OTHER S%{DAY} %{MONTH} S{MONTHDAY} S%{TIME} %{TZ} %{YEAR}
DATESTAMP_EVENTLOG %{YEAR}%{MONTHNUM23}%{MONTHDAY}%{HOUR}%{MINUTE}%{SECOND}
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CISCOTIMESTAMP %{MONTH} %{MONTHDAY} %{TIME}

# Syslog Dates: Month Day HH:MM:SS

SYSLOGTIMESTAMP %{MONTH} +%{MONTHDAY} %{TIME}

PROG (?:[\w._/%-]1+)

SYSLOGPROG %{PROG:program}(?:\[%{POSINT:pid}\])?

SYSLOGHOST %{IPORHOST}

SYSLOGFACILITY <%{NONNEGINT:facility}.%{NONNEGINT:priority}>
HTTPDATE %{MONTHDAY}/%{MONTH}/%{YEAR}:%{TIME} %{INT}

# Shortcuts
QS %{QUOTEDSTRING:UNWANTED}

# Log formats
SYSLOGBASE %{SYSLOGTIMESTAMP:timestamp} (?:%{SYSLOGFACILITY} )?%{SYSLOGHOST:logsource}
%{SYSLOGPROG}:

MESSAGESLOG %{SYSLOGBASE} %{DATA}

COMMONAPACHELOG %{IPORHOST:clientip} %{USER:ident} %{USER:auth}
\[%{HTTPDATE:timestamp}\] "(?:%{WORD:verb} %{NOTSPACE:request}(?: HTTP/
%{NUMBER:httpversion})?|%{DATA: rawrequest})" %{NUMBER:response} (?:%{Bytes:bytes=
%{NUMBER}|-1})

COMBINEDAPACHELOG %{COMMONAPACHELOG} %{QS:referrer} %{QS:agent}
COMMONAPACHELOG_DATATYPED %{IPORHOST:clientip} %{USER:ident;boolean} %{USER:auth}
\[%{HTTPDATE:timestamp;date;dd/MMM/yyyy:HH:mm:ss Z}\]1 "(?:%{WORD:verb;string}
%{NOTSPACE:request}(?: HTTP/%{NUMBER:httpversion;float})?|%{DATA:rawrequest})"
%{NUMBER:response;int} (?:%{NUMBER:bytes;long}|-)

# Log Levels

LOGLEVEL ([A]a]lert|ALERT|[T|t]race|TRACE|[D|d]ebug|DEBUG|[N|n]otice|NOTICE|[I|i]lnfo]|
INFO|[W]w]arn?(?:ing)? |WARN?(?:ING)?|[E|e]rr?(?:0r)?|ERR?(?:0R)?|[C|clrit?(?:ical)?|
CRIT?(?:ICAL)?|[F|flatal|FATAL|[S|s]evere|SEVERE|EMERG(?:ENCY)?|[Eelmerg(?:ency)?)

Writing XML custom classifiers

XML defines the structure of a document with the use of tags in the file. With an XML custom
classifier, you can specify the tag name used to define a row.
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Custom classifier values in AWS Glue

When you define an XML classifier, you supply the following values to AWS Glue to create the
classifier. The classification field of this classifier is set to xm1.

Name

Name of the classifier.

Row tag

The XML tag name that defines a table row in the XML document, without angle brackets < >.
The name must comply with XML rules for a tag.

(® Note

The element containing the row data cannot be a self-closing empty element. For
example, this empty element is not parsed by AWS Glue:

<row attl="xx” att2="yy” />

Empty elements can be written as follows:

<row attl="xx” att2="yy”> </row>

AWS Glue keeps track of the creation time, last update time, and version of your classifier.

For example, suppose that you have the following XML file. To create an AWS Glue table that only
contains columns for author and title, create a classifier in the AWS Glue console with Row tag as
AnyCompany. Then add and run a crawler that uses this custom classifier.

<?xml version="1.0"7?>

<catalog>
<book id="bk101">
<AnyCompany>
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<author>Rivera, Martha</author>
<title>AnyCompany Developer Guide</title>
</AnyCompany>
</book>
<book id="bk102">
<AnyCompany>
<author>Stiles, John</author>
<title>Style Guide for AnyCompany</title>
</AnyCompany>
</book>
</catalog>

Writing JSON custom classifiers

JSON is a data-interchange format. It defines data structures with name-value pairs or an ordered
list of values. With a JSON custom classifier, you can specify the JSON path to a data structure that
is used to define the schema for your table.

Custom classifier values in AWS Glue

When you define a JSON classifier, you supply the following values to AWS Glue to create the
classifier. The classification field of this classifier is set to json.

Name

Name of the classifier.

JSON path

A JSON path that points to an object that is used to define a table schema. The JSON path can
be written in dot notation or bracket notation. The following operators are supported:

Description

Root element of a JSON object. This starts all path expressions

Wildcard character. Available anywhere a name or numeric are required in the JSON path.
Dot-notated child. Specifies a child field in a JSON object.

Bracket-notated child. Specifies child field in a JSON object. Only a single child field can be
specified.
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Description

Array index. Specifies the value of an array by index.

AWS Glue keeps track of the creation time, last update time, and version of your classifier.
Example Using a JSON classifier to pull records from an array

Suppose that your JSON data is an array of records. For example, the first few lines of your file
might look like the following:

[

{
"type": "constituency",
"id": "ocd-division\/country:us\/state:ak",
"name": "Alaska"

I

{
"type": "constituency",
"id": "ocd-division\/country:us\/state:al\/cd:1",
"name": "Alabama's 1lst congressional district"

},

{
"type": "constituency",
"id": "ocd-division\/country:us\/state:al\/cd:2",
"name": "Alabama's 2nd congressional district"

I

{
"type": "constituency",
"id": "ocd-division\/country:us\/state:al\/cd:3",
"name": "Alabama's 3rd congressional district"

},

{
"type": "constituency",
"id": "ocd-division\/country:us\/state:al\/cd:4",
"name": "Alabama's 4th congressional district"

I

{
"type": "constituency",

"id": "ocd-division\/country:us\/state:al\/cd:5",
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"name": "Alabama's 5th congressional district"
I
{
"type": "constituency",
"id": "ocd-division\/country:us\/state:al\/cd:6",
"name": "Alabama's 6th congressional district"
},
{
"type": "constituency",
"id": "ocd-division\/country:us\/state:al\/cd:7",
"name": "Alabama's 7th congressional district"
I
{
"type": "constituency",
"id": "ocd-division\/country:us\/state:ar\/cd:1",
"name": "Arkansas's 1st congressional district"
},
{
"type": "constituency",
"id": "ocd-division\/country:us\/state:ar\/cd:2",
"name": "Arkansas's 2nd congressional district"
I
{
"type": "constituency",
"id": "ocd-division\/country:us\/state:ar\/cd:3",
"name": "Arkansas's 3rd congressional district"
},
{
"type": "constituency",
"id": "ocd-division\/country:us\/state:ar\/cd:4",
"name": "Arkansas's 4th congressional district"
}

When you run a crawler using the built-in JSON classifier, the entire file is used to define the
schema. Because you don't specify a JSON path, the crawler treats the data as one object, that is,
just an array. For example, the schema might look like the following:

root
|-- record: array
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However, to create a schema that is based on each record in the JSON array, create a custom JSON
classifier and specify the JSON path as $[*]. When you specify this JSON path, the classifier
interrogates all 12 records in the array to determine the schema. The resulting schema contains
separate fields for each object, similar to the following example:

root

|-- type: string
|-- id: string

| -- name: string

Example Using a JSON classifier to examine only parts of a file

Suppose that your JSON data follows the pattern of the example JSON file s3://awsglue-
datasets/examples/us-legislators/all/areas. json drawn from http://
everypolitician.org/. Example objects in the JSON file look like the following:

"type": "constituency",
"id": "ocd-division\/country:us\/state:ak",
"name": "Alaska"

"type": "constituency",
"identifiers": [
{
"scheme": "dmoz",
"identifier": "Regional\/North_America\/United_States\/Alaska\/"

"scheme": "freebase",
"identifier": "\/m\/0Qhjy"

"scheme": "fips",
"identifier": "US0Q2"

"scheme": "quora",
"identifier": "Alaska-state"

}I
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{
"scheme": "britannica",
"identifier": "place\/Alaska"
.
{
"scheme": "wikidata",
"identifier": "Q797"
}
1,
"other_names": [
{
"lang": "en",
"note": "multilingual",
"name": "Alaska"
},
{
"lang": "fzr",
"note": "multilingual",
"name": "Alaska"
.
{
"lang": "nov",
"note": "multilingual",
"name": "Alaska"
}
1,
"id": "ocd-division\/country:us\/state:ak",
"name": "Alaska"

When you run a crawler using the built-in JSON classifier, the entire file is used to create the
schema. You might end up with a schema like this:

|-- type: string

|-- id: string

|-- name: string

|-- identifiers: array

| |-- element: struct

| | | -- scheme: string

| | | -- identifier: string
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| -- other_names: array

| |-- element: struct

| | |-- lang: string
| | | -- note: string
| | | -- name: string

However, to create a schema using just the "id" object, create a custom JSON classifier and specify
the JSON path as $.id. Then the schema is based on only the "id" field:

root
| -- record: string

The first few lines of data extracted with this schema look like this:

{"record": "ocd-division/country:us/state:ak"}

{"record": "ocd-division/country:us/state:al/cd:1"}
{"record": "ocd-division/country:us/state:al/cd:2"}
{"record": "ocd-division/country:us/state:al/cd:3"}
{"record": "ocd-division/country:us/state:al/cd:4"}
{"record": "ocd-division/country:us/state:al/cd:5"}
{"record": "ocd-division/country:us/state:al/cd:6"}
{"record": "ocd-division/country:us/state:al/cd:7"}
{"record": "ocd-division/country:us/state:ar/cd:1"}
{"record": "ocd-division/country:us/state:ar/cd:2"}
{"record": "ocd-division/country:us/state:ar/cd:3"}
{"record": "ocd-division/country:us/state:ar/cd:4"}
{"record": "ocd-division/country:us/state:as"}

{"record": "ocd-division/country:us/state:az/cd:1"}
{"record": "ocd-division/country:us/state:az/cd:2"}
{"record": "ocd-division/country:us/state:az/cd:3"}
{"record": "ocd-division/country:us/state:az/cd:4"}
{"record": "ocd-division/country:us/state:az/cd:5"}
{"record": "ocd-division/country:us/state:az/cd:6"}
{"record": "ocd-division/country:us/state:az/cd:7"}

To create a schema based on a deeply nested object, such as "identifiexr," in the

JSON file, you can create a custom JSON classifier and specify the JSON path as
$.identifiers[*].identifier. Although the schema is similar to the previous example, it is
based on a different object in the JSON file.
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The schema looks like the following:

root

| -- record: string

Listing the first few lines of data from the table shows that the schema is based on the data in the

"identifier" object:

{"record": "Regional/North_America/United_States/Alaska/"}
{"record": "/m/0hjy"}

{"record": "US@2"}

{"record": "5879092"}

{"record": "4001016-8"}

{"record": "destination/alaska"}

{"record": "1116270"}

{"record": "139487266"}

{"record": "n79018447"}

{"record": "01490999-8dec-4129-8254-eef6e80fadc3"}
{"record": "Alaska-state"}

{"record": "place/Alaska"}

{"record": "Q797"}

{"record": "Regional/North_America/United_States/Alabama/"}
{"record": "/m/@gyh"}

{"record": "US@1"}

{"record": "4829764"}

{"record": "4084839-5"}

{"record": "161950"}

{"record": "131885589"}

To create a table based on another deeply nested object, such as the "name" field in the
"other_names" array in the JSON file, you can create a custom JSON classifier and specify the
JSON path as $.other_names[*].name. Although the schema is similar to the previous example,
it is based on a different object in the JSON file. The schema looks like the following:

root
| -- record: string
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Listing the first few lines of data in the table shows that it is based on the data in the "name" object
in the "other_names" array:

{"record": "Alaska"}
{"record": "Alaska"}
{"record": "Anacka"}
{"record": "Alaska"}
{"record": "Alaska"}
{"record": "Alaska"}
{"record": "Alaska"}
{"record": "Alaska"}
{"record": "Alaska"}
{"record": "####t##"}
{"record": "######"}
{"record": "####t##"}
{"record": "Alaska"}
{"record": "Alyaska"}
{"record": "Alaska"}
{"record": "Alaska"}
{"record": "lWltaT AnAcka"}
{"record": "Anacka"}
{"record": "Alaska"}
{"record": "#######"}

Writing CSV custom classifiers

Custom CSV classifiers allows you to specify datatypes for each column in the custom csv classifier
field. You can specify each column'’s datatype separated by a comma. By specifying datatypes, you
can override the crawlers inferred datatypes and ensure data will be classified appropriately.

You can set the SerDe for processing CSV in the classifier, which will be applied in the Data Catalog.

When you create a custom classifier, you can also re-use the classifer for different crawlers.

» For csv files with only headers (no data), these files will be classified as UNKNOWN since not
enough information is provided. If you specify that the CSV 'Has headings' in the Column
headings option, and provide the datatypes, we can classify these files correctly.
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You can use a custom CSV classifier to infer the schema of various types of CSV data. The custom
attributes that you can provide for your classifier include delimiters, a CSV SerDe option, options
about the header, and whether to perform certain validations on the data.

Custom classifier values in AWS Glue

When you define a CSV classifier, you provide the following values to AWS Glue to create the
classifier. The classification field of this classifier is set to csv.

Classifier name

Name of the classifier.

CSV Serde

Sets the SerDe for processing CSV in the classifier, which will be applied in the Data Catalog.
Options are Open CSV SerDe, Lazy Simple SerDe, and None. You can specify the None value
when you want the crawler to do the detection.

Column delimiter

A custom symbol to denote what separates each column entry in the row. Provide a unicode
character. If you cannot type your delimiter, you can copy and paste it. This works for printable
characters, including those your system does not support (typically shown as o).

Quote symbol

A custom symbol to denote what combines content into a single column value. Must be
different from the column delimiter. Provide a unicode character. If you cannot type your
delimiter, you can copy and paste it. This works for printable characters, including those your
system does not support (typically shown as 0).

Column headings

Indicates the behavior for how column headings should be detected in the CSV file. If your
custom CSV file has column headings, enter a comma-delimited list of the column headings.

Processing options: Allow files with single column

Enables the processing of files that contain only one column.

Processing options: Trim white space before identifying column values

Specifies whether to trim values before identifying the type of column values.
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Custom datatypes - optional

Enter the custom datatype separated by a comma. Specifies the custom datatypes in the CSV
file. The custom datatype must be a supported datatype. Supported datatypes are: “BINARY",
“BOOLEAN", "DATE", “DECIMAL", “DOUBLE", “FLOAT", “INT", “LONG", “SHORT", “STRING",
“TIMESTAMP". Unsupported datatypes will display an error.

Working with classifiers on the AWS Glue console

A classifier determines the schema of your data. You can write a custom classifier and point to it
from AWS Glue.

Viewing classifiers

To see a list of all the classifiers that you have created, open the AWS Glue console at https://
console.aws.amazon.com/glue/, and choose the Classifiers tab.

The list displays the following properties about each classifier:

» Classifier — The classifier name. When you create a classifier, you must provide a name for it.
 Classification — The classification type of tables inferred by this classifier.

 Last updated - The last time this classifier was updated.

Managing classifiers

From the Classifiers list in the AWS Glue console, you can add, edit, and delete classifiers. To see
more details for a classifier, choose the classifier name in the list. Details include the information
you defined when you created the classifier.

Creating classifiers

To add a classifier in the AWS Glue console, choose Add classifier. When you define a classifier, you
supply values for the following:

« Classifier name - Provide a unique name for your classifier.
« Classifier type — The classification type of tables inferred by this classifier.

 Last updated - The last time this classifier was updated.
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Classifier name

Provide a unique name for your classifier.

Classifier type

Choose the type of classifier to create.

Depending on the type of classifier you choose, configure the following properties for your
classifier:

Grok
« Classification

Describe the format or type of data that is classified or provide a custom label.

» Grok pattern

This is used to parse your data into a structured schema. The grok pattern is composed of
named patterns that describe the format of your data store. You write this grok pattern
using the named built-in patterns provided by AWS Glue and custom patterns you write and
include in the Custom patterns field. Although grok debugger results might not match the
results from AWS Glue exactly, we suggest that you try your pattern using some sample data
with a grok debugger. You can find grok debuggers on the web. The named built-in patterns
provided by AWS Glue are generally compatible with grok patterns that are available on the
web.

Build your grok pattern by iteratively adding named patterns and check your results in a
debugger. This activity gives you confidence that when the AWS Glue crawler runs your grok
pattern, your data can be parsed.

o Custom patterns

For grok classifiers, these are optional building blocks for the Grok pattern that you write.
When built-in patterns cannot parse your data, you might need to write a custom pattern.
These custom patterns are defined in this field and referenced in the Grok pattern field. Each
custom pattern is defined on a separate line. Just like the built-in patterns, it consists of a
named pattern definition that uses regular expression (regex) syntax.

For example, the following has the name MESSAGEPREFIX followed by a regular expression
definition to apply to your data to determine whether it follows the pattern.
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MESSAGEPREFIX .*-. *- *- *_ %

XML

+ Row tag

For XML classifiers, this is the name of the XML tag that defines a table row in the XML
document. Type the name without angle brackets < >. The name must comply with XML
rules for a tag.

For more information, see Writing XML custom classifiers.

JSON

« JSON path

For JSON classifiers, this is the JSON path to the object, array, or value that defines a row of
the table being created. Type the name in either dot or bracket JSON syntax using AWS Glue
supported operators.

For more information, see the list of operators in Writing JSON custom classifiers.

csv

o Column delimiter

A single character or symbol to denote what separates each column entry in the row. Choose
the delimiter from the list, or choose Other to enter a custom delimiter.

* Quote symbol

A single character or symbol to denote what combines content into a single column value.
Must be different from the column delimiter. Choose the quote symbol from the list, or
choose Other to enter a custom quote character.

o Column headings
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Indicates the behavior for how column headings should be detected in the CSV file. You can
choose Has headings, No headings, or Detect headings. If your custom CSV file has
column headings, enter a comma-delimited list of the column headings.

« Allow files with single column

To be classified as CSV, the data must have at least two columns and two rows of data. Use
this option to allow the processing of files that contain only one column.

« Trim whitespace before identifying column values

This option specifies whether to trim values before identifying the type of column values.

« Custom datatype

(Optional) - Enter custom datatypes in a comma-delimited list. The supported datatypes are:
“BINARY"”, “BOOLEAN", “DATE", "DECIMAL", “DOUBLE", “FLOAT", “INT", “LONG", “"SHORT",
“STRING", “TIMESTAMP".

o CSV Serde

(Optional) - A SerDe for processing CSV in the classifier, which will be applied in the Data
Catalog. Choose from Open CSV SerDe, Lazy Simple SexrDe, or None. You can specify
the None value when you want the crawler to do the detection.

For more information, see Writing custom classifiers.

AWS Glue Schema Registry

(® Note

AWS Glue Schema Registry is not supported in the following Regions in the AWS Glue
console: Asia Pacific (Jakarta) and Middle East (UAE).

The AWS Glue Schema Registry is a new feature that allows you to centrally discover, control, and
evolve data stream schemas. A schema defines the structure and format of a data record. With AWS
Glue Schema Registry, you can manage and enforce schemas on your data streaming applications
using convenient integrations with Apache Kafka, Amazon Managed Streaming for Apache Kafka,
Amazon Kinesis Data Streams, Amazon Managed Service for Apache Flink, and AWS Lambda.
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The AWS Glue Schema Registry supports AVRO (v1.10.2) data format, JSON Data format with
JSON Schema format for the schema (specifications Draft-04, Draft-06, and Draft-07) with JSON
schema validation using the Everit library, Protocol Buffers (Protobuf) versions proto2 and proto3

without support for extensions or groups, and Java language support, with other data formats
and languages to come. Supported features include compatibility, schema sourcing via metadata,

auto-registration of schemas, IAM compatibility, and optional ZLIB compression to reduce storage
and data transfer. AWS Glue Schema Registry is serverless and free to use.

Using a schema as a data format contract between producers and consumers leads to improved
data governance, higher quality data, and enables data consumers to be resilient to compatible
upstream changes.

The Schema Registry allows disparate systems to share a schema for serialization and de-
serialization. For example, assume you have a producer and consumer of data. The producer knows
the schema when it publishes the data. The Schema Registry supplies a serializer and deserializer
for certain systems such as Amazon MSK or Apache Kafka.

For more information, see How the Schema Registry works.

Topics
e Schemas

 Registries
» Schema versioning and compatibility

o Open source Serde libraries

» Quotas of the Schema Registry

o How the Schema Registry works

» Getting started with Schema Registry

 Integrating with AWS Glue Schema Registry

» Migration from a third-party schema registry to AWS Glue Schema Registry

Schemas

A schema defines the structure and format of a data record. A schema is a versioned specification
for reliable data publication, consumption, or storage.

In this example schema for Avro, the format and structure are defined by the layout and field
names, and the format of the field names is defined by the data types (e.g., string, int).
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{
"type": "record",
"namespace": "ABC_Organization",
"name": "Employee",
"fields": [
{
"name": "Name",
"type": "string"
.
{
"name": "Age",
"type": "int"
.
{
"name": "address",
"type": {
"type": "record",
"name": "addressRecord",
"fields": [
{
"name": "street",
"type": "string"
.
{
"name": "zipcode",
"type": "int"
}
]
}
}
]
}

In this example JSON Schema Draft-07 for JSON, the format is defined by the JSON Schema

organization.

{

"$id": "https://example.com/person.schema.json",
"$schema": "http://json-schema.org/draft-07/schema#",
"title": "Person",
"type": "object",
"properties": {
"firstName": {
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"type": "string",

"description": "The person's first name."
},

"lastName": {

"type": "string",

"description": "The person's last name."
1,
Ilagell: {
"description": "Age in years which must be equal to or greater than zero.",

"type": "integer",
"minimum": @

In this example for Protobuf, the format is defined by the version 2 of the Protocol Buffers

language (proto2).

syntax = "proto2";

package tutorial;

option java_multiple_files = true;
option java_package = "com.example.tutorial.protos";
option java_outer_classname = "AddressBookProtos";

message Person {
optional string name = 1;
optional int32 id = 2;
optional string email = 3;

enum PhoneType {

MOBILE = 0;
HOME = 1;
WORK = 2;

message PhoneNumber {
optional string number = 1;
optional PhoneType type = 2 [default = HOME];

repeated PhoneNumber phones = 4;

Schemas 517


https://developers.google.com/protocol-buffers/docs/reference/proto2-spec
https://developers.google.com/protocol-buffers/docs/reference/proto2-spec

AWS Glue User Guide

}

message AddressBook {
repeated Person people = 1;

}

Registries

A registry is a logical container of schemas. Registries allow you to organize your schemas, as well
as manage access control for your applications. A registry has an Amazon Resource Name (ARN) to
allow you to organize and set different access permissions to schema operations within the registry.

You may use the default registry or create as many new registries as necessary.
AWS Glue Schema Registry Hierarchy

 RegistryName: [string]
« RegistryArn: [AWS ARN]
o CreatedTime: [timestamp]

« UpdatedTime: [timestamp]

« SchemaName: [string]

SchemaArn: [AWS ARN]
o DataFormat: [Avro, Json, or Protobuf]

« Compatibility: [eg. BACKWARD, BACKWARD_ALL, FORWARD, FORWARD_ALL, FULL,
FULL_ALL, NONE, DISABLED]

» Status: [eg. PENDING, AVAILABLE, DELETING]
« SchemaCheckpoint: [integer]
o CreatedTime: [timestamp]

» UpdatedTime: [timestamp]

« SchemaVersion: [string]
« SchemaVersionNumber: [integer]
 Status: [eg. PENDING, AVAILABLE, DELETING, FAILURE]
« SchemaDefinition: [string, Value: JSON]

o CreatedTime: [timestamp]
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« SchemaVersionMetadata: [list]
» MetadataKey: [string]
« Metadatalnfo
« MetadataValue: [string]

« CreatedTime: [timestamp]

Schema versioning and compatibility

Each schema can have multiple versions. Versioning is governed by a compatibility rule that is
applied on a schema. Requests to register new schema versions are checked against this rule by the
Schema Registry before they can succeed.

A schema version that is marked as a checkpoint is used to determine the compatibility of
registering new versions of a schema. When a schema first gets created the default checkpoint will
be the first version. As the schema evolves with more versions, you can use the CLI/SDK to change
the checkpoint to a version of a schema using the UpdateSchema API that adheres to a set of
constraints. In the console, editing the schema definition or compatibility mode will change the
checkpoint to the latest version by default.

Compatibility modes allow you to control how schemas can or cannot evolve over time. These
modes form the contract between applications producing and consuming data. When a new
version of a schema is submitted to the registry, the compatibility rule applied to the schema name
is used to determine if the new version can be accepted. There are 8 compatibility modes: NONE,
DISABLED, BACKWARD, BACKWARD_ALL, FORWARD, FORWARD_ALL, FULL, FULL_ALL.

In the Avro data format, fields may be optional or required. An optional field is one in which the
Type includes null. Required fields do not have null as the Type.

In the Protobuf data format, fields can be optional (including repeated) or required in proto2
syntax, while all fields are optional (including repeated) in proto3 syntax. All compatibility rules
are determined based on the understanding of the Protocol Buffers specifications as well as the
guidance from the Google Protocol Buffers documentation.

« NONE: No compatibility mode applies. You can use this choice in development scenarios or if you
do not know the compatibility modes that you want to apply to schemas. Any new version added
will be accepted without undergoing a compatibility check.
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» DISABLED: This compatibility choice prevents versioning for a particular schema. No new versions
can be added.

o BACKWARD: This compatibility choice is recommended because it allows consumers to read both
the current and the previous schema version. You can use this choice to check compatibility
against the previous schema version when you delete fields or add optional fields. A typical use
case for BACKWARD is when your application has been created for the most recent schema.

AVRO

For example, assume you have a schema defined by first name (required), last name (required),
email (required), and phone number (optional).

If your next schema version removes the required email field, this would successfully register.
BACKWARD compatibility requires consumers to be able to read the current and previous schema
version. Your consumers will be able to read the new schema as the extra email field from old
messages is ignored.

If you have a proposed new schema version that adds a required field, for example, zip code,
this would not successfully register with BACKWARD compatibility. Your consumers on the new
version would not be able to read old messages before the schema change, as they are missing
the required zip code field. However, if the zip code field was set as optional in the new schema,
then the proposed version would successfully register as consumers can read the old schema
without the optional zip code field.

JSON

For example, assume you have a schema version defined by first name (optional), last name
(optional), email (optional) and phone number (optional).

If your next schema version adds the optional phone number property, this would successfully
register as long as the original schema version does not allow any additional properties

by setting the additionalProperties field to false. BACKWARD compatibility requires
consumers to be able to read the current and previous schema version. Your consumers will be
able to read data produced with the original schema where phone number property does not
exist.

If you have a proposed new schema version that adds the optional phone number property, this
would not successfully register with BACKWARD compatibility when the original schema version
sets the additionalProperties field to true, namely allowing any additional property. Your
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consumers on the new version would not be able to read old messages before the schema
change, as they cannot read data with phone number property in a different type, for example
string instead of number.

PROTOBUF

For example, assume you have a schema version defined by a Message Person with first
name (required), last name (required), email (required), and phone number (optional) fields
under proto2 syntax.

Similar to AVRO scenarios, if your next schema version removes the required email field, this
would successfully register. BACKWARD compatibility requires consumers to be able to read the
current and previous schema version. Your consumers will be able to read the new schema as the
extra email field from old messages is ignored.

If you have a proposed new schema version that adds a required field, for example, zip code,
this would not successfully register with BACKWARD compatibility. Your consumers on the new
version would not be able to read old messages before the schema change, as they are missing
the required zip code field. However, if the zip code field was set as optional in the new
schema, then the proposed version would successfully register as consumers can read the old
schema without the optional zip code field.

In case of a gRPC use case, adding new RPC service or RPC method is a backward compatible
change. For example, assume you have a schema version defined by an RPC service MyService
with two RPC methods Foo and Bar.

If your next schema version adds a new RPC method called Baz, this would successfully register.
Your consumers will be able to read data produced with the original schema according to
BACKWARD compatibility since the newly added RPC method Baz is optional.

If you have a proposed new schema version that removes the existing RPC method Foo, this
would not successfully register with BACKWARD compatibility. Your consumers on the new
version would not be able to read old messages before the schema change, as they cannot
understand and read data with the non-existent RPC method Foo in a gRPC application.

« BACKWARD_ALL: This compatibility choice allows consumers to read both the current and all
previous schema versions. You can use this choice to check compatibility against all previous
schema versions when you delete fields or add optional fields.
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o FORWARD: This compatibility choice allows consumers to read both the current and the
subsequent schema versions, but not necessarily later versions. You can use this choice to check
compatibility against the last schema version when you add fields or delete optional fields. A
typical use case for FORWARD is when your application has been created for a previous schema
and should be able to process a more recent schema.

AVRO

For example, assume you have a schema version defined by first name (required), last name
(required), email (optional).

If you have a new schema version that adds a required field, e.g. phone number, this would
successfully register. FORWARD compatibility requires consumers to be able to read data
produced with the new schema by using the previous version.

If you have a proposed schema version that deletes the required first name field, this would not
successfully register with FORWARD compatibility. Your consumers on the prior version would
not be able to read the proposed schemas as they are missing the required first name field.
However, if the first name field was originally optional, then the proposed new schema would
successfully register as the consumers can read data based on the new schema that doesn't have
the optional first name field.

JSON

For example, assume you have a schema version defined by first name (optional), last name
(optional), email (optional) and phone number (optional).

If you have a new schema version that removes the optional phone number property, this

would successfully register as long as the new schema version does not allow any additional
properties by setting the additionalProperties field to false. FORWARD compatibility
requires consumers to be able to read data produced with the new schema by using the previous
version.

If you have a proposed schema version that deletes the optional phone number property, this
would not successfully register with FORWARD compatibility when the new schema version
sets the additionalProperties field to true, namely allowing any additional property. Your
consumers on the prior version would not be able to read the proposed schemas as they could
have phone number property in a different type, for example string instead of number.
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PROTOBUF

For example, assume you have a schema version defined by a Message Person with first
name (required), last name (required), email (optional) fields under proto2 syntax.

Similar to AVRO scenarios, if you have a new schema version that adds a required field, e.qg.
phone number, this would successfully register. FORWARD compatibility requires consumers to
be able to read data produced with the new schema by using the previous version.

If you have a proposed schema version that deletes the required first name field, this would
not successfully register with FORWARD compatibility. Your consumers on the prior version
would not be able to read the proposed schemas as they are missing the required first name
field. However, if the first name field was originally optional, then the proposed new schema
would successfully register as the consumers can read data based on the new schema that
doesn’'t have the optional first name field.

In case of a gRPC use case, removing an RPC service or RPC method is a forward-compatible
change. For example, assume you have a schema version defined by an RPC service MyService
with two RPC methods Foo and Bar.

If your next schema version deletes the existing RPC method named Foo, this would successfully
register according to FORWARD compatibility as the consumers can read data produced with

the new schema by using the previous version. If you have a proposed new schema version that
adds an RPC method Baz, this would not successfully register with FORWARD compatibility. Your
consumers on the prior version would not be able to read the proposed schemas as they are
missing the RPC method Baz.

o« FORWARD_ALL: This compatibility choice allows consumers to read data written by producers
of any new registered schema. You can use this choice when you need to add fields or delete
optional fields, and check compatibility against all previous schema versions.

o FULL: This compatibility choice allows consumers to read data written by producers using the
previous or next version of the schema, but not earlier or later versions. You can use this choice
to check compatibility against the last schema version when you add or remove optional fields.

o FULL_ALL: This compatibility choice allows consumers to read data written by producers using
all previous schema versions. You can use this choice to check compatibility against all previous
schema versions when you add or remove optional fields.
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Open source Serde libraries

AWS provides open-source Serde libraries as a framework for serializing and deserializing data. The
open source design of these libraries allows common open-source applications and frameworks to
support these libraries in their projects.

For more details on how the Serde libraries work, see How the Schema Registry works.

Quotas of the Schema Registry

Quotas, also referred to as limits in AWS, are the maximum values for the resources, actions, and
items in your AWS account. The following are soft limits for the Schema Registry in AWS Glue.

Registries

You can have up to 10 registries per AWS account per AWS Region.
SchemaVersion

You can have up to 1000 schema versions per AWS account per AWS Region.

Each new schema creates a new schema version, so you can theoretically have up to 1000 schemas
per account per region, if each schema has only one version.

Schema version metadata key-value pairs
You can have up to 10 key-value pairs per SchemaVersion per AWS Region.

You can view or set the key-value metadata pairs using the QuerySchemaVersionMetadata action

(Python: query_schema_version_metadata) or PutSchemaVersionMetadata action (Python:

put_schema_version_metadata) APlIs.

The following are hard limits for the Schema Registry in AWS Glue.

Schema payloads

There is a size limit of 170KB for schema payloads.

How the Schema Registry works

This section describes how the serialization and deserialization processes in Schema Registry work.

1. Register a schema: If the schema doesn’t already exist in the registry, the schema can be
registered with a schema name equal to the name of the destination (e.g., test_topic,
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test_stream, prod_firehose) or the producer can provide a custom name for the schema.
Producers can also add key-value pairs to the schema as metadata, such as source:
msk_kafka_topic_A, or apply AWS tags to schemas on schema creation. Once a schema is
registered the Schema Registry returns the schema version ID to the serializer. If the schema
exists but the serializer is using a new version that doesn't exist, the Schema Registry will
check the schema reference a compatibility rule to ensure the new version is compatible before
registering it as a new version.

There are two methods of registering a schema: manual registration and auto-registration. You
can register a schema manually via the AWS Glue console or CLI/SDK.

When auto-registration is turned on in the serializer settings, automatic registration of the
schema will be performed. If REGISTRY_NAME is not provided in the producer configurations,
then auto-registration will register the new schema version under the default registry (default-
registry). See Installing SerDe Libraries for information on specifying the auto-registration

property.

2. Serializer validates data records against the schema: When the application producing data has

registered its schema, the Schema Registry serializer validates the record being produced by
the application is structured with the fields and data types matching a registered schema. If the
schema of the record does not match a registered schema, the serializer will return an exception
and the application will fail to deliver the record to the destination.

If no schema exists and if the schema name is not provided via the producer configurations, then
the schema is created with the same name as the topic name (if Apache Kafka or Amazon MSK)
or stream name (if Kinesis Data Streams).

Every record has a schema definition and data. The schema definition is queried against the
existing schemas and versions in the Schema Registry.

By default, producers cache schema definitions and schema version IDs of registered schemas. If
a record’s schema version definition does not match what's available in cache, the producer will
attempt to validate the schema with the Schema Registry. If the schema version is valid, then its
version ID and definition will be cached locally on the producer.

You can adjust the default cache period (24 hours) within the optional producer properties in
step #3 of Installing SerDe Libraries.

3. Serialize and deliver records: If the record complies with the schema, the serializer decorates
each record with the schema version ID, serializes the record based on the data format selected
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(AVRO, JSON, Protobuf, or other formats coming soon), compresses the record (optional
producer configuration), and delivers it to the destination.

4. Consumers deserialize the data: Consumers reading this data use the Schema Registry
deserializer library that parses the schema version ID from the record payload.

5. Deserializer may request the schema from the Schema Registry: If this is the first time the
deserializer has seen records with a particular schema version ID, using the schema version ID
the deserializer will request the schema from the Schema Registry and cache the schema locally
on the consumer. If the Schema Registry cannot deserialize the record, the consumer can log the
data from the record and move on, or halt the application.

6. The deserializer uses the schema to deserialize the record: When the deserializer retrieves the
schema version ID from the Schema Registry, the deserializer decompresses the record (if record
sent by producer is compressed) and uses the schema to deserialize the record. The application
now processes the record.

® Note

Encryption: Your clients communicate with the Schema Registry via API calls which encrypt
data in-transit using TLS encryption over HTTPS. Schemas stored in the Schema Registry
are always encrypted at rest using a service-managed AWS Key Management Service (AWS
KMS) key.

® Note
User Authorization: The Schema Registry supports identity-based IAM policies.

Getting started with Schema Registry

The following sections provide an overview and walk you through setting up and using Schema
Registry. For information about Schema Registry concepts and components, see AWS Glue Schema

Registry.

Topics
« Installing SerDe Libraries
» Using AWS CLI for the AWS Glue Schema Registry APIs
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« Creating a registry

« Dealing with a specific record (JAVA POJO) for JSON

o Creating a schema

« Updating a schema or registry

» Deleting a schema or registry

« IAM examples for serializers

» IAM examples for deserializers

 Private connectivity using AWS PrivateLink

» Accessing Amazon CloudWatch metrics

» Sample AWS CloudFormation template for Schema Registry

Installing SerDe Libraries

(® Note

Prerequisites: Before completing the following steps, you will need to have a Amazon
Managed Streaming for Apache Kafka (Amazon MSK) or Apache Kafka cluster running. Your
producers and consumers need to be running on Java 8 or above.

The SerDe libraries provide a framework for serializing and deserializing data.

You will install the open source serializer for your applications producing data (collectively the
"serializers"). The serializer handles serialization, compression, and the interaction with the Schema
Registry. The serializer automatically extracts the schema from a record being written to a Schema
Registry compatible destination, such as Amazon MSK. Likewise, you will install the open source
deserializer on your applications consuming data.

To install the libraries on producers and consumers:

1. Inside both the producers’ and consumers’ pom.xml files, add this dependency via the code
below:

<dependency>
<groupId>software.amazon.glue</groupId>
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<artifactId>schema-registry-serde</artifactId>
<version>1.1.5</version>
</dependency>

Alternatively, you can clone the AWS Glue Schema Registry Github repository.

2. Setup your producers with these required properties:

props.put(ProducerConfig.KEY_SERIALIZER_CLASS_CONFIG,
StringSerializer.class.getName()); // Can replace StringSerializer.class.getName())
with any other key serializer that you may use
props.put(ProducerConfig.VALUE_SERIALIZER_CLASS_CONFIG,
GlueSchemaRegistryKafkaSerializer.class.getName());
props.put(AWSSchemaRegistryConstants.AWS_REGION, "us-east-2");
properties.put(AWSSchemaRegistryConstants.DATA_FORMAT, "JSON"); // OR "AVRO"

If there are no existing schemas, then auto-registration needs to be turned on (next step). If you
do have a schema that you would like to apply, then replace "my-schema" with your schema
name. Also the "registry-name" has to be provided if schema auto-registration is off. If the
schema is created under the "default-registry" then registry name can be omitted.

3. (Optional) Set any of these optional producer properties. For detailed property descriptions, see
the ReadMe file.

props.put(AWSSchemaRegistryConstants.SCHEMA_AUTO_REGISTRATION_SETTING, "true"); // If
not passed, uses "false"
props.put(AWSSchemaRegistryConstants.SCHEMA_NAME, "my-schema"); // If not passed,
uses transport name (topic name in case of Kafka, or stream name in case of Kinesis
Data Streams)
props.put(AWSSchemaRegistryConstants.REGISTRY_NAME, "my-registry"); // If not passed,
uses "default-registry"
props.put(AWSSchemaRegistryConstants.CACHE_TIME_TO_LIVE_MILLIS, "86400000"); // If
not passed, uses 86400000 (24 Hours)
props.put(AWSSchemaRegistryConstants.CACHE_SIZE, "10"); // default value is 200
props.put(AWSSchemaRegistryConstants.COMPATIBILITY_SETTING, Compatibility.FULL); //
Pass a compatibility mode. If not passed, uses Compatibility.BACKWARD
props.put(AWSSchemaRegistryConstants.DESCRIPTION, "This registry is used for several
purposes."); // If not passed, constructs a description
props.put(AWSSchemaRegistryConstants.COMPRESSION_TYPE,
AWSSchemaRegistryConstants.COMPRESSION.ZLIB); // If not passed, records are sent
uncompressed
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Auto-registration registers the schema version under the default registry ("default-registry").
If a SCHEMA_NAME is not specified in the previous step, then the topic name is inferred as
SCHEMA_NAME.

See Schema versioning and compatibility for more information on compatibility modes.

4. Setup your consumers with these required properties:

props.put(ConsumerConfig.KEY_DESERIALIZER_CLASS_CONFIG,
StringDeserializer.class.getName());
props.put(ConsumerConfig.VALUE_DESERIALIZER_CLASS_CONFIG,
GlueSchemaRegistryKafkaDeserializer.class.getName());
props.put(AWSSchemaRegistryConstants.AWS_REGION, "us-east-2"); // Pass an AWS Region
props.put(AWSSchemaRegistryConstants.AVRO_RECORD_TYPE,
AvroRecordType.GENERIC_RECORD.getName()); // Only required for AVRO data format

5. (Optional) Set these optional consumer properties. For detailed property descriptions, see the
ReadMe file.

properties.put(AWSSchemaRegistryConstants.CACHE_TIME_TO_LIVE_MILLIS, "86400000"); //
If not passed, uses 86400000

props.put (AWSSchemaRegistryConstants.CACHE_SIZE, "10"); // default value is 200

props.put(AWSSchemaRegistryConstants.SECONDARY_DESERIALIZER,
""com.amazonaws.services.schemaregistry.deserializers.external.ThirdPartyDeserializer"); //
For migration fall back scenario

Using AWS CLI for the AWS Glue Schema Registry APIs

To use the AWS CLI for the AWS Glue Schema Registry APIs, make sure to update your AWS CLI to
the latest version.

Creating a registry

You may use the default registry or create as many new registries as necessary using the AWS Glue
APIs or AWS Glue console.

AWS Glue APIs

You can use these steps to perform this task using the AWS Glue APlIs.
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To add a new registry, use the CreateRegistry action (Python: create_registry) API. Specify
RegistryName as the name of the registry to be created, with a max length of 255, containing
only letters, numbers, hyphens, underscores, dollar signs, or hash marks.

Specify a Description as a string not more than 2048 bytes long, matching the URI address
multi-line string pattern.

Optionally, specify one or more Tags for your registry, as a map array of key-value pairs.

aws glue create-registry --registry-name registryNamel --description description

When your registry is created it is assigned an Amazon Resource Name (ARN), which you can view
in the RegistryArn of the API response. Now that you've created a registry, create one or more
schemas for that registry.

AWS Glue console

To add a new registry in the AWS Glue console:

1. Sign in to the AWS Management Console and open the AWS Glue console at https://
console.aws.amazon.com/glue/.

2. In the navigation pane, under Data catalog, choose Schema registries.
3. Choose Add registry.

4. Enter a Registry name for the registry, consisting of letters, numbers, hyphens, or underscores.
This name cannot be changed.

5. Enter a Description (optional) for the registry.

6. Optionally, apply one or more tags to your registry. Choose Add new tag and specify a Tag key
and optionally a Tag value.

7. Choose Add registry.
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Schema registries

4 .
Add a new schema reqistry
Add a schema registry to store one or multiple new related schemas.
Databases
Tables
Connections Registry name
Crawlers
Classifiers
| schema registries
Schemas Description - optional
Settings
4
AWS Glue Studio
Workflows
Jobs Registry tags - optional

ML Transforms

Triggers

Add new tag

Dev endpoints
You can add up to 50 more tags.

Notebooks
Cance Add registry

When your registry is created it is assigned an Amazon Resource Name (ARN), which you can view
by choosing the registry from the list in Schema registries. Now that you've created a registry,
create one or more schemas for that registry.

Dealing with a specific record (JAVA POJO) for JSON

You can use a plain old Java object (POJO) and pass the object as a record. This is similar to the
notion of a specific record in AVRO. The mbknor-jackson-jsonschema can generate a JSON schema
for the POJO passed. This library can also inject additional information in the JSON schema.

The AWS Glue Schema Registry library uses the injected "className" field in schema to provide a
fully classified class name. The "className" field is used by the deserializer to deserialize into an
object of that class.

Example class :

@JsonSchemaDescription("This is a car")
@JsonSchemaTitle("Simple Car Schema")
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@Builder
@AllArgsConstructor
@EqualsAndHashCode
// Fully qualified class name to be added to an additionally injected property
// called className for deserializer to determine which class to deserialize
// the bytes into
@JsonSchemalInject(
strings = {@JsonSchemaString(path = "className",
value =
""com.amazonaws.services.schemaregistry.integrationtests.generators.Car")}

)

// List of annotations to help infer JSON Schema are defined by https://github.com/

mbknor/mbknor-jackson-jsonSchema

public class Car {
@JsonProperty(required = true)
private String make;

@JsonProperty(required true)

private String model;

@JsonSchemaDefault("true")
@JsonProperty
public boolean used;

@JsonSchemalInject(ints = {@JsonSchemalInt(path = "multipleOf", value = 1000)})

@Max(200000)
@JsonProperty
private int miles;

@Min(2000)
@JsonProperty
private int year;

@JsonProperty
private Date purchaseDate;

@JsonProperty
@JsonFormat(shape = JsonFormat.Shape.NUMBER)

private Date listedDate;

@JsonProperty
private String[] owners;

@JsonProperty
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private Collection<Float> serviceChecks;
// Empty constructor is required by Jackson to deserialize bytes

// into an Object of this class
public Car() {3}

Creating a schema

You can create a schema using the AWS Glue APIs or the AWS Glue console.
AWS Glue APIs

You can use these steps to perform this task using the AWS Glue APIs.

To add a new schema, use the CreateSchema action (Python: create_schema) API.

Specify a RegistryId structure to indicate a registry for the schema. Or, omit the RegistryId to
use the default registry.

Specify a SchemaName consisting of letters, numbers, hyphens, or underscores, and DataFormat
as AVRO or JSON. DataFormat once set on a schema is not changeable.

Specify a Compatibility mode:

o Backward (recommended) — Consumer can read both current and previous version.
e Backward all — Consumer can read current and all previous versions.

e Forward — Consumer can read both current and subsequent version.

e Forward all — Consumer can read both current and all subsequent versions.

 Full — Combination of Backward and Forward.

e Full all — Combination of Backward all and Forward all.

o None — No compatibility checks are performed.

 Disabled — Prevent any versioning for this schema.

Optionally, specify Tags for your schema.

Specify a SchemaDefinition to define the schema in Avro, JSON, or Protobuf data format. See
the examples.
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For Avro data format:

aws glue create-schema --registry-id RegistryName="registryNamel" --schema-name
testschema --compatibility NONE --data-format AVRO --schema-definition "{\"type\":
\"record\", \"name\": \"r1\", \"fields\": [ {\"nmame\": \"f1\", \"type\": \"int\"},
{\"name\": \"f2\", \"type\": \"string\"} J1}"

aws glue create-schema --registry-id RegistryArn="arn:aws:glue:us-
east-2:901234567890:registry/registryNamel" --schema-name testschema --compatibility
NONE --data-format AVRO --schema-definition "{\"type\": \"record\", \"name\": \"rl\",
\"fields\": [ {\"name\": \"fI1\", \"type\": \"int\"}, {\"name\": \"f2\", \'"type\":
\"string\"} 1}"

For JSON data format:

aws glue create-schema --registry-id RegistryName="registryName" --schema-name
testSchemaJson --compatibility NONE --data-format JSON --schema-definition "{\"$schema
\": \"http://json-schema.org/draft-07/schema#\",\"type\":\"object\",\"properties\":
{(\"FIN": {\"type\":\"string\"}}}"

aws glue create-schema --registry-id RegistryArn="arn:aws:glue:us-
east-2:901234567890:registry/registryName" --schema-name testSchemalson --compatibility
NONE --data-format JSON --schema-definition "{\"$schema\": \"http://json-schema.org/
draft-07/schema#\",\"type\":\"object\",\"properties\": {\"f1\": {\"type\":\"string\"}}}"

For Protobuf data format:

aws glue create-schema --registry-id RegistryName="registryName" --schema-name
testSchemaProtobuf --compatibility NONE --data-format PROTOBUF --schema-definition
"syntax = \"proto2\";package org.test;message Basic { optional int32 basic = 1;}"

aws glue create-schema --registry-id RegistryArn="arn:aws:glue:us-

east-2:901234567890:registry/registryName" --schema-name testSchemaProtobuf
--compatibility NONE --data-format PROTOBUF --schema-definition "syntax =
\"proto2\";package org.test;message Basic { optional int32 basic = 1;}"

AWS Glue console

To add a new schema using the AWS Glue console:
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1.

Sign in to the AWS Management Console and open the AWS Glue console at https://
console.aws.amazon.com/glue/.

. In the navigation pane, under Data catalog, choose Schemas.
. Choose Add schema.

. Enter a Schema name, consisting of letters, numbers, hyphens, underscores, dollar signs, or

hashmarks. This name cannot be changed.

. Choose the Registry where the schema will be stored from the drop-down menu. The parent

registry cannot be changed post-creation.

. Leave the Data format as Apache Avro or JSON. This format applies to all versions of this

schema.

. Choose a Compatibility mode.

o Backward (recommended) — receiver can read both current and previous versions.
o Backward All — receiver can read current and all previous versions.

o Forward — sender can write both current and previous versions.

o Forward All — sender can write current and all previous versions.

e Full — combination of Backward and Forward.

o Full All — combination of Backward All and Forward All.

o None — no compatibility checks performed.

» Disabled — prevent any versioning for this schema.

. Enter an optional Description for the registry of up to 250 characters.

Getting started 235


https://console.aws.amazon.com/glue/
https://console.aws.amazon.com/glue/

AWS Glue User Guide

AWS Glue Schemas Add schema

4
Add a new schema
Data catalog
Specify your new schema name, properties, and schema definition.
Databaszes
Tables
. Schema name
Connections - e b I
Hdme cani be -_|‘GI‘§EC post creaiion
Crawlers
Classifiers Only letters {A-Z), numbers {0-9), hyphens (-), underscores (_), dollar signs (3), or hash marks (#) allowed. 255 characiers maximum
Schema registries
| Schemas
. Registry
Semngs Parent registry can't be changed post creation
v | C ‘ | Add new registry
ETL
AWS Glue Studio
New Data format
Workflows Glue schemas only support Apache Avro for now, which offers the compatibility options below. Learn more E
Jobs Apache Avro
ML Transforms
Triggers
] Compatibility mode
Dev endpoints Compatibility may be changed post creation and affects data senders and/or receivers
Notebooks Backward (default) - consumer can read both current and previous version v
Security Backward compatibility Learn more [
Security This compatibility choice allows consumers to read both the current and
configurations the previous schema version. This means that for instance, a new schema
version cannot drop data fields or change the type of these fields, so they
_ ) can't be read by consumers using the previous version.
utorials
Add crawler
Explore table Description - optional
Add job
Resources '
What's new p
- 2045 characters maximum

9. Optionally, apply one or more tags to your schema. Choose Add new tag and specify a Tag key
and optionally a Tag value.

10In the First schema version box, enter or paste your initial schema. .

For Avro format, see Working with Avro data format

For JSON format, see Working with JSON data format
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110ptionally, choose Add metadata to add version metadata to annotate or classify your schema

version.

12Choose Create schema and version.

AWS Glue

Data catalog

Databases
Tables
Connections

Crawlers
Classifiers

Schema registries
| Schemas

Settings

ETL
AWS Glue Studio

Blueprints
Workflows
Jobs
ML Transforms
Triggers
Dev endpoints
Motebooks
Security

Security
configurations

Tutorials
Add crawler
Explore table

Add job

Docorene 8

Schema tags - optional

Mo tags defined

Add new tag

You can add up to 50 more tags.

First schema version

Please specify the initial definition of your schema below, so that it can be used in your applications or within Amazon Glue.
‘fou may change your schema definition by registering new versions at any point later.

Please enter Apache Avro schema below. Learn more [

1

Version metadata - optional

MNo metadata key-value pairs.

Add metadata

You can add 10 more metadata key-value pairs.

The schema is created and appears in the list under Schemas.
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Working with Avro data format

Avro provides data serialization and data exchange services. Avro stores the data definition in JSON
format making it easy to read and interpret. The data itself is stored in binary format.

For information on defining an Apache Avro schema, see the Apache Avro specification.

Working with JSON data format

Data can be serialized with JSON format. JSON Schema format defines the standard for JSON
Schema format.

Updating a schema or registry
Once created you can edit your schemas, schema versions, or registry.
Updating a registry

You can update a registry using the AWS Glue APIs or the AWS Glue console. The name of an
existing registry cannot be edited. You can edit the description for a registry.

AWS Glue APIs

To update an existing registry, use the UpdateRegistry action (Python: update_registry) API.

Specify a RegistryId structure to indicate the registry that you want to update. Pass a
Description to change the description for a registry.

aws glue update-registry --description updatedDescription --registry-id
RegistryArn="arn:aws:glue:us-east-2:901234567890:registry/registryNamel"

AWS Glue console
To update a registry using the AWS Glue console:

1. Sign in to the AWS Management Console and open the AWS Glue console at https://
console.aws.amazon.com/glue/.

2. In the navigation pane, under Data catalog, choose Schema registries.
3. Choose a registry from the the list of registries, by checking its box.

4. In the Action menu, choose Edit registry.
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Updating a schema
You can update the description or compatibility setting for a schema.

To update an existing schema, use the UpdateSchema action (Python: update_schema) API.

Specify a Schemald structure to indicate the schema that you want to update. One of
VersionNumber or Compatibility has to be provided.

Code example 11:

aws glue update-schema --description testDescription --schema-id
SchemaName="testSchemal", RegistryName="registryNamel" --schema-version-number
LatestVersion=true --compatibility NONE

aws glue update-schema --description testDescription --schema-id
SchemaArn="arn:aws:glue:us-east-2:901234567890:schema/registryNamel/testSchemal" --
schema-version-number LatestVersion=true --compatibility NONE

Adding a schema version

When you add a schema version, you will need to compare the versions to make sure the new
schema will be accepted.

To add a new version to an existing schema, use the RegisterSchemaVersion action (Python:
register_schema_version) API.

Specify a Schemald structure to indicate the schema for which you want to add a version, and a
SchemaDefinition to define the schema.

Code example 12:

aws glue register-schema-version --schema-definition "{\"type\": \"record\", \'"name\":

\Ilrl\ll’ \Ilfields\": [ {\Ilname\": \Ilfl\ll’ \Iltype\": \Ilint\ll}’ {\Ilname\": \Ilfz\ll’ \Il.type
\": \"string\"} ]}" --schema-id SchemaArn="arn:aws:glue:us-east-1:901234567890:schema/

registryName/testschema"

aws glue register-schema-version --schema-definition "{\"type\": \"record\", \"name\":
\”Il\", \Ilfields\ll: [ {\Ilname\ll: \Ilfl\ll’ \Iltype\ll: \Ilint\ll}’ {\Ilname\ll: \Ilfz\ll’ \Il.type

\": \"string\"} J]}" --schema-id SchemaName="testschema",6 RegistryName="testregistry"
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1.

o N o u B~ W DN

Sign in to the AWS Management Console and open the AWS Glue console at https://
console.aws.amazon.com/glue/.

. In the navigation pane, under Data catalog, choose Schemas.

. Choose the schema from the the list of schemas, by checking its box.

. Choose one or more schemas from the list, by checking the boxes.

. In the Action menu, choose Register new version.

. In the New version box, enter or paste your new schema.

. Choose Compare with previous version to see differences with the previous schema version.

. Optionally, choose Add metadata to add version metadata to annotate or classify your schema

version. Enter Key and optional Value.

. Choose Register version.
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A"-.-"."\."IS G| ue Schemas test-1 Register version
4 . .
. Register a new schema version
Uala catalog
Register version 4 to your schema.
Databases
Tables
Schema name test-1
Connections
Crawlers Data format Apache Avro
Classifiers
Schema registries Compatibility mode Backward compatibility
| Schemas Schema tags No tags defined.
Settings

- New Version 4

AWS Glue Studio order

i type”: "record”,

Blueprints R A
Workflows : ¢ "name": "f17,
Jobs ; “type": "int"

ML Transforms 1:. 1 ]
Triggers
Dev endpoints

Notebooks
Security Compare with previous version
Security

configurations . .
9 Version metadata - optional

utorals
Explore table You can add 10 more metadata key-value pairs.

Add job Register version

- —n

The schema(s) version appears in the list of versions. If the version changed the compatibility
mode, the version will be marked as a checkpoint.

Example of a schema version comparison

When you choose to Compare with previous version, you will see the previous and new versions
displayed together. Changed information will be highlighted as follows:

 Yellow: indicates changed information.
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e Green: indicates content added in the latest version.

e Red: indicates content removed in the latest version.

You can also compare against earlier versions.

Schema version comparison

Schema test-1

Version 1 (latesta... &

11
2 "type": "record”,

"name": " r@",

4 "fields": [
- {
"name": "f1",

"type": "int”

Registered  Thu, 01 Qct 2020 17:37:19 GMT

Metadata

Version 4 (new) v

2 "type": "record”,
34+ "name": "user .record ”,
4+ "aliases": "userInfo”,

"fields": [

"type": "int”

Registered -

Metadata -

Compatibility Mode Backward compatibility

Deleting a schema or registry

Deleting a schema, a schema version, or a registry are permanent actions that cannot be undone.

Deleting a schema

You may want to delete a schema when it will no longer be used within a registry, using the AWS
Management Console, or the DeleteSchema action (Python: delete_schema) API.

Deleting one or more schemas is a permanent action that cannot be undone. Make sure that the

schema or schemas are no longer needed.

To delete a schema from the registry, call the DeleteSchema action (Python: delete_schema) API,
specifying the SchemalId structure to identify the schema.
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For example:

aws glue delete-schema --schema-id SchemaArn="arn:aws:glue:us-
east-2:901234567890:schema/registryNamel/schemaname"

aws glue delete-schema --schema-id SchemaName="TestSchema6-
deleteschemabyname",RegistryName="default-registry"

AWS Glue console

To delete a schema from the AWS Glue console:

1. Sign in to the AWS Management Console and open the AWS Glue console at https://
console.aws.amazon.com/glue/.

In the navigation pane, under Data catalog, choose Schema registries.
Choose the registry that contains your schema from the the list of registries.
Choose one or more schemas from the list, by checking the boxes.

In the Action menu, choose Delete schema.

Enter the text Delete in the field to confirm deletion.

N o un B W N

Choose Delete.

The schema(s) you specified are deleted from the registry.
Deleting a schema version

As schemas accumulate in the registry, you may want to delete unwanted schema versions
using the AWS Management Console, or the DeleteSchemaVersions action (Python:

delete_schema_versions) API. Deleting one or more schema versions is a permanent action that

cannot be undone. Make sure that the schema versions are no longer needed.

When deleting schema versions, take note of the following constraints:

» You cannot delete a check-pointed version.
» The range of contiguous versions cannot be more than 25.

» The latest schema version must not be in a pending state.
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Specify the Schemald structure to identify the schema, and specify Versions as a range

of versions to delete. For more information on specifying a version or range of versions, see
DeleteRegistry action (Python: delete_registry). The schema versions you specified are deleted
from the registry.

Calling the ListSchemaVersions action (Python: list_schema_versions) API after this call will list the

status of the deleted versions.

For example:

aws glue delete-schema-versions --schema-id
SchemaName="TestSchema6",RegistryName="default-registry" --versions "1-1"

aws glue delete-schema-versions --schema-id SchemaArn="arn:aws:glue:us-
east-2:901234567890:schema/default-registry/TestSchema6-NON-Existent" --versions "1-1"

1. Sign in to the AWS Management Console and open the AWS Glue console at https://
console.aws.amazon.com/glue/.

In the navigation pane, under Data catalog, choose Schema registries.
Choose the registry that contains your schema from the the list of registries.
Choose one or more schemas from the list, by checking the boxes.

In the Action menu, choose Delete schema.

Enter the text Delete in the field to confirm deletion.

N o U~ WD

Choose Delete.

The schema versions you specified are deleted from the registry.
Deleting a registry

You may want to delete a registry when the schemas it contains should no longer be organized
under that registry. You will need to reassign those schemas to another registry.

Deleting one or more registries is a permanent action that cannot be undone. Make sure that the
registry or registries no longer needed.

The default registry can be deleted using the AWS CLI.

AWS Glue API
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To delete the entire registry including the schema and all of its versions, call the DeleteRegistry
action (Python: delete_registry) API. Specify a RegistryId structure to identify the registry.

For example:

aws glue delete-registry --registry-id RegistryArn="arn:aws:glue:us-
east-2:901234567890:registry/registryNamel”

aws glue delete-registry --registry-id RegistryName="TestRegistry-deletebyname"

To get the status of the delete operation, you can call the GetRegistry API after the
asynchronous call.

AWS Glue console

To delete a registry from the AWS Glue console:

1. Sign in to the AWS Management Console and open the AWS Glue console at https://
console.aws.amazon.com/glue/.

. In the navigation pane, under Data catalog, choose Schema registries.
. Choose a registry from the list, by checking a box.
In the Action menu, choose Delete registry.

Enter the text Delete in the field to confirm deletion.

o v A WN

Choose Delete.

The registries you selected are deleted from AWS Glue.

IAM examples for serializers

(® Note

AWS managed policies grant necessary permissions for common use cases. For information
on using managed policies to manage the schema registry, see AWS managed (predefined)
policies for AWS Glue.

For serializers, you should create a minimal policy similar to that below to give you the ability to
find the schemaVersionId for a given schema definition. Note, you should have read permissions
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on the registry in order to read the schemas in the registry. You can limit the registries that can be
read by using the Resouzrce clause.

Code example 13:

{
"Sid" : "GetSchemaByDefinition",
"Effect" : "Allow",
"Action"
[

"glue:GetSchemaByDefinition"
1,

"Resource" : ["arn:aws:glue:us-east-2:012345678:registry/registryname-1",
"arn:aws:glue:us-east-2:012345678:schema/registryname-1/
schemaname-1",
"arn:aws:glue:us-east-2:012345678:schema/registryname-1/
schemaname-2"

Further, you can also allow producers to create new schemas and versions by including the
following extra methods. Note, you should be able to inspect the registry in order to add/remove/
evolve the schemas inside it. You can limit the registries that can be inspected by using the
Resource clause.

Code example 14:

{
"Sid" : "RegisterSchemaWithMetadata",
"Effect" : "Allow",
"Action"
[

"glue:GetSchemaByDefinition",
"glue:CreateSchema",
"glue:RegisterSchemaVersion",
"glue:PutSchemaVersionMetadata",
1,
"Resource" : ["arn:aws:glue:aws-region:123456789012:registry/registryname-1",
"arn:aws:glue:aws-region:123456789012:schema/registryname-1/
schemaname-1",
"arn:aws:glue:aws-region:123456789012:schema/registryname-1/
schemaname-2"
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}

IAM examples for deserializers

For deserializers (consumer side), you should create a policy similar to that below to allow the
deserializer to fetch the schema from the Schema Registry for deserialization. Note, you should be
able to inspect the registry in order to fetch the schemas inside it.

Code example 15:

{
"Sid" : "GetSchemaVersion",
"Effect" : "Allow",
"Action" :

[
"glue:GetSchemaVersion"

1,
"Resource" : ["*"]

}

Private connectivity using AWS PrivateLink

You can use AWS PrivateLink to connect your data producer’s VPC to AWS Glue by defining an
interface VPC endpoint for AWS Glue. When you use a VPC interface endpoint, communication
between your VPC and AWS Glue is conducted entirely within the AWS network. For more
information, see Using AWS Glue with VPC Endpoints.

Accessing Amazon CloudWatch metrics

Amazon CloudWatch metrics are available as part of CloudWatch'’s free tier. You can access

these metrics in the CloudWatch Console. API-Level metrics include CreateSchema (Success and
Latency), GetSchemaByDefinition, (Success and Latency), GetSchemaVersion (Success and Latency),
RegisterSchemaVersion (Success and Latency), PutSchemaVersionMetadata (Success and Latency).
Resource-level metrics include Registry.ThrottledByLimit, SchemaVersion.ThrottledByLimit,
SchemaVersion.Size.

Sample AWS CloudFormation template for Schema Registry

The following is a sample template for creating Schema Registry resources in AWS
CloudFormation. To create this stack in your account, copy the above template into a file
SampleTemplate.yaml, and run the following command:
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aws cloudformation create-stack --stack-name ABCSchemaRegistryStack --template-body
"'cat SampleTemplate.yaml'"

This example uses AWS: : Glue: :Registry to create a registry, AWS: : Glue: : Schema
to create a schema, AWS: :Glue: :SchemaVersion to create a schema version, and
AWS: :Glue: :SchemaVersionMetadata to populate schema version metadata.

Description: "A sample CloudFormation template for creating Schema Registry resources.

Resources:
ABCRegistry:
Type: "AWS::Glue::Registry"
Properties:
Name: "ABCSchemaRegistry"
Description: "ABC Corp. Schema Registry"
Tags:
- Key: "Project"
Value: "Foo"
ABCSchema:
Type: "AWS::Glue::Schema"
Properties:
Registry:
Arn: !Ref ABCRegistry
Name: "TestSchema"
Compatibility: "NONE"
DataFormat: "AVRO"
SchemaDefinition: >
{"namespace":"foo.avro", "type":"record", "name":"user", "fields":
[{"name":"name", "type":"string"}, {"name":"favorite_number", "type":"int"}]}
Tags:
- Key: "Project"
Value: "Foo"
SecondSchemaVersion:
Type: "AWS::Glue::SchemaVersion"
Properties:
Schema:
SchemaArn: !Ref ABCSchema
SchemaDefinition: >
{"namespace":"foo.avro", "type":"record", "name" :"user", "fields":
[{"name":"status", "type":"string", "default":"ON"}, {"name":"name",6 "type":"string"},
{"name" :"favorite_number", "type":"int"}]1}
FirstSchemaVersionMetadata:
Type: "AWS::Glue::SchemaVersionMetadata"
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Properties:
SchemaVersionId: !GetAtt ABCSchema.InitialSchemaVersionId
Key: "Application"
Value: "Kinesis"

SecondSchemaVersionMetadata:

Type: "AWS::Glue::SchemaVersionMetadata"

Properties:
SchemaVersionId: !Ref SecondSchemaVersion
Key: "Application"
Value: "Kinesis"

Integrating with AWS Glue Schema Registry

These sections describe integrations with AWS Glue Schema Registry. The examples in these
section show a schema with AVRO data format. For more examples, including schemas with JSON
data format, see the integration tests and ReadMe information in the AWS Glue Schema Registry
open source repository.

Topics

» Use case: Connecting Schema Registry to Amazon MSK or Apache Kafka

» Use case: Integrating Amazon Kinesis Data Streams with the AWS Glue Schema Registry

» Use case: Amazon Managed Service for Apache Flink

» Use Case: Integration with AWS Lambda

o Use case: AWS Glue Data Catalog

» Use case: AWS Glue streaming

» Use case: Apache Kafka Streams

» Use case: Apache Kafka Connect

Use case: Connecting Schema Registry to Amazon MSK or Apache Kafka

Let's assume you are writing data to an Apache Kafka topic, and you can follow these steps to get
started.

1. Create an Amazon Managed Streaming for Apache Kafka (Amazon MSK) or Apache Kafka cluster
with at least one topic. If creating an Amazon MSK cluster, you can use the AWS Management
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Console. Follow these instructions: Getting Started Using Amazon MSK in the Amazon Managed

Streaming for Apache Kafka Developer Guide.

2. Follow the Installing SerDe Libraries step above.

3. To create schema registries, schemas, or schema versions, follow the instructions under the
Getting started with Schema Registry section of this document.

4. Start your producers and consumers to use the Schema Registry to write and read records to/
from the Amazon MSK or Apache Kafka topic. Example producer and consumer code can be
found in the ReadMe file from the Serde libraries. The Schema Registry library on the producer

will automatically serialize the record and decorate the record with a schema version ID.

5. If the schema of this record has been inputted, or if auto-registration is turned on, then the
schema will have been registered in the Schema Registry.

6. The consumer reading from the Amazon MSK or Apache Kafka topic, using the AWS Glue
Schema Registry library, will automatically lookup the schema from the Schema Registry.

Use case: Integrating Amazon Kinesis Data Streams with the AWS Glue Schema
Registry

This integration requires that you have an existing Amazon Kinesis data stream. For more
information, see Getting Started with Amazon Kinesis Data Streams in the Amazon Kinesis Data

Streams Developer Guide.
There are two ways that you can interact with data in a Kinesis data stream.

» Through the Kinesis Producer Library (KPL) and Kinesis Client Library (KCL) libraries in Java.
Multi-language support is not provided.

» Through the PutRecords, PutRecord, and GetRecoxrds Kinesis Data Streams APIs available in
the AWS SDK for Java.

If you currently use the KPL/KCL libraries, we recommend continuing to use that method. There
are updated KCL and KPL versions with Schema Registry integrated, as shown in the examples.
Otherwise, you can use the sample code to leverage the AWS Glue Schema Registry if using the
KDS APIs directly.

Schema Registry integration is only available with KPL v0.14.2 or later and with KCL v2.3 or later.
Schema Registry integration with JSON data format is available with KPL v0.14.8 or later and with
KCL v2.3.6 or later.
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Interacting with Data Using Kinesis SDK V2

This section describes interacting with Kinesis using Kinesis SDK V2

// Example JSON Record, you can construct a AVRO record also
private static final JsonDataWithSchema record =
JsonDataWithSchema.builder(schemaString, payloadString);
private static final DataFormat dataFormat = DataFormat.JSON;

//Configurations for Schema Registry
GlueSchemaRegistryConfiguration gsrConfig = new GlueSchemaRegistryConfiguration("us-
east-1");

GlueSchemaRegistrySerializer glueSchemaRegistrySerializer =

new GlueSchemaRegistrySerializerImpl(awsCredentialsProvider, gsrConfig);
GlueSchemaRegistryDataFormatSerializer dataFormatSerializer =

new GlueSchemaRegistrySerializerFactory().getInstance(dataFormat, gsrConfig);

Schema gsrSchema =
new Schema(dataFormatSerializer.getSchemaDefinition(record), dataFormat.name(),
"MySchema");

byte[] serializedBytes = dataFormatSerializer.serialize(record);

byte[] gsrEncodedBytes
serializedBytes);

glueSchemaRegistrySerializer.encode(streamName, gsrSchema,

PutRecordRequest putRecordRequest = PutRecordRequest.builder()
.streamName(streamName)
.partitionKey("partitionKey")
.data(SdkBytes.fromByteArray(gsrEncodedBytes))
.build();

shardId = kinesisClient.putRecord(putRecordRequest)
-get()
.shardId();

GlueSchemaRegistryDeserializer glueSchemaRegistryDeserializer = new
GlueSchemaRegistryDeserializerImpl(awsCredentialsProvider, gsrConfig);

GlueSchemaRegistryDataFormatDeserializer gsrDataFormatDeserializer =
glueSchemaRegistryDeserializerFactory.getInstance(dataFormat, gsrConfig);

GetShardIteratorRequest getShardIteratorRequest = GetShardIteratorRequest.builder()
.streamName(streamName)
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.shardId(shardId)
.shardIteratorType(ShardIteratorType.TRIM_HORIZON)
.build();

String shardIterator = kinesisClient.getShardIterator(getShardIteratorRequest)
-get()
.shardIterator();

GetRecordsRequest getRecordRequest = GetRecordsRequest.builder()
.shardIterator(shardIterator)
.build();

GetRecordsResponse recordsResponse = kinesisClient.getRecords(getRecordRequest)

.get();

List<Object> consumerRecords = new ArraylList<>();
List<Record> recordsFromKinesis = recordsResponse.records();

for (int i = @0; i < recordsFromKinesis.size(); i++) {
byte[] consumedBytes = recordsFromKinesis.get(i)
.data()
.asByteArray();

Schema gsrSchema = glueSchemaRegistryDeserializer.getSchema(consumedBytes);
Object decodedRecord =

gsrDataFormatDeserializer.deserialize(ByteBuffer.wrap(consumedBytes),

gsrSchema.getSchemaDefinition());
consumerRecords.add(decodedRecord);

Interacting with data using the KPL/KCL libraries

This section describes integrating Kinesis Data Streams with Schema Registry using the KPL/KCL
libraries. For more information on using KPL/KCL, see Developing Producers Using the Amazon

Kinesis Producer Library in the Amazon Kinesis Data Streams Developer Guide.

Setting up the Schema Registry in KPL

1. Define the schema definition for the data, data format and schema name authored in the AWS
Glue Schema Registry.

2. Optionally configure the GlueSchemaRegistryConfiguration object.
3. Pass the schema object to the addUserRecord API.
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private static final String SCHEMA_DEFINITION = "{"namespace": "example.avro",\n"

+ " "type": "record",\n"

+ " "name": "User",\n"

+ " "fields": [\n"

+ " {"name": "name", "type": "string"},\n"

+ " {"pame": "favorite_number", "type": ["int", "null"]},\n"
+ " {"name": "favorite_colox", "type": ["string", "null"]}\n"
+ " J\n"

+ "3

KinesisProducerConfiguration config = new KinesisProducerConfiguration();
config.setRegion("us-west-1")

//[0ptional] configuration for Schema Registry.

GlueSchemaRegistryConfiguration schemaRegistryConfig =
new GlueSchemaRegistryConfiguration("us-west-1");

schemaRegistryConfig.setCompression(true);
config.setGlueSchemaRegistxryConfiguration(schemaRegistxryConfig);
///0ptional configuration ends.

final KinesisProducer producer =
new KinesisProducer(config);

final ByteBuffer data = getDataToSend();

com.amazonaws.services.schemaregistry.common.Schema gsxSchema =
new Schema(SCHEMA_DEFINITION, DataFormat.AVRO.toStxring(), "demoSchema");

ListenableFuture<UserRecordResult> f = producer.addUserRecord(
config.getStreamName(), TIMESTAMP, Utils.randomExplicitHashKey(), data, gsrSchema);

private static ByteBuffer getDataToSend() {
org.apache.avro.Schema avroSchema =
new org.apache.avro.Schema.Parser().parse(SCHEMA_DEFINITION);

GenericRecord user = new GenericData.Record(avroSchema);
user.put("name", "Emily");

user.put("favorite_number", 32);
user.put("favorite_color", "green");
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ByteArrayOutputStream outBytes = new ByteArrayOutputStream();

Encoder encoder = EncoderFactory.get().directBinaryEncoder(outBytes, null);
new GenericDatumWriter<>(avroSchema).write(user, encoder);

encoder.flush();

return ByteBuffer.wrap(outBytes.toByteArray());

Setting up the Kinesis client library

You will develop your Kinesis Client Library consumer in Java. For more information, see
Developing a Kinesis Client Library Consumer in Java in the Amazon Kinesis Data Streams Developer
Guide.

1. Create an instance of GlueSchemaRegistryDeserializer by passing a
GlueSchemaRegistryConfiguration object.

2. Pass the GlueSchemaRegistryDeserializer to
retrievalConfig.glueSchemaRegistryDeserializer.

3. Access the schema of incoming messages by calling kinesisClientRecord.getSchema().

GlueSchemaRegistryConfiguration schemaRegistryConfig =
new GlueSchemaRegistryConfiguration(this.region.toString());

GlueSchemaRegistryDeserializer glueSchemaRegistryDeserializer =

new
GlueSchemaRegistryDeserializerImpl(DefaultCredentialsProvidex.buildex().build(),
schemaRegistryConfig);

RetrievalConfig retrievalConfig =
configsBuilder.retrievalConfig().retrievalSpecificConfig(new
PollingConfig(streamName, kinesisClient));
retrievalConfig.glueSchemaRegistryDeserializer(glueSchemaRegistryDeserializer);

Scheduler scheduler = new Scheduler(
configsBuilder.checkpointConfig(),
configsBuilder.coordinatorConfig(),
configsBuilder.leaseManagementConfig(),
configsBuilder.lifecycleConfig(),
configsBuilder.metricsConfig(),
configsBuilder.processorConfig(),
retrievalConfig
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);

public void processRecords(ProcessRecordsInput processRecordsInput) {
MDC. put (SHARD_ID_MDC_KEY, shardId);
try {
log.info("Processing {} record(s)",
processRecordsInput.records().size());
processRecordsInput.records()
.forEach(
r ->
log.info("Processed record pk: {} -- Seq: {} : data {} with
schema: {}",
r.partitionKey(),
r.sequenceNumber(), recordToAvroObj(xr).toString(), r.getSchema()));
} catch (Throwable t) {
log.error("Caught throwable while processing records. Aborting.");
Runtime.getRuntime().halt(1l);
} finally {
MDC.remove (SHARD_ID_MDC_KEY);

private GenericRecord recordToAvroObj(KinesisClientRecord r) {
byte[] data = new byte[r.data().remaining()];
r.data().get(data, @, data.length);
org.apache.avro.Schema schema = new
org.apache.avro.Schema.Parser().parse(r.schema().getSchemaDefinition());
DatumReader datumReader = new GenericDatumReader<>(schema);

BinaryDecoder binaryDecoder = DecoderFactory.get().binaryDecoder(data, O,

data.length, null);
return (GenericRecord) datumReader.read(null, binaryDecoder);

Interacting with data using the Kinesis Data Streams APIs

This section describes integrating Kinesis Data Streams with Schema Registry using the Kinesis
Data Streams APIs.

1. Update these Maven dependencies:

<dependencyManagement>
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<dependencies>
<dependency>
<groupId>com.amazonaws</groupIld>
<artifactId>aws-java-sdk-bom</artifactId>
<version>1.11.884</version>
<type>pom</type>
<scope>import</scope>
</dependency>
</dependencies>
</dependencyManagement>

<dependencies>
<dependency>
<groupId>com.amazonaws</groupld>
<artifactId>aws-java-sdk-kinesis</artifactId>
</dependency>

<dependency>
<groupId>software.amazon.glue</groupId>
<artifactId>schema-registry-serde</artifactId>
<version>1.1.5</version>

</dependency>

<dependency>
<groupId>com.fasterxml.jackson.dataformat</groupId>
<artifactId>jackson-dataformat-cbor</artifactId>
<version>2.11.3</version>
</dependency>
</dependencies>

2. In the producer, add schema header information using the PutRecords or PutRecord APl in
Kinesis Data Streams.

//The following lines add a Schema Header to the record
com.amazonaws.services.schemaregistry.common.Schema awsSchema =
new com.amazonaws.services.schemaregistry.common.Schema(schemaDefinition,
DataFormat.AVRO.name(),
schemaName) ;
GlueSchemaRegistrySerializerImpl glueSchemaRegistrySerializer =
new
GlueSchemaRegistrySerializerImpl(DefaultCredentialsProvider.buildexr().build(), new
GlueSchemaRegistryConfiguration(getConfigs()));
byte[] recordwWithSchemaHeader =
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glueSchemaRegistrySerializer.encode(streamName, awsSchema,
recordAsBytes);

3. In the producer, use the PutRecords or PutRecord API to put the record into the data stream.

4. In the consumer, remove the schema record from the header, and serialize an Avro schema
record.

//The following lines remove Schema Header from record
GlueSchemaRegistryDeserializerImpl glueSchemaRegistryDeserializer =
new
GlueSchemaRegistryDeserializerImpl(DefaultCredentialsProvider.buildexr().build(),
getConfigs());
byte[] recordWithSchemaHeaderBytes = new
byte[recordwWithSchemaHeader.remaining()];
recordWithSchemaHeader.get(recordWithSchemaHeaderBytes, 0,
recordWithSchemaHeaderBytes.length);
com.amazonaws.services.schemaregistry.common.Schema awsSchema =
glueSchemaRegistryDeserializer.getSchema(recordwWwithSchemaHeaderBytes);
byte[] record =
glueSchemaRegistryDeserializer.getData(recordWithSchemaHeaderBytes);

//The following lines serialize an AVRO schema record
if (DataFormat.AVRO.name().equals(awsSchema.getDataFormat())) {
Schema avroSchema = new
org.apache.avro.Schema.Parser().parse(awsSchema.getSchemaDefinition());
Object genericRecord = convertBytesToRecord(avroSchema, record);
System.out.println(genericRecord);

Interacting with data using the Kinesis Data Streams APIs

The following is example code for using the PutRecords and GetRecoxrds APIs.

//Full sample code

import
com.amazonaws.services.schemaregistry.deserializers.GlueSchemaRegistryDeserializerImpl;

import
com.amazonaws.services.schemaregistry.serializers.GlueSchemaRegistrySerializerImpl;

import com.amazonaws.services.schemaregistry.utils.AVROUtils;

import com.amazonaws.services.schemaregistry.utils.AWSSchemaRegistryConstants;

import org.apache.avro.Schema;

import org.apache.avro.generic.GenericData;
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import org.apache.avro.generic.GenericDatumReader;

import org.apache.avro.generic.GenericDatumWriter;

import org.apache.avro.generic.GenericRecord;

import org.apache.avro.io.Decoder;

import org.apache.avro.io.DecoderFactory;

import org.apache.avro.io.Encoder;

import org.apache.avro.io.EncoderFactory;

import software.amazon.awssdk.auth.credentials.DefaultCredentialsProvider;
import software.amazon.awssdk.services.glue.model.DataFormat;

import java.io.ByteArrayOutputStream;
import java.io.File;

import java.io.IOException;

import java.nio.ByteBuffer;

import java.util.Collections;

import java.util.HashMap;

import java.util.Map;

public class PutAndGetExampleWithEncodedData {

static final String regionName = "us-east-2";
static final String streamName = "testStreaml";
static final String schemaName = "User-Topic";

static final String AVRO_USER_SCHEMA_FILE = "src/main/resources/user.avsc";
KinesisApi kinesisApi = new KinesisApi();

void runSampleForPutRecord() throws IOException {
Object testRecord = getTestRecord();
byte[] recordAsBytes = convertRecordToBytes(testRecord);
String schemaDefinition =
AVROUtils.getInstance().getSchemaDefinition(testRecord);

//The following lines add a Schema Header to a record
com.amazonaws.services.schemaregistry.common.Schema awsSchema =
new com.amazonaws.services.schemaregistry.common.Schema(schemaDefinition,
DataFormat.AVRO.name(),
schemaName) ;
GlueSchemaRegistrySerializexImpl glueSchemaRegistrySerializer =
new
GlueSchemaRegistrySerializerImpl(DefaultCredentialsProvider.buildex().build(), new
GlueSchemaRegistryConfiguration(regionName));
byte[] recordWithSchemaHeader =
glueSchemaRegistrySerializer.encode(streamName, awsSchema, recordAsBytes);
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//Use PutRecords api to pass a list of records
kinesisApi.putRecords(Collections.singletonList(recordWithSchemaHeader),
streamName, regionName);

//0R

//Use PutRecord api to pass single record
//kinesisApi.putRecord(recordWithSchemaHeader, streamName, regionName);

byte[] runSampleForGetRecord() throws IOException {
ByteBuffer recordWithSchemaHeader = kinesisApi.getRecords(streamName,
regionName);

//The following lines remove the schema registry header
GlueSchemaRegistryDeserializerImpl glueSchemaRegistryDeserializer =
new

GlueSchemaRegistryDeserializerImpl(DefaultCredentialsProvider.builder().build(), new
GlueSchemaRegistryConfiguration(regionName));

byte[] recordWithSchemaHeaderBytes = new
byte[recordWithSchemaHeader.remaining()];

recordWithSchemaHeader.get(recordwWwithSchemaHeaderBytes, 0,
recordWithSchemaHeaderBytes.length);

com.amazonaws.services.schemaregistry.common.Schema awsSchema =
glueSchemaRegistryDeserializer.getSchema(recordwWithSchemaHeadexrBytes);

byte[] recoxd =
glueSchemaRegistryDeserializer.getData(recordWwithSchemaHeaderBytes);

//The following lines serialize an AVRO schema record
if (DataFormat.AVRO.name().equals(awsSchema.getDataFormat())) {
Schema avroSchema = new
org.apache.avro.Schema.Parser().parse(awsSchema.getSchemaDefinition());
Object genericRecord = convertBytesToRecord(avroSchema, record);
System.out.println(genericRecoxrd);

return record;

private byte[] convertRecordToBytes(final Object record) throws IOException {
ByteArrayOutputStream recordAsBytes = new ByteArrayOutputStream();
Encoder encoder = EncoderFactory.get().directBinaryEncoder(recordAsBytes,
null);
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GenericDatumWriter datumWriter = new
GenericDatumWriter<>(AVROUtils.getInstance().getSchema(record));

datumWriter.write(record, encoder);

encoder.flush();

return recordAsBytes.toByteArray();

private GenericRecord convertBytesToRecord(Schema avroSchema, byte[] record) throws

IOException {
final GenericDatumReader<GenericRecord> datumReader = new
GenericDatumReader<>(avroSchema);
Decoder decoder = DecoderFactory.get().binaryDecoder(record, null);
GenericRecord genericRecord = datumReader.read(null, decoder);
return genericRecord;

private Map<String, String> getMetadata() {

Map<String, String> metadata = new HashMap<>();
metadata.put("event-source-1", "topicl");
metadata.put("event-source-2", "topic2");
metadata.put("event-source-3", "topic3");
metadata.put("event-source-4", "topic4");
metadata.put("event-source-5", "topic5");
return metadata;

private GlueSchemaRegistryConfiguration getConfigs() {
GlueSchemaRegistryConfiguration configs = new
GlueSchemaRegistryConfiguration(regionName);
configs.setSchemaName(schemaName);
configs.setAutoRegistration(true);
configs.setMetadata(getMetadata());
return configs;

private Object getTestRecord() throws IOException {
GenericRecord genericRecord;
Schema.Parser parser = new Schema.Parser();
Schema avroSchema = parser.parse(new File(AVRO_USER_SCHEMA_FILE));

genericRecord = new GenericData.Record(avroSchema);
genericRecord.put("name", "testName");
genericRecord.put("favorite_number", 99);
genericRecord.put("favorite_color", "red");
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return genericRecord;

Use case: Amazon Managed Service for Apache Flink

Apache Flink is a popular open source framework and distributed processing engine for stateful
computations over unbounded and bounded data streams. Amazon Managed Service for
Apache Flink is a fully managed AWS service that enables you to build and manage Apache Flink
applications to process streaming data.

Open source Apache Flink provides a number of sources and sinks. For example, predefined data
sources include reading from files, directories, and sockets, and ingesting data from collections
and iterators. Apache Flink DataStream Connectors provide code for Apache Flink to interface with
various third-party systems, such as Apache Kafka or Kinesis as sources and/or sinks.

For more information, see Amazon Kinesis Data Analytics Developer Guide.

Apache Flink Kafka connector

Apache Flink provides an Apache Kafka data stream connector for reading data from and writing
data to Kafka topics with exactly-once guarantees. Flink's Kafka consumer, FlinkKafkaConsumer,
provides access to read from one or more Kafka topics. Apache Flink's Kafka Producer,
FlinkKafkaProducer, allows writing a stream of records to one or more Kafka topics. For more
information, see Apache Kafka Connector.

Apache Flink Kinesis streams Connector

The Kinesis data stream connector provides access to Amazon Kinesis Data Streams. The
FlinkKinesisConsumer is an exactly-once parallel streaming data source that subscribes to
multiple Kinesis streams within the same AWS service region, and can transparently handle re-
sharding of streams while the job is running. Each subtask of the consumer is responsible for
fetching data records from multiple Kinesis shards. The number of shards fetched by each subtask
will change as shards are closed and created by Kinesis. The F1linkKinesisProducer uses Kinesis
Producer Library (KPL) to put data from an Apache Flink stream into a Kinesis stream. For more
information, see Amazon Kinesis Streams Connector.

For more information, see the AWS Glue Schema Github repository.
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Integrating with Apache Flink

The SerDes library provided with Schema Registry integrates with
Apache Flink. To work with Apache Flink, you are required to implement
SerializationSchema and DeserializationSchema interfaces

called GlueSchemaRegistryAvroSerializationSchema and
GlueSchemaRegistryAvroDeserializationSchema, which you can plug into Apache Flink
connectors.

Adding an AWS Glue Schema Registry dependency into the Apache Flink application

To set up the integration dependencies to AWS Glue Schema Registry in the Apache Flink
application:

1. Add the dependency to the pom. xml file.

<dependency>
<groupld>software.amazon.glue</groupId>
<artifactId>schema-registry-flink-serde</artifactId>
<version>1.0.0</version>

</dependency>

Integrating Kafka or Amazon MSK with Apache Flink

You can use Managed Service for Apache Flink for Apache Flink, with Kafka as a source or Kafka as
a sink.

Kafka as a source

The following diagram shows integrating Kinesis Data Streams with Managed Service for Apache
Flink for Apache Flink, with Kafka as a source.
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Data—= Topic Data—>»

Stream Source

[ Kafka Producer [ FlinkKafkaConsumer }

AWSKafkaAvroSerializer GlueSchemaRegistryAvroDeserializationSchema

Schema » Glue Schema Registry Schema

Kafka as a sink
The following diagram shows integrating Kinesis Data Streams with Managed Service for Apache

Flink for Apache Flink, with Kafka as a sink.

Managed Streaming for Kafka
Kinesis Data Analytics

—Data—> Topic ——Data—>
Stream Sink
FlinkKafkaProducer Kafka Consumer
GlueSchemaRegistryAvroSerializationSchema AWSKafkaAvroDeserializer
Schema Schema

» Glue Schema Registry

To integrate Kafka (or Amazon MSK) with Managed Service for Apache Flink for Apache Flink, with
Kafka as a source or Kafka as a sink, make the code changes below. Add the bolded code blocks to
your respective code in the analogous sections.

If Kafka is the source, then use the deserializer code (block 2). If Kafka is the sink, use the serializer
code (block 3).

StreamExecutionEnvironment env = StreamExecutionEnvironment.getExecutionEnvironment();
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String topic = "topic";

Properties properties = new Properties();
properties.setProperty("bootstrap.servers", "localhost:9092");
properties.setProperty("group.id", "test");

// block 1

Map<String, Object> configs = new HashMap<>();
configs.put(AWSSchemaRegistryConstants.AWS_REGION, "aws-region");
configs.put(AWSSchemaRegistryConstants.SCHEMA_AUTO_REGISTRATION_SETTING, true);
configs.put(AWSSchemaRegistryConstants.AVRO_RECORD_TYPE,
AvroRecordType.GENERIC_RECORD.getName());

FlinkKafkaConsumer<GenericRecord> consumer = new FlinkKafkaConsumer<>(
topic,
// block 2
GlueSchemaRegistryAvroDeserializationSchema.forGeneric(schema, configs),
properties);

FlinkKafkaProducer<GenericRecord> producer = new FlinkKafkaProducer<>(
topic,
// block 3
GlueSchemaRegistryAvroSerializationSchema.foxrGeneric(schema, topic, configs),
properties);

DataStream<GenericRecord> stream = env.addSource(consumer);

stream.addSink(producer);
env.execute();

Integrating Kinesis Data Streams with Apache Flink

You can use Managed Service for Apache Flink for Apache Flink with Kinesis Data Streams as a
source or a sink.

Kinesis Data Streams as a source

The following diagram shows integrating Kinesis Data Streams with Managed Service for Apache
Flink for Apache Flink, with Kinesis Data Streams as a source.
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Kinesis Data Streams as a sink

The following diagram shows integrating Kinesis Data Streams with Managed Service for Apache
Flink for Apache Flink, with Kinesis Data Streams as a sink.

Kinesis Data Streams
Kinesis Data Analytics

——Data—»| KDS Stream *—Data—>»

Straam Sink

FlinkKinesisProducer Kinesis Consumer
GlueSchemaRegistryAvroSerializationSchema

AWSAvroDeserializer

Schema —» Glue Schema Registry Schema

To integrate Kinesis Data Streams with Managed Service for Apache Flink for Apache Flink, with
Kinesis Data Streams as a source or Kinesis Data Streams as a sink, make the code changes below.
Add the bolded code blocks to your respective code in the analogous sections.

If Kinesis Data Streams is the source, use the deserializer code (block 2). If Kinesis Data Streams is
the sink, use the serializer code (block 3).

StreamExecutionEnvironment env = StreamExecutionEnvironment.getExecutionEnvironment();
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String streamName = "stream";

Properties consumerConfig = new Properties();
consumerConfig.put(AWSConfigConstants.AWS_REGION, "aws-region");
consumerConfig.put(AWSConfigConstants.AWS_ACCESS_KEY_ID, "aws_access_key_id");
consumerConfig.put(AWSConfigConstants.AWS_SECRET_ACCESS_KEY, "aws_secret_access_key");
consumerConfig.put(ConsumerConfigConstants.STREAM_INITIAL_POSITION, "LATEST");

// block 1

Map<String, Object> configs = new HashMap<>();
configs.put(AWSSchemaRegistryConstants.AWS_REGION, "aws-region");
configs.put(AWSSchemaRegistryConstants.SCHEMA_AUTO_REGISTRATION_SETTING, true);
configs.put(AWSSchemaRegistryConstants.AVRO_RECORD_TYPE,
AvroRecordType.GENERIC_RECORD.getName());

FlinkKinesisConsumer<GenericRecord> consumer = new FlinkKinesisConsumer<>(
streamName,
// block 2
GlueSchemaRegistryAvroDeserializationSchema.forGeneric(schema, configs),
properties);

FlinkKinesisProducer<GenericRecord> producer = new FlinkKinesisProducer<>(
// block 3
GlueSchemaRegistryAvroSerializationSchema.foxGeneric(schema, topic, configs),
properties);

producer.setDefaultStream(streamName);

producer.setDefaultPartition("0");

DataStream<GenericRecord> stream = env.addSource(consumer);

stream.addSink(producer);
env.execute();

Use Case: Integration with AWS Lambda

To use an AWS Lambdafunction as an Apache Kafka/Amazon MSK consumer and deserialize Avro-
encoded messages using AWS Glue Schema Registry, visit the MSK Labs page.

Use case: AWS Glue Data Catalog

AWS Glue tables support schemas that you can specify manually or by reference to the AWS

Glue Schema Registry. The Schema Registry integrates with the Data Catalog to allow you to
optionally use schemas stored in the Schema Registry when creating or updating AWS Glue tables
or partitions in the Data Catalog. To identify a schema definition in the Schema Registry, at a
minimum, you need to know the ARN of the schema it is part of. A schema version of a schema,
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which contains a schema definition, can be referenced by its UUID or version number. There is
always one schema version, the "latest" version, that can be looked up without knowing its version
number or UUID.

When calling the CreateTable or UpdateTable operations, you will pass a TableInput
structure that contains a StorageDescriptor, which may have a SchemaReference to an
existing schema in the Schema Registry. Similarly, when you call the GetTable or GetPartition
APlIs, the response may contain the schema and the SchemaReference. When a table or partition
was created using a schema references, the Data Catalog will try to fetch the schema for this
schema reference. In case it is unable to find the schema in the Schema Registry, it returns an
empty schema in the GetTable response; otherwise the response will have both the schema and
schema reference.

You can also perform the actions from the AWS Glue console.

To perform these operations and create, update, or view the schema information, you must give an
IAM role to the calling user that provides permissions for the GetSchemaVersion API.

Adding a table or updating the schema for a table

Adding a new table from an existing schema binds the table to a specific schema version. Once new
schema versions get registered, you can update this table definition from the View table page in
the AWS Glue console or using the UpdateTable action (Python: update_table) API.

Adding a table from an existing schema

You can create an AWS Glue table from a schema version in the registry using the AWS Glue
console or CreateTable API.

AWS Glue API

When calling the CreateTable API, you will pass a TableInput that contains a
StorageDescriptor which has a SchemaReference to an existing schema in the Schema
Registry.

AWS Glue console

To create a table from the AWS Glue console:

1. Sign in to the AWS Management Console and open the AWS Glue console at https://
console.aws.amazon.com/glue/.

2. In the navigation pane, under Data catalog, choose Tables.
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In the Add Tables menu, choose Add table from existing schema.

Configure the table properties and data store per the AWS Glue Developer Guide.
In the Choose a Glue schema page, select the Registry where the schema resides.
Choose the Schema name and select the Version of the schema to apply.

Review the schema preview, and choose Next.

© N O U A~ W

Review and create the table.

The schema and version applied to the table appears in the Glue schema column in the list of
tables. You can view the table to see more details.

Updating the schema for a table

When a new schema version becomes available, you may want to update a table's schema using
the UpdateTable action (Python: update_table) API or the AWS Glue console.

/A Important

When updating the schema for an existing table that has an AWS Glue schema specified
manually, the new schema referenced in the Schema Registry may be incompatible. This
can result in your jobs failing.

AWS Glue API

When calling the UpdateTable API, you will pass a TableInput that contains a
StorageDescriptor which has a SchemaReference to an existing schema in the Schema
Registry.

AWS Glue console

To update the schema for a table from the AWS Glue console:

1. Sign in to the AWS Management Console and open the AWS Glue console at https://
console.aws.amazon.com/glue/.

. In the navigation pane, under Data catalog, choose Tables.
. View the table from the list of tables.

. Click Update schema in the box that informs you about a new version.

o A W N

. Review the differences between the current and new schema.
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6. Choose Show all schema differences to see more details.

7. Choose Save table to accept the new version.

Use case: AWS Glue streaming

AWS Glue streaming consumes data from streaming sources and perform ETL operations before
writing to an output sink. Input streaming source can be specified using a Data Table or directly by
specifying the source configuration.

AWS Glue streaming supports a Data Catalog table for the streaming source created with the
schema present in the AWS Glue Schema Registry. You can create a schema in the AWS Glue
Schema Registry and create an AWS Glue table with a streaming source using this schema. This
AWS Glue table can be used as an input to an AWS Glue streaming job for deserializing data in the
input stream.

One point to note here is when the schema in the AWS Glue Schema Registry changes, you need to
restart the AWS Glue streaming job needs to reflect the changes in the schema.

Use case: Apache Kafka Streams

The Apache Kafka Streams APl is a client library for processing and analyzing data stored in Apache
Kafka. This section describes the integration of Apache Kafka Streams with AWS Glue Schema
Registry, which allows you to manage and enforce schemas on your data streaming applications.
For more information on Apache Kafka Streams, see Apache Kafka Streams.

Integrating with the SerDes Libraries

There is a GlueSchemaRegistryKafkaStreamsSerde class that you can configure a Streams
application with.

Kafka Streams application example code
To use the AWS Glue Schema Registry within an Apache Kafka Streams application:

1. Configure the Kafka Streams application.

final Properties props = new Properties();
props.put(StreamsConfig.APPLICATION_ID_CONFIG, "avro-streams");
props.put(StreamsConfig.BOOTSTRAP_SERVERS_CONFIG, "localhost:9092");
props.put(StreamsConfig.CACHE_MAX_BYTES_BUFFERING_CONFIG, 0@);
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props.put(StreamsConfig.DEFAULT_KEY_SERDE_CLASS_CONFIG,
Serdes.String().getClass().getName());

props.put(StreamsConfig.DEFAULT_VALUE_SERDE_CLASS_CONFIG,
AWSKafkaAvroSerDe.class.getName());

props.put(ConsumerConfig.AUTO_OFFSET_RESET_CONFIG, "earliest");

props.put(AWSSchemaRegistryConstants.AWS_REGION, "aws-region");

props.put(AWSSchemaRegistryConstants.SCHEMA_AUTO_REGISTRATION_SETTING, true);

props.put(AWSSchemaRegistryConstants.AVRO_RECORD_TYPE,
AvroRecordType.GENERIC_RECORD.getName());
props.put(AWSSchemaRegistryConstants.DATA_FORMAT, DataFormat.AVRO.name());

2. Create a stream from the topic avro-input.

StreamsBuilder builder = new StreamsBuilder();
final KStream<String, GenericRecord> source = builder.stream("avro-input");

3. Process the data records (the example filters out those records whose value of favorite_color is
pink or where the value of amount is 15).

final KStream<String, GenericRecord> result = source
.filter((key, value) -
> I"pink".equals(String.valueOf(value.get("favorite_color"))));
.filter((key, value) -> !"15.0".equals(String.valueOf(value.get("amount"))));

4. Write the results back to the topic avro-output.

result.to("avro-output");

5. Start the Apache Kafka Streams application.

KafkaStreams streams = new KafkaStreams(builder.build(), props);
streams.start();
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Implementation results

These results show the filtering process of records that were filtered out in step 3 as a
favorite_color of "pink" or value of "15.0".

Records before filtering:

{"name": "Sansa", "favorite_number": 99, "favorite_color": "white"}
{"name": "Harry", "favorite_number": 10, "favorite_color": "black"}
{"name": "Hermione", "favorite_number": 1, "favorite_color": "red"}
{"name": "Ron", "favorite_number": @, "favorite_color": "pink"}
{"name": "Jay'", "favorite_number": @, '"favorite_color": "pink"}
{"id": "commute_1", "amount": 3.5}

"id": "grocery_1", "amount": 25.5}
{"id": "entertainment_1", "amount": 19.2}

"id": "entertainment_2","amount": 105}

{"id": "commute_1", "amount": 15}

Records after filtering:

{"name": "Sansa", "favorite_number": 99, "favorite_color": "white"}
{"name": "Harry", "favorite_number": 10, "favorite_color": "black"}
{"name": "Hermione", "favorite_number": 1, "favorite_color": "red"}
{"name": "Ron", "favorite_number": @, "favorite_color": "pink"}
{"id": "commute_1", "amount": 3.5}
{"id": "grocery_ 1", "amount": 25.5}
{"id": "entertainment_1","amount": 19.2}

"id": "entertainment_2","amount": 105}

Use case: Apache Kafka Connect

The integration of Apache Kafka Connect with the AWS Glue Schema Registry enables you to get
schema information from connectors. The Apache Kafka converters specify the format of data
within Apache Kafka and how to translate it into Apache Kafka Connect data. Every Apache Kafka
Connect user will need to configure these converters based on the format they want their data in
when loaded from or stored into Apache Kafka. In this way, you can define your own converters
to translate Apache Kafka Connect data into the type used in the AWS Glue Schema Registry (for
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example: Avro) and utilize our serializer to register its schema and do serialization. Then converters
are also able to use our deserializer to deserialize data received from Apache Kafka and convert it
back into Apache Kafka Connect data. An example workflow diagram is given below.

Specific Specific
Source Target
Data Data

Connect Connect

API API

Format Format

Avro Avro
Kafka Connect Kafka Connect

1. Install the aws-glue-schema-registry project by cloning the Github repository for the AWS
Glue Schema Registry.

git clone gitegithub.com:awslabs/aws-glue-schema-registry.git
cd aws-glue-schema-registry

mvn clean install

mvn dependency:copy-dependencies

2. If you plan on using Apache Kafka Connect in Standalone mode, update connect-
standalone.properties using the instructions below for this step. If you plan on using Apache
Kafka Connect in Distributed mode, update connect-avro-distributed.properties using the same
instructions.

a. Add these properties also to the Apache Kafka connect properties file:

key.converter.region=aws-region
value.converter.region=aws-region
key.converter.schemaAutoRegistrationEnabled=true
value.converter.schemaAutoRegistrationEnabled=true
key.converter.avroRecordType=GENERIC_RECORD
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value.converter.avroRecordType=GENERIC_RECORD

b. Add the command below to the Launch mode section under kafka-run-class.sh:

-cp $CLASSPATH: "<your AWS GlueSchema Registry base directory>/target/dependency/*"

3. Add the command below to the Launch mode section under kafka-run-class.sh

-cp $CLASSPATH: "<your AWS GlueSchema Registry base directory>/target/dependency/*"

It should look like this:

# Launch mode

if [ "x$DAEMON_MODE" = "xtrue" ]; then

nohup "$JAVA" $KAFKA_HEAP_OPTS $KAFKA_JVM_PERFORMANCE_OPTS $KAFKA_GC_LOG_OPTS

$KAFKA_JMX_OPTS $KAFKA_LOG4J_OPTS -cp $CLASSPATH:"/Users/johndoe/aws-glue-schema-
registry/target/dependency/*" $KAFKA_OPTS "$@" > "$CONSOLE_OUTPUT_FILE" 2>&1 < /dev/
null &
else

exec "$JAVA" $KAFKA_HEAP_OPTS $KAFKA_JVM_PERFORMANCE_OPTS $KAFKA_GC_LOG_OPTS
$KAFKA_JMX_OPTS $KAFKA_LOG4J_OPTS -cp $CLASSPATH:"/Users/johndoe/aws-glue-schema-
registry/target/dependency/*" $KAFKA_OPTS "$@"
fi

4. If using bash, run the below commands to set-up your CLASSPATH in your bash_profile. For any
other shell, update the environment accordingly.

echo 'export GSR_LIB_BASE_DIR=<>' >>~/_bash_profile

echo 'export GSR_LIB_VERSION=1.0.0' >>~/.bash_profile

echo 'export KAFKA_HOME=<your Apache Kafka installation directory>' >>~/.bash_profile
echo 'export CLASSPATH=$CLASSPATH:$GSR_LIB_BASE_DIR/avro-kafkaconnect-converter/
target/schema-registry-kafkaconnect-converter-$GSR_LIB_VERSION. jar:$GSR_LIB_BASE_DIR/
common/target/schema-registry-common-$GSR_LIB_VERSION.jar:$GSR_LIB_BASE_DIR/
avro-serializer-deserializer/target/schema-registry-serde-$GSR_LIB_VERSION.jar'

>>~/ bash_profile

source ~/.bash_profile

5. (Optional) If you want to test with a simple file source, then clone the file source connector.

git clone https://github.com/mmolimar/kafka-connect-fs.git
cd kafka-connect-fs/
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a. Under the source connector configuration, edit the data format to Avro, file reader to
AvroFileReader and update an example Avro object from the file path you are reading
from. For example:

vim config/kafka-connect-fs.properties

fs.uris=<path to a sample avro object>
policy.regexp=~.*\.avro$
file_reader.class=com.github.mmolimar.kafka.connect.fs.file.reader.AvroFileReader

b. Install the source connector.

mvn clean package

echo "export CLASSPATH=\$CLASSPATH:\"\$(find target/ -type f -name '*.jar'| grep
'"\-package' | tr '\n' ':'")\"" >>~/.bash_profile

source ~/.bash_profile

c. Update the sink properties under <your Apache Kafka installation directory>/
config/connect-file-sink.properties update the topic name and out file name.

file=<output file full path>
topics=<my topic>

6. Start the Source Connector (in this example it is a file source connector).

$KAFKA_HOME/bin/connect-standalone.sh $KAFKA_HOME/config/connect-
standalone.properties config/kafka-connect-fs.properties

7. Run the Sink Connector (in this example it is a file sink connector).

$KAFKA_HOME/bin/connect-standalone.sh $KAFKA_HOME/config/connect-
standalone.properties $KAFKA_HOME/config/connect-file-sink.properties

For an example Kafka Connect usage, look at the run-local-tests.sh script under integration-tests
folder in the Github repository for the AWS Glue Schema Registry.

Integrating with AWS Glue Schema Registry 274


https://github.com/awslabs/aws-glue-schema-registry/tree/master/integration-tests

AWS Glue User Guide

Migration from a third-party schema registry to AWS Glue Schema
Registry

The migration from a third-party schema registry to the AWS Glue Schema Registry has a
dependency on the existing, current third-party schema registry. If there are records in an Apache
Kafka topic which were sent using a third-party schema registry, consumers need the third-party
schema registry to deserialize those records. The AWSKafkaAvroDeserializer provides the
ability to specify a secondary deserializer class which points to the third-party deserializer and is
used to deserialize those records.

There are two criteria for retirement of a third-party schema. First, retirement can occur only after
records in Apache Kafka topics using the 3rd party schema registry are either no longer required
by and for any consumers. Second, retirement can occur by aging out of the Apache Kafka topics,
depending on the retention period specified for those topics. Note that if you have topics which
have infinite retention, you can still migrate to the AWS Glue Schema Registry but you will not

be able to retire the third-party schema registry. As a workaround, you can use an application

or Mirror Maker 2 to read from the current topic and produce to a new topic with the AWS Glue
Schema Registry.

To migrate from a third-party schema registry to the AWS Glue Schema Registry:

1. Create a registry in the AWS Glue Schema Registry, or use the default registry.

2. Stop the consumer. Modify it to include AWS Glue Schema Registry as the primary deserializer,
and the third-party schema registry as the secondary.

» Set the consumer properties. In this example, the secondary_deserializer is set to a different
deserializer. The behavior is as follows: the consumer retrieves records from Amazon MSK
and first tries to use the AWSKafkaAvroDeserializer. If it is unable to read the magic
byte that contains the Avro Schema ID for the AWS Glue Schema Registry schema, the
AwWSKafkaAvroDeserializer then tries to use the deserializer class provided in the
secondary_deserializer. The properties specific to the secondary deserializer also need
to be provided in the consumer properties, such as the schema_registry_url_config and
specific_avro_reader_config, as shown below.

consumerProps.setProperty(ConsumerConfig.KEY_DESERIALIZER_CLASS_CONFIG,
StringDeserializer.class.getName());

consumerProps.setProperty(ConsumerConfig.VALUE_DESERIALIZER_CLASS_CONFIG,
AwWSKafkaAvroDeserializer.class.getName());
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consumerProps.setProperty(AWSSchemaRegistryConstants.AWS_REGION,
KafkaClickstreamConsumer.gsrRegion);
consumerProps.setProperty(AWSSchemaRegistryConstants.SECONDARY_DESERIALIZER,
KafkaAvroDeserializer.class.getName());

consumerProps.setProperty(KafkaAvroDeserializerConfig.SCHEMA_REGISTRY_URL_CONFIG,
"URL for third-party schema registry");

consumerProps.setProperty(KafkaAvroDeserializerConfig.SPECIFIC_AVRO_READER_CONFIG,
"true");

3. Restart the consumer.
4. Stop the producer and point the producer to the AWS Glue Schema Registry.

a. Set the producer properties. In this example, the producer will use the default-registry and
auto register schema versions.

producerProps.setProperty(ProducerConfig.KEY_SERIALIZER_CLASS_CONFIG,
StringSerializer.class.getName());
producerProps.setProperty(ProducerConfig.VALUE_SERIALIZER_CLASS_CONFIG,
AWSKafkaAvroSerializer.class.getName());
producerProps.setProperty(AWSSchemaRegistryConstants.AWS_REGION, "us-east-2");
producerProps.setProperty(AWSSchemaRegistryConstants.AVRO_RECORD_TYPE,
AvroRecordType.SPECIFIC_RECORD.getName());
producerProps.setProperty(AWSSchemaRegistryConstants.SCHEMA_AUTO_REGISTRATION_SETTING,
"true");

5. (Optional) Manually move existing schemas and schema versions from the current third-party
schema registry to the AWS Glue Schema Registry, either to the default-registry in AWS Glue
Schema Registry or to a specific non-default registry in AWS Glue Schema Registry. This can be
done by exporting schemas from the third-party schema registries in JSON format and creating
new schemas in AWS Glue Schema Registry using the AWS Management Console or the AWS CLI.

This step may be important if you need to enable compatibility checks with previous schema
versions for newly created schema versions using the AWS CLI and the AWS Management
Console, or when producers send messages with a new schema with auto-registration of schema
versions turned on.

6. Start the producer.
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Tutorial: Adding an AWS Glue crawler

For this AWS Glue scenario, you're asked to analyze arrival data for major air carriers to calculate
the popularity of departure airports month over month. You have flights data for the year 2016
in CSV format stored in Amazon S3. Before you transform and analyze your data, you catalog its
metadata in the AWS Glue Data Catalog.

In this tutorial, let's add a crawler that infers metadata from these flight logs in Amazon S3 and
creates a table in your Data Catalog.

Topics

« Prerequisites
« Step 1: Add a crawler

o Step 2: Run the crawler

» Step 3: View AWS Glue Data Catalog objects

Prerequisites

This tutorial assumes that you have an AWS account and access to AWS Glue.

Step 1: Add a crawler

Use these steps to configure and run a crawler that extracts the metadata from a CSV file stored in
Amazon S3.

To create a crawler that reads files stored on Amazon S3

1.  On the AWS Glue service console, on the left-side menu, choose Crawlers.

2. Onthe Crawlers page, choose Create crawler. This starts a series of pages that prompt you for
the crawler details.
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AWS Glue » Crawlers

Crawlers

A crawler connects to a data store, progresses through a prioritized list of classifiers to determine the schema for your data, and then creates metadata tables in
your data catalog.

Last updated (UTC) -
(.frawlers (1) nfo ' e e C Create crawler
View and manage all available crawlers.
| Q Filter crawlers ’ 1 &
O Name v | State v Schedule | Lastrun ¥V Lastrun... Vv | Log | Table changes from last run
O sample cra... © Ready © Succeeded January 7, ... View log 4 1 created

3. Inthe Crawler name field, enter Flights Data Crawler, and choose Next.

Crawlers invoke classifiers to infer the schema of your data. This tutorial uses the built-in
classifier for CSV by default.

4. For the crawler source type, choose Data stores and choose Next.

5. Now let's point the crawler to your data. On the Add a data store page, choose the Amazon
S3 data store. This tutorial doesn't use a connection, so leave the Connection field blank if it's
visible.

For the option Crawl data in, choose Specified path in another account. Then, for the Include
path, enter the path where the crawler can find the flights data, which is s3://crawlexr-
public-us-east-1/flight/2016/csv. After you enter the path, the title of this field
changes to Include path. Choose Next.

6. You can crawl multiple data stores with a single crawler. However, in this tutorial, we're using
only a single data store, so choose No, and then choose Next.

7. The crawler needs permissions to access the data store and create objects in the AWS Glue
Data Catalog. To configure these permissions, choose Create an IAM role. The IAM role name
starts with AWSGlueServiceRole-, and in the field, you enter the last part of the role name.
Enter CrawlexTutorial, and then choose Next.

(® Note

To create an IAM role, your AWS user must have CreateRole, CreatePolicy, and
AttachRolePolicy permissions.
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10.

The wizard creates an IAM role named AWSGlueServiceRole-CrawlerTutorial, attaches
the AWS managed policy AWSGlueServiceRole to this role, and adds an inline policy

that allows read access to the Amazon S3 location s3://crawler-public-us-east-1/
flight/2016/csv.

Create a schedule for the crawler. For Frequency, choose Run on demand, and then choose
Next.

Crawlers create tables in your Data Catalog. Tables are contained in a database in the Data
Catalog. First, choose Add database to create a database. In the pop-up window, enter test-
flights-db for the database name, and then choose Create.

Next, enter flights for Prefix added to tables. Use the default values for the rest of the
options, and choose Next.

Verify the choices you made in the Add crawler wizard. If you see any mistakes, you can
choose Back to return to previous pages and make changes.

After you have reviewed the information, choose Finish to create the crawler.

Step 2: Run the crawler

After creating a crawler, the wizard sends you to the Crawlers view page. Because you create the

crawler with an on-demand schedule, you're given the option to run the crawler.

To run the crawler

The banner near the top of this page lets you know that the crawler was created, and asks if
you want to run it now. Choose Run it now? to run the crawler.

The banner changes to show "Attempting to run" and Running" messages for your crawler.
After the crawler starts running, the banner disappears, and the crawler display is updated to
show a status of Starting for your crawler. After a minute, you can click the Refresh icon to
update the status of the crawler that is displayed in the table.

When the crawler completes, a new banner appears that describes the changes made by the
crawler. You can choose the test-flights-db link to view the Data Catalog objects.
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Step 3: View AWS Glue Data Catalog objects

The crawler reads data at the source location and creates tables in the Data Catalog. A table is the
metadata definition that represents your data, including its schema. The tables in the Data Catalog
do not contain data. Instead, you use these tables as a source or target in a job definition.

To view the Data Catalog objects created by the crawler

1. In the left-side navigation, under Data catalog, choose Databases. Here you can view the
flights-db database that is created by the crawler.

2. Inthe left-side navigation, under Data catalog and below Databases, choose Tables. Here you
can view the flightscsv table created by the crawler. If you choose the table name, then you
can view the table settings, parameters, and properties. Scrolling down in this view, you can
view the schema, which is information about the columns and data types of the table.

3. If you choose View partitions on the table view page, you can see the partitions created for
the data. The first column is the partition key.

Step 3: View AWS Glue Data Catalog objects 280



AWS Glue User Guide

Connecting to data

An AWS Glue connection is a Data Catalog object that stores login credentials, URI strings, virtual
private cloud (VPC) information, and more for a particular data store. AWS Glue crawlers, jobs, and
development endpoints use connections in order to access certain types of data stores. You can use
connections for both sources and targets, and reuse the same connection across multiple crawler or
extract, transform, and load (ETL) jobs.

AWS Glue supports the following connection types:

 Amazon DocumentDB

« Amazon OpenSearch Service, for use with AWS Glue for Spark.

« Amazon Redshift

» Kafka

» Azure Cosmos, for use of Azure Cosmos DB for NoSQL with AWS Glue ETL jobs
o Azure SQL, for use with AWS Glue for Spark.

« Google BigQuery, for use with AWS Glue for Spark.

« JDBC

« MongoDB

« MongoDB Atlas

o SAP HANA, for use with AWS Glue for Spark.

« Snowflake, for use with AWS Glue for Spark.

« Teradata Vantage, when using AWS Glue for Spark.

» Vertica, for use with AWS Glue for Spark.

» Various Amazon Relational Database Service (Amazon RDS) offerings.

» Network (designates a connection to a data source that is in an Amazon Virtual Private Cloud
(Amazon VP(Q))

» Aurora (supported if the native JDBC driver is being used. Not all driver features can be
leveraged)

With AWS Glue Studio, you can also create a connection for a connector. A connector is an optional
code package that assists with accessing data stores in AWS Glue Studio. For more information, see
Using connectors and connections with AWS Glue Studio

281


https://docs.aws.amazon.com/glue/latest/ug/connectors-chapter.html

AWS Glue User Guide

For information about how to connect to on-premises databases, see How to access and analyze
on-premises data stores using AWS Glue at the AWS Big Data Blog website.

This section includes the following topics to help you use AWS Glue connections:

o AWS Glue connection properties

« Storing connection credentials in AWS Secrets Manager

« Adding an AWS Glue connection

» Testing an AWS Glue connection

» Configuring AWS calls to go through your VPC

« Connecting to a JDBC data store in a VPC

» Using a MongoDB or MongoDB Atlas connection

« Crawling an Amazon S3 data store using a VPC endpoint

» Troubleshooting connection issues in AWS Glue

« Tutorial: Using the AWS Glue Connector for Elasticsearch

AWS Glue connection properties

This topic includes information about properties for AWS Glue connections.

Topics

» Required connection properties

o AWS Glue JDBC connection properties

o AWS Glue MongoDB and MongoDB Atlas connection properties

« Snowflake connection

« Vertica connection

« SAP HANA connection

e Azure SQL connection

» Teradata Vantage connection

» OpenSearch Service connection

e Azure Cosmos connection

o AWS Glue SSL connection properties

» Apache Kafka connection properties for client authentication
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» Google BigQuery connection

« Vertica connection

Required connection properties

When you define a connection on the AWS Glue console, you must provide values for the following
properties:

Connection name

Enter a unique name for your connection.

Connection type
Choose JDBC or one of the specific connection types.

For details about the JDBC connection type, see the section called “JDBC connection properties”

Choose Network to connect to a data source within an Amazon Virtual Private Cloud
environment (Amazon VP(C)).

Depending on the type that you choose, the AWS Glue console displays other required fields.
For example, if you choose Amazon RDS, you must then choose the database engine.

Require SSL connection

When you select this option, AWS Glue must verify that the connection to the data store is
connected over a trusted Secure Sockets Layer (SSL).

For more information, including additional options that are available when you select this
option, see the section called “SSL connection properties”.

Select MSK cluster (Amazon managed streaming for Apache Kafka (MSK) only)

Specifies an MSK cluster from another AWS account.

Kafka bootstrap server URLs (Kafka only)

Specifies a comma-separated list of bootstrap server URLs. Include the port number.

For example: b-1.vpc-test-2.04q880.c6.kafka.us-east-1.amazonaws.com:9094, b-2.vpc-
test-2.04q880.c6.kafka.us-east-1.amazonaws.com:9094, b-3.vpc-test-2.04q880.c6.kafka.us-
east-1.amazonaws.com:9094
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AWS Glue JDBC connection properties

AWS Glue can connect to the following data stores through a JDBC connection:

« Amazon Redshift

« Amazon Aurora

» Microsoft SQL Server

« MySQL

« Oracle

» PostgreSQL

» Snowflake, when using AWS Glue crawlers.

 Aurora (supported if the native JDBC driver is being used. Not all driver features can be
leveraged)

« Amazon RDS for MariaDB

/A Important

Currently, an ETL job can use JDBC connections within only one subnet. If you have
multiple data stores in a job, they must be on the same subnet, or accessible from the
subnet.

If you choose to bring in your own JDBC driver versions for AWS Glue crawlers, your
crawlers will consume resources in AWS Glue jobs and Amazon S3 to ensure your provided
drivers are run in your environment. The additional usage of resources will be reflected in
your account. Additionally, providing your own JDBC driver does not mean that the crawler
is able to leverage all of the driver’s features. Drivers are limited to the properties described
in Defining connections in the Data Catalog.

The following are additional properties for the JDBC connection type.

JDBC URL

Enter the URL for your JDBC data store. For most database engines, this field is in the
following format. In this format, replace protocol, host, port, and db_name with your own
information.
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jdbc:protocol://host:port/db_name

Depending on the database engine, a different JDBC URL format might be required. This format
can have slightly different use of the colon (:) and slash (/) or different keywords to specify
databases.

For JDBC to connect to the data store, a db_name in the data store is required. The db_name

is used to establish a network connection with the supplied username and password. When
connected, AWS Glue can access other databases in the data store to run a crawler or run an ETL
job.

The following JDBC URL examples show the syntax for several database engines.

» To connect to an Amazon Redshift cluster data store with a dev database:

jdbc:redshift://xxx.us-east-1.redshift.amazonaws.com:8192/dev

« To connect to an Amazon RDS for MySQL data store with an employee database:

jdbc:mysql://xxx-cluster.cluster-xxx.us-east-1.rds.amazonaws.com:3306/
employee

« To connect to an Amazon RDS for PostgreSQL data store with an employee database:

jdbc:postgresql://xxx-cluster.cluster-xxx.us-
east-1.rds.amazonaws.com:5432/employee

« To connect to an Amazon RDS for Oracle data store with an employee service name:

jdbc:oracle:thin://@xxx-cluster.cluster-xxx.us-
east-1.rds.amazonaws.com:1521/employee

The syntax for Amazon RDS for Oracle can follow the following patterns. In these patterns,
replace host, port, service_name, and SID with your own information.

e jdbc:oracle:thin://@host:port/service_name
e jdbc:oracle:thin://@host:port:SID

« To connect to an Amazon RDS for Microsoft SQL Server data store with an employee
database:

jdbc:sqlserver://xxx-cluster.cluster-xxx.us-
east-1.rds.amazonaws.com:1433;databaseName=employee
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The syntax for Amazon RDS for SQL Server can follow the following patterns. In these
patterns, replace server_name, port, and db_name with your own information.

 jdbc:sqlserver://server _name:port;database=db_name
« jdbc:sqlserver://server _name:port;databaseName=db_name

« To connect to an Amazon Aurora PostgreSQL instance of the employee database, specify the
endpoint for the database instance, the port, and the database name:

jdbc:postgresql://employee_instance_1.xXXXXXXXXXXX.US-
east-2.rds.amazonaws.com:5432/employee

« To connect to an Amazon RDS for MariaDB data store with an employee database, specify
the endpoint for the database instance, the port, and the database name:

jdbc:mysql://xxx-cluster.cluster-xxx.aws-
region.rds.amazonaws.com:3306/employee

/A Warning

Snowflake JDBC connections are supported only by AWS Glue crawlers. When using
the Snowflake connector in AWS Glue jobs, use the Snowflake connection type.

To connect to a Snowflake instance of the sample database, specify the endpoint for the
snowflake instance, the user, the database name, and the role name. You can optionally add
the warehouse parameter.

jdbc:snowflake://account_name.snowflakecomputing.com/?
user=user_name&db=sample&role=role_name&warehouse=warehouse_name

/A Important

For Snowflake connections over JDBC, the order of parameters in the URL is enforced
and must be ordered as user, db, role_name, and warehouse.

« To connect to a Snowflake instance of the sample database with AWS private link, specify
the snowflake JDBC URL as follows:
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jdbc:snowflake://account_name.region.privatelink.snowflakecomputing.com/?
user=user_name&db=sample&role=role_name&warehouse=warehouse_name

Username

(@ Note

We recommend that you use an AWS secret to store connection credentials instead of
supplying your user name and password directly. For more information, see Storing
connection credentials in AWS Secrets Manager.

Provide a user name that has permission to access the JDBC data store.

Password

Enter the password for the user name that has access permission to the JDBC data store.

Port

Enter the port used in the JDBC URL to connect to an Amazon RDS Oracle instance. This field is
only shown when Require SSL connection is selected for an Amazon RDS Oracle instance.

VPC

Choose the name of the virtual private cloud (VPC) that contains your data store. The AWS Glue
console lists all VPCs for the current Region.

/A Important

When working over a JDBC connection which is hosted off of AWS, such as with

data from Snowflake, your VPC should have a NAT gateway which splits traffic into
public and private subnets. The public subnet is used for connection to the external
source, and the internal subnet is used for processing by AWS Glue. For information on
configuring your Amazon VPC for external connections, read Connect to the internet or
other networks using NAT devices and Setting up Amazon VPC for JDBC connections to
Amazon RDS data stores from AWS Glue.
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Subnet

Choose the subnet within the VPC that contains your data store. The AWS Glue console lists all
subnets for the data store in your VPC.

Security groups

Choose the security groups that are associated with your data store. AWS Glue requires one or
more security groups with an inbound source rule that allows AWS Glue to connect. The AWS
Glue console lists all security groups that are granted inbound access to your VPC. AWS Glue
associates these security groups with the elastic network interface that is attached to your VPC
subnet.

JDBC Driver Class name - optional

Provide the custom JDBC driver class name:

» Postgres — org.postgresql.Driver

MySQL - com.mysql.jdbc.Driver, com.mysql.cj.jdbc.Driver

Redshift — com.amazon.redshift.jdbc.Driver, com.amazon.redshift.jdbc42.Driver

Oracle - oracle.jdbc.driver.OracleDriver

SQL Server - com.microsoft.sqlserver.jdbc.SQLServerDriver

JDBC Driver S3 Path - optional

Provide the Amazon S3 location to the custom JDBC driver. This is an absolute path to a .jar file.
If you want to provide your own JDBC drivers to connect to your data souces for your crawler-
supported databases,

you can specify values for parameters

customJdbcDriverS3Path and customJdbcDriverClassName.

Using a JDBC driver supplied by a customer is limited to the required Required connection

properties.

AWS Glue MongoDB and MongoDB Atlas connection properties

The following are additional properties for the MongoDB or MongoDB Atlas connection type.
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MongoDB URL

Enter the URL for your MongoDB or MongoDB Atlas data store:

« For MongoDB: mongodb://host:port/database. The host can be a hostname, IP address,
or UNIX domain socket. If the connection string doesn't specify a port, it uses the default
MongoDB port, 27017.

» For MongoDB Atlas: mongodb+srv://server.example.com/database. The host can be a
hostname that follows corresponds to a DNS SRV record. The SRV format does not require a
port and will use the default MongoDB port, 27017.

Username

(® Note

We recommend that you use an AWS secret to store connection credentials instead of
supplying your user name and password directly. For more information, see Storing
connection credentials in AWS Secrets Manager.

Provide a user name that has permission to access the JDBC data store.

Password

Enter the password for the user name that has access permission to the MongoDB or MongoDB
Atlas data store.

Snowflake connection

The following properties are used to set up a Snowflake connection used in AWS Glue ETL jobs.
When crawling Snowflake, use a JDBC connection.

Snowflake URL

The URL of your Snowflake endpoint. For more information about Snowflake endpoint URLs,
see Connecting to Your Accounts in the Snowflake documentation.

AWS Secret

The Secret name of a secret in AWS Secrets Manager. AWS Glue will connect to Snowflake using
the sfUser and sfPassword keys of your secret.
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Snowflake role (optional)

A Snowflake security role AWS Glue will use when connecting.

Use the following properties when configuring a connection to a Snowflake endpoint hosted in
Amazon VPC using AWS PrivateLink.

VPC

Choose the name of the virtual private cloud (VPC) that contains your data store. The AWS Glue
console lists all VPCs for the current Region.

Subnet

Choose the subnet within the VPC that contains your data store. The AWS Glue console lists all
subnets for the data store in your VPC.

Security groups

Choose the security groups that are associated with your data store. AWS Glue requires one or
more security groups with an inbound source rule that allows AWS Glue to connect. The AWS
Glue console lists all security groups that are granted inbound access to your VPC. AWS Glue
associates these security groups with the elastic network interface that is attached to your VPC
subnet.

Vertica connection
Use the following properties to set up a Vertica connection for AWS Glue ETL jobs.
Vertica Host

The hostname of your Vertica installation.

Vertica Port

The port your Vertica installation is available through.

AWS Secret

The Secret name of a secret in AWS Secrets Manager. AWS Glue will connect to Vertica using
the keys of your secret.
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Use the following properties when configuring a connection to a Vertica endpoint hosted in
Amazon VPC.

VPC

Choose the name of the virtual private cloud (VPC) that contains your data store. The AWS Glue
console lists all VPCs for the current Region.

Subnet

Choose the subnet within the VPC that contains your data store. The AWS Glue console lists all
subnets for the data store in your VPC.

Security groups

Choose the security groups that are associated with your data store. AWS Glue requires one or
more security groups with an inbound source rule that allows AWS Glue to connect. The AWS
Glue console lists all security groups that are granted inbound access to your VPC. AWS Glue
associates these security groups with the elastic network interface that is attached to your VPC
subnet.

SAP HANA connection

Use the following properties to set up a SAP HANA connection for AWS Glue ETL jobs.
SAP HANA URL
A SAP JDBC URL.

SAP HANA JDBC URLs are in the form
jdbc:sap://saphanaHostname:saphanaPort/?databaseName=saphanaDBname, ParameterN:

AWS Glue requires the following JDBC URL parameters:
« databaseName - A default database in SAP HANA to connect to.
AWS Secret

The Secret name of a secret in AWS Secrets Manager. AWS Glue will connect to SAP HANA

using the keys of your secret.

Use the following properties when configuring a connection to a SAP HANA endpoint hosted in
Amazon VPC:
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VPC

Choose the name of the virtual private cloud (VPC) that contains your data store. The AWS Glue
console lists all VPCs for the current Region.

Subnet

Choose the subnet within the VPC that contains your data store. The AWS Glue console lists all
subnets for the data store in your VPC.

Security groups

Choose the security groups that are associated with your data store. AWS Glue requires one or
more security groups with an inbound source rule that allows AWS Glue to connect. The AWS
Glue console lists all security groups that are granted inbound access to your VPC. AWS Glue
associates these security groups with the elastic network interface that is attached to your VPC
subnet.

Azure SQL connection
Use the following properties to set up a Azure SQL connection for AWS Glue ETL jobs.
Azure SQL URL

The JDBC URL of an Azure SQL endpoint.

The URL must be in the following format:
jdbc:sqlserver://databaseServerName:databasePort;databaseName=azuresqglDBname;.

AWS Glue requires the following URL properties:

« databaseName - A default database in Azure SQL to connect to.

For more information about JDBC URLs for Azure SQL Managed Instances, see the Microsoft
documentation.

AWS Secret

The Secret name of a secret in AWS Secrets Manager. AWS Glue will connect to Azure SQL using
the keys of your secret.
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Teradata Vantage connection

Use the following properties to set up a Teradata Vantage connection for AWS Glue ETL jobs.

Teradata URL

To connect to a Teradata instance specify the hostname for the database instance and relevant
Teradata parameters:

jdbc:teradata://teradataHostname/ParameterName=ParameterValue, ParameterName=P:

AWS Glue supports the following JDBC URL parameters:
« DATABASE_NAME - A default database in Teradata to connect to.
« DBS_PORT - Specifies the Teradata port, if nonstandard.

AWS Secret

The Secret name of a secret in AWS Secrets Manager. AWS Glue will connect to Teradata
Vantage using the keys of your secret.

Use the following properties when configuring a connection to a Teradata Vantage endpoint
hosted in Amazon VPC:

VPC

Choose the name of the virtual private cloud (VPC) that contains your data store. The AWS Glue
console lists all VPCs for the current Region.

Subnet

Choose the subnet within the VPC that contains your data store. The AWS Glue console lists all
subnets for the data store in your VPC.

Security groups

Choose the security groups that are associated with your data store. AWS Glue requires one or
more security groups with an inbound source rule that allows AWS Glue to connect. The AWS
Glue console lists all security groups that are granted inbound access to your VPC. AWS Glue
associates these security groups with the elastic network interface that is attached to your VPC
subnet.
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OpenSearch Service connection

Use the following properties to set up a OpenSearch Service connection for AWS Glue ETL jobs.

Domain endpoint

An Amazon OpenSearch Service domain endpoint will have the following default form,
https://search-domainName-unstructuredIdContent.region.es.amazonaws.com. For
more information on identifying your domain endpoint, see Creating and managing Amazon
OpenSearch Service domains in the Amazon OpenSearch Service documentation.

Port

The port open on the endpoint.

AWS Secret

The Secret name of a secret in AWS Secrets Manager. AWS Glue will connect to OpenSearch
Service using the keys of your secret.

Use the following properties when configuring a connection to a OpenSearch Service endpoint
hosted in Amazon VPC:

VPC

Choose the name of the virtual private cloud (VPC) that contains your data store. The AWS Glue
console lists all VPCs for the current Region.

Subnet

Choose the subnet within the VPC that contains your data store. The AWS Glue console lists all
subnets for the data store in your VPC.

Security groups

Choose the security groups that are associated with your data store. AWS Glue requires one or
more security groups with an inbound source rule that allows AWS Glue to connect. The AWS
Glue console lists all security groups that are granted inbound access to your VPC. AWS Glue
associates these security groups with the elastic network interface that is attached to your VPC
subnet.
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Azure Cosmos connection

Use the following properties to set up a Azure Cosmos connection for AWS Glue ETL jobs.
Azure Cosmos DB Account Endpoint URI

The endpoint used to connect to Azure Cosmos. For more information, see the Azure
documentation.

AWS Secret

The Secret name of a secret in AWS Secrets Manager. AWS Glue will connect to Azure Cosmos
using the keys of your secret.

AWS Glue SSL connection properties

The following are details about the Require SSL connection property.

If you do not require SSL connection, AWS Glue ignores failures when it uses SSL to encrypt

a connection to the data store. See the documentation for your data store for configuration
instructions. When you select this option, the job run, crawler, or ETL statements in a development
endpoint fail when AWS Glue cannot connect.

(® Note

Snowflake supports an SSL connection by default, so this property is not applicable for
Snowflake.

This option is validated on the AWS Glue client side. For JDBC connections, AWS Glue only connects
over SSL with certificate and host name validation. SSL connection support is available for:

« Oracle Database

» Microsoft SQL Server

« PostgreSQL

« Amazon Redshift

« MySQL (Amazon RDS instances only)

« Amazon Aurora MySQL (Amazon RDS instances only)
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« Amazon Aurora PostgreSQL (Amazon RDS instances only)

» Kafka, which includes Amazon Managed Streaming for Apache Kafka

« MongoDB

® Note

To enable an Amazon RDS Oracle data store to use Require SSL connection, you must

create and attach an option group to the Oracle instance.

1.

Sign in to the AWS Management Console and open the Amazon RDS console at https://
console.aws.amazon.com/rds/.

. Add an Option group to the Amazon RDS Oracle instance. For more information about

how to add an option group on the Amazon RDS console, see Creating an Option Group

. Add an Option to the option group for SSL. The Port you specify for SSL is later

used when you create an AWS Glue JDBC connection URL for the Amazon RDS Oracle
instance. For more information about how to add an option on the Amazon RDS console,
see Adding an Option to an Option Group in the Amazon RDS User Guide. For more
information about the Oracle SSL option, see Oracle SSL in the Amazon RDS User Guide.

. On the AWS Glue console, create a connection to the Amazon RDS Oracle instance. In

the connection definition, select Require SSL connection. When requested, enter the
Port that you used in the Amazon RDS Oracle SSL option.

The following additional optional properties are available when Require SSL connection is

selected for a connection:

Custom JDBC certificate in S3

If you have a certificate that you are currently using for SSL communication with your on-

premises or cloud databases, you can use that certificate for SSL connections to AWS Glue data

sources or targets. Enter an Amazon Simple Storage Service (Amazon S3) location that contains
a custom root certificate. AWS Glue uses this certificate to establish an SSL connection to the
database. AWS Glue handles only X.509 certificates. The certificate must be DER-encoded and
supplied in base64 encoding PEM format.

If this field is left blank, the default certificate is used.
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Custom JDBC certificate string

Enter certificate information specific to your JDBC database. This string is used for domain
matching or distinguished name (DN) matching. For Oracle Database, this string maps to
the SSL_SERVER_CERT_DN parameter in the security section of the tnsnames.ora file. For
Microsoft SQL Server, this string is used as hostNameInCertificate.

The following is an example for the Oracle Database SSL_SERVER_CERT_DN parameter.
cn=sales,cn=0racleContext,dc=us,dc=example,dc=com

Kafka private CA certificate location

If you have a certificate that you are currently using for SSL communication with your Kafka
data store, you can use that certificate with your AWS Glue connection. This option is required
for Kafka data stores, and optional for Amazon Managed Streaming for Apache Kafka data
stores. Enter an Amazon Simple Storage Service (Amazon S3) location that contains a custom
root certificate. AWS Glue uses this certificate to establish an SSL connection to the Kafka data
store. AWS Glue handles only X.509 certificates. The certificate must be DER-encoded and
supplied in base64 encoding PEM format.

Skip certificate validation
Select the Skip certificate validation check box to skip validation of the custom certificate by
AWS Glue. If you choose to validate, AWS Glue validates the signature algorithm and subject

public key algorithm for the certificate. If the certificate fails validation, any ETL job or crawler
that uses the connection fails.

The only permitted signature algorithms are SHA256withRSA, SHA384withRSA, or
SHA512withRSA. For the subject public key algorithm, the key length must be at least 2048.

Kafka client keystore location

The Amazon S3 location of the client keystore file for Kafka client side authentication. Path
must be in the form s3://bucket/prefix/filename.jks. It must end with the file name and .jks
extension.

Kafka client keystore password (optional)

The password to access the provided keystore.
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Kafka client key password (optional)

A keystore can consist of multiple keys, so this is the password to access the client key to be
used with the Kafka server side key.

Apache Kafka connection properties for client authentication

AWS Glue supports the Simple Authentication and Security Layer (SASL) framework for
authentication when you create an Apache Kafka connection. The SASL framework supports
various mechanisms of authentication, and AWS Glue offers both the SCRAM protocol (user name
and password) and GSSAPI (Kerberos protocol).

Use AWS Glue Studio to configure one of the following client authentication methods. For more
information, see Creating connections for connectors in the AWS Glue Studio user guide.

» None - No authentication. This is useful if creating a connection for testing purposes.

o SASL/SCRAM-SHA-512 - Choosing this authentication method will allow you to specify
authentication credentials. There are two options available:

« Use AWS Secrets Manager (recommended) - if you select this option, you can store your
user name and password in AWS Secrets Manager and let AWS Glue access them when
needed. Specify the secret that stores the SSL or SASL authentication credentials. For more
information, see Storing connection credentials in AWS Secrets Manager.

« Provide a user name and password directly.

» SASL/GSSAPI (Kerberos) - if you select this option, you can select the location of the keytab file,
krb5.conf file and enter the Kerberos principal name and Kerberos service name. The locations
for the keytab file and krb5.conf file must be in an Amazon S3 location. Since MSK does not yet
support SASL/GSSAPI, this option is only available for customer managed Apache Kafka clusters.
For more information, see MIT Kerberos Documentation: Keytab .

» SSL Client Authentication - if you select this option, you can you can select the location of the
Kafka client keystore by browsing Amazon S3. Optionally, you can enter the Kafka client keystore
password and Kafka client key password.

Google BigQuery connection

The following properties are used to set up a Google BigQuery connection used in AWS Glue ETL
jobs. For more information, see the section called “BigQuery connections”.
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AWS Secret

The Secret name of a secret in AWS Secrets Manager. AWS Glue ETL jobs will connect to Google
BigQuery using the credentials key of your secret.
Vertica connection

The following properties are used to set up a Vertica connection used in AWS Glue ETL jobs. For
more information, see the section called “Vertica connections”.

Storing connection credentials in AWS Secrets Manager

We recommend that you use AWS Secrets Manager to supply connection credentials for your data
store. Using Secrets Manager this way lets AWS Glue access your secret at runtime for ETL jobs and
crawler runs, and helps keep your credentials secure.

Prerequisites

To use Secrets Manager with AWS Glue, you must grant your IAM role for AWS Glue permission

to retrieve secret values. The AWS managed policy AWSGlueServiceRole doesn't include AWS
Secrets Manager permissions. For example IAM policies, see Example: Permission to retrieve secret
values in the AWS Secrets Manager User Guide.

Depending on your network setup, you might also need to create a VPC endpoint to establish a
private connection between your VPC and Secrets Manager. For more information, see Using an
AWS Secrets Manager VPC endpoint.

To create a secret for AWS Glue

1. Follow the instructions in Create and manage secrets in the AWS Secrets Manager User Guide.

The following example JSON shows how to specify your credentials in the Plaintext tab when
you create a secret for AWS Glue.

{
"username": "EXAMPLE-USERNAME",
"password": "EXAMPLE-PASSWORD"

}

2. Associate your secret with a connection using the AWS Glue Studio interface. For detailed
instructions, see Creating connections for connectors in the AWS Glue Studio User Guide.
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Adding an AWS Glue connection

You can connect to data sources in AWS Glue for Spark programmatically. For more information,
see Connection types and options for ETL in AWS Glue for Spark

You can also use the AWS Glue console to add, edit, delete, and test connections. For information
about AWS Glue connections, see Connecting to data.

To add an AWS Glue connection

1. Sign in to the AWS Management Console and open the AWS Glue console at https://
console.aws.amazon.com/glue/.

2. In the navigation pane, under Data catalog, choose Connections.

3. Choose Add connection and then complete the wizard, entering connection properties as
described in the section called "AWS Glue connection properties”.

Connecting to Redshift in AWS Glue Studio

(® Note

You can use AWS Glue for Spark to read from and write to tables in Amazon Redshift
databases outside of AWS Glue Studio. To configure Amazon Redshift with AWS Glue jobs
programatically, see Redshift connections.

AWS Glue provides built-in support for Amazon Redshift. AWS Glue Studio provides a visual
interface to connect to Amazon Redshift, author data integration jobs, and run them on AWS Glue
Studio serverless Spark runtime.

Topics

Creating an Amazon Redshift connection

Creating a Amazon Redshift source node

Creating an Amazon Redshift target node

Advanced options
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Creating an Amazon Redshift connection
Permissions needed

Additional permissions are need to use Amazon Redshift clusters and Amazon Redshift serverless
environments. For more information on how to add permissions to ETL jobs, see Review IAM
permissions needed for ETL jobs.

« redshift:DescribeClusters
« redshift-serverless:ListWorkgroups

 redshift-serverless:ListNamespaces

Overview

When adding an Amazon Redshift connection, you can choose an existing Amazon Redshift
connection or create a new connection when adding a Data source - Redshift node in AWS Glue
Studio.

AWS Glue supports both Amazon Redshift clusters and Amazon Redshift serverless environments.
When you create a connection, Amazon Redshift serverless environments display the serverless
label next to the connection option.

For more information on how to create a Amazon Redshift connection, see Moving data to and

from Amazon Redshift.

Creating a Amazon Redshift source node
Permissions needed

AWS Glue Studio jobs using Amazon Redshift data sources require additional permissions. For more
information on how to add permissions to ETL jobs, see Review IAM permissions needed for ETL

jobs.

The following permissions are needed in order to use an Amazon Redshift connection.

» redshift-data:ListSchemas
« redshift-data:ListTables
« redshift-data:DescribeTable

« redshift-data:ExecuteStatement

Connecting to Redshift 301


https://docs.aws.amazon.com/glue/latest/ug/setting-up.html#getting-started-min-privs-job
https://docs.aws.amazon.com/glue/latest/ug/setting-up.html#getting-started-min-privs-job
https://docs.aws.amazon.com/glue/latest/dg/aws-glue-programming-etl-redshift.html#aws-glue-programming-etl-redshift-using
https://docs.aws.amazon.com/glue/latest/dg/aws-glue-programming-etl-redshift.html#aws-glue-programming-etl-redshift-using
https://docs.aws.amazon.com/glue/latest/ug/setting-up.html#getting-started-min-privs-job
https://docs.aws.amazon.com/glue/latest/ug/setting-up.html#getting-started-min-privs-job

AWS Glue User Guide

» redshift-data:DescribeStatement

» redshift-data:GetStatementResult

Adding an Amazon Redshift data source

To add a Data Source — Amazon Redshift node:

1.

Choose the Amazon Redshift access type:

« Direct data connection (recommended) — choose this option if you want to access your
Amazon Redshift data directly. This is the recommended option and also the default.

« Data Catalog tables — choose this option if you have Data Catalog tables that you want to
use.

If you choose Direct data connection, choose the connection for your Amazon Redshift data
source. This assumes that the connection already exists and you can select from existing
connections. If you need to create a connection, choose Create Redshift connection. For more
information, see Overview of using connectors and connections .

Once you have chosen a connection, you can view the connection properties by clicking View
properties. Information about the connection are visible, including URL, security groups,
subnet, availability zone, description, and created (UTC) and last updated (UTC) timestamps.

Choose a Amazon Redshift source option:

» Choose a single table - this is the table that contains the data you want to access from a
single Amazon Redshift table.

» Enter custom query - allows you to access a dataset from multiple Amazon Redshift tables
based on your custom query.

If you chose a single table, choose the Amazon Redshift schema. The list of available schema
to choose from is determined by the selected table.

Or, choose Enter custom query. Choose this option to access a custom dataset from multiple
Amazon Redshift tables. When you choose this option, enter the Amazon Redshift query.

When connecting to an Amazon Redshift serverless environment, add the following permission
to the custom query:

GRANT SELECT ON ALL TABLES IN <schema> TO PUBLIC
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You can choose Infer schema to read the schema based on the query that you entered. You
can also choose Open Redshift query editor to enter a Amazon Redshift query. For more
information, see Querying a database using the query editor .

5. In Performance and security, choose the Amazon S3 staging directory and IAM role.

« Amazon S3 staging directory — choose the Amazon S3 location for temporarily staging
data.

« IAM role - choose the IAM role that can write to the Amazon S3 location you selected.

6. In Custom Redshift paramters - optional, enter the parameter and value.

Creating an Amazon Redshift target node
Permissions needed

AWS Glue Studio jobs using Amazon Redshift data target require additional permissions. For more
information on how to add permissions to ETL jobs, see Review |IAM permissions needed for ETL

jobs.

The following permissions are needed in order to use an Amazon Redshift connection.

« redshift-data:ListSchemas
« redshift-data:ListTables

Adding an Amazon Redshift target node
To create a a Amazon Redshift target node:

1. Choose an existing Amazon Redshift table as the target, or enter a new table name.
2. When you use the Data target - Redshift target node, you can choose from the following
options:

« APPEND - If a table already exists, dump all the new data into the table as an insert. If the
table doesn't exist, create it and then insert all new data.

Additionally, check the box if you want to update (UPSERT) existing records in the target
table. The table must exist first, otherwise the operation will fail.
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o MERGE - AWS Glue will update or append data to your target table based on the conditions
you specify.

® Note

To use the merge action in AWS Glue, you must enable Amazon Redshift merge
functionality. For instructions on how to enable merge for your Amazon Redshift
instance, see MERGE (preview) .

Choose options:

« Choose keys and simple actions — choose the columns to be used as matching keys
between the source data and your target data set.

Specify the following options when matched:
« Update record in your target data set with data from source.

o Delete record in your target data set.

Specify the following options when not matched:
« Insert source data as a new row into your target data set.
« Do nothing.

o Enter custom MERGE statement - You can then choose Validate Merge statement to
verify that the statement is valid or invalid.

« TRUNCATE - If a table already exists, truncate the table data by first clearing the contents of
the target table. If truncate is successful, then insert all data. If the table doesn't exist, create
the table and insert all data. If truncate is not successful, the operation will fail.

« DROP - If a table already exists, delete the table metadata and data. If deletion is successful,
then insert all data. If the table doesn't exist, create the table and insert all data. If drop is
not successful, the operation will fail.

« CREATE - Create a new table with the default name. If table name already exist, create a
new table with a name postfix of job_datetime to the name for uniqueness. This will
insert all the data into the new table. If the table exists, the final table name will have the
postfix appended. If the table doesn't exist, a table will be created. In either case, a new
table will be created.
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Advanced options

See Using the Amazon Redshift Spark connector on AWS Glue.

Connecting to Snowflake in AWS Glue Studio

(® Note

You can use AWS Glue for Spark to read from and write to tables in Snowflake in AWS
Glue 4.0 and later versions. To configure a Snowflake connection with AWS Glue jobs
programatically, see Redshift connections.

AWS Glue provides built-in support for Snowflake. AWS Glue Studio provides a visual interface
to connect to Snowflake, author data integration jobs, and run them on the AWS Glue Studio
serverless Spark runtime.

Topics

» Creating a Snowflake connection

» Creating a Snowflake source node

» Creating a Snowflake target node

« Advanced options

Creating a Snowflake connection

When adding a Data source - Snowflake node in AWS Glue Studio, you can choose an existing
AWS Glue Snowflake connection or create a new connection. You must choose a SNOWFLAKE
type connection and not a JDBC type connection configured to connect to Snowflake. Follow the
following procedure to create a AWS Glue Snowflake connection:

To create a Snowflake connection

1. In Snowflake, generate a user, snowflakeUser and password, snowflakePassword.

2. Determine which Snowflake warehouse this user will interact with, snowflakeWarehouse.
Either set it as the DEFAULT_WAREHOUSE for snowflakeUser in Snowflake or remember it
for the next step.
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3. In AWS Secrets Manager, create a secret using your Snowflake credentials. To create a secret
in Secrets Manager, follow the tutorial available in Create an AWS Secrets Manager secret in
the AWS Secrets Manager documentation. After creating the secret, keep the Secret name,
secretName for the next step.

« When selecting Key/value pairs, create a pair for snowflakeUser with the key sfUser.

« When selecting Key/value pairs, create a pair for snowflakePassword with the key
sfPassword.

« When selecting Key/value pairs, create a pair for snowflakelWarehouse with the key
sfWarehouse. This is not needed if a default is set in Snowflake.

4. Inthe AWS Glue Data Catalog, create a connection by following the steps in Adding an AWS
Glue connection. After creating the connection, keep the connection name, connectionName,

for the next step.

» When selecting a Connection type, select Snowflake.

« When selecting Snowflake URL, provide the hostname of your Snowflake instance. The URL
will use a hostname in the form account_identifier.snowflakecomputing.com.

« When selecting an AWS Secret, provide secretName.

Creating a Snowflake source node
Permissions needed

AWS Glue Studio jobs using Snowflake data sources require additional permissions. For more
information on how to add permissions to ETL jobs, see Review |IAM permissions needed for ETL

jobs.

SNOWFLAKE AWS Glue connections use an AWS Secrets Manager secret to provide credential
information. Your job and data preview roles in AWS Glue Studio must have permission to read this
secret.

Adding a Snowflake data source

Prerequisites:

« An AWS Secrets Manager secret for your Snowflake credentials

« A Snowflake type AWS Glue Data Catalog connection
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To add a Data Source - Snowflake node:

1. Choose the connection for your Snowflake data source. This assumes that the connection
already exists and you can select from existing connections. If you need to create a connection,
choose Create Snowflake connection. For more information, see Overview of using

connectors and connections .

Once you have chosen a connection, you can view the connection properties by clicking View
properties. Information about the connection are visible, including URL, security groups,
subnet, availability zone, description, and created (UTC) and last updated (UTC) timestamps.

2. Choose a Snowflake source option:
« Choose a single table - this is the table that contains the data you want to access from a
single Snowflake table.

« Enter custom query - allows you to access a dataset from multiple Snowflake tables based
on your custom query.

3. If you chose a single table, enter the name of a Snowflake schema.

Or, choose Enter custom query. Choose this option to access a custom dataset from multiple
Snowflake tables. When you choose this option, enter the Snowflake query.

4. In Performance and security options (optional),

« Enable query pushdown - choose if you want to offload work to the Snowflake instance.

5. In Custom Snowflake properties (optional), enter parameters and values as needed.

Creating a Snowflake target node
Permissions needed

AWS Glue Studio jobs using Snowflake data sources require additional permissions. For more
information on how to add permissions to ETL jobs, see Review IAM permissions needed for ETL

jobs.

SNOWFLAKE AWS Glue connections use an AWS Secrets Manager secret to provide credential
information. Your job and data preview roles in AWS Glue Studio must have permission to read this
secret.

Connecting to Snowflake 307


https://docs.aws.amazon.com/glue/latest/ug/connectors-chapter.html#using-connectors-overview
https://docs.aws.amazon.com/glue/latest/ug/connectors-chapter.html#using-connectors-overview
https://docs.aws.amazon.com/glue/latest/ug/setting-up.html#getting-started-min-privs-job
https://docs.aws.amazon.com/glue/latest/ug/setting-up.html#getting-started-min-privs-job

AWS Glue User Guide

Adding a Snowflake data target
To create a Snowflake target node:

1. Choose an existing Snowflake table as the target, or enter a new table name.
2. When you use the Data target - Snowflake target node, you can choose from the following
options:
o APPEND - If a table already exists, dump all the new data into the table as an insert. If the
table doesn't exist, create it and then insert all new data.
o MERGE - AWS Glue will update or append data to your target table based on the conditions
you specify.
Choose options:

» Choose keys and simple actions — choose the columns to be used as matching keys
between the source data and your target data set.

Specify the following options when matched:
« Update record in your target data set with data from source.

» Delete record in your target data set.

Specify the following options when not matched:
« Insert source data as a new row into your target data set.
« Do nothing.

o Enter custom MERGE statement - You can then choose Validate Merge statement to
verify that the statement is valid or invalid.

« TRUNCATE - If a table already exists, truncate the table data by first clearing the contents of
the target table. If truncate is successful, then insert all data. If the table doesn't exist, create
the table and insert all data. If truncate is not successful, the operation will fail.

« DROP - If a table already exists, delete the table metadata and data. If deletion is successful,
then insert all data. If the table doesn't exist, create the table and insert all data. If drop is
not successful, the operation will fail.

Advanced options

See Snowflake connections in the AWS Glue developer guide.
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Connecting to BigQuery in AWS Glue Studio

® Note

You can use AWS Glue for Spark to read from and write to tables in Google BigQuery
in AWS Glue 4.0 and later versions. To configure Google BigQuery with AWS Glue jobs
programmatically, see

BigQuery connections.

AWS Glue Studio provides a visual interface to connect to BigQuery, author data integration jobs,
and run them on the AWS Glue Studio serverless Spark runtime.

Topics

Creating a BigQuery connection

Creating a BigQuery source node

Creating a BigQuery target node

Advanced options

Creating a BigQuery connection

To connect to Google BigQuery from AWS Glue, you will need to create and store your Google
Cloud Platform credentials in a AWS Secrets Manager secret, then associate that secret with a
Google BigQuery AWS Glue connection.

To configure a connection to BigQuery:
1. In Google Cloud Platform, create and identify relevant resources:

» Create or identify a GCP project containing BigQuery tables you would like to connect to.

« Enable the BigQuery API. For more information, see Use the BigQuery Storage Read API to
read table data .

2. In Google Cloud Platform, create and export service account credentials:

You can use the BigQuery credentials wizard to expedite this step: Create credentials.

To create a service account in GCP, follow the tutorial available in Create service accounts.
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« When selecting project, select the project containing your BigQuery table.

« When selecting GCP IAM roles for your service account, add or create a role that would grant
appropriate permissions to run BigQuery jobs to read, write or create BigQuery tables.

To create credentials for your service account, follow the tutorial available in Create a service

account key.

« When selecting key type, select JSON.

You should now have downloaded a JSON file with credentials for your service account. It
should look similar to the following:

{
"type": "service_account",
"project_id": Mk kKD
"private_key_id": u*****u’
"private_key": "F**Exn
"client_email": "**xxx!,
"client_id": "xExkxn,

"auth_uri": "https://accounts.google.com/o/oauth2/auth",

"token_uri": "https://oauth2.googleapis.com/token",
"auth_provider_x509_cert_url": "https://www.googleapis.com/oauth2/vl/certs",
"client_x509_cert_url": "**x&Fx!,

"universe_domain": "googleapis.com"

3. baseb4 encode your downloaded credentials file. On an AWS CloudShell session or similar, you
can do this from the command line by running cat credentialsFile.json | base6b4 -w
@. Retain the output of this command, credentialString.

4. In AWS Secrets Manager, create a secret using your Google Cloud Platform credentials. To
create a secret in Secrets Manager, follow the tutorial available in Create an AWS Secrets
Manager secret in the AWS Secrets Manager documentation. After creating the secret, keep
the Secret name, secretName for the next step.

« When selecting Key/value pairs, create a pair for the key credentials with the value
credentialString.
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5. Inthe AWS Glue Data Catalog, create a connection by following the steps in https://
docs.aws.amazon.com/glue/latest/dg/console-connections.html. After creating the
connection, keep the connection name, connectionName, for the next step.

« When selecting a Connection type, select Google BigQuery.
« When selecting an AWS Secret, provide secretName.
6. Grant the IAM role associated with your AWS Glue job permission to read secretName.

7. Inyour AWS Glue job configuration, provide connectionName as an Additional network
connection.

Creating a BigQuery source node

Prerequisites needed

A BigQuery type AWS Glue Data Catalog connection

An AWS Secrets Manager secret for your Google BigQuery credentials, used by the connection.

Appropriate permissions on your job to read the secret used by the connection.

The name and dataset of the table and corresponding Google Cloud project you would like to
read.

Adding a BigQuery data source

To add a Data source - BigQuery node:

1. Choose the connection for your BigQuery data source. Since you have created it, it should
be available in the dropdown. If you need to create a connection, choose Create BigQuery
connection. For more information, see Overview of using connectors and connections .

Once you have chosen a connection, you can view the connection properties by clicking View
properties.

2. ldentify what BigQuery data you would like to read, then choose a BigQuery Source option

» Choose a single table - allows you to pull all data from a table.
« Enter a custom query - allows you to customize which data is retrieved by providing a query.

3. Describe the data you would like to read
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(Required) set Parent Project to the project containing your table, or a billing parent project,
if relevant.

If you chose a single table, set Table to the name of a Google BigQuery table in the following
format: [dataset].[table]

If you chose a query, provide it to Query. In your query, refer to tables with their fully qualified
table name, in the format: [project].[dataset].[tableName].

4. Provide BigQuery properties
If you chose a single table, you do not need to provide additional properties.

If you chose a query, you must provide the following Custom Google BigQuery properties:

e Set viewsEnabled to true.

o SetmaterializationDataset to a dataset. The GCP principal authenticated by the
credentials provided through the AWS Glue connection must be able to create tables in this
dataset.

Creating a BigQuery target node

Prerequisites needed

A BigQuery type AWS Glue Data Catalog connection

An AWS Secrets Manager secret for your Google BigQuery credentials, used by the connection.

Appropriate permissions on your job to read the secret used by the connection.

The name and dataset of the table and corresponding Google Cloud project you would like to

write to.

Adding a BigQuery data target
To add a Data target — BigQuery node:

1. Choose the connection for your BigQuery data target. Since you have created it, it should
be available in the dropdown. If you need to create a connection, choose Create BigQuery
connection. For more information, see Overview of using connectors and connections .
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Once you have chosen a connection, you can view the connection properties by clicking View
properties.

2. Identify what BigQuery table you would like to write to, then choose a Write method.

» Direct — writes to BigQuery directly using the BigQuery Storage Write API.

« Indirect — writes to Google Cloud Storage, then copies to BigQuery.

If you would like to write indirectly, provide a destination GCS location with Temporary GCS
bucket. You will need to provide additional configuration in your AWS Glue connection. For
more information, see Using indirect write with Google BigQuery.

3. Describe the data you would like to read

(Required) set Parent Project to the project containing your table, or a billing parent project,
if relevant.

If you chose a single table, set Table to the name of a Google BigQuery table in the following
format: [dataset].[table]
Advanced options

You can provide advanced options when creating a BigQuery node. These options are the same as
those available when programming AWS Glue for Spark scripts.

See BigQuery connection option reference in the AWS Glue developer guide.

Connecting to Vertica in AWS Glue Studio

AWS Glue provides built-in support for Vertica. AWS Glue Studio provides a visual interface to
connect to Vertica, author data integration jobs, and run them on the AWS Glue Studio serverless
Spark runtime.

Topics

« Creating a Vertica connection

» Creating a Vertica source node

» Creating a Vertica target node

« Advanced options
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Creating a Vertica connection

Prerequisites:

« An Amazon S3 bucket or folder to use for temporary storage when reading from and writing to
the database, referred to by tempS3Path.

(® Note

When using Vertica in AWS Glue job data previews, temporary files may not be
automatically removed from tempS3Path. To ensure the removal of temporary files,
directly end the data preview session by choosing End session in the Data preview pane.
If you cannot guarantee the data preview session is ended directly, consider setting
Amazon S3 Lifecycle configuration to remove old data. We recommend removing

data older than 49 hours, based on maximum job runtime plus a margin. For more
information about configuring Amazon S3 Lifecycle, see Managing your storage lifecycle
in the Amazon S3 documentation.

« An IAM policy with appropriate permissions to your Amazon S3 path you can associate with your
AWS Glue job role.

« If your Vertica instance is in an Amazon VPC, configure Amazon VPC to allow your AWS Glue job
to communicate with the Vertica instance without traffic traversing the public internet.

In Amazon VPC, identify or create a VPC, Subnet and Security group that AWS Glue will use
while executing the job. Additionally, you need to ensure Amazon VPC is configured to permit
network traffic between your Vertica instance and this location. Your job will need to establish
a TCP connection with your Vertica client port, (default 5433). Based on your network layout,
this may require changes to security group rules, Network ACLs, NAT Gateways and Peering
connections.

To configure a connection to Vertica:

1. In AWS Secrets Manager, create a secret using your Vertica credentials, verticaUsername
and verticaPassword. To create a secret in Secrets Manager, follow the tutorial available
in Create an AWS Secrets Manager secret in the AWS Secrets Manager documentation. After
creating the secret, keep the Secret name, secretName for the next step.
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« When selecting Key/value pairs, create a pair for the key user with the value
verticalUsername.

» When selecting Key/value pairs, create a pair for the key password with the value
verticaPassword.

2. Inthe AWS Glue console, create a connection by following the steps in the section called

"Adding an AWS Glue connection”. After creating the connection, keep the connection name,

connectionName, for the next step.

« When selecting a Connection type, select Vertica.

« When selecting Vertica Host, provide the hostname of your Vertica installation.

« When selecting Vertica Port, the port your Vertica installation is available through.
« When selecting an AWS Secret, provide secretName.

3. In the following situations, you may require additional configuration:

« For Vertica instances hosted on AWS in an Amazon VPC

» Provide Amazon VPC connection information to the AWS Glue connection that defines
your Vertica security credentials. When creating or updating your connection, set VPC,
Subnet and Security groups in Network options.

You will need to perform the following steps before running your AWS Glue job:

« Grant the IAM role associated with your AWS Glue job permissions to tempS3Path.

« Grant the IAM role associated with your AWS Glue job permission to read secretName.

Creating a Vertica source node

Prerequisites needed

» A Vertica type AWS Glue Data Catalog connection, connectionName and a temporary Amazon
S3 location, tempS3Path, as described in the previous section, the section called “Creating a
Vertica connection”.

« A Vertica table you would like to read from, tableName, or query targetQuery.
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Adding a Vertica data source
To add a Data source - Vertica node:

1. Choose the connection for your Vertica data source. Since you have created it, it should
be available in the dropdown. If you need to create a connection, choose Create Vertica
connection. For more information see the previous section, the section called “Creating a

Vertica connection”.

Once you have chosen a connection, you can view the connection properties by clicking View
properties.

2. Choose the Database containing your table.
Choose the Staging area in Amazon S3, enter an S3A URI to tempS3Path.

4. Choose the Vertica Source.

« Choose a single table — access all data from a single table.
« Enter custom query - access a dataset from multiple tables based on your custom query.

5. If you chose a single table, enter tableName and optionally select a Schema.

If you chose Enter custom query, enter a SQL SELECT query and optionally select a Schema.

6. In Custom Vertica properties, enter parameters and values as needed.

Creating a Vertica target node

Prerequisites needed

» A Vertica type AWS Glue Data Catalog connection, connectionName and a temporary Amazon
S3 location, tempS3Path, as described in the previous section, the section called “Creating a

Vertica connection”.

Adding a Vertica data target
To add a Data target - Vertica node:

1. Choose the connection for your Vertica data source. Since you have created it, it should
be available in the dropdown. If you need to create a connection, choose Create Vertica
connection. For more information see the previous section, the section called “Creating a

Vertica connection”.
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Once you have chosen a connection, you can view the connection properties by clicking View
properties.

Choose the Database containing your table.
Choose the Staging area in Amazon S3, enter an S3A URI to tempS3Path.

Enter tableName and optionally select a Schema.

i ok W

In Custom Vertica properties, enter parameters and values as needed.

Advanced options

You can provide advanced options when creating a Vertica node. These options are the same as
those available when programming AWS Glue for Spark scripts.

See the section called “Vertica connections”.

Connecting to SAP HANA in AWS Glue Studio

AWS Glue provides built-in support for SAP HANA. AWS Glue Studio provides a visual interface
to connect to SAP HANA, author data integration jobs, and run them on the AWS Glue Studio
serverless Spark runtime.

Topics

Creating a SAP HANA connection

Creating a SAP HANA source node

Creating a SAP HANA target node

Advanced options

Creating a SAP HANA connection

To connect to SAP HANA from AWS Glue, you will need to create and store your SAP HANA
credentials in a AWS Secrets Manager secret, then associate that secret with a SAP HANA AWS Glue
connection. You will need to configure network connectivity between your SAP HANA service and
AWS Glue.

Prerequisites:
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« If your SAP HANA service is in an Amazon VPC, configure Amazon VPC to allow your AWS Glue
job to communicate with the SAP HANA service without traffic traversing the public internet.

In Amazon VPC, identify or create a VPC, Subnet and Security group that AWS Glue will use
while executing the job. Additionally, you need to ensure Amazon VPC is configured to permit
network traffic between your SAP HANA endpoint and this location. Your job will need to
establish a TCP connection with your SAP HANA JDBC port. For more information about SAP
HANA ports, see the SAP HANA documentation. Based on your network layout, this may require
changes to security group rules, Network ACLs, NAT Gateways and Peering connections.

To configure a connection to SAP HANA:

1. In AWS Secrets Manager, create a secret using your SAP HANA credentials. To create a secret
in Secrets Manager, follow the tutorial available in Create an AWS Secrets Manager secret in
the AWS Secrets Manager documentation. After creating the secret, keep the Secret name,
secretName for the next step.

« When selecting Key/value pairs, create a pair for the key user with the value
saphanaUsername.

« When selecting Key/value pairs, create a pair for the key password with the value
saphanaPassword.

2. Inthe AWS Glue console, create a connection by following the steps in the section called
“Adding an AWS Glue connection”. After creating the connection, keep the connection name,
connectionName, for future use in AWS Glue.

« When selecting a Connection type, select SAP HANA.

« When providing SAP HANA URL, provide the URL for your instance.
SAP HANA JDBC URLs are in the form
jdbc:sap://saphanaHostname:saphanaPort/?databaseName=saphanaDBname, Paramete
AWS Glue requires the following JDBC URL parameters:

o databaseName - A default database in SAP HANA to connect to.

« When selecting an AWS Secret, provide secretName.

After creating a AWS Glue SAP HANA connection, you will need to perform the following steps
before running your AWS Glue job:
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« Grant the IAM role associated with your AWS Glue job permission to read secretName.

Creating a SAP HANA source node

Prerequisites needed

o An AWS Glue SAP HANA connection, configured with an AWS Secrets Manager secret, as
described in the previous section, the section called “Creating a SAP HANA connection”.

» Appropriate permissions on your job to read the secret used by the connection.

« A SAP HANA table you would like to read from, tableName, or query targetQuery.

A table can be specified with a SAP HANA table name and schema name, in the form
schemaName .tableName. The schema name and "." separator are not required if the table is in
the default schema, "public". Call this tableIdentifier. Note that the database is provided as
a JDBC URL parameter in connectionName.

Adding a SAP HANA data source

To add a Data source - SAP HANA node:

1. Choose the connection for your SAP HANA data source. Since you have created it, it should
be available in the dropdown. If you need to create a connection, choose Create SAP HANA
connection. For more information see the previous section, the section called “Creating a SAP
HANA connection”.

Once you have chosen a connection, you can view the connection properties by clicking View
properties.

2. Choose a SAP HANA Source option:

« Choose a single table — access all data from a single table.
« Enter custom query - access a dataset from multiple tables based on your custom query.

3. If you chose a single table, enter tableName.

If you chose Enter custom query, enter a SQL SELECT query.

4. In Custom SAP HANA properties, enter parameters and values as needed.
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Creating a SAP HANA target node

Prerequisites needed

o A AWS Glue SAP HANA connection, configured with an AWS Secrets Manager secret, as described
in the previous section, the section called “Creating a SAP HANA connection”.

» Appropriate permissions on your job to read the secret used by the connection.

« A SAP HANA table you would like to write to, tableName.

A table can be specified with a SAP HANA table name and schema name, in the form
schemaName .tableName. The schema name and "." separator are not required if the table is in
the default schema, "public". Call this tableIdentifier. Note that the database is provided as
a JDBC URL parameter in connectionName.

Adding a SAP HANA data target

To add a Data target - SAP HANA node:

1. Choose the connection for your SAP HANA data source. Since you have created it, it should
be available in the dropdown. If you need to create a connection, choose Create SAP HANA
connection. For more information see the previous section, the section called “Creating a SAP
HANA connection”.

Once you have chosen a connection, you can view the connection properties by clicking View
properties.

2. Configure Table name by providing tableName.

3. In Custom Teradata properties, enter parameters and values as needed.

Advanced options

You can provide advanced options when creating a SAP HANA node. These options are the same as
those available when programming AWS Glue for Spark scripts.

See the section called “SAP HANA connections”.
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Connecting to Azure SQL in AWS Glue Studio

AWS Glue provides built-in support for Azure SQL. AWS Glue Studio provides a visual interface
to connect to Azure SQL, author data integration jobs, and run them on the AWS Glue Studio
serverless Spark runtime.

Topics

Creating a Azure SQL connection

Creating a Azure SQL source node

Creating a Azure SQL target node

Advanced options

Creating a Azure SQL connection

To connect to Azure SQL from AWS Glue, you will need to create and store your Azure SQL
credentials in a AWS Secrets Manager secret, then associate that secret with a Azure SQL AWS Glue
connection.

To configure a connection to Azure SQL:

1. In AWS Secrets Manager, create a secret using your Azure SQL credentials. To create a secret
in Secrets Manager, follow the tutorial available in Create an AWS Secrets Manager secret in

the AWS Secrets Manager documentation. After creating the secret, keep the Secret name,
secretName for the next step.

« When selecting Key/value pairs, create a pair for the key user with the value
azuresqlUsername.

« When selecting Key/value pairs, create a pair for the key password with the value
azuresqlPassword.

2. Inthe AWS Glue console, create a connection by following the steps in the section called
“Adding an AWS Glue connection”. After creating the connection, keep the connection name,

connectionName, for future use in AWS Glue.

« When selecting a Connection type, select Azure SQL.

« When providing Azure SQL URL, provide a JDBC endpoint URL.
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The URL must be in the following format:
jdbc:sqlserver://databaseServerName:databasePort;databaseName=azuresqglDBnam

AWS Glue requires the following URL properties:

« databaseName - A default database in Azure SQL to connect to.

For more information about JDBC URLs for Azure SQL Managed Instances, see the Microsoft
documentation.

« When selecting an AWS Secret, provide secretName.

Creating a Azure SQL source node

Prerequisites needed

« A AWS Glue Azure SQL connection, configured with an AWS Secrets Manager secret, as described
in the previous section, the section called “Creating a Azure SQL connection”.

« Appropriate permissions on your job to read the secret used by the connection.

« A Azure SQL table you would like to read from, tableName.

An Azure SQL table is identified by its database, schema and table name. You must provide
the database name and table name when connecting to Azure SQL. You also must provide
the schema if it is not the default, "public". Database is provided through a URL property in
connectionName , schema and table name through the dbtable.

Adding a Azure SQL data source

To add a Data source — Azure SQL node:

1. Choose the connection for your Azure SQL data source. Since you have created it, it should
be available in the dropdown. If you need to create a connection, choose Create Azure SQL
connection. For more information see the previous section, the section called “Creating a

Azure SQL connection”.

Once you have chosen a connection, you can view the connection properties by clicking View
properties.

2. Choose a Azure SQL Source option:
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« Choose a single table — access all data from a single table.
« Enter custom query - access a dataset from multiple tables based on your custom query.

3. If you chose a single table, enter tableName.

If you chose Enter custom query, enter a TransactSQL SELECT query.

4. In Custom Azure SQL properties, enter parameters and values as needed.

Creating a Azure SQL target node

Prerequisites needed

o A AWS Glue Azure SQL connection, configured with an AWS Secrets Manager secret, as described
in the previous section, the section called “Creating a Azure SQL connection”.

» Appropriate permissions on your job to read the secret used by the connection.

« A Azure SQL table you would like to write to, tableName.

An Azure SQL table is identified by its database, schema and table name. You must provide
the database name and table name when connecting to Azure SQL. You also must provide
the schema if it is not the default, "public". Database is provided through a URL property in
connectionName , schema and table name through the dbtable.

Adding a Azure SQL data target

To add a Data target — Azure SQL node:

1. Choose the connection for your Azure SQL data source. Since you have created it, it should
be available in the dropdown. If you need to create a connection, choose Create Azure SQL
connection. For more information see the previous section, the section called “Creating a
Azure SQL connection”.

Once you have chosen a connection, you can view the connection properties by clicking View
properties.

2. Configure Table name by providing tableName.

3. In Custom Azure SQL properties, enter parameters and values as needed.
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Advanced options

You can provide advanced options when creating a Azure SQL node. These options are the same as
those available when programming AWS Glue for Spark scripts.

See the section called “Azure SQL connections”.

Connecting to MongoDB in AWS Glue Studio

AWS Glue provides built-in support for MongoDB. AWS Glue Studio provides a visual interface
to connect to MongoDB, author data integration jobs, and run them on the AWS Glue Studio
serverless Spark runtime.

Topics

Creating a MongoDB connection

Creating a MongoDB source node

Creating a MongoDB target node

Advanced options

Creating a MongoDB connection
Prerequisites:

« If your MongoDB instance is in an Amazon VPC, configure Amazon VPC to allow your AWS Glue
job to communicate with the MongoDB instance without traffic traversing the public internet.

In Amazon VPC, identify or create a VPC, Subnet and Security group that AWS Glue will use
while executing the job. Additionally, you need to ensure Amazon VPC is configured to permit
network traffic between your MongoDB instance and this location. Based on your network
layout, this may require changes to security group rules, Network ACLs, NAT Gateways and
Peering connections.

To configure a connection to MongoDB:

1. Optionally, in AWS Secrets Manager, create a secret using your MongoDB credentials. To create
a secret in Secrets Manager, follow the tutorial available in Create an AWS Secrets Manager
secret in the AWS Secrets Manager documentation. After creating the secret, keep the Secret
name, secretName for the next step.
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« When selecting Key/value pairs, create a pair for the key username with the value
mongodbUser.

When selecting Key/value pairs, create a pair for the key password with the value
mongodbPass.

2. Inthe AWS Glue console, create a connection by following the steps in the section called
"Adding an AWS Glue connection”. After creating the connection, keep the connection name,
connectionName, for future use in AWS Glue.

« When selecting a Connection type, select MongoDB or MongoDB Atlas.

« When selecting MongoDB URL or MongoDB Atlas URL, provide the hostname of your
MongoDB instance.

A MongoDB URL is provided in the format
mongodb://mongoHost :mongoPort/mongoDBname.

A MongoDB Atlas URL is provided in the format mongodb
+srv://mongoHost:mongoPort/mongoDBname.

Providing the default database for the connection, mongoDBname is optional.

« If you chose to create an Secrets Manager secret, choose the AWS Secrets Manager
Credential type.

Then, in AWS Secret provide secretName.

« If you choose to provide Username and password, provide mongodbUser and
mongodbPass.

3. In the following situations, you may require additional configuration:

» For MongoDB instances hosted on AWS in an Amazon VPC

» You will need to provide Amazon VPC connection information to the AWS Glue connection
that defines your MongoDB security credentials. When creating or updating your
connection, set VPC, Subnet and Security groups in Network options.

After creating a AWS Glue MongoDB connection, you will need to perform the following steps
before running your AWS Glue job:
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When working with AWS Glue jobs in the visual editor, you must provide Amazon VPC connection
information for your job to connect to MongoDB. Identify a suitable location in Amazon VPC and
provide it to your AWS Glue MongoDB connection.

If you chose to create an Secrets Manager secret, grant the IAM role associated with your AWS
Glue job permission to read secretName.

Creating a MongoDB source node

Prerequisites needed

A AWS Glue MongoDB connection, as described in the previous section, the section called
“Creating a MongoDB connection”.

If you chose to create an Secrets Manager secret, appropriate permissions on your job to read the
secret used by the connection.

A MongoDB collection you would like to read from. You will need identification information for
the collection.

A MongoDB collection is identified by a database name and a collection name, mongodbName,
mongodbCollection.

Adding a MongoDB data source

To add a Data source - MongoDB node:

1.

Choose the connection for your MongoDB data source. Since you have created it, it should
be available in the dropdown. If you need to create a connection, choose Create MongoDB
connection. For more information see the previous section, the section called “Creating a
MongoDB connection”.

Once you have chosen a connection, you can view the connection properties by clicking View
properties.

Choose a Database. Enter mongodbName.
Choose a Collection. Enter mongodbCollection.

Choose your Partitioner, Partition size (MB) and Partition key. For more information about

un n, n

partition parameters, see the section called ""connectionType": "mongodb" as source”.

In Custom MongoDB properties, enter parameters and values as needed.
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Creating a MongoDB target node

Prerequisites needed

« A AWS Glue MongoDB connection, configured with an AWS Secrets Manager secret, as described
in the previous section, the section called “Creating a MongoDB connection”.

» Appropriate permissions on your job to read the secret used by the connection.

« A MongoDB table you would like to write to, tableName.

Adding a MongoDB data target
To add a Data target - MongoDB node:

1. Choose the connection for your MongoDB data source. Since you have created it, it should
be available in the dropdown. If you need to create a connection, choose Create MongoDB
connection. For more information see the previous section, the section called “Creating a
MongoDB connection”.

Once you have chosen a connection, you can view the connection properties by clicking View
properties.

2. Choose a Database. Enter mongodbName.
3. Choose a Collection. Enter mongodbCollection.

4. Choose your Partitioner, Partition size (MB) and Partition key. For more information about

partition parameters, see the section called ""connectionType": "mongodb" as source”.

5. Choose Retry Writes if desired.

6. In Custom MongoDB properties, enter parameters and values as needed.

Advanced options

You can provide advanced options when creating a MongoDB node. These options are the same as
those available when programming AWS Glue for Spark scripts.

See the section called “MongoDB connection”.
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Connecting to Azure Cosmos DB in AWS Glue Studio

AWS Glue provides built-in support for Azure Cosmos DB. AWS Glue Studio provides a visual
interface to connect to Azure Cosmos DB for NoSQL, author data integration jobs, and run them on
the AWS Glue Studio serverless Spark runtime.

Topics

Creating a Azure Cosmos DB connection

Creating a Azure Cosmos DB source node

Creating a Azure Cosmos DB target node

Advanced options

Creating a Azure Cosmos DB connection

Prerequisites:

« In Azure, you will need to identify or generate an Azure Cosmos DB Key for use by AWS Glue,
cosmosKey. For more information, see Secure access to data in Azure Cosmos DB in the Azure

documentation.

To configure a connection to Azure Cosmos DB:

1.  In AWS Secrets Manager, create a secret using your Azure Cosmos DB Key. To create a secret
in Secrets Manager, follow the tutorial available in Create an AWS Secrets Manager secret in

the AWS Secrets Manager documentation. After creating the secret, keep the Secret name,
secretName for the next step.

« When selecting Key/value pairs, create a pair for the key spark.cosmos.accountKey
with the value cosmosKey.

2. Inthe AWS Glue console, create a connection by following the steps in the section called

“Adding an AWS Glue connection”. After creating the connection, keep the connection name,

connectionName, for future use in AWS Glue.

« When selecting a Connection type, select Azure Cosmos DB.

« When selecting an AWS Secret, provide secretName.
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Creating a Azure Cosmos DB source node

Prerequisites needed

o A AWS Glue Azure Cosmos DB connection, configured with an AWS Secrets Manager secret, as
described in the previous section, the section called “Creating a Azure Cosmos DB connection”.

» Appropriate permissions on your job to read the secret used by the connection.

« A Azure Cosmos DB for NoSQL container you would like to read from. You will need identification
information for the container.

An Azure Cosmos for NoSQL container is identified by its database and container. You must
provide the database, cosmosDBName, and container, cosmosContainerName, names when
connecting to the Azure Cosmos for NoSQL API.

Adding a Azure Cosmos DB data source

To add a Data source — Azure Cosmos DB node:

1. Choose the connection for your Azure Cosmos DB data source. Since you have created it, it
should be available in the dropdown. If you need to create a connection, choose Create Azure
Cosmos DB connection. For more information see the previous section, the section called

“Creating a Azure Cosmos DB connection”.

Once you have chosen a connection, you can view the connection properties by clicking View
properties.

2. Choose Cosmos DB Database Name - provide the name of the database you want to read
from, cosmosDBName.

3. Choose Azure Cosmos DB Container - provide the name of the container you want to read
from, cosmosContainerName.

4. Optionally, choose Azure Cosmos DB Custom Query — provide a SQL SELECT query to retrieve
specific information from Azure Cosmos DB.

5. In Custom Azure Cosmos properties, enter parameters and values as needed.
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Creating a Azure Cosmos DB target node

Prerequisites needed

« A AWS Glue Azure Cosmos DB connection, configured with an AWS Secrets Manager secret, as

described in the previous section, the section called “Creating a Azure Cosmos DB connection”.

« Appropriate permissions on your job to read the secret used by the connection.

« A Azure Cosmos DB table you would like to write to. You will need identification information for

the container. You must create the container before calling the connection method.

An Azure Cosmos for NoSQL container is identified by its database and container. You must
provide the database, cosmosDBName, and container, cosmosContainerName, names when
connecting to the Azure Cosmos for NoSQL API.

Adding a Azure Cosmos DB data target

To add a Data target — Azure Cosmos DB node:

1.

Choose the connection for your Azure Cosmos DB data source. Since you have created it, it
should be available in the dropdown. If you need to create a connection, choose Create Azure
Cosmos DB connection. For more information see the previous section, the section called

“Creating a Azure Cosmos DB connection”.

Once you have chosen a connection, you can view the connection properties by clicking View
properties.

Choose Cosmos DB Database Name - provide the name of the database you want to read
from, cosmosDBName.

Choose Azure Cosmos DB Container - provide the name of the container you want to read
from, cosmosContainerName.

In Custom Azure Cosmos properties, enter parameters and values as needed.

Advanced options

You can provide advanced options when creating a Azure Cosmos DB node. These options are the

same as those available when programming AWS Glue for Spark scripts.

See the section called “Azure Cosmos DB connections”.
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Connecting to Teradata Vantage in AWS Glue Studio

AWS Glue provides built-in support for Teradata Vantage. AWS Glue Studio provides a visual
interface to connect to Teradata, author data integration jobs, and run them on the AWS Glue
Studio serverless Spark runtime.

Topics

Creating a Teradata Vantage connection

Creating a Teradata source node

Creating a Teradata target node

Advanced options

Creating a Teradata Vantage connection

To connect to Teradata Vantage from AWS Glue, you will need to create and store your Teradata
credentials in an AWS Secrets Manager secret, then associate that secret with a AWS Glue Teradata
connection.

Prerequisites:

« If you are accessing your Teradata environment through Amazon VPC, configure Amazon VPC
to allow your AWS Glue job to communicate with the Teradata environment. We discourage
accessing the Teradata environment over the public internet.

In Amazon VPC, identify or create a VPC, Subnet and Security group that AWS Glue will use
while executing the job. Additionally, you need to ensure Amazon VPC is configured to permit
network traffic between your Teradata instance and this location. Your job will need to establish
a TCP connection with your Teradata client port. For more information about Teradata ports, see
the Teradata documentation.

Based on your network layout, secure VPC connectivity may require changes in Amazon VPC
and other networking services. For more information about AWS connectivity, consult AWS
Connectivity Options in the Teradata documentation.
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To configure a AWS Glue Teradata connection:

1. Inyour Teradata configuration, identify or create a user and password AWS Glue will connect
with, teradataUser and teradataPassword. For more information, consult Vantage
Security Overview in the Teradata documentation.

2. In AWS Secrets Manager, create a secret using your Teradata credentials. To create a secret in
Secrets Manager, follow the tutorial available in Create an AWS Secrets Manager secret in
the AWS Secrets Manager documentation. After creating the secret, keep the Secret name,
secretName for the next step.

« When selecting Key/value pairs, create a pair for the key user with the value
teradatalUsername.

« When selecting Key/value pairs, create a pair for the key password with the value
teradataPassword.

3. Inthe AWS Glue console, create a connection by following the steps in the section called

“Adding an AWS Glue connection”. After creating the connection, keep the connection name,

connectionName, for the next step.

« When selecting a Connection type, select Teradata.

« When providing JDBC URL, provide the URL for your instance. You
can also hardcode certain comma separated connection parameters
in your JDBC URL. The URL must conform to the following format:
jdbc:teradata://teradataHostname/ParameterName=ParameterValue, ParameterName

Supported URL parameters include:
« DATABASE_NAME- name of database on host to access by default.
« DBS_PORT- the database port, used when running on a nonstandard port.

« When selecting a Credential type, select AWS Secrets Manager, then set AWS Secret to
secretName.

4. In the following situations, you may require additional configuration:

o For Teradata instances hosted on AWS in an Amazon VPC

» You will need to provide Amazon VPC connection information to the AWS Glue connection
that defines your Teradata security credentials. When creating or updating your
connection, set VPC, Subnet and Security groups in Network options.
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Creating a Teradata source node
Prerequisites needed

« An AWS Glue Teradata Vantage connection, configured with an AWS Secrets Manager secret, as
described in the previous section, the section called “Creating a Teradata Vantage connection”.

» Appropriate permissions on your job to read the secret used by the connection.

» A Teradata table you would like to read from, tableName, or query targetQuery.

Adding a Teradata data source
To add a Data source - Teradata node:

1. Choose the connection for your Teradata data source. Since you have created it, it should
be available in the dropdown. If you need to create a connection, choose Create a new
connection. For more information see the previous section, the section called “Creating a
Teradata Vantage connection”.

Once you have chosen a connection, you can view the connection properties by clicking View
properties.

2. Choose a Teradata Source option:

« Choose a single table — access all data from a single table.
« Enter custom query - access a dataset from multiple tables based on your custom query.

3. If you chose a single table, enter tableName.

If you chose Enter custom query, enter a SQL SELECT query.

4. In Custom Teradata properties, enter parameters and values as needed.

Creating a Teradata target node
Prerequisites needed

» A AWS Glue Teradata Vantage connection, configured with an AWS Secrets Manager secret, as
described in the previous section, the section called “Creating a Teradata Vantage connection”.

« Appropriate permissions on your job to read the secret used by the connection.

» A Teradata table you would like to write to, tableName.
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Adding a Teradata data target
To add a Data target - Teradata node:

1. Choose the connection for your Teradata data source. Since you have created it, it should
be available in the dropdown. If you need to create a connection, choose Create Teradata
connection. For more information, see Overview of using connectors and connections .

Once you have chosen a connection, you can view the connection properties by clicking View
properties.

2. Configure Table name by providing tableName.

3. In Custom Teradata properties, enter parameters and values as needed.

Advanced options

You can provide advanced options when creating a Teradata node. These options are the same as
those available when programming AWS Glue for Spark scripts.

See the section called “Teradata Vantage connections”.

Connecting to OpenSearch Service in AWS Glue Studio

AWS Glue provides built-in support for Amazon OpenSearch Service. AWS Glue Studio provides
a visual interface to connect to Amazon OpenSearch Service, author data integration jobs, and
run them on the AWS Glue Studio serverless Spark runtime. This feature is not compatible with
OpenSearch Service serverless.

Topics

Creating a OpenSearch Service connection

Creating a OpenSearch Service source node

Creating a OpenSearch Service target node

Advanced options

Creating a OpenSearch Service connection

Prerequisites:
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« Identify the domain endpoint, aosEndpoint and port, aosPort you would like to read from, or
create the resource by following instructions in the Amazon OpenSearch Service documentation.
For more information on creating a domain, see Creating and managing Amazon OpenSearch
Service domains in the Amazon OpenSearch Service documentation.

An Amazon OpenSearch Service domain endpoint will have the following default form,
https://search-domainName-unstructuredIdContent.region.es.amazonaws.com. For
more information on identifying your domain endpoint, see Creating and managing Amazon
OpenSearch Service domains in the Amazon OpenSearch Service documentation.

Identify or generate HTTP basic authentication credentials, aosUser and aosPassword for your
domain.
To configure a connection to OpenSearch Service:

1. In AWS Secrets Manager, create a secret using your OpenSearch Service credentials. To create
a secret in Secrets Manager, follow the tutorial available in Create an AWS Secrets Manager

secret in the AWS Secrets Manager documentation. After creating the secret, keep the Secret
name, secretName for the next step.

« When selecting Key/value pairs, create a pair for the key
opensearch.net.http.auth.user with the value aosUser.

« When selecting Key/value pairs, create a pair for the key
opensearch.net.http.auth.pass with the value aosPassword.

2. Inthe AWS Glue console, create a connection by following the steps in the section called

“Adding an AWS Glue connection”. After creating the connection, keep the connection name,

connectionName, for future use in AWS Glue.

When selecting a Connection type, select OpenSearch Service.

When selecting a Domain endpoint, provide aosEndpoint.

When selecting a port, provide aosPort.

When selecting an AWS Secret, provide secretName.
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Creating a OpenSearch Service source node

Prerequisites needed

« A AWS Glue OpenSearch Service connection, configured with an AWS Secrets Manager secret, as
described in the previous section, the section called “Creating a OpenSearch Service connection”.

» Appropriate permissions on your job to read the secret used by the connection.

« A OpenSearch Service index you would like to read from, aosIndex.

Adding a OpenSearch Service data source
To add a Data source - OpenSearch Service node:

1. Choose the connection for your OpenSearch Service data source. Since you have created it,
it should be available in the dropdown. If you need to create a connection, choose Create
OpenSearch Service connection. For more information see the previous section, the section
called “Creating a OpenSearch Service connection”.

Once you have chosen a connection, you can view the connection properties by clicking View
properties.

2. Provide Index, the index you would like to read.

3. Optionally, provide Query, an OpenSearch query to deliver more specific results. For more
information about writing OpenSearch queries, consult the section called “Read from
OpenSearch Service”.

4. In Custom OpenSearch Service properties, enter parameters and values as needed.

Creating a OpenSearch Service target node

Prerequisites needed

o A AWS Glue OpenSearch Service connection, configured with an AWS Secrets Manager secret, as
described in the previous section, the section called “Creating a OpenSearch Service connection”.

» Appropriate permissions on your job to read the secret used by the connection.

« A OpenSearch Service index you would like to write to, aosIndex.
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Adding a OpenSearch Service data target
To add a Data target — OpenSearch Service node:

1. Choose the connection for your OpenSearch Service data source. Since you have created it,
it should be available in the dropdown. If you need to create a connection, choose Create
OpenSearch Service connection. For more information see the previous section, the section
called “Creating a OpenSearch Service connection”.

Once you have chosen a connection, you can view the connection properties by clicking View
properties.

2. Provide Index, the index you would like to read.

3. In Custom OpenSearch Service properties, enter parameters and values as needed.

Advanced options

You can provide advanced options when creating a OpenSearch Service node. These options are
the same as those available when programming AWS Glue for Spark scripts.

See the section called “OpenSearch Service connections”.

Using connectors and connections with AWS Glue Studio

(® Note

New Amazon RDS database instances will default to using the new certificate rds-ca-
rsa2048-gl. AWS Glue jobs and Test Connection currently rely on certificate rds-
ca-2019. In order to connect new Amazon RDS instances with AWS Glue jobs or Test
Connection, set your instance to use the certificate rds-ca-2019 through the AWS
console or AWS CLI. For more information, please see the Using SSL/TLS to encrypt a

connection to a DB instance in the Amazon RDS user guide for detailed guidance.

AWS Glue provides built-in support for the most commonly used data stores (such as Amazon
Redshift, Amazon Aurora, Microsoft SQL Server, MySQL, MongoDB, and PostgreSQL) using JDBC
connections. AWS Glue also allows you to use custom JDBC drivers in your extract, transform, and
load (ETL) jobs. For data stores that are not natively supported, such as SaaS applications, you can
use connectors.
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A connector is an optional code package that assists with accessing data stores in AWS Glue Studio.
You can subscribe to several connectors offered in AWS Marketplace.

When creating ETL jobs, you can use a natively supported data store, a connector from AWS
Marketplace, or your own custom connectors. If you use a connector, you must first create a
connection for the connector. A connection contains the properties that are required to connect to
a particular data store. You use the connection with your data sources and data targets in the ETL
job. Connectors and connections work together to facilitate access to the data stores.

Topics

» Overview of using connectors and connections

« Adding connectors to AWS Glue Studio

« Available connections

» Creating connections for connectors

« Authoring jobs with custom connectors

« Managing connectors and connections

» Developing custom connectors

» Restrictions for using connectors and connections in AWS Glue Studio

Overview of using connectors and connections

A connection contains the properties that are required to connect to a particular data store. When
you create a connection, it is stored in the AWS Glue Data Catalog. You choose a connector, and
then create a connection based on that connector.

You can subscribe to connectors for non-natively supported data stores in AWS Marketplace, and
then use those connectors when you're creating connections. Developers can also create their own
connectors, and you can use them when creating connections.

(® Note

Connections created using custom or AWS Marketplace connectors in AWS Glue Studio
appear in the AWS Glue console with type set to UNKNOWN.

The following steps describe the overall process of using connectors in AWS Glue Studio:
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1.

Subscribe to a connector in AWS Marketplace, or develop your own connector and upload it to
AWS Glue Studio. For more information, see Adding connectors to AWS Glue Studio.

. Review the connector usage information. You can find this information on the Usage tab on

the connector product page. For example, if you click the Usage tab on this product page, AWS
Glue Connector for Google BigQuery, you can see in the Additional Resources section a link to a

blog about using this connector. Other connectors might contain links to the instructions in the
Overview section, as shown on the connector product page for Cloudwatch Logs connector for
AWS Glue.

. Create a connection. You choose which connector to use and provide additional information

for the connection, such as login credentials, URI strings, and virtual private cloud (VPC)
information. For more information, see Creating connections for connectors.

. Create an IAM role for your job. The job assumes the permissions of the IAM role that you specify

when you create it. This IAM role must have the necessary permissions to authenticate with,
extract data from, and write data to your data stores.

. Create an ETL job and configure the data source properties for your ETL job. Provide the

connection options and authentication information as instructed by the custom connector
provider. For more information, see Authoring jobs with custom connectors.

. Customize your ETL job by adding transforms or additional data stores, as described in Visual

ETL with AWS Glue Studio.

. If using a connector for the data target, configure the data target properties for your ETL job.

Provide the connection options and authentication information as instructed by the custom
connector provider. For more information, see the section called “"Authoring jobs with custom

connectors”.

. Customize the job run environment by configuring job properties, as described in Modify the job

properties.

. Run the job.

Adding connectors to AWS Glue Studio

A connector is a piece of code that facilitates communication between your data store and AWS
Glue. You can either subscribe to a connector offered in AWS Marketplace, or you can create your
own custom connector.

Topics

» Subscribing to AWS Marketplace connectors
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» Creating custom connectors

Subscribing to AWS Marketplace connectors

AWS Glue Studio makes it easy to add connectors from AWS Marketplace.
To add a connector from AWS Marketplace to AWS Glue Studio

1. In the AWS Glue Studio console, choose Connectors in the console navigation pane.
2.  On the Connectors page, choose Go to AWS Marketplace.

3. In AWS Marketplace, in Featured products, choose the connector you want to use. You can
choose one of the featured connectors, or use search. You can search on the name or type of
connector, and you can use options to refine the search results.

If you want to use one of the featured connectors, choose View product. If you used search to
locate a connector, then choose the name of the connector.

4. On the product page for the connector, use the tabs to view information about the connector.
If you decide to purchase this connector, choose Continue to Subscribe.

5. Provide the payment information, and then choose Continue to Configure.

6. On the Configure this software page, choose the method of deployment and the version of
the connector to use. Then choose Continue to Launch.

7. On the Launch this software page, you can review the Usage Instructions provided by the
connector provider. When you're ready to continue, choose Activate connection in AWS Glue
Studio.

After a small amount of time, the console displays the Create marketplace connection page in
AWS Glue Studio.

8. Create a connection that uses this connector, as described in Creating connections for

connectors.

Alternatively, you can choose Activate connector only to skip creating a connection at this
time. You must create a connection at a later date before you can use the connector.

Creating custom connectors

You can also build your own connector and then upload the connector code to AWS Glue Studio.
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Custom connectors are integrated into AWS Glue Studio through the AWS Glue Spark runtime API.
The AWS Glue Spark runtime allows you to plug in any connector that is compliant with the Spark,
Athena, or JDBC interface. It allows you to pass in any connection option that is available with the
custom connector.

You can encapsulate all your connection properties with AWS Glue Connections and supply the

connection name to your ETL job. Integration with Data Catalog connections allows you to use the
same connection properties across multiple calls in a single Spark application or across different
applications.

You can specify additional options for the connection. The job script that AWS Glue Studio
generates contains a Datasource entry that uses the connection to plug in your connector with
the specified connection options. For example:

Datasource = glueContext.create_dynamic_frame.from_options(connection_type =
"custom.jdbc", connection_options = {"dbTable":"Account", "connectionName":"my-custom-
jdbc-

connection"}, transformation_ctx = "DataSource@")

To add a custom connector to AWS Glue Studio

1. Create the code for your custom connector. For more information, see Developing custom

connectors.

2. Add support for AWS Glue features to your connector. Here are some examples of these
features and how they are used within the job script generated by AWS Glue Studio:

« Data type mapping - Your connector can typecast the columns while reading them from
the underlying data store. For example, a dataTypeMapping of {"INTEGER" :"STRING"}
converts all columns of type Integer to columns of type String when parsing the records
and constructing the DynamicFrame. This helps users to cast columns to types of their
choice.

DataSource® = glueContext.create_dynamic_frame.from_options(connection_type
= "custom.jdbc", connection_options = {"dataTypeMapping":{"INTEGER":"STRING"}",
connectionName":"test-connection-jdbc"}, transformation_ctx = "DataSource@")

 Partitioning for parallel reads — AWS Glue allows parallel data reads from the data store
by partitioning the data on a column. You must specify the partition column, the lower
partition bound, the upper partition bound, and the number of partitions. This feature
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enables you to make use of data parallelism and multiple Spark executors allocated for the
Spark application.

DataSource® = glueContext.create_dynamic_frame.from_options(connection_type

= "custom.jdbc", connection_options = {"upperBound":"200","numPartitions":"4",
"partitionColumn":"id", "lowerBound":"Q", "connectionName":"test-connection-jdbc"},
transformation_ctx = "DataSourceQ")

« Use AWS Secrets Manager for storing credentials -The Data Catalog connection can
also contain a secretId for a secret stored in AWS Secrets Manager. The AWS secret can
securely store authentication and credentials information and provide it to AWS Glue at
runtime. Alternatively, you can specify the secretId from the Spark script as follows:

DataSource = glueContext.create_dynamic_frame.from_options(connection_type
= "custom.jdbc", connection_options = {"connectionName":"test-connection-jdbc",
"secretId"-> "my-secret-id"}, transformation_ctx = "DataSource@")

« Filtering the source data with row predicates and column projections — The AWS Glue
Spark runtime also allows users to push down SQL queries to filter data at the source with
row predicates and column projections. This allows your ETL job to load filtered data faster
from data stores that support push-downs. An example SQL query pushed down to a JDBC
data source is: SELECT id, name, department FROM department WHERE id <
200.

DataSource = glueContext.create_dynamic_frame.from_options(connection_type =
"custom.jdbc", connection_options = {"query":"SELECT id, name, department FROM
department

WHERE id < 200", "connectionName":"test-connection-jdbc"}, transformation_ctx =
"DataSource")

» Job bookmarks — AWS Glue supports incremental loading of data from JDBC sources. AWS
Glue keeps track of the last processed record from the data store, and processes new data
records in the subsequent ETL job runs. Job bookmarks use the primary key as the default
column for the bookmark key, provided that this column increases or decreases sequentially.
For more information about job bookmarks, see Job Bookmarks in the AWS Glue Developer
Guide.

DataSource® = glueContext.create_dynamic_frame.from_options(connection_type =
"custom.jdbc", connection_options = {"jobBookmarkKeys":["empno"],
"jobBookmarkKeysSortOrder"
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:"asc", "connectionName":"test-connection-jdbc"}, transformation_ctx =
"DataSource")

3. Package the custom connector as a JAR file and upload the file to Amazon S3.

4. Test your custom connector. For more information, see the instructions on GitHub at Glue
Custom Connectors: Local Validation Tests Guide.

5. In the AWS Glue Studio console, choose Connectors in the console navigation pane.
6. On the Connectors page, choose Create custom connector.

7. On the Create custom connector page, enter the following information:

The path to the location of the custom code JAR file in Amazon S3.
« A name for the connector that will be used by AWS Glue Studio.
» Your connector type, which can be one of JDBC, Spark, or Athena.

« The name of the entry point within your custom code that AWS Glue Studio calls to use the
connector.

» For JDBC connectors, this field should be the class name of your JDBC driver.

» For Spark connectors, this field should be the fully qualified data source class name, or its
alias, that you use when loading the Spark data source with the format operator.

(JDBC only) The base URL used by the JDBC connection for the data store.

(Optional) A description of the custom connector.
8. Choose Create connector.

9. From the Connectors page, create a connection that uses this connector, as described in
Creating connections for connectors.

Available connections

The following connections are available when creating connections for connectors:
« Amazon Aurora - a scalable, high-performance relational database engine with built-in security,
backup and restore, and in-memory acceleration.

« Amazon DocumentDB - a scalable, highly available, and fully managed document database
service that supports MongoDB and SQL APIs.

« Amazon Redshift — a scalable, highly available, and fully managed document database service
that supports MongoDB and SQL APIs.
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Google BigQuery - a serverless cloud data warehouse for running fast SQL queries on large
datasets.

JDBC - a relational database management system (RDBMS) that uses a Java API for connecting
and interacting with data connections.

Kafka — an open-source stream processing platform used for real-time data streaming and
messaging.

MariaDB - a community-developed fork of MySQL that offers enhanced performance, scalability,
and features.

MongoDB - a cross-platform document-oriented database that provides high scalability,
flexibility, and performance.

MongoDB Atlas - a cloud-based database as a service (DBaaS) offering from MongoDB that
simplifies the management and scaling of MongoDB deployments.

Microsoft SQL Server - a relational database management system (RDBMS) from Microsoft that
provides robust data storage, analysis, and reporting capabilities.

MySQL - an open-source relational database management system (RDBMS) that is widely used
in web applications and is known for its reliability and scalability.

Network — a network data source represents a network-accessible resource or service that can be
accessed by a data integration platform.

OpenSearch — an OpenSearch data source is an application that OpenSearch can connect to and
ingest data from.

Oracle - a relational database management system (RDBMS) from Oracle Corporation that
provides robust data storage, analysis, and reporting capabilities.

PostgreSQL — an open-source relational database management system (RDBMS) that provides
robust data storage, analysis, and reporting capabilities.

Snowflake - a cloud-based data warehouse that provides scalable, high-performance data
storage and analytics services.

Teradata - a relational database management system (RDBMS) that provides high-performance
data storage, analysis, and reporting capabilities.

Vertica - a columnar-oriented analytical data warehouse designed for big data analytics that
offers fast query performance, advanced analytics, and scalability.

SAP HANA - an in-memory database and analytics platform that provides fast data processing,
advanced analytics, and real-time data integration.
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o Azure SQL - a cloud-based relational database service from Microsoft Azure that provides
scalable, reliable, and secure data storage and management capabilities.

« Cosmos DB - a globally distributed cloud database service from Microsoft Azure that provides
scalable, high-performance data storage and querying capabilities.

Creating connections for connectors

An AWS Glue connection is a Data Catalog object that stores connection information for a
particular data store. Connections store login credentials, URI strings, virtual private cloud (VPC)
information, and more. Creating connections in the Data Catalog saves the effort of having to
specify all connection details every time you create a job.

To create a connection for a connector

1. Inthe AWS Glue Studio console, choose Connectors in the console navigation pane. In the
Connections section, choose Create connection.

2. Choose the data source you want to create a connection for in step 1 of the Create data
connection wizard. There are several ways to view the available data sources, including:
« Filter the available data sources by choosing a tab. By default, All connectors is selected.

» Toggle List to view the data sources as a list or toggle back to Grid to view the available
connectors in the grid layout.

« Use the search bar to narrow the list of data sources. As you type, search matches are
displayed and non-matching sources are removed from view.

Once you've chosen the data source, choose Next.
3. Configure the connection in Step 2 in the wizard.

Enter the connection details. Depending on the type of connector you selected, you're
prompted to enter additional information:
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Connections (12) info

You can manage your connections or use a connection in a job.

Actions ¥ ‘

‘ Create connection |

Q, Filter connections by property | >
Name Type Last modified v
O test-redshift JDBC Jun 23, 2023
O snowflake test SNOWFLAKE Jun 21, 2023
O gluestudio-dw-connection JDBC Jan 19, 2023
O API-calls-work-in-PDX JDBC Oct 24, 2022
O CUSTOM_JDBC_CERT_STRING JDBC Apr 28, 2022
O mongodb-connector MongoDB Apr 28, 2022
O kafka-test-1 KAFKA Apr 13, 2022
O kafka-sasl-confirm KAFKA Apr 08, 2022
O kafka-sasl-test KAFKA Apr 08, 2022
O test-connection-4-21-21 JDBC Apr 21, 2021

Choose the data source you want to create a connection for in step 1 of the Create data
connection wizard. There are several ways to view the available data sources. By default, you
will see all available data sources in a grid layout. You can also:

» Toggle List to view the data sources as a list or toggle back to Grid to view the available
connectors in the grid layout.

» Use the search bar to narrow the list of data sources. As you type, search matches are
displayed and non-matching sources are removed from view.

Choose data source

Data sources (21)

| Q, Find data sources

Once you've chosen the data source, choose Next.

Configure the connection in Step 2 in the wizard.

Enter the connection details. Depending on the type of connector you selected, you may be
required to enter additional connection information. This can include:
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« Connection details - these fields will change depending on the data source you are
connecting to. For example, if you are connecting to Amazon DocumentDB databases, you
will enter the Amazon DocumentDB URL. If you are connecting to Amazon Aurora, you will
choose the database instance and enter the database name. The following is the Connection
details required for Amazon Aurora:

AWS Glue » Connectors » Create connection

Step 1 |Conﬁgure connection

Choose data source

Step 2 Connection details

Configure connection
Database instances

Step 3 Provisioned Amazon Relational Database Service instances.

Set properties | Choose one JDBC URL v ‘ | C |

Step 4 Database name
Review and create | |

Credential type
© Username and password
) AWS Secrets Manager

Username

Password

| |
Cancel Next

» Credential type — choose between Username and password or AWS Secrets Manager. Enter
the requested authentication information.

» For connectors that use JDBC, enter the information required to create the JDBC URL for the
data store.

« If you use a virtual private cloud (VPC), then enter the network information for your VPC.

6. Set the connection properties in step 3 of the wizard. You can add a description and tags as an
optional part of this step. Name is required and is prepopulated with a default value. Choose
Next.

7. Review the connection source, details, and properties. If you need to make any changes,
choose Edit for the step in the wizard. When ready, choose, Create connection .

Choose Create connection.

You are returned to the Connectors page, and the informational banner indicates the
connection that was created. You can now use the connection in your AWS Glue Studio jobs.

Using connectors and connections 347



AWS Glue User Guide

Creating a Kafka connection

When creating a Kafka connection, selecting Kafka from the drop-down menu will display
additional settings to configure:

Kafka cluster details

Authentication

Encryption

Network options

Configure Kafka cluster details

1. Choose the cluster location. You can choose from an Amazon managed streaming for Apache
Kafka (MSK) cluster or a Customer managed Apache Kafka cluster. For more information on
Amazon Managed streaming for Apache Kafka, see Amazon managed streaming for Apache
Kafka (MSK).

® Note

Amazon Managed Streaming for Apache Kafka only supports TLS and SASL/SCRAM-
SHA-512 authentication methods.

Kafka cluster details infe

Cluster location
Amazon managed streaming for Apache Kafka (MSK)

O Custormer managed Apache Kafka

Kafka bootstrap server URLs Info

A comma-separated list of bootstrap server URLs. Include the port number,

txample: b-1.vpc-test-2.0d4q880.c6 kafka.us-east-1.amazonaws.com: 9094, b-2 vpc-test-2.0dq880.c6.kafka.us-east- 1.amazonaws.com; 90594
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2. Enter the URLs for your Kafka bootstrap servers. You may enter more than one by separating
each server by a comma. Include the port number at the end of the URL by appending : <port

number>.

For example: b-1.vpc-test-2.034a880.kafka-us-east-1.amazonaws.com:9094

Select authentication method

Authentication infe

Authentication method

AWS Glue supports the Simple Authentication and Security Layer (SASL) framework for
authentication. The SASL framework supports various mechanisms of authentication, and AWS

Glue offers both the SCRAM protocol (username and password) and GSSAPI (Kerberos protocol).

When choosing an authentication method from the drop-down menu, the following client
authentication methods can be selected:
« None - No authentication. This is useful if you create a connection for testing purposes.

o SASL/SCRAM-SHA-512 - Choose this authentication method to specify authentication
credentials. There are two options available:

« Use AWS Secrets Manager (recommended) - if you select this option, you can store your

credentials in AWS Secrets Manager and let AWS Glue access the information when needed.

Specify the secret that stores the SSL or SASL authentication credentials.
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Authentication info

Authentication method

SASL/SCRAM-5HA-512 L

Authentication credentials

0 Use AWS Secrets Manager (recommended)

Store your token in AWS Secrets Manager, and let AWS Glue access it when needed.

Provide username and password directly

Prosvide yo % amie and password directly to AWS Glue

Secret from AWS Secrets Manager [3

Q c]

» Provider username and password directly.

» SASL/GSSAPI (Kerberos) - if you select this option, you can select the location of the keytab file,
krb5.conf file and enter the Kerberos principal name and Kerberos service name. The locations
for the keytab file and krb5.conf file must be in an Amazon S3 location. Since MSK does not yet
support SASL/GSSAPI, this option is only available for customer managed Apache Kafka clusters.
For more information, see MIT Kerberos Documentation: Keytab .

« SSL Client Authentication - if you select this option, you can you can select the location of the
Kafka client keystore by browsing Amazon S3. Optionally, you can enter the Kafka client keystore
password and Kafka client key password.
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Authentication s

Authentication method

55L client authentication v

Kafka client keystore location

Q Browse 53 |

ith must b in the form 835/ bucket/prefix/pathy. It must end with the fle name an 5 exbENsio

Kafka client keystore password - optional

Kafka client key password - optional

Configure encryption settings

1.

If the Kafka connection requires SSL connection, select the checkbox for Require SSL
connection. Note that the connection will fail if it's unable to connect over SSL. SSL for
encyption can be used with any of the authentication methods (SASL/SCRAM-SHA-512, SASL/
GSSAPI, SSL Client Authentication) and is optional.

If the authentication method is set to SSL client authentication, this option will be selected
automatically and will be disabled to prevent any changes.

(Optional). Choose the location of private certificate from certificate authority (CA). Note
that the location of the certification must be in an S3 location. Choose Browse to choose
the file from a connected S3 bucket. The path must be in the form s3://bucket/prefix/
filename.pem. It must end with the file name and .pem extension.

You can choose to skip validation of certificate from a certificate authority (CA). Choose the
checkbox Skip validation of certificate from certificate authority (CA). If this box is not
checked, AWS Glue validates certificates for three algorithms:

« SHA256withRSA

« SHA384withRSA

« SHA512withRSA
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Encryption infe

Require 551 connection

e connection will faill If it's unable to connect over 5%

Location of private certificate from certificate authority (CA) - optional

Q Browse 53

Path must be in the Porm 8337 fbucket fpref/pathy. It must end with the fle name an T L g b [

Skip validation of certificate from certificate authority {CA)

Vs Glue validates for three algorithms: SHA256withR5A, SHAZBAwithRSA and SHAS1 2withRSA

(Optional) Network options

The following are optional steps to configure VPC, Subnet and Security groups. If your AWS Glue
job needs to run on Amazon EC2 instances in a virtual private cloud (VPC) subnet, you must
provide additional VPC-specific configuration information.

1. Choose the VPC (virtual private cloud) that contains your data source.

2. Choose the subnet with your VPC.

3. Choose one or more security groups to allow access to the data store in your VPC subnet.
Security groups are associated to the ENI attached to your subnet. You must choose at least
one security group with a self-referencing inbound rule for all TCP ports.
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v Network options - optional

If your AWS Glue job needs to run on Amazon Elastic Compute Cloud E (EC2) instances in a virtual private cloud (VPC) subnet, you

must provide additional VPC-specific configuration information.

VPC Info

Choose the virtual private cloud that contains your data source.
v

Subnet info
Choose the subnet within your VPC.

Security groups Info
Choose eone or more security groups to allow access to the data store in your VPC subnet. Security groups are associated to the ENI attached
to your subnet. You must choose at least ene security group with a self-referencing inbound rule for all TCP ports.

v

Authoring jobs with custom connectors

You can use connectors and connections for both data source nodes and data target nodes in AWS
Glue Studio.

Topics

» Create jobs that use a connector for the data source

» Configure source properties for nodes that use connectors

» Configure target properties for nodes that use connectors

Create jobs that use a connector for the data source

When you create a new job, you can choose a connector for the data source and data targets.
To create a job that uses connectors for the data source or data target

1. Sign in to the AWS Management Console and open the AWS Glue Studio console at https://
console.aws.amazon.com/gluestudio/.

2. Onthe Connectors page, in the Your connections resource list, choose the connection you
want to use in your job, and then choose Create job.
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Alternatively, on the AWS Glue Studio Jobs page, under Create job, choose Source and target
added to the graph. In the Source drop-down list, choose the custom connector that you want
to use in your job. You can also choose a connector for Target.

= AWS Glue Studio Jobs

Jobs

Create job info m

Blank graph

Begin a job with an empty canvas.

© Source and target added to the graph
Begin a job with source, ApplyMapping transform, and target.
Target

[ AWS Glue Data Catalog v
=l Output data to an AWS Glue Data Catalog table

Source

S3 v
AWS Glue Data Catalog with S3 as the data source.

S3
Read data from S3.

Read data from Kinesis.

Q

& Kinesis

— 12 3 4> @&
£

Kafka
X Read data from Kafka Type v Last modified v

7 RDS

N Read data from RDS Glue ETL 08/19/2020, 9:26:29

Redshift

Read data from Redshift

@ Cdata Salesforce

My description here.

My Snowflake connector
Snowflake connection for our accounts.

Go to AWS Marketplace [£
-o Add more sources with Connectors

3. Choose Create to open the visual job editor.

4. Configure the data source node, as described in Configure source properties for nodes that use
connectors.

5. Continue creating your ETL job by adding transforms, additional data stores, and data targets,
as described in Visual ETL with AWS Glue Studio.

6. Customize the job run environment by configuring job properties as described in Modify the
job properties.

7. Save and run the job.
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Configure source properties for nodes that use connectors

After you create a job that uses a connector for the data source, the visual job editor displays a job
graph with a data source node configured for the connector. You must configure the data source

properties for that node.
To configure the properties for a data source node that uses a connector

1. Choose the connector data source node in the job graph or add a new node and choose the
connector for the Node type. Then, on the right-side, in the node details panel, choose the
Data source properties tab, if it's not already selected.

Combine legislator data Job has not been saved m
Visual Script Job details Runs Schedules

I? @ ﬁl o U o, Node properties Data source properties - Connector b
S T f Ti t Und Red R =

ource ransform arget ndo edo emove

Output schema

Connection Info
Choose the connection to your data source. Create your connections with
Connectors.

MyEsConn v

Schema Info
Use the schema editor to define the schema for your data source. The output

9 Data source - Connection schema is used by the child nodes of your job.
Organizations tabless... ©
L Add schema

» Connection options

Transform - ApplyMapping
Rename Org PK field

= Data source - 53 bucket — Data source - §3 bucket
= B 3

Memberships source ... Persons source table

Transfoem - Join Transform - ApplyMapping

>3
Join Renamed keys for Join

2. Inthe Data source properties tab, choose the connection that you want to use for this job.

Enter the additional information required for each connection type:

JDBC

« Data source input type: Choose to provide either a table name or a SQL query as
the data source. Depending on your choice, you then need to provide the following
additional information:
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« Table name: The name of the table in the data source. If the data source does not use
the term table, then supply the name of an appropriate data structure, as indicated by
the custom connector usage information (which is available in AWS Marketplace).

« Filter predicate: A condition clause to use when reading the data source, similar to a
WHERE clause, which is used to retrieve a subset of the data.

» Query code: Enter a SQL query to use to retrieve a specific dataset from the data
source. An example of a basic SQL query is:

SELECT column_1list FROM
table_name WHERE where_clause

Schema: Because AWS Glue Studio is using information stored in the connection to
access the data source instead of retrieving metadata information from a Data Catalog
table, you must provide the schema metadata for the data source. Choose Add schema
to open the schema editor.

For instructions on how to use the schema editor, see Editing the schema in a custom

transform node.

Partition column: (Optional) You can choose to partition the data reads by providing
values for Partition column, Lower bound, Upper bound, and Number of partitions.

The lowerBound and upperBound values are used to decide the partition stride, not for
filtering the rows in table. All rows in the table are partitioned and returned.

® Note
Column partitioning adds an extra partitioning condition to the query used to

read the data. When using a query instead of a table name, you should validate
that the query works with the specified partitioning condition. For example:

 If your query format is "SELECT coll FROM tablel", then test the query
by appending a WHERE clause at the end of the query that uses the partition
column.

« If your query format is "SELECT coll FROM tablel WHERE col2=val",
then test the query by extending the WHERE clause with AND and an expression
that uses the partition column.
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« Data type casting: If the data source uses data types that are not available in JDBC, use
this section to specify how a data type from the data source should be converted into
JDBC data types. You can specify up to 50 different data type conversions. All columns in
the data source that use the same data type are converted in the same way.

For example, if you have three columns in the data source that use the Float data type,
and you indicate that the Float data type should be converted to the JDBC String data
type, then all three columns that use the Float data type are converted to String data

types.

» Job bookmark keys: Job bookmarks help AWS Glue maintain state information and
prevent the reprocessing of old data. Specify one more one or more columns as
bookmark keys. AWS Glue Studio uses bookmark keys to track data that has already
been processed during a previous run of the ETL job. Any columns you use for custom
bookmark keys must be strictly monotonically increasing or decreasing, but gaps are
permitted.

If you enter multiple bookmark keys, they're combined to form a single compound key. A
compound job bookmark key should not contain duplicate columns. If you don't specify
bookmark keys, AWS Glue Studio by default uses the primary key as the bookmark key,
provided that the primary key is sequentially increasing or decreasing (with no gaps).

If the table doesn't have a primary key, but the job bookmark property is enabled, you
must provide custom job bookmark keys. Otherwise, the search for primary keys to use
as the default will fail and the job run will fail.

» Job bookmark keys sorting order: Choose whether the key values are sequentially
increasing or decreasing.

Spark

» Schema: Because AWS Glue Studio is using information stored in the connection to
access the data source instead of retrieving metadata information from a Data Catalog
table, you must provide the schema metadata for the data source. Choose Add schema
to open the schema editor.

For instructions on how to use the schema editor, see Editing the schema in a custom
transform node.
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« Connection options: Enter additional key-value pairs as needed to provide additional

connection information or options. For example, you might enter a database name, table
name, a user name, and password.

For example, for OpenSearch, you enter the following key-value pairs, as described in the
section called " Tutorial: Using the AWS Glue Connector for Elasticsearch ":

e es.net.http.auth.user:username
e« es.net.http.auth.pass:password
« es.nodes: https://<Elasticsearch endpoint>

e es.port: 443

path: <Elasticsearch resource>

es.nodes.wan.only: true

For an example of the minimum connection options to use, see the sample test script
MinimalSparkConnectorTest.scala on GitHub, which shows the connection options you

would normally provide in a connection.

Athena

« Table name: The name of the table in the data source. If you're using a connector

for reading from Athena-CloudWatch logs, you would enter the table name
all_log_streams.

Athena schema name: Choose the schema in your Athena data source that corresponds
to the database that contains the table. If you're using a connector for reading from
Athena-CloudWatch logs, you would enter a schema name similar to /aws/glue/name.

Schema: Because AWS Glue Studio is using information stored in the connection to
access the data source instead of retrieving metadata information from a Data Catalog
table, you must provide the schema metadata for the data source. Choose Add schema
to open the schema editor.

For instructions on how to use the schema editor, see Editing the schema in a custom

transform node.

Additional connection options: Enter additional key-value pairs as needed to provide
additional connection information or options.

Using connectors and connections 358


https://github.com/aws-samples/aws-glue-samples/tree/master/GlueCustomConnectors/development/Spark/MinimalSparkConnectorTest.scala

AWS Glue User Guide

For an example, see the README . md file at https://github.com/aws-samples/aws-glue-
samples/tree/master/GlueCustomConnectors/development/Athena. In the steps in this
document, the sample code shows the minimal required connection options, which are
tableName, schemaName, and className. The code example specifies these options as
part of the optionsMap variable, but you can specify them for your connection and then

use the connection.

(Optional) After providing the required information, you can view the resulting data schema
for your data source by choosing the Output schema tab in the node details panel. The
schema displayed on this tab is used by any child nodes that you add to the job graph.

(Optional) After configuring the node properties and data source properties, you can preview
the dataset from your data source by choosing the Data preview tab in the node details panel.
The first time you choose this tab for any node in your job, you are prompted to provide an
IAM role to access the data. There is a cost associated with using this feature, and billing starts
as soon as you provide an IAM role.

Configure target properties for nodes that use connectors

If you use a connector for the data target type, you must configure the properties of the data

target node.

To configure the properties for a data target node that uses a connector

1.

Choose the connector data target node in the job graph. Then, on the right-side, in the node
details panel, choose the Data target properties tab, if it's not already selected.

In the Data target properties tab, choose the connection to use for writing to the target.
Enter the additional information required for each connection type:

JDBC

» Connection: Choose the connection to use with your connector. For information about
how to create a connection, see Creating connections for connectors.

» Table name: The name of the table in the data target. If the data target does not use the
term table, then supply the name of an appropriate data structure, as indicated by the
custom connector usage information (which is available in AWS Marketplace).
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« Batch size (Optional): Enter the number of rows or records to insert in the target table in
a single operation. The default value is 1000 rows.

Spark

« Connection: Choose the connection to use with your connector. If you did not create a
connection previously, choose Create connection to create one. For information about
how to create a connection, see Creating connections for connectors.

« Connection options: Enter additional key-value pairs as needed to provide additional
connection information or options. You might enter a database name, table name, a user
name, and password.

For example, for OpenSearch, you enter the following key-value pairs, as described in the
section called " Tutorial: Using the AWS Glue Connector for Elasticsearch ":

e« es.net.http.auth.user:username

e« es.net.http.auth.pass:password

« es.nodes: https://<Elasticsearch endpoint>
e es.port: 443

e path: <Elasticsearch resource>

« es.nodes.wan.only: true

For an example of the minimum connection options to use, see the sample test script
MinimalSparkConnectorTest.scala on GitHub, which shows the connection options you

would normally provide in a connection.

3. After providing the required information, you can view the resulting data schema for your data
source by choosing the Output schema tab in the node details panel.

Managing connectors and connections

You use the Connections page in AWS Glue to manage your connectors and connections.

Topics

« Viewing connector and connection details

» Editing connectors and connections

Using connectors and connections 360


https://github.com/aws-samples/aws-glue-samples/tree/master/GlueCustomConnectors/development/Spark/MinimalSparkConnectorTest.scala

AWS Glue User Guide

» Deleting connectors and connections

o Cancel a subscription for a connector

Viewing connector and connection details

You can view summary information about your connectors and connections in the Your connectors
and Your connections resource tables on the Connectors page. To view detailed information,
perform the following steps.

To view connector or connection details

—

In the AWS Glue Studio console, choose Connectors in the console navigation pane.
2. Choose the connector or connection that you want to view detailed information for.

3. Choose Actions, and then choose View details to open the detail page for that connector or
connection.

4. On the detail page, you can choose to Edit or Delete the connector or connection.

« For connectors, you can choose Create connection to create a new connection that uses the
connector.

« For connections, you can choose Create job to create a job that uses the connection.

Editing connectors and connections

You use the Connectors page to change the information stored in your connectors and
connections.

To modify a connector or connection

1. In the AWS Glue Studio console, choose Connectors in the console navigation pane.

2. Choose the connector or connection that you want to change.

3. Choose Actions, and then choose Edit.
You can also choose View details and on the connector or connection detail page, you can
choose Edit.

4. On the Edit connector or Edit connection page, update the information, and then choose
Save.
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Deleting connectors and connections

You use the Connectors page to delete connectors and connections. If you delete a connector, then
any connections that were created for that connector should also be deleted.

To remove connectors from AWS Glue Studio

1. In the AWS Glue Studio console, choose Connectors in the console navigation pane.
2. Choose the connector or connection you want to delete.

3. Choose Actions, and then choose Delete.

You can also choose View details, and on the connector or connection detail page, you can
choose Delete.

4. Verify that you want to remove the connector or connection by entering Delete, and then
choose Delete.

When deleting a connector, any connections that were created for that connector are also
deleted.

Any jobs that use a deleted connection will no longer work. You can either edit the jobs to use a
different data store, or remove the jobs. For information about how to delete a job, see Delete jobs.

If you delete a connector, this doesn't cancel the subscription for the connector in AWS
Marketplace. To remove a subscription for a deleted connector, follow the instructions in Cancel a
subscription for a connector .

Cancel a subscription for a connector

After you delete the connections and connector from AWS Glue Studio, you can cancel your
subscription in AWS Marketplace if you no longer need the connector.

® Note

If you cancel your subscription to a connector, this does not remove the connector or
connection from your account. Any jobs that use the connector and related connections will
no longer be able to use the connector and will fail.

Before you unsubscribe or re-subscribe to a connector from AWS Marketplace, you should
delete existing connections and connectors associated with that AWS Marketplace product.
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To unsubscribe from a connector in AWS Marketplace

1. Signin to the AWS Marketplace console at https://console.aws.amazon.com/marketplace.

2. Choose Manage subscriptions.

3. On the Manage subscriptions page, choose Manage next to the connector subscription that
you want to cancel.

4. Choose Actions and then choose Cancel subscription.

5. Select the check box to acknowledge that running instances are charged to your account, and
then choose Yes, cancel subscription.

Developing custom connectors

You can write the code that reads data from or writes data to your data store and formats the data
for use with AWS Glue Studio jobs. You can create connectors for Spark, Athena, and JDBC data
stores. Sample code posted on GitHub provides an overview of the basic interfaces you need to
implement.

You will need a local development environment for creating your connector code. You can use
any IDE or even just a command line editor to write your connector. Examples of development
environments include:

 Alocal Scala environment with a local AWS Glue ETL Maven library, as described in Developing
Locally with Scala in the AWS Glue Developer Guide.

« IntelliJ IDE, by downloading the IDE from https://www.jetbrains.com/idea/.

Topics

« Developing Spark connectors

» Developing Athena connectors

» Developing JDBC connectors

« Examples of using custom connectors with AWS Glue Studio

» Developing AWS Glue connectors for AWS Marketplace

Developing Spark connectors

You can create a Spark connector with Spark DataSource API V2 (Spark 2.4) to read data.
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To create a custom Spark connector

Follow the steps in the AWS Glue GitHub sample library for developing Spark connectors,
which is located at https://github.com/aws-samples/aws-glue-samples/tree/master/
GlueCustomConnectors/development/Spark/README.md.

Developing Athena connectors

You can create an Athena connector to be used by AWS Glue and AWS Glue Studio to query a
custom data source.

To create a custom Athena connector

Follow the steps in the AWS Glue GitHub sample library for developing Athena connectors,
which is located at https://github.com/aws-samples/aws-glue-samples/tree/master/
GlueCustomConnectors/development/Athena.

Developing JDBC connectors
You can create a connector that uses JDBC to access your data stores.
To create a custom JDBC connector

1. Install the AWS Glue Spark runtime libraries in your local development environment. Refer to
the instructions in the AWS Glue GitHub sample library at https://github.com/aws-samples/
aws-glue-samples/tree/master/GlueCustomConnectors/development/GlueSparkRuntime/
README.md.

2. Implement the JDBC driver that is responsible for retrieving the data from the data source.
Refer to the Java Documentation for Java SE 8.

Create an entry point within your code that AWS Glue Studio uses to locate your connector.
The Class name field should be the full path of your JDBC driver.

3. Use the GlueContext API to read data with the connector. Users can add more input options
in the AWS Glue Studio console to configure the connection to the data source, if necessary.
For a code example that shows how to read from and write to a JDBC database with a custom
JDBC connector, see Custom and AWS Marketplace connectionType values.

Examples of using custom connectors with AWS Glue Studio

You can refer to the following blogs for examples of using custom connectors:
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» Developing, testing, and deploying custom connectors for your data stores with AWS Glue

« Apache Hudi: Writing to Apache Hudi tables using AWS Glue Custom Connector

» Google BigQuery: Migrating data from Google BigQuery to Amazon S3 using AWS Glue custom
connectors

» Snowflake (JDBC): Performing data transformations using Snowflake and AWS Glue

» SingleStore: Building fast ETL using SingleStore and AWS Glue

 Salesforce: Ingest Salesforce data into Amazon S3 using the CData JDBC custom connector with
AWS Glue -

» MongoDB: Building AWS Glue Spark ETL jobs using Amazon DocumentDB (with MongoDB
compatibility) and MongoDB

« Amazon Relational Database Service (Amazon RDS): Building AWS Glue Spark ETL jobs by
bringing your own JDBC drivers for Amazon RDS

» MySQL (JDBCQ): https://github.com/aws-samples/aws-glue-samples/blob/master/
GlueCustomConnectors/development/Spark/SparkConnectorMySQL.scala

Developing AWS Glue connectors for AWS Marketplace

As an AWS partner, you can create custom connectors and upload them to AWS Marketplace to sell
to AWS Glue customers.

The process for developing the connector code is the same as for custom connectors, but the
process of uploading and verifying the connector code is more detailed. Refer to the instructions in
Creating Connectors for AWS Marketplace on the GitHub website.

Restrictions for using connectors and connections in AWS Glue Studio

When you're using custom connectors or connectors from AWS Marketplace, take note of the
following restrictions:

» The testConnection APl isn't supported with connections created for custom connectors.
» Data Catalog connection password encryption isn't supported with custom connectors.

» You can't use job bookmarks if you specify a filter predicate for a data source node that uses a
JDBC connector.

» Creating a Marketplace connection is not supported outside of the AWS Glue Studio user
interface.
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Connecting to data sources using Visual ETL jobs

While creating a new job, you can use connections to connect to data when editing visual ETL
jobs in AWS Glue. You can do this by adding source nodes that use connectors to read in data, and
target nodes to specify the location for writing out data.

Topics

» Modifying properties of a data source node

» Using Data Catalog tables for the data source

« Using a connector for the data source

» Using files in Amazon S3 for the data source

» Using a streaming data source

« References

Modifying properties of a data source node

To specify the data source properties, you first choose a data source node in the job diagram. Then,
on the right side in the node details panel, you configure the node properties.

To modify the properties of a data source node

1. Go to the visual editor for a new or saved job.
2. Choose a data source node in the job diagram.

3. Choose the Node properties tab in the node details panel, and then enter the following
information:

« Name: (Optional) Enter a name to associate with the node in the job diagram. This name
should be unique among all the nodes for this job.

» Node type: The node type determines the action that is performed by the node. In the list of
options for Node type, choose one of the values listed under the heading Data source.

4. Configure the Data source properties information. For more information, see the following
sections:

» Using Data Catalog tables for the data source

« Using a connector for the data source

» Using files in Amazon S3 for the data source
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» Using a streaming data source

5. (Optional) After configuring the node properties and data source properties, you can view the
schema for your data source by choosing the Output schema tab in the node details panel.
The first time you choose this tab for any node in your job, you are prompted to provide an
IAM role to access the data. If you have not specified an IAM role on the Job details tab, you
are prompted to enter an IAM role here.

6. (Optional) After configuring the node properties and data source properties, you can preview
the dataset from your data source by choosing the Data preview tab in the node details panel.
The first time you choose this tab for any node in your job, you are prompted to provide an
IAM role to access the data. There is a cost associated with using this feature, and billing starts
as soon as you provide an 1AM role.

Using Data Catalog tables for the data source

For all data sources except Amazon S3 and connectors, a table must exist in the AWS Glue Data
Catalog for the source type that you choose. AWS Glue does not create the Data Catalog table.

To configure a data source node based on a Data Catalog table

1. Go to the visual editor for a new or saved job.
2. Choose a data source node in the job diagram.

3. Choose the Data source properties tab, and then enter the following information:

» S3 source type: (For Amazon S3 data sources only) Choose the option Select a Catalog
table to use an existing AWS Glue Data Catalog table.

« Database: Choose the database in the Data Catalog that contains the source table you want
to use for this job. You can use the search field to search for a database by its name.

» Table: Choose the table associated with the source data from the list. This table must
already exist in theAWS Glue Data Catalog. You can use the search field to search for a table
by its name.

 Partition predicate: (For Amazon S3 data sources only) Enter a Boolean expression based on
Spark SQL that includes only the partitioning columns. For example: " (year=='2020"' and
month=='04"')"

« Temporary directory: (For Amazon Redshift data sources only) Enter a path for the location
of a working directory in Amazon S3 where your ETL job can write temporary intermediate
results.
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» Role associated with the cluster: (For Amazon Redshift data sources only) Enter a role
for your ETL job to use that contains permissions for Amazon Redshift clusters. For more
information, see the section called “Data source and data target permissions”.

Using a connector for the data source

If you select a connector for the Node type, follow the instructions at Authoring jobs with custom
connectors to finish configuring the data source properties.

Using files in Amazon S3 for the data source

If you choose Amazon S3 as your data source, then you can choose either:

» A Data Catalog database and table.

« A bucket, folder, or file in Amazon S3.

If you use an Amazon S3 bucket as your data source, AWS Glue detects the schema of the data at
the specified location from one of the files, or by using the file you specify as a sample file. Schema
detection occurs when you use the Infer schema button. If you change the Amazon S3 location or
the sample file, then you must choose Infer schema again to perform the schema detection using
the new information.

To configure a data source node that reads directly from files in Amazon S3

1. Go to the visual editor for a new or saved job.
2. Choose a data source node in the job diagram for an Amazon S3 source.

3. Choose the Data source properties tab, and then enter the following information:

» S3 source type: (For Amazon S3 data sources only) Choose the option S3 location.

« S3 URL: Enter the path to the Amazon S3 bucket, folder, or file that contains the data for
your job. You can choose Browse S3 to select the path from the locations available to your
account.

» Recursive: Choose this option if you want AWS Glue to read data from files in child folders at
the S3 location.
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If the child folders contain partitioned data, AWS Glue doesn't add any partition information
that's specified in the folder names to the Data Catalog. For example, consider the following
folders in Amazon S3:

S3://sales/year=2019/month=Jan/day=1
S3://sales/year=2019/month=Jan/day=2

If you choose Recursive and select the sales folder as your S3 location, then AWS Glue
reads the data in all the child folders, but doesn't create partitions for year, month or day.

« Data format: Choose the format that the data is stored in. You can choose JSON, CSV, or
Parquet. The value you select tells the AWS Glue job how to read the data from the source
file.

(® Note

If you don't select the correct format for your data, AWS Glue might infer the
schema correctly, but the job won't be able to correctly parse the data from the
source file.

You can enter additional configuration options, depending on the format you choose.
» JSON (JavaScript Object Notation)

« JsonPath: Enter a JSON path that points to an object that is used to define a table
schema. JSON path expressions always refer to a JSON structure in the same way as
XPath expression are used in combination with an XML document. The "root member
object" in the JSON path is always referred to as $, even if it's an object or array. The
JSON path can be written in dot notation or bracket notation.

For more information about the JSON path, see JsonPath on the GitHub website.

» Records in source files can span multiple lines: Choose this option if a single record
can span multiple lines in the CSV file.

o CSV (comma-separated values)

« Delimiter: Enter a character to denote what separates each column entry in the row, for
example, ; or,.
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« Escape character: Enter a character that is used as an escape character. This character
indicates that the character that immediately follows the escape character should be
taken literally, and should not be interpreted as a delimiter.

» Quote character: Enter the character that is used to group separate strings into a single
value. For example, you would choose Double q