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What Is AWS OpsWorks?

AWS OpsWorks is a configuration management service that helps you configure and operate
applications in a cloud enterprise by using Puppet or Chef. AWS OpsWorks Stacks and AWS
OpsWorks for Chef Automate let you use Chef cookbooks and solutions for configuration
management, while OpsWorks for Puppet Enterprise lets you configure a Puppet Enterprise master
server in AWS. Puppet offers a set of tools for enforcing the desired state of your infrastructure,

and automating on-demand tasks.

AWS OpsWorks Services

AWS OpsWorks for Puppet Enterprise

OpsWorks for Puppet Enterprise lets you create AWS-managed Puppet master servers. A
Puppet master server manages nodes in your infrastructure, stores facts about those nodes, and
serves as a central repository for your Puppet modules. Modules are reusable, shareable units
of Puppet code that contain instructions about how your infrastructure should be configured.
You can download community modules from the Puppet Forge, or use the Puppet Development

Kit to create your own custom modules, then manage their deployment with Puppet Code
Manager.

OpsWorks for Puppet Enterprise provides a fully-managed Puppet master, a suite of
automation tools that enable you to inspect, deliver, operate, and future-proof your
applications, and access to a user interface that lets you view information about your nodes
and Puppet activities. OpsWorks for Puppet Enterprise lets you use Puppet to automate how
nodes are configured, deployed, and managed, whether they are Amazon EC2 instances or on-
premises devices. An OpsWorks for Puppet Enterprise master provides full-stack automation
by handling tasks such as software and operating system configurations, package installations,
database setups, change management, policy enforcement, monitoring, and quality assurance.

Because OpsWorks for Puppet Enterprise manages Puppet Enterprise software, your server can
be backed up automatically at a time that you choose, is always running the most current AWS-
compatible version of Puppet, and always has the most current security updates applied. You
can use Amazon EC2 Auto Scaling groups to associate new Amazon EC2 nodes with your server
automatically.
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AWS OpsWorks for Chef Automate

AWS OpsWorks for Chef Automate lets you create AWS-managed Chef servers that include Chef
Automate premium features, and use the Chef DK and other Chef tooling to manage them. A
Chef server manages nodes in your environment, stores information about those nodes, and
serves as a central repository for your Chef cookbooks. The cookbooks contain recipes that are
run by the Chef Infra client (chef-client) agent on each node that you manage by using Chef.
You can use Chef tools like knife and Test Kitchen to manage nodes and cookbooks on a Chef
server in the AWS OpsWorks for Chef Automate service.

Chef Automate is an included server software package that provides automated workflow for
continuous deployment and compliance checks. AWS OpsWorks for Chef Automate installs and
manages Chef Automate, Chef Infra, and Chef InSpec by using a single Amazon Elastic Compute
Cloud instance. With AWS OpsWorks for Chef Automate, you can use community-authored or
custom Chef cookbooks without making AWS OpsWorks-specific changes.

Because AWS OpsWorks for Chef Automate manages Chef Automate components on a single
instance, your server can be backed up automatically at a time that you choose, is always
running the most current minor version of Chef, and always has the most current security
updates applied. You can use Amazon EC2 Auto Scaling groups to associate new Amazon EC2
nodes with your server automatically.

AWS OpsWorks Stacks

Cloud-based computing usually involves groups of AWS resources, such as EC2 instances and
Amazon Relational Database Service (RDS) instances. For example, a web application typically
requires application servers, database servers, load balancers, and other resources. This group
of instances is typically called a stack.

AWS OpsWorks Stacks, the original service, provides a simple and flexible way to create

and manage stacks and applications. AWS OpsWorks Stacks lets you deploy and monitor
applications in your stacks. You can create stacks that help you manage cloud resources in
specialized groups called layers. A layer represents a set of EC2 instances that serve a particular
purpose, such as serving applications or hosting a database server. Layers depend on Chef
recipes to handle tasks such as installing packages on instances, deploying apps, and running
scripts.

Unlike AWS OpsWorks for Chef Automate, AWS OpsWorks Stacks does not require or create
Chef servers; AWS OpsWorks Stacks performs some of the work of a Chef server for you.
AWS OpsWorks Stacks monitors instance health, and provisions new instances for you, when
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necessary, by using Auto Healing and Auto Scaling. A simple application server stack might look

something like the following diagram.
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AWS OpsWorks for Puppet Enterprise

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

OpsWorks for Puppet Enterprise lets you launch a Puppet Enterprise master in minutes, and lets
AWS OpsWorks handle its operations, backups, restorations, and software upgrades. OpsWorks
for Puppet Enterprise frees you to focus on core configuration management tasks, instead of
managing a Puppet master. By using OpsWorks for Puppet Enterprise, you can use the same
configurations to manage both your on-premises and cloud infrastructure, helping you to
efficiently scale your operations in a hybrid environment. Management of your Puppet master
server is simplified by the Puppet Enterprise console, the AWS Management Console, and the AWS
CLI.

A Puppet master manages the configuration of nodes in your environment by serving configuration
catalogs for specific nodes to the puppet-agent software, and serves as a central repository for
your Puppet modules. A Puppet master in OpsWorks for Puppet Enterprise deploys puppet-agent
to your managed nodes, and provides premium features of Puppet Enterprise.

An OpsWorks for Puppet Enterprise master runs on an Amazon Elastic Compute Cloud instance.

OpsWorks for Puppet Enterprise servers are configured to run the newest version of Amazon Linux
(Amazon Linux 2), and the most current version of Puppet Enterprise Master, version 2019.8.5. For
more information about changes in Puppet Enterprise 2019.8.5, see the Puppet Enterprise Release

Notes.

When new versions of Puppet software become available, system maintenance is designed to
update the version of Puppet Enterprise on the server automatically, as soon as it passes AWS
testing. AWS performs extensive testing to verify that Puppet upgrades are production-ready and
do not disrupt existing customer environments.
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You can connect any on-premises computer or EC2 instance that is running a supported operating
system and has network access to an OpsWorks for Puppet Enterprise master. The puppet agent
software is installed by the Puppet master on nodes that you want to manage.

Topics
» Region Support for OpsWorks for Puppet Enterprise
« AWS OpsWorks for Puppet Enterprise End of Life FAQs

» Getting Started with OpsWorks for Puppet Enterprise

» Create an AWS OpsWorks for Puppet Enterprise Master by using AWS CloudFormation

» Update an OpsWorks for Puppet Enterprise Server to Use a Custom Domain

» Working with Tags on AWS OpsWorks for Puppet Enterprise Resources

» Back Up and Restore an OpsWorks for Puppet Enterprise Server

« System Maintenance in OpsWorks for Puppet Enterprise

» Adding Nodes Automatically in OpsWorks for Puppet Enterprise

» Disassociate a Node from an OpsWorks for Puppet Enterprise Server

o Delete an OpsWorks for Puppet Enterprise Server

» How to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2)

» Logging OpsWorks for Puppet Enterprise API Calls with AWS CloudTrail

» Troubleshooting OpsWorks for Puppet Enterprise

Region Support for OpsWorks for Puppet Enterprise

The following regional endpoints support OpsWorks for Puppet Enterprise masters. OpsWorks for
Puppet Enterprise creates resources that are associated with your Puppet masters, such as instance
profiles, users, and service roles, in the same regional endpoint as your Puppet master. Your Puppet
master must be in a VPC. You can use a VPC that you create or already have, or use the default
VPC.

US East (Ohio) Region

US East (N. Virginia) Region
US West (N. California) Region
US West (Oregon) Region
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« Asia Pacific (Tokyo) Region

Asia Pacific (Singapore) Region

Asia Pacific (Sydney) Region

Europe (Frankfurt) Region

Europe (Ireland) Region
AWS OpsWorks for Puppet Enterprise End of Life FAQs

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible.
For information about how to migrate your existing Puppet Enterprise servers, see How
to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

Topics

» How will existing customers be affected by this End of Life?

« What happens to my servers if | don't take any action?

o Is AWS OpsWorks for Puppet Enterprise accepting new customers?

« Will the End of Life affect all AWS Regions at the same time?

« What level of technical support is available for AWS OpsWorks for Puppet Enterprise?

o | am a current customer of OpsWorks for Puppet Enterprise and | need to launch a server in an

account which was not using the service previously. Am | able to do this?

« Will there be any new feature releases for AWS OpsWorks for Puppet Enterprise?

How will existing customers be affected by this End of Life?

Existing customers will be unaffected until March 31, 2024, the End of Life date for OpsWorks for
Puppet Enterprise. After the End of Life date, customers will no longer be able to manage their
servers using the OpsWorks console or API.
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What happens to my servers if | don’t take any action?

Starting March 31, 2024, you will no longer be able to manage your servers using the OpsWorks
console or API. At that time, we will stop performing any ongoing management functions for

your servers such as backups or maintenance. To limit impact to customers, we will leave the EC2
instances running that back up Puppet Enterprise servers, but their licenses will no longer be valid
as usage is no longer covered (or billed for) under the OpsWorks for Puppet Enterprise service
agreement. If you want to continue managing your infrastructure with Puppet Enterprise, see How
to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud (Amazon
EC2).

Is AWS OpsWorks for Puppet Enterprise accepting new customers?

No. AWS OpsWorks for Puppet Enterprise is no longer accepting new customers and only existing
customers are able to launch new servers at this time.

Will the End of Life affect all AWS Regions at the same time?

Yes. the APl and Console will reach End of Life and be unusable as of March 31, 2024 in all Regions.
For a list of AWS Regions where AWS OpsWorks for Puppet Enterprise is available, see AWS
Regional Services List.

What level of technical support is available for AWS OpsWorks for
Puppet Enterprise?

AWS will continue to provide the same level of support for AWS OpsWorks for Puppet Enterprise
that customers have today up until the End of Life date. If you have questions or concerns, you can
contact the AWS Support Team on AWS re:Post or through AWS Premium Support.

I am a current customer of OpsWorks for Puppet Enterprise and |
need to launch a server in an account which was not using the service
previously. Am | able to do this?

Generally not, unless there are exceptional circumstances to do so. If you have a special situation,
reach out to the AWS Support Team on AWS re:Post or through AWS Premium Support with the
details and justification for this and we will review your request.
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Will there be any new feature releases for AWS OpsWorks for Puppet
Enterprise?

No. As the service is reaching End of Life, we will not release any new features. However, we will
continue to make security improvements and manage servers as expected until the End of Life
date.

Getting Started with OpsWorks for Puppet Enterprise

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

OpsWorks for Puppet Enterprise lets you run a Puppet Enterprise server in AWS. You can provision

a Puppet Enterprise master server in about 15 minutes.

Starting May 3, 2021, OpsWorks for Puppet Enterprise stores some Puppet Enterprise server
attributes in AWS Secrets Manager. For more information, see Integration with AWS Secrets

Manager.

The following walkthrough helps you create your first Puppet master in OpsWorks for Puppet
Enterprise.

Prerequisites

Before you begin, you must complete the following prerequisites.

Topics

« Install the Puppet Development Kit

« Install the Puppet Enterprise Client Tools

» Set Up a Git Control Repository
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« Set Up a VPC
» Set Up an EC2 Key Pair (Optional)

» Prerequisites for Using a Custom Domain (Optional)

Install the Puppet Development Kit

1. From the Puppet website, download the Puppet Development Kit that matches your local

computer's operating system.
2. Install the Puppet Development Kit.
3. Add the Puppet Development Kit to your local computer's PATH variable.

« On a Linux or macOS operating system, you can add the Puppet Development Kit to your
PATH variable by running the following command in a Bash shell.

echo 'export PATH=/opt/puppetlabs/pdk/bin/pdk:$PATH' >> ~/.bash_profile && source
~/.bash_profile

« On a Windows-based operating system, you can add the Puppet Development Kit to your
PATH variable by using the following .NET Framework command in a PowerShell session, or
in the Environment Variables dialog box accessible from System Properties. You may need
to run your PowerShell session as an administrator to run the following command.

[Environment]::SetEnvironmentVariable("Path","new path value","Machine")

Install the Puppet Enterprise Client Tools

Puppet Enterprise (PE) client tools are a set of command-line tools that let you access Puppet
Enterprise services from your workstation. The tools can be installed on many different operating
systems, and they can also be installed on nodes that you are managing by using Puppet. For
information about supported operating systems for the tools, and how to install them, see
Installing PE client tools in the Puppet Enterprise documentation.

Set Up a Git Control Repository

Before you can launch a Puppet master, you must have a control repository configured in Git
to store and change-manage your Puppet modules and classes. A URL to a Git repository and
HTTPS or SSH account information to access the repository are required in the steps to launch your

Prerequisites API Version 2013-02-18 9


https://puppet.com/download-puppet-development-kit
https://puppet.com/docs/pe/2019.8/installing_pe_client_tools.html

AWS OpsWorks User Guide

Puppet Enterprise master server. For more information about how to set up a control repository
that your Puppet Enterprise master will use, see Setting up a control repository. You can also find

control repository setup instructions in the readme for Puppet's control -repo sample repository

on GitHub. The structure of the control repository resembles the following.

### LICENSE
### Puppetfile
### README.md
### environment.conf
### hieradata
#  ### common.yaml
#  ### nodes
# ### example-node.yaml
### manifests
# ### site.pp
### scripts
# ### code_manager_config_version.rb
### config_version.rb
#  ### config_version.sh
### site
### profile
#  ### manifests

E=3

# ### base.pp
# ### example.pp
### role

### manifests
### database_server.pp
### example.pp
### webserver.pp

Setting up a repository by using CodeCommit

You can create a new repository by using CodeCommit. For more information about how to use
CodeCommit to create your control repository, see the section called “Optional: Use CodeCommit”

in this guide. For more information about how to get started with Git on CodeCommit, see Getting
started with AWS CodeCommit. To authorize your OpsWorks for Puppet Enterprise server for your
repository, attach the AWSCodeCommitReadOnly policy to your IAM instance profile role.

Set Up a VPC

Your OpsWorks for Puppet Enterprise master must operate in an Amazon Virtual Private Cloud.
You can add it to an existing VPC, use the default VPC, or create a new VPC to contain the server.
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For information about Amazon VPC and how to create a new VPC, see the Amazon VPC Getting
Started Guide.

If you create your own VPC, or use an existing one, the VPC should have the following settings or
properties.

e The VPC should have at least one subnet.

If your OpsWorks for Puppet Enterprise master will be publicly accessible, make the subnet
public, and enable Auto-assign public IP.

« DNS resolution should be enabled.

« On the subnet, enable Auto-assign public IP.

If you are unfamiliar with creating VPCs or running your instances in them, you can run the
following AWS CLI command to create a VPC with a single public subnet, by using an AWS
CloudFormation template that AWS OpsWorks provides for you. If you prefer to use the AWS
Management Console, you can also upload the template to the AWS CloudFormation console.

aws cloudformation create-stack --stack-name OpsWorksVPC --template-url https://
s3.amazonaws.com/opsworks-cm-us-east-1-prod-default-assets/misc/opsworks-cm-vpc.yaml

Set Up an EC2 Key Pair (Optional)

An SSH connection is not necessary or recommended for typical management of the Puppet
server; you can use the AWS Management Console and AWS CLI commands to perform many
management tasks on your Puppet server.

An EC2 key pair is required to connect to your server by using SSH in the event that you lose or
want to change the sign-in password for the Puppet Enterprise web-based console. You can use an
existing key pair, or create a new key pair. For more information about how to create a new EC2 key
pair, see Amazon EC2 Key Pairs.

If you don't need an EC2 key pair, you are ready to create a Puppet Enterprise master.
Prerequisites for Using a Custom Domain (Optional)

You can set up your Puppet Enterprise master on your own domain, specifying a public endpoint in
a custom domain to use as the endpoint of your server. When you use a custom domain, all of the
following are required, as described in detail in this section.
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Topics

« Set Up a Custom Domain

e Get a Certificate

» Get a Private Key

Set Up a Custom Domain

To run your Puppet Enterprise master on your own custom domain, you will need a public endpoint
of a server, such as https://aws.my-company.com. If you specify a custom domain, you must
also provide a certificate and a private key, as described in the preceding sections.

To access the server after you create it, add a CNAME DNS record in your preferred DNS service.
This record must point the custom domain to the endpoint (the value of the server's Endpoint
attribute) that is generated by the Puppet master creation process. You cannot access the server by
using the generated Endpoint value if the server is using a custom domain.

Get a Certificate

To set up your Puppet master on your own custom domain, you need A PEM-formatted HTTPS
certificate. This can be be a single, self-signed certificate, or a certificate chain. As you complete the
Create a Puppet Enterprise Master workflow, if you specify this certificate, you must also provide a
custom domain and a private key.

The following are requirements for the certificate value:

» You can provide either a self-signed, custom certificate, or the full certificate chain.
» The certificate must be a valid X509 certificate, or a certificate chain in PEM format.

» The certificate must be valid at the time of upload. A certificate can't be used before its validity
period begins (the certificate's NotBefore date), or after it expires (the certificate's NotAfter
date).

» The certificate’'s common name or subject alternative names (SANs), if present, must match the
custom domain value.

» The certificate must match the value of the Custom private key field.
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Get a Private Key

To set up your Puppet master on your own custom domain, you need a private key in PEM format
for connecting to the server by using HTTPS. The private key must not be encrypted; it cannot be
protected by a password or passphrase. If you specify a custom private key, you must also provide a
custom domain and a certificate.

Create a Puppet Enterprise Master

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

You can create a Puppet master by using the OpsWorks for Puppet Enterprise console, or the AWS
CLI.

Topics

» Create a Puppet Enterprise Master by using the AWS Management Console

« Create a Puppet Enterprise Master by using the AWS CLI

Create a Puppet Enterprise Master by using the AWS Management Console

1. Sign in to the AWS Management Console and open the AWS OpsWorks console at https://
console.aws.amazon.com/opsworks/.

2. Onthe AWS OpsWorks home page, choose Go to OpsWorks for Puppet Enterprise.
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AWS OpsWorks

AWS OpsWorks is a configuration management service that
helps you build and operate highly dynamic applications, and
propagate changes instantly.

AWS OpsWorks provides three solutions to configure your infrastructure:

j==1 =, I
=9 25 &

R' = CHEF
= —
—— P = puppet
OpsWorks Stacks OpsWorks for Chef Automate OpsWorks for Puppet Enterprise
Define, group, provision, deploy, and operate your applications in Create Chef servers that include Chef Automate premium Create Puppet servers that include Puppet Enierprise features.
AWS by using Chef in local mode. features, and use the Chef DK or any Chef tooling to manage Inspect, deliver, updaie, monitor, and secure your infrastructure.
them.
Go to OpsWorks Stacks Go to OpsWorks for Puppet Enterprise

Go to OpsWorks for Chef Automate

Learn more about OpsWorks Stacks Learn more about OpsWorks for Puppet Enterprise
Learn more about OpsWorks for Chef Automate

3. Onthe OpsWorks for Puppet Enterprise home page, choose Create Puppet Enterprise server.

Welcome to OpsWorks for Puppet Enterprise

OpsWorks for Puppet Enterprise helps you automate, provision, and configure your environment.

Puppet automatically keeps everything in its desired state, enforcing consistency and keeping you compliant, while giving you complete
control to make changes as your business needs evolve. Learn more.

Create Puppet Enterprise server

4. On the Set name, region, and type page, specify a name for your server. Puppet master
names can be a maximum of 40 characters, must start with a letter, and can contain only
alphanumeric characters and dashes. Select a supported region, and then choose an instance
type that supports the number of nodes that you want to manage. You can change the
instance type after your server has been created, if needed. For this walkthrough, we are
creating a m5.xlarge instance type in the US West (Oregon) Region. Choose Next.
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Set name, region, and type

Type a name for the Puppet Enterprise server, select the region in which you want to locate the server, and select the Amazon EC2 instance type that best fits your
needs.

Puppet Enterprise server name | test-puppet-server (1]

Maximum 40 characters. Has to start with a letter, and can only[contain letters, numbers, and hyphens.

Puppet Enterprise server region | US West (Oregon) AN i ]
mb5.xlarge c5.2xlarge cS.4xlarge
16 GiB Memory 16 GiB Memory 32 GiB Memory

EC2 instance type

Supports up to 450 nodes Supports up to 800 nodes Supports 1600+ nodes

5. On the Configure server page, leave the default selection in the SSH key drop-down list,
unless you want to specify a key pair name. In the r10k remote field of the Configure Puppet
Code Manager area, specify a valid SSH or HTTPS URL of your Git remote. In the r10k private
key field, paste in the SSH private key that AWS OpsWorks can use to access the r10k remote
repository. This is provided by Git when you create a private repository, but not required if you
are using HTTPS authentication to access your control repository. Choose Next.

Configure server
Configure EC2, Puppet credentials and server endpoint.

L
Select an SSH key

Select the EC2 key pair. You will need this key to connect to the Puppet Enterprise server.

SSHkey | I'mnot connecting by SSH v+ O

We recommend to use the Puppet Enterprise client tools, which is a set of command line tools that let you access Puppet
Enterprise services from a workstation without SSH access

Configure Puppet Code Manager

Select the Puppet control repository that you want to use to deploy modules.

R10K Remote | https:/github.com/puppetiabs/control-repa (i)

r10k remote URL - the URL of your control repository (e.g. ssh:/igit@your.git-repo.com:user/control-repo.git)

R10K Private Key (i)

If you are using a private Git repository, specify an SSH URL and a PEM-encoded private SSH key.
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6.

Network and security

You cannot change network and security settings after you launch your Puppet Enterprise server.

For Specify server endpoint, leave the default, Use an automatically-generated endpoint
and then choose Next, unless you want your server on a custom domain of your own. To
configure a custom domain, go on to the next step.

To use a custom domain, for Specify server endpoint, choose Use a custom domain from the
drop-down list.

For Fully qualified domain name (FQDN), specify an FQDN. You must own the domain
name that you want to use.

For SSL certificate, paste in the entire PEM-formatted certificate, beginning with --—--

BEGIN CERTIFICATE----- and ending with -—--- END CERTIFICATE----- . The SSL
certificate subject must match the FQDN you entered in the preceding step. Remove any
extra lines before and after the certificate.

For SSL private key, paste in the entire RSA private key, beginning with ----- BEGIN
RSA PRIVATE KEY----- and ending with -—--- END RSA PRIVATE KEY----- . The
SSL private key must match the public key in the SSL certificate that you entered in the
preceding step. Remove any extra lines before and after the private key. Choose Next.

On the Configure advanced settings page, in the Network and security area, choose a VPC,
subnet, and one or more security groups. AWS OpsWorks can generate a security group,
service role, and instance profile for you, if you do not already have ones that you want to use.
Your server can be a member of multiple security groups. You cannot change network and
security settings for the Puppet master after you have left this page.

VPC | vpc-27cdf43 - LinuxsAMIVPC * O
You have selected a non-default VPC. Be sure the selected VPC has outbound network access. Learn more.
Subnet | 10.0.0.0/24 - us-west-2a - Public subnet * O
Associate Public IP Address @ Yes No
Choose Yes ifthe selected subnet is public.
Security groups > 0
5g-0 x 50-1 x

Please ensure the following ports are open: 443 (hitps), 4433 (PE API Endpoint), 8140 (PE Master API), §142/8143 (PE Orchestrator), 8170 (Code Manager)

Service role aws-opsworks-cm-service-role AN }

Instance profile aws-opsworks-cm-ec2-role - G
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o.

10.

11.

12.
13.

In the System maintenance section, set the day and hour that you want system maintenance
to begin. Because you should expect the server to be offline during system maintenance,
choose a time of low server demand within regular office hours.

The maintenance window is required. You can change the start day and time later by using the
AWS Management Console, AWS CLI, or the APIs.

T

—~ ]

T s SO Sue TSy S VDR SO

System maintenance
AWS OpsWorks installs updates for Puppet Enterprise minor versions or security packages in the time range and on the weekday that you specify here. Your Puppet Enterprise server will be offline during system

maintenance.

Startday = Monday > 0

Start time (UTC) | 6 pm-7 pm - O

Lol o, e P S, el R PR, e, -, oV

Configure backups. By default, automatic backups are enabled. Set a preferred frequency and
hour for automatic backup to start, and set the number of backup generations to store in
Amazon Simple Storage Service. A maximum of 30 backups can be kept; when the maximum
is reached, OpsWorks for Puppet Enterprise deletes the oldest backups to make room for new
ones.

[P

T i e R T i VNI PR,

Automated backup
AWS OpsWorks supports two ways to back up your Puppet Enterprise server: manual or automated. Backups are uploaded to your Amazon S3 bucket. If you ever need to restore your Puppet Enterprise server, you can
restore it by applying a backup that you choose
Enable automated backup @ Yes No
Frequency | Daily v O

Start time (UTC) | 10 pm- 11 pm K]

Number of generations to keep | 10 |5

Specify how many automated backups to keep. Minimum: 1, maximum: 30.

Cancel Previous m

(Optional) In Tags, add tags to the server and related resources, such as the EC2 instance,
Elastic IP address, security group, S3 bucket, and backups. For more information about tagging
an OpsWorks for Puppet Enterprise server, see Working with Tags on AWS OpsWorks for

Puppet Enterprise Resources.

When you are finished configuring advanced settings, choose Next.

On the Review page, review your choices. When you are ready to create the server, choose
Launch.
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While you are waiting for AWS OpsWorks to create your Puppet master, go on to Configure the
Puppet Master Using the Starter Kit and download the Starter Kit and the Puppet Enterprise
console credentials. Do not wait until your server is online to download these items.

When server creation is finished, your Puppet master is available on the OpsWorks for
Puppet Enterprise home page, with a status of online. After the server is online, the Puppet
Enterprise console is available on the server's domain, at a URL in the following format:
https://your_server name-randomID.region.opsworks-cm.io.

Create a Puppet Enterprise Master by using the AWS CLI

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

Creating an OpsWorks for Puppet Enterprise master server by running AWS CLI commands differs
from creating a server in the console. In the console, AWS OpsWorks creates a service role and
security group for you, if you do not specify existing ones that you want to use. In the AWS CLI,
AWS OpsWorks can create a security group for you if you do not specify one, but it does not
automatically create a service role; you must provide a service role ARN as part of your create-
server command. In the console, while AWS OpsWorks is creating your Puppet master, you
download the starter kit and the sign-in credentials for the Puppet Enterprise console. Because
you cannot do this when you create an OpsWorks for Puppet Enterprise master by using the AWS
CLI, you use a JSON processing utility to get the sign-in credentials and the starter kit from the
results of the create-server command after your new OpsWorks for Puppet Enterprise master is
online.

If your local computer is not already running the AWS CLI, download and install the AWS CLI by
following installation instructions in the AWS Command Line Interface User Guide. This section
does not describe all parameters that you can use with the create-server command. For more

information about create-server parameters, see create-server in the AWS CLI Reference.
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1. Be sure to complete the Prerequisites. To create your Puppet master, you need a subnet ID, so
you must have a VPC.

2. Create a service role and an instance profile. AWS OpsWorks provides an AWS CloudFormation

template that you can use to create both. Run the following AWS CLI command to create an
AWS CloudFormation stack that creates the service role and instance profile for you.

aws cloudformation create-stack --stack-name OpsWorksCMRoles --template-url
https://s3.amazonaws.com/opsworks-cm-us-east-1-prod-default-assets/misc/opsworks-
cm-roles.yaml --capabilities CAPABILITY_NAMED_IAM

3. After AWS CloudFormation finishes creating the stack, find and copy the ARNs of service roles
in your account.

aws iam list-roles --path-prefix "/service-role/" --no-paginate

In the results of the 1ist-roles command, look for service role ARN entries that resemble
the following. Make a note of the service role ARNs. You need these values to create your
Puppet Enterprise master.

{
"AssumeRolePolicyDocument": {
"Version": "2012-10-17",
"Statement": [
{
"Action": "sts:AssumeRole",
"Effect": "Allow",
"Principal": {
"Service": "ec2.amazonaws.com"
}
}
]
},
"RoleId": "AR0ZZZZZZZZZZQG6R22HC",
"CreateDate": "2018-01-05T20:42:207",
"RoleName": "aws-opsworks-cm-ec2-role",
"Path": "/service-role/",
"Arn": "arn:aws:iam::000000000000:r0le/service-role/aws-opsworks-cm-ec2-role"
},
{

"AssumeRolePolicyDocument": {
"Version": "2012-10-17",
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"Statement": [

{
"Action": "sts:AssumeRole",
"Effect": "Allow",
"Principal": {
"Service": "opsworks-cm.amazonaws.com"
}
}

iy
"RoleId": "AR0ZZZ77777777777Z7Z6QE",
"CreateDate": "2018-01-05T20:42:20Z",

"RoleName": "aws-opsworks-cm-service-role",

"Path": "/service-role/",

"Arn": "arn:aws:iam: :000000000000:ro0le/service-role/aws-opsworks-cm-service-
role"
}

4. Find and copy the ARNs of instance profiles in your account.

aws iam list-instance-profiles --no-paginate

In the results of the 1ist-instance-profiles command, look for instance profile ARN
entries that resemble the following. Make a note of the instance profile ARNs. You need these
values to create your Puppet Enterprise master.

{
"Path": "/",
"InstanceProfileName": "aws-opsworks-cm-ec2-role",
"InstanceProfileId": "EXAMPLEDCG6UR3LTUW7VHK",
"Arn": "arn:aws:iam::123456789012:instance-profile/aws-opsworks-cm-ec2-role",
"CreateDate": "2017-01-05T20:42:207",
"Roles": [
{
"Path": "/service-role/",
"RoleName": "aws-opsworks-cm-ec2-role",
"RoleId": "EXAMPLEE4STNUQGG6R22HC",
"Arn": "arn:aws:iam::123456789012:ro0le/service-role/aws-opsworks-cm-
ec2-role",

"CreateDate": "2017-01-05T20:42:207",
"AssumeRolePolicyDocument": {
"Version": "2012-10-17",
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"Statement": [

{
"Effect": "Allow",
"Principal": {
"Service": "ec2.amazonaws.com"
.
"Action": "sts:AssumeRole"
}

3,
5. Create the OpsWorks for Puppet Enterprise master by running the create-server command.
e The --engine value is Puppet, --engine-model is Monolithic, and --engine-

version can be 2019 or 2017.

« The server name must be unique within your AWS account, within each region. Server names
must start with a letter; then letters, numbers, or hyphens (-) are allowed, up to a maximum
of 40 characters.

» Use the instance profile ARN and service role ARN that you copied in Steps 3 and 4.

« Valid instance types are m5. xlarge, c5.2xlarge, or c5.4xlarge. For more information
about the specifications of these instance types, see Instance Types in the Amazon EC2 User
Guide.

« The --engine-attributes parameter is optional; if you don't specify a Puppet
administrator password, the server creation process generates one for you. If you add - -
engine-attributes, specify a PUPPET_ADMIN_PASSWORD, an administrator password for
signing in to the Puppet Enterprise console webpage. The password must use between 8 and
32 ASCII characters.

« An SSH key pair is optional, but can help you connect to your Puppet master if you need to
reset the console administrator password. For more information about creating an SSH key
pair, see Amazon EC2 Key Pairs in the Amazon EC2 User Guide.

« To use a custom domain, add the following parameters to your command. Otherwise, the
Puppet master creation process automatically generates an endpoint for you. All three
parameters are required to configure a custom domain. For information about additional
requirements for using these parameters, see CreateServer in the AWS OpsWorks CM API
Reference.
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e --custom-domain - An optional public endpoint of a server, such as https://aws.my-
company .com.

e --custom-certificate - A PEM-formatted HTTPS certificate. The value can be be a
single, self-signed certificate, or a certificate chain.

e --custom-private-key - A private key in PEM format for connecting to the server
by using HTTPS. The private key must not be encrypted; it cannot be protected by a
password or passphrase.

» Weekly system maintenance is required. Valid values must be specified in the following
format: DDD: HH : MM. The specified time is in coordinated universal time (UTC). If you do not
specify a value for --preferred-maintenance-window, the default value is a random,
one-hour period on Tuesday, Wednesday, or Friday.

« Valid values for - -preferred-backup-window must be specified in one of the following
formats: HH: MM for daily backups, or DDD : HH: MM for weekly backups. The specified time is
in UTC. The default value is a random, daily start time. To opt out of automatic backups, add
the parameter --disable-automated-backup instead.

e For --security-group-ids, enter one or more security group IDs, separated by a space.

e For --subnet-ids, enter a subnet ID.

aws opsworks-cm create-server --engine "Puppet" --engine-model "Monolithic"
--engine-version "2019" --server-name "server_name" --instance-profile-arn
"instance_profile_ARN" --instance-type "instance_type" --engine-attributes
'{"PUPPET_ADMIN_PASSWORD":"ASCII_password"}' --key-pair "key_pair_name" --

preferred-maintenance-window "ddd:hh:mm" --preferred-backup-window "ddd:hh:mm"
--security-group-ids security_group_idl security_group_id2 --service-role-arn
"service_role_ARN" --subnet-ids subnet_ID

The following is an example.

aws opsworks-cm create-server --engine "Puppet" --engine-model
"Monolithic" --engine-version "2019" --server-name "puppet-02" --
instance-profile-arn "arn:aws:iam::111122223333:instance-profile/aws-
opsworks-cm-ec2-role" --instance-type "m5.xlarge" --engine-attributes
"{"PUPPET_ADMIN_PASSWORD" :"zZZzDj2DLYXSZFRv1d"}' --key-pair "amazon-test"
--preferred-maintenance-window "Mon:08:00" --preferred-backup-window
"Sun:02:00" --security-group-ids sg-b00000001 sg-bOOOOOA8 --service-role-arn
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"arn:aws:iam::111122223333:role/service-role/aws-opsworks-cm-service-role" --
subnet-ids subnet-383daa71

The following example creates a Puppet master that uses a custom domain.

aws opsworks-cm create-server \

--engine "Puppet" \

--engine-model "Monolithic" \

--engine-version "2019" \

--server-name "puppet-02" \

--instance-profile-arn "arn:aws:iam::111122223333:instance-profile/aws-
opsworks-cm-ec2-role" \

--instance-type "m5.xlarge" \

--engine-attributes '{"PUPPET_ADMIN_PASSWORD":"zZZzDj2DLYXSZFRv1ld"}"' \

--custom-domain "my-puppet-master.my-corp.com" \

--custom-certificate "----- BEGIN CERTIFICATE----- EXAMPLEQEXAMPLE== ----- END
CERTIFICATE----- EIRN

--custom-private-key "----- BEGIN RSA PRIVATE KEY----- EXAMPLEQEXAMPLE= ----- END
RSA PRIVATE KEY----- "\

--key-pair "amazon-test"

--preferred-maintenance-window "Mon:08:00" \

--preferred-backup-window "Sun:02:00" \

--security-group-ids sg-b00000001 sg-b0000OOS8 \

--service-role-arn "arn:aws:iam::111122223333:r0le/service-role/aws-opsworks-
cm-service-role" \

--subnet-ids subnet-383daa7l

The following example creates a Puppet master that adds two tags: Stage: Production
and Department: Marketing. For more information about adding and managing tags on
OpsWorks for Puppet Enterprise servers, see Working with Tags on AWS OpsWorks for Puppet
Enterprise Resources in this guide.

aws opsworks-cm create-server \

--engine "Puppet" \

--engine-model "Monolithic" \

--engine-version "2019" \

--server-name "puppet-02" \

--instance-profile-arn "arn:aws:iam::111122223333:instance-profile/aws-
opsworks-cm-ec2-role" \

--instance-type "m5.xlarge" \

--engine-attributes '{"PUPPET_ADMIN_PASSWORD":"zZZzDj2DLYXSZFRv1ld"}"' \

--key-pair "amazon-test"
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--preferred-maintenance-window "Mon:08:00" \

--preferred-backup-window "Sun:02:00" \

--security-group-ids sg-b00000001 sg-b0000OO8 \

--service-role-arn "arn:aws:iam::111122223333:r0le/service-role/aws-opsworks-
cm-service-role" \

--subnet-ids subnet-383daa71 \

--tags [{\"Key\":\"Stage\",\"Value\":\"Production\"}, {\"Key\":\"Department\",
\"Value\":\"Marketing\"}]

6. OpsWorks for Puppet Enterprise takes about 15 minutes to create a new server. Do not dismiss
the output of the create-server command or close your shell session, because the output
can contain important information that is not shown again. To get passwords and the starter
kit from the create-server results, go on to the next step.

If you are using a custom domain with the server, in the output of the create-server
command, copy the value of the Endpoint attribute. The following is an example.

"Endpoint": "puppet-07-exampleexample.opsworks-cm.us-east-1.amazonaws.com"

7. If you opted to have OpsWorks for Puppet Enterprise generate a password for you, you can
extract it in a usable format from the create-server results by using a JSON processor
such as jq. After you install jq, you can run the following commands to extract the Puppet
administrator password and starter kit. If you did not provide your own password in Step 3, be
sure to save the extracted administrator password in a convenient but secure location.

#Get the Puppet password:
cat resp.json | jq -r '.Server.EngineAttributes[] | select(.Name ==
"PUPPET_ADMIN_PASSWORD") | .Value'

#Get the Puppet Starter Kit:
cat resp.json | jq -r '.Server.EngineAttributes[] | select(.Name ==
"PUPPET_STARTER_KIT") | .Value' | base64 -D > starterkit.zip

(® Note

You cannot regenerate a new Puppet master starter kit in the AWS Management
Console. When you create a Puppet master by using the AWS CLI, run the preceding jq
command to save the base64-encoded starter kit in the create-server results as a
ZIP file.
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8.

If you are not using a custom domain, go on to the next step. If you are using a custom domain
with the server, create a CNAME entry in your enterprise's DNS management tool to point your
custom domain to the OpsWorks for Puppet Enterprise endpoint that you copied in step 6. You
cannot reach or sign in to a server with a custom domain until you complete this step.

Go on to the next section, the section called “Finish Configuration”.

Configure the Puppet Master Using the Starter Kit

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

While Puppet master creation is still in progress, the server's Properties page opens in the
OpsWorks for Puppet Enterprise console. The first time that you work with a new Puppet master,
the Properties page prompts you to download two required items. Download these items before

your Puppet server is online; the download buttons are not available after a new server is online.
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(:) test—puppet—server (# Puppet Enterprise dashboard (not yet available) | Actions v

AWS OpsWorks is creating your Puppet Enterprise server. This takes about 20 minutes.

Creating an Elastic IP address Launching an EC2 instance Installing Puppet Enterprise server

Make sure you download the following before your server is online.

Sign-in credentials for your Puppet Enterprise dashboard

Starter Kit for your Puppet Enterprise server

€ Download the sign-in credentials for your Puppet Enterprise dashboard.

» Show sign-in credentials

Download credentials

AWS OpsWorks does not save these credentials, so it is the last time they are available for viewing and do
After your server is online, you can change the password by signing in to its Puppet Enterprise dash

loading.
ard.

€ Download the Starter Kit, and follow the documentation to finish the setup

online.
Download Starter Kit

The Starter Kit contains a Readme with examples, and instructions how to install Puppet Enterprise client tools, as well
as userdata templates for Windows and Linux.

€N your server is

Server information More settings
Status Version Region System maintenance Automated backup
creating 2017.3.0 US West (Cregon) 5 pm-6 pm UTC, every Tuesday 10 pm - 11 pm UTC, daily

Puppet Enterprise Console

hitps:/iest-puppet-server-nxdx8g13I0wisug9.us-west-2_opsworks-cm.io =
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» Sign-in credentials for the Puppet master. You will use these credentials to sign in to the
Puppet Enterprise console, where you perform most node management. AWS OpsWorks
does not save these credentials; this is the last time that they are available for viewing and
downloading. If necessary, you can change the password that is provided with these credentials
after you sign in.

« Starter Kit. The Starter Kit contains a README file with information and examples describing
how to finish setup, and administrator credentials for the Puppet Enterprise console. New
credentials are generated—and the old credentials invalidated—each time you download the
Starter Kit.

Prerequisites

1.  While server creation is still in progress, download the sign-in credentials for the Puppet
master, and save them in a secure but convenient location.

2. Download the Starter Kit, and unzip the Starter Kit .zip file into your workspace directory. Do
not share your sign-in credentials. If other users will be managing the Puppet master, add
them as administrators in the Puppet Enterprise console later. For more information about
how to add users to the Puppet master, see Creating and managing users and user roles in the
Puppet Enterprise documentation.

Install the Puppet Master Certificate

To work with your Puppet master and add nodes to manage, you'll need to install its certificate.
Install it by running the following AWS CLI command. You cannot perform this task in the AWS
Management Console.

aws --region region opsworks-cm describe-servers --server-name server_name --query
"Servers[@].EngineAttributes[?Name=="'PUPPET_API_CA_CERT'].Value" --output text
> .config/ssl/cert/ca.pem

Generate a Short-term Token

To use the Puppet API, you must create a short-term token for yourself. This step is not required to
use the Puppet Enterprise console. Generate the token by running the following command.

The default token lifetime is five minutes, but you can change this default.
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puppet-access login --config-file .config/puppetlabs/client-tools/puppet-access.conf --
lifetime 8h

(® Note

Because the default token lifetime is five minutes, the preceding example command adds
the --1ifetime parameter to extend the token lifetime for a longer period. You can set
the token lifetime for a period of up to 10 years (1@y). For more information about how to
change the default token lifetime, see Change the token's default lifetime in the Puppet
Enterprise documentation.

Set Up the Starter Kit Apache Example

After you download and unzip the Starter Kit, you can use the example branch in the included,
sample control-repo-example folder to configure an Apache web server on your managed
nodes.

The Starter Kit includes two control-repo folders: control-repo, and control-repo-
example. The control-repo folder includes a production branch that is unchanged from what
you would see in the Puppet GitHub repository. The control-repo-example folder also has a
production branch that includes example code to set up an Apache server with a test website.

1. Push the control-repo-example production branch to your Git remote (the
r10k_remote URL of your Puppet master). In your Starter Kit root directory, run the
following, replacing r10kRemoteUr1 with your r10k_remote URL.

cd control-repo-example
git remote add origin rl@kRemoteUrl
git push origin production

Puppet's Code Manager uses Git branches as environments. By default, all nodes are in the
production environment.
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/A Important

Do not push to a master branch. The master branch is reserved for the Puppet
master.

2. Deploy the code in the control-repo-example branch to your Puppet master. This lets the
Puppet Master download your Puppet code from your Git repository (r10k_remote). In your
Starter Kit root directory, run the following.

puppet-code deploy --all --wait --config-file .config/puppet-code.conf
For more information about how you can apply the sample Apache configuration to managed

nodes that you create in Amazon EC2, see Step 2: Create Instances by Using an Unattended
Association Script in this guide.

Add Nodes for the Puppet Master to Manage

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

Topics

e Run associateNode() API calls

» Considerations for Adding On-premises Nodes

« More Information

The recommended way to add nodes is by using the AWS OpsWorks associateNode( ) API.
The Puppet Enterprise master server hosts a repository that you use to install the Puppet agent
software on nodes that you want to manage, whether nodes are on-premises physical computers
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or virtual machines. Puppet agent software for some operating systems is installed on the
OpsWorks for Puppet Enterprise server as part of the launch process. The following table shows
the operating system agents that are available on your OpsWorks for Puppet Enterprise server at
launch.

Preinstalled operating system agents

Supported operating system Versions

Ubuntu 16.04, 18.04, 20.04

Red Hat Enterprise Linux (RHEL) 6,7,8

Windows 64-bit editions of all Puppet-supported

Windows releases

You can add puppet-agent to your server for other operating systems. Be aware that system
maintenance will delete agents that you have added to your server after launch. Although most
existing attached nodes that are already running the deleted agent continue to check in, nodes
running Debian operating systems can stop reporting. We recommend that you manually install
puppet-agent on nodes that are running operating systems for which the agent software is not
preinstalled on your OpsWorks for Puppet Enterprise server. For detailed information about how
to make puppet-agent available on your server for nodes with other operating systems, see
Installing agents in the Puppet Enterprise documentation.

For information about how to associate nodes with your Puppet master automatically by
populating EC2 instance user data, see Adding Nodes Automatically in OpsWorks for Puppet

Enterprise.
Run associateNode() API calls

After you add nodes by installing puppet-agent, nodes send certificate signing requests (CSRs)
to the OpsWorks for Puppet Enterprise server. You can view the CSRs in the Puppet console; for
more information about node CSRs, see Managing certificate signing requests in the Puppet

Enterprise documentation. Running the OpsWorks for Puppet Enterprise associateNode() API
call processes node CSRs, and associates the node with your server. The following is an example of
how to use this API call in the AWS CLI to associate a single node. You will need the PEM-formatted
CSR that the node sends; you can get this from the Puppet console.
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aws opsworks-cm associate-node --server-name "test-puppet-
server" --node-name "node or instance ID" --engine-attributes
"Name=PUPPET_NODE_CSR,Value="'PEM_formatted_CSR_from_the_node'

For more information about how to add nodes automatically by using associateNode(), see
Adding Nodes Automatically in OpsWorks for Puppet Enterprise.

Considerations for Adding On-premises Nodes

After you have installed puppet-agent on your on-premises computers or virtual machines,
you can use either of two ways to associate on-premises nodes with your OpsWorks for Puppet
Enterprise master.

« If a node supports installation of the AWS SDK, AWS CLI, or AWS Tools for PowerShell, you can
use the recommended method for associating a node, which is to run an associateNode() API

call. The starter kit that you download when you first create an OpsWorks for Puppet Enterprise
master shows how to assign roles to nodes by using tags. You can apply tags at the same time
that you are associating nodes with the Puppet master by specifying trusted facts in the CSR. For
example, the demo control repository that is included with the starter kit is configured to use the
tag pp_role to assign roles to Amazon EC2 instances. For more information about how to add
tags to a CSR as trusted facts, see Extension requests (permanent certificate data) in the Puppet

platform documentation.

« If the node cannot run AWS management or development tools, you can still register it with your
OpsWorks for Puppet Enterprise master the same way you would register it with any unmanaged
Puppet Enterprise master. As mentioned in this topic, installing puppet-agent sends a CSR
to the OpsWorks for Puppet Enterprise master. An authorized Puppet user can sign the CSR
manually, or configure automatic signing of CSRs by editing the autosign. conf file that is
stored on the Puppet master. For more information about configuring autosigning and editing
autosign.conf, see SSL configuration: autosigning certificate requests in the Puppet platform
documentation.

To associate on-premises nodes with a Puppet master and allow the Puppet master to accept all
CSRs, do the following in the Puppet Enterprise console. The parameter that controls the behavior
is puppet_enterprise::profile::master::allow_unauthenticated_ca.
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/A Important

Enabling the Puppet master to accept self-signed CSRs or all CSRs is not recommended
for security reasons. By default, allowing unauthenticated CSRs makes a Puppet master
accessible to the world. Setting the upload of certificate requests to be enabled by default
can make your Puppet master vulnerable to denial of service (DoS) attacks.

1. Signin to the Puppet Enterprise console.

2. Choose Configure, choose Classification, choose PE Master, and then choose the
Configuration tab.

On the Classification tab, locate the class puppet_enterprise::profile::master.
4. Set the value of the allow_unauthenticated_ca parameter to true.

Save your changes. Your changes are applied during the next Puppet run. You can allow 30
minutes for changes to take effect (and on-premises nodes to be added), or you can initiate a
Puppet run manually in the Run section of the PE console.

More Information

Visit the Learn Puppet tutorial site to learn more about using OpsWorks for Puppet Enterprise

servers and Puppet Enterprise console features.

Sign in to the Puppet Enterprise Console

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

After you have downloaded the sign-in credentials from the Puppet master's Properties page, and
the server is online, sign in to the Puppet Enterprise console. In this walkthrough, we instructed
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you to specify your control repository that contains your modules, and add at least one node to
manage. This allows you to see information about the agent and nodes in the console.

When you attempt to connect to the Puppet Enterprise console webpage, certificate warnings
appear in your browser until you install an AWS OpsWorks-specific, CA-signed SSL certificate on
the client computer that you are using to manage your Puppet server. If you prefer not to see the
warnings before you continue to the dashboard webpage, install the SSL certificate before you sign
in.

To install the AWS OpsWorks SSL certificate
«  Choose the certificate that matches your system.

« For Linux or MacOS-based systems, download the file with the PEM filename extension from
the following Amazon S3 location: https://s3.amazonaws.com/opsworks-cm-us-east-1-

prod-default-assets/misc/opsworks-cm-ca-2016-root.pem.

® Note

Additionally, download a newer PEM file from the following location: https://
s3.amazonaws.com/opsworks-cm-us-east-1-prod-default-assets/misc/opsworks-

cm-ca-2020-root.pem. Because OpsWorks for Puppet Enterprise is currently

renewing its root certificates, you must trust both old and new certificates.

For more information about how to manage SSL certificates on MacOS, see Get information

about a certificate in Keychain Access on Mac on the Apple Support website.

» For Windows-based systems, download the file with the P7B filename extension from the
following Amazon S3 location: https://s3.amazonaws.com/opsworks-cm-us-east-1-prod-

default-assets/misc/opsworks-cm-ca-2016-root.p7b.

For more information about how to install an SSL certificate on Windows, see Manage
Trusted Root Certificates on Microsoft TechNet.

® Note

Additionally, download a newer P7B file from the following location: https://
s3.amazonaws.com/opsworks-cm-us-east-1-prod-default-assets/misc/opsworks-
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cm-ca-2020-root.p7b. Because OpsWorks for Puppet Enterprise is currently
renewing its root certificates, you must trust both old and new certificates.

After you have installed the client-side SSL certificate, you can sign in to the Puppet Enterprise

console without seeing warning messages.

To sign in to the Puppet Enterprise console

1.

Unzip and open the Puppet Enterprise credentials that you downloaded in Prerequisites. You
will need these credentials to sign in.

In the AWS Management Console, open the Properties page for your Puppet server.

At the upper right of the Properties page, choose Open Puppet Enterprise console.

o test—puppet-server CZ‘ Open Puppet Enterprise dashboartD Actions v
Server information More settings
healthy 2017.3.0 US West (Oregon) Spm-6pmUTC, every Tuesday 10 pm - 11 pm UTC, daily

https://ftest-puppet-server- us-west-2 opsworks-cm.io =

Sign in using the credentials from Step 1.
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puppet

Hello.

USER NAME:

PASSWORD:

Log in

puppet

5. In the Puppet Enterprise console, you can view detailed information about the nodes you're
managing, module run progress and events, the compliance level of nodes, and much more.
For more information about the features of the Puppet Enterprise console and how to use
them, see Managing nodes in the Puppet Enterprise documentation.
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View the latest run status for your nodes and inspect recent corrective or intentional changes across your infrastructure. Updated: 4 minutes ago
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Group and Classify Nodes

Before you specify the desired configuration of your nodes by applying classes to them, group the
nodes according to their roles in your enterprise or their common characteristics. Grouping and
classifying nodes involves the following high-level tasks. You can complete these tasks by using the
PE console. For detailed information about how to group and classify your nodes, see Grouping and

classifying nodes in the Puppet Enterprise documentation.

1. Create node groups.
2. Add nodes to groups manually or automatically by applying rules that you create.

3. Assign classes to node groups.

Reset Administrator and User Passwords

For information about how to change the password that you use to sign in to the Puppet Enterprise
console, see Reset the console administrator password in the Puppet Enterprise documentation.

By default, after ten sign-in attempts, users are locked out of the Puppet console. For more
information about how to reset user passwords in the event of a lockout, see Password endpoints
in the Puppet Enterprise documentation.
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Optional: Use AWS CodeCommit as a Puppet r10k Remote Control
Repository

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

You can create a new repository by using AWS CodeCommit, and use it as your r10k remote control
repository. To complete steps in this section, and work with a CodeCommit repository, you need a
user that has the permissions provided by the AWSCodeCommitReadOnly managed policy.

Topics

» Step 1: Use CodeCommit as a Repository with an HTTPS connection type

» Step 2: (Optional) Use CodeCommit as a Repository with an SSH connection type

Step 1: Use CodeCommit as a Repository with an HTTPS connection type

1. In the CodeCommit console, create a new repository.
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Create repository o

Create a secure repository to store and share your code. Begin by typing a repository name and a

description for your repository. Repository names are included in the URLs for that repository.
€@ Access to the repository
Users connecting to an AWS CodeCommit repository for the first time must complete
setup steps before they can use it. Learn more
Repository name* control-repo
Description An r10k remote repository for my Puppet Enterprise Server
*Required

Cancel Create repository

2. Choose Skip to skip setting up an Amazon SNS topic.

3. Onthe Code page, choose Connect to your repository.

4. On the Connect to your repository page, choose HTTPS as the Connection type, and choose
your operating system.
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Connect to your repository

You are signed in using federated access or temporary credentials. The only supported connection method for these sign-in types is to use
the credential manager included with the AWS CLI, as documented below. To configure a connection using SSH or Git credentials over
HTTRS, sign in as an |AM user.

Follow the steps below to connect to your repository from your local computer.

Connection type @® HTTPS
SSH

Operating system @® Linux, MacOS, or Unix

Windows

Prerequisites

1. Install Git (1.7.9 or later supported). If you don't have Git installed, install it now.

2. Install the AWS CLI

3. At the terminal, type aws configure and configure the AWS CLI with your [AM user access key and secret key.
4. Attach an appropriate AWS CodeCommit managed policy to the 1AM user. Learn more

Steps to clone your repository

1. At the terminal, paste the following commands:

git config --global credential.helper 'laws codecommit credential-helper S@° vl

git config --global credential.UseHttpPath true
2. Clone your repository to your local computer and start working on code:
git clone https://git-codecommit.us-east-1.amazonaws.com/v1l,/repos/control-repo vl

3. If using MacOS, Disable the Keychain Access utility for connections to AWS CodeCommit.

| want more detailed instructions

e 0. O P e e e e e e R e G0 B PR R aip— g

In the Steps to clone your repository area, your git clone URL should resemble the
following: https://git-codecommit.region.amazonaws.com/vl/repos/control-
repo. Copy this URL to a convenient place for use in Puppet server setup.

5. Close the Connect to your repository page, and return to the OpsWorks for Puppet Enterprise
server setup.

6. Paste the URL that you copied in Step 4 in the r10k remote string box in the Configure
credentials page of the Puppet master setup wizard. Leave the r10k private key box empty.
Finish creating and launching your Puppet master.
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7. Inthe IAM console, attach the AWSCodeCommitReadOnly policy to the instance profile role
of your Puppet master. For more information about how to add a permissions policy to an IAM
role, see Adding IAM identity permissions (console) in the IAM User Guide.

8. Follow the steps in Setup for HTTPS users using Git credentials in the AWS CodeCommit User
Guide to push your existing control-repo content to the new CodeCommit repository.

9. Now, you can continue by following the instructions in the section called “Finish

Configuration”, and use the Starter Kit to deploy code to your Puppet master. The following

command is an example.

puppet-code deploy --all --wait --config-file .config/puppet-code.conf

Step 2: (Optional) Use CodeCommit as a Repository with an SSH connection type

You can configure an AWS CodeCommit r10k remote control repository to use SSH key pair
authentication. The following prerequisites must be completed before you start this procedure.

» You must have launched your OpsWorks for Puppet Enterprise server with an HTTPS control
repository as described in the preceding section, the section called “Step 1: Use CodeCommit as a

Repository with an HTTPS connection type”. This must be completed first so you can upload the

required configuration to the Puppet master.

« Be sure you have an user with the AWSCodeCommitReadOnly managed policy attached. For
more information about how to create a user, see Creating an IAM user in your AWS account in
the IAM User Guide.

» Create and associate an SSH key with your user. Follow instructions for creating a public/private
key pair with ssh-keygen in Step 3: Configure credentials on Linux, macOS, or Unix in the AWS

CodeCommit User Guide.

1. Inan AWS CLI session, run the following command to upload the private key file contents to
AWS Systems Manager Parameter Store. Your OpsWorks for Puppet Enterprise server queries
this parameter to get a required certificate file. Replace private_key_file with the path to
your SSH private key file.

aws ssm put-parameter --name puppet_user_pk --type String --value
"“cat private_key_file "

2. Add Systems Manager Parameter Store permissions to your Puppet master.
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a. Open the IAM console at https://console.aws.amazon.com/iam/.

b. In the left navigation pane, choose Roles.

c. Choose aws-opsworks-cm-ec2-role.

d. On the Permissions tab, choose Attach policies.

e. Inthe Search bar, enter AmazonSSMManagedInstanceCore.

f.  In the search results, choose AmazonSSMManagedinstanceCore.
g. Choose Attach policy.

3. Create the configuration file manifest. If you are using the control-repo-example
repository provided in the starter kit, create the following files in the locations shown in
the example repository. Otherwise, create them according to your own control repository
structure. Replace the TAM_USER_SSH_KEY value with the SSH key ID you created in the
prerequisites for this procedure.

control-repo-example/site/profile/manifests/codecommit.pp

class profile::codecommit {
$configfile = @(CONFIGFILE)
Host git-codecommit.*.amazonaws.com
User IAM_USER_SSH_KEY
IdentityFile /etc/puppetlabs/puppetserver/ssh/codecommit.rsa
StrictHostKeyChecking=no
| CONFIGFILE

# Replace REGION with the correct region for your server.
$command = @(COMMAND)
aws ssm get-parameters \
--region REGION \
--names puppet_user_pk \
--query "Parameters[Q].Value" \
--output text >| /etc/puppetlabs/puppetserver/ssh/codecommit.zrsa
| COMMAND

$dirs = [

'/opt/puppetlabs/server/data/puppetserver/.ssh',
'/etc/puppetlabs/puppetserver/ssh’,

file { $dirs:
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ensure => 'directory',
group => 'pe-puppet',
owner => 'pe-puppet',
mode => 'Q750',

file { 'ssh-config':
path => '/opt/puppetlabs/server/data/puppetserver/.ssh/config’,
require => File[$dirs],
content => $configfile,
group  => 'pe-puppet’,
owner => 'pe-puppet’,
mode => '0600',

exec { 'download-codecommit-certificate':
command => $command,
require => File[$dirs],
creates => '/etc/puppetlabs/puppetserver/ssh/codecommit.rsa’,
path => '/bin',
cwd => '/etc/puppetlabs’,

file { 'private-key-permissions':
subscribe => Exec['download-codecommit-certificate'],

path => '/etc/puppetlabs/puppetserver/ssh/codecommit.rsa"',
group => 'pe-puppet’,
owner => 'pe-puppet’,
mode => '0600',
}

4. Push your control repository to CodeCommit. Run the following commands to push the new
manifest file to your repository.

git add ./site/profile/manifests/codecommit.pp
git commit -m 'Configuring for SSH connection to CodeCommit'
git push origin production

5. Deploy the manifest files. Run the following commands to deploy the updated configuration
to your OpsWorks for Puppet Enterprise server. Replace STARTER_KIT_DIRECTORY with the
path to your Puppet configuration files.
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cd STARTER_KIT_DIRECTORY

puppet-access login --config-file .config/puppetlabs/client-tools/puppet-
access.conf

puppet-code deploy --all --wait \
--config-file .config/puppet-code.conf \
--token-file .config/puppetlabs/token

6. Update the OpsWorks for Puppet Enterprise server's classification. By default, the Puppet
agent runs on nodes (including the master) every 30 minutes. To avoid waiting, you can
manually run the agent on the Puppet master. Running the agent picks up the new manifest
file.

a. Signin to the Puppet Enterprise console.
b. Choose Classification.
c. Expand PE Infrastructure.

d. Choose PE Master.

e. On the Configuration tab, enter profile: :codecommit in Add new class.

The new class, profile: :codecommit, might not appear immediately after running
puppet-code deploy. Choose Refresh on this page if it does not appear.

f.  Choose Add class, and then choose Commit 1 change.

g. Manually run the Puppet agent on the OpsWorks for Puppet Enterprise server. Choose
Nodes, choose your server in the list, choose Run Puppet, and then choose Run.

7. In the Puppet Enterprise console, change the repository URL to use SSH instead of HTTPS. The
configuration you perform in these steps is saved during the OpsWorks for Puppet Enterprise
backup and restoration process, so you do not need to manually change the repository
configuration after maintenance activities.

a. Choose Classification.
b. Expand PE Infrastructure.
¢. Choose PE Master.

d. On the Configuration tab, find the puppet_enterprise::profile: :master class.

e. Choose Edit next to the r10k_remote parameter.
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f.  Replace the HTTPS URL with the SSH URL for your repository, and then choose Commit 1
change.

g. Manually run the Puppet agent on the OpsWorks for Puppet Enterprise server. Choose
Nodes, choose your server in the list, choose Run Puppet, and then choose Run.

Create an AWS OpsWorks for Puppet Enterprise Master by
using AWS CloudFormation

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

AWS OpsWorks for Puppet Enterprise lets you run a Puppet Enterprise server in AWS. You can

provision a Puppet Enterprise master server in about 15 minutes.

Starting May 3, 2021, OpsWorks for Puppet Enterprise stores some Puppet Enterprise server
attributes in AWS Secrets Manager. For more information, see Integration with AWS Secrets

Manager.

The following walkthrough helps you create a Puppet master in OpsWorks for Puppet Enterprise by
creating a stack in AWS CloudFormation.

Topics

« Prerequisites
o Create a Puppet Enterprise Master in AWS CloudFormation
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Prerequisites

Before you create a new Puppet master, create the resources outside of OpsWorks for Puppet
Enterprise that you'll need to access and manage your Puppet master. For more information, see
Prerequisites in the Getting Started section of this guide.

If you are creating a server that uses a custom domain, you need a custom domain, certificate,
and private key. You must specify values for all three of these parameters in your AWS
CloudFormation template. For more information about requirements for the CustomDomain,
CustomCertificate, and CustomPrivateKey parameters, see CreateServer in the AWS
OpsWorks CM API Reference.

Review the OpsWorks-CM section of the AWS CloudFormation User Guide Template Reference to

learn about the supported and required values in the AWS CloudFormation template that you use
to create your server.

Create a Puppet Enterprise Master in AWS CloudFormation

This section describes how to use an AWS CloudFormation template to build a stack that creates an
OpsWorks for Puppet Enterprise master server. You can do this by using the AWS CloudFormation
console or the AWS CLI. An example AWS CloudFormation template is available for you to use to

build an OpsWorks for Puppet Enterprise server stack. Be sure to update the example template
with your own server name, 1AM roles, instance profile, server description, backup retention count,
maintenance options, and optional tags. If your server will use a custom domain, you must specify
values for the CustomDomain, CustomCertificate, and CustomPrivateKey parametersin
your AWS CloudFormation template. For more information about these options, see the section
called “Create a Puppet Enterprise Master by using the AWS Management Console” in the Getting
Started section of this guide.

Topics

» Create a Puppet Enterprise Master by using AWS CloudFormation (Console)

o Create a Puppet Enterprise Master by using AWS CloudFormation (CLI)

Create a Puppet Enterprise Master by using AWS CloudFormation (Console)

1. Signin to the AWS Management Console and open the AWS CloudFormation console at
https://console.aws.amazon.com/cloudformation.
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2.
3.

On the AWS CloudFormation home page, choose Create stack.

In Prerequisite - Prepare template, if you are using the example AWS CloudFormation

template, choose Template is ready.

In Specify template, choose the source of your template. For this walkthrough, choose
Upload a template file, and upload an AWS CloudFormation template that creates a Puppet
Enterprise server. Browse for your template file, and then choose Next.

An AWS CloudFormation template can be in either YAML or JSON format. An example AWS
CloudFormation template is available for you to use; be sure to replace example values with
your own. You can use the AWS CloudFormation template designer to build a new template or
validate an existing one. For more information about how to do this, see AWS CloudFormation
Designer Interface Overview in the AWS CloudFormation User Guide.

Create stack

Prerequisite - Prepare template

Prepare template
Every stack is based on a template. A template is a JSON or YAML file that contains configuration information about the AWS resources you want to include in the stack.

© Template is ready Use a sample template Create template in Designer

Specify template

A template is a JSON or YAML file that describes your stack's resources and properties.

Template source
Selecting a template generates an Amazon 53 URL where it will be stored.

Amazon S3 URL © Upload a template file

Upload a template file

Choose file [4] opsworkscm-server.json

JSON or YAML formatted file

S3 URL: https://s3-external-1.amazonaws.com/cf-templates- / -opsworkscm-server.json ‘ View in Designer ‘

On the Specify stack details page, enter a name for your stack. This won't be the same as the
name of your server, it is only a stack name. In the Parameters area, enter an administrator
password for signing in to the Puppet Enterprise console webpage. The password must use
between 8 and 32 ASCII characters. Choose Next.
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Specify stack details

Stack name

Stack name

OpsWorksCMPuppetServerStack

Stack name can include letters (A-Z and a-z), numbers (0-9), and dashes (-).

Parameters

Parameters are defined in your template and allow you to input custom values when you create or update a stack.

AdminPassword

09876543210

6. On the Options page, you can add tags to the server you're creating with the stack, and
choose an IAM role for creating resources if you have not already specified an IAM role to use
in your template. When you're finished specifying options, choose Next. For more information
about advanced options such as rollback triggers, see Setting AWS CloudFormation Stack
Options in the AWS CloudFormation User Guide.

7. On the Review page, review your choices. When you are ready to create the server stack,
choose Create.

While you are waiting for AWS CloudFormation to create the stack, view the stack creation
status. If stack creation fails, review the error messages shown in the console to help you
resolve the issues. For more information about troubleshooting errors in AWS CloudFormation
stacks, see Troubleshooting Errors in the AWS CloudFormation User Guide.

When server creation is finished, your Puppet master is available on the OpsWorks for
Puppet Enterprise home page, with a status of online. After the server is online, the Puppet
Enterprise console is available on the server's domain, at a URL in the following format:
https://your_server name-randomID.region.opsworks-cm.io.

® Note

If you specified a custom domain, certificate, and private key for your server, create
a CNAME entry in your enterprise's DNS management tool that maps your custom
domain to the endpoint that OpsWorks for Puppet Enterprise automatically generated
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for the server. You cannot manage the server or connect to the Puppet Enterprise
management website for the server until you map the generated endpoint to your
custom domain value.

To get the generated endpoint value, run the following AWS CLI command after your
server is online:

aws opsworks describe-servers --server-name server_name

Create a Puppet Enterprise Master by using AWS CloudFormation (CLI)

If your local computer is not already running the AWS CLI, download and install the AWS CLI by
following installation instructions in the AWS Command Line Interface User Guide. This section
does not describe all parameters that you can use with the create-stack command. For more

information about create-stack parameters, see create-stack in the AWS CL/ Reference.

1.
2.

Be sure to complete the Prerequisites for creating an OpsWorks for Puppet Enterprise master.

Create a service role and an instance profile. AWS OpsWorks provides an AWS CloudFormation
template that you can use to create both. Run the following AWS CLI command to create an
AWS CloudFormation stack that creates the service role and instance profile for you.

aws cloudformation create-stack --stack-name OpsWorksCMRoles --template-url
https://s3.amazonaws.com/opsworks-cm-us-east-1-prod-default-assets/misc/opsworks-
cm-roles.yaml --capabilities CAPABILITY_NAMED_IAM

After AWS CloudFormation finishes creating the stack, find and copy the ARNs of service roles
in your account.

aws iam list-roles --path-prefix "/service-role/" --no-paginate

In the results of the 1ist-roles command, look for service role and instance profile entries
that resemble the following. Make a note of the ARNs of the service role and instance profile,
and add them to the AWS CloudFormation template that you are using to create your Puppet
master server stack.

"AssumeRolePolicyDocument": {
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"Version": "2012-10-17",
"Statement": [

{
"Action": "sts:AssumeRole",
"Effect": "Allow",
"Principal": {
"Service": "ec2.amazonaws.com"
}
}

iy
"RoleId": "AR0ZZZZ7Z7Z7777Z7QG6R22HC",
"CreateDate": "2018-01-05T20:42:207",

"RoleName": "aws-opsworks-cm-ec2-role",
"Path": "/service-role/",
"Arn": "arn:aws:iam::000000000000:r0le/service-role/aws-opsworks-cm-ec2-role"
},
{
"AssumeRolePolicyDocument": {
"Version": "2012-10-17",
"Statement": [
{
"Action": "sts:AssumeRole",
"Effect": "Allow",
"Principal": {
"Service": "opsworks-cm.amazonaws.com"
}
}
]
I
"RolelId": "ARQZZZZZZ7ZZ7Z7Z777ZZ6QE",
"CreateDate": "2018-01-05T20:42:20Z",
"RoleName": "aws-opsworks-cm-service-role",
"Path": "/service-role/",
"Arn": "arn:aws:iam: :000000000000:role/service-role/aws-opsworks-cm-service-
role"
}

3. Create the OpsWorks for Puppet Enterprise master by running the create-stack command
again.
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» Replace stack_name with the name of your stack. This is the name of the AWS
CloudFormation stack, not your Puppet master. The Puppet master name is the value of
ServerName in your AWS CloudFormation template.

» Replace template with the path to your template file, and the extension yaml or json
with .yaml or . json as appropriate.

o The values for --parameters correspond to EngineAttributes from the CreateServer

API. For Puppet, the following are user-provided engine attributes to create a server.

r10k engine attributes connect your Puppet master to a code repository to manage the
server's environment configuration. For more information about r10k engine attributes, see
Managing code with r10k in the Puppet Enterprise documentation.

o PUPPET_ADMIN_PASSWORD, an administrator password for signing in to the Puppet
Enterprise console webpage. The password must use between 8 and 32 ASCII characters,
and requires at least one upper case letter, one lower case letter, one number, and one
special character.

« PUPPET_R10K_REMOTE, the URL of your control repository (for example, ssh://
git@your.git-repo.com:user/control-repo.git). Specifying an r10k remote opens TCP port
8170.

« PUPPET_R10OK_PRIVATE_KEY. If you are using a private Git repository, add
PUPPET_R10K_PRIVATE_KEY to specify an SSH URL and a PEM-encoded private SSH key.

aws cloudformation create-stack --stack-name stack_name
--template-body file://template.yaml or json --parameters
ParameterKey=AdminPassword, ParameterValue="password"

The following is an example.

aws cloudformation create-stack --stack-name "OpsWorksCMPuppetServerStack"
--template-body file://opsworkscm-puppet-server.json --parameters
ParameterKey=AdminPassword, ParameterValue="09876543210Ab#"

The following example specifies r10k engine attributes as parameters, when they are not
provided in the AWS CloudFormation template. An example template that includes the r10k
engine attributes, puppet-server-param-attributes.yaml, is included in the example
AWS CloudFormation templates.
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aws cloudformation create-stack --stack-name MyPuppetStack --

template-body file://puppet-server-param-attributes.yaml --parameters
ParameterKey=AdminPassword, ParameterValue="superSecretl%3"
ParameterKey=R10KRemote, ParameterValue="https://www.yourRemote.com"
ParameterKey=R10KKey, ParameterValue="$(cat puppet-rl@k.pem)"

The following example specifies r10k engine attributes and their values in the AWS
CloudFormation template; the command only needs to point to the template file. The
template specified as the value of --template-body, puppet-server-in-file-
attributes.yaml, is included in the example AWS CloudFormation templates.

aws cloudformation create-stack --stack-name MyPuppetStack --template-body file://
puppet-server-in-file-attributes.yaml

4. (Optional) To get stack creation status, run the following command.

aws cloudformation describe-stacks --stack-name stack_name

5.  When stack creation has finished, go on to the next section, the section called “Finish
Configuration”. If stack creation fails, review the error messages shown in the console to
help you resolve the issues. For more information about troubleshooting errors in AWS
CloudFormation stacks, see Troubleshooting Errors in the AWS CloudFormation User Guide.

Update an OpsWorks for Puppet Enterprise Server to Use a
Custom Domain

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).
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This section describes how to update an existing OpsWorks for Puppet Enterprise server to use a
custom domain and certificate by using a backup of the server to create a new server. Essentially,
you are copying an existing OpsWorks for Puppet Enterprise 2.0 server by creating a new server
from a backup, then configuring the new server to use a custom domain, certificate, and private
key.

Topics

Prerequisites

Limitations

Update a Server to Use a Custom Domain

See Also

Prerequisites

The following are requirements for updating an existing OpsWorks for Puppet Enterprise server to
use a custom domain and certificate.

» The server that you want to update (or copy) must be running Puppet Enterprise 2019.8.5.

» Decide which backup you want to use to create a new server. You must have at least one
backup available of the server that you want to update. For more information about backups in
OpsWorks for Puppet Enterprise, see Back Up an OpsWorks for Puppet Enterprise Server.

» Have ready the service role and instance profile ARNs that you used to create the existing server
that is the source of your backup.

« Be sure that you are running the most current release of the AWS CLI. For more information
about updating your AWS CLI tools, see Installing the AWS CLI in the AWS Command Line
Interface User Guide.

Limitations

When you update an existing server by creating a new server from a backup, the new server cannot
be exactly the same as the existing OpsWorks for Puppet Enterprise server.

» You can only complete this procedure by using the AWS CLI or one of the AWS SDKs. You cannot
create a new server from a backup by using the AWS Management Console.
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« The new server cannot use the same name as the existing server within an account, and within
an AWS Region. The name must be different from the existing server that you used as the source
of the backup.

» Nodes that were attached to the existing server are not managed by the new server. You must do
one of the following.

« Attach different nodes, because nodes cannot be managed by more than one Puppet master.

» Migrate the nodes from the existing server (the source of the backup) to the new server and
the new custom domain endpoint. For more information about how to migrate nodes, see the
Puppet Enterprise documentation.

Update a Server to Use a Custom Domain

To update an existing Puppet master, you make a copy of it by running the create-server
command, adding parameters to specify a backup, a custom domain, a custom certificate, and a
custom private key.

1. If you do not have service role or instance profile ARNs available to specify in your create-
server command, follow steps 1-5 in Create a Chef Automate server by using the AWS CLI to

create a service role and instance profile that you can use.

2. If you have not already done so, find the backup of the existing Puppet master on which
you want to base a new server with a custom domain. Run the following command to show
information about all OpsWorks for Puppet Enterprise backups in your account, and in a
region. Be sure to note the ID of the backup that you want to use.

aws opsworks-cm --region region name describe-backups
3. Create the OpsWorks for Puppet Enterprise server by running the create-server command.
e The --engine value is Puppet, --engine-model is Monolithic, and --engine-

versionis 2019 or 2017.

» The server name must be unique within your AWS account, within each region. Server names
must start with a letter; then letters, numbers, or hyphens (-) are allowed, up to a maximum
of 40 characters.

» Use the instance profile ARN and service role ARN that you copied in Steps 3 and 4.
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 Valid instance types are c4.1large, c4.xlarge, or c4.2xlarge. For more information
about the specifications of these instance types, see Instance Types in the Amazon EC2 User
Guide.

e The --engine-attributes parameter is optional; if you don't specify a Puppet
administrator password, the server creation process generates one for you. If you add - -
engine-attributes, specify a PUPPET_ADMIN_PASSWORD, an administrator password for
signing in to the Puppet Enterprise console webpage. The password must use between 8 and
32 ASCII characters.

« An SSH key pair is optional, but can help you connect to your Puppet master if you need to
reset the console administrator password. For more information about creating an SSH key
pair, see Amazon EC2 Key Pairs in the Amazon EC2 User Guide.

» To use a custom domain, add the following parameters to your command. Otherwise, the
Puppet master creation process automatically generates an endpoint for you. All three
parameters are required to configure a custom domain. For information about additional
requirements for using these parameters, see CreateServer in the AWS OpsWorks CM API
Reference.

e --custom-domain - An optional public endpoint of a server, such as https://aws.my-
company.com.

e --custom-certificate - A PEM-formatted HTTPS certificate. The value can be be a
single, self-signed certificate, or a certificate chain.

e --custom-private-key - A private key in PEM format for connecting to the server
by using HTTPS. The private key must not be encrypted; it cannot be protected by a
password or passphrase.

Weekly system maintenance is required. Valid values must be specified in the following
format: DDD : HH: MM. The specified time is in coordinated universal time (UTC). If you do not
specify a value for --preferred-maintenance-window, the default value is a random,
one-hour period on Tuesday, Wednesday, or Friday.

Valid values for --preferred-backup-window must be specified in one of the following
formats: HH: MM for daily backups, or DDD : HH: MM for weekly backups. The specified time is
in UTC. The default value is a random, daily start time. To opt out of automatic backups, add
the parameter --disable-automated-backup instead.

e For --security-group-ids, enter one or more security group IDs, separated by a space.

e For --subnet-ids, enter a subnet ID.
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aws opsworks-cm create-server --engine "Puppet" --engine-model "Monolithic"
--engine-version "2019" --server-name '"server_name" --instance-profile-arn
"instance_profile_ARN" --instance-type "instance_type" --engine-attributes
'{"PUPPET_ADMIN_PASSWORD":"ASCII_password"}' --key-pair "key_pair_name" --

preferred-maintenance-window "ddd:hh:mm" --preferred-backup-window "ddd:hh:mm"
--security-group-ids security_group_idl security_group_id2 --service-role-arn
"service_role_ARN" --subnet-ids subnet_ID

The following example creates a Puppet master that uses a custom domain.

aws opsworks-cm create-server \

--engine "Puppet" \

--engine-model "Monolithic" \

--engine-version "2019" \

--server-name "puppet-02" \

--instance-profile-arn "arn:aws:iam::1019881987024:instance-profile/aws-
opsworks-cm-ec2-role" \

--instance-type "c4.large" \

--engine-attributes '{"PUPPET_ADMIN_PASSWORD":"zZZzDj2DLYXSZFRv1d"}"' \

--custom-domain "my-puppet-master.my-corp.com" \

--custom-certificate "----- BEGIN CERTIFICATE----- EXAMPLEQEXAMPLE== ----- END
CERTIFICATE----- "\

--custom-private-key "----- BEGIN RSA PRIVATE KEY----- EXAMPLEQEXAMPLE= ----- END
RSA PRIVATE KEY----- "\

--key-pair "amazon-test"

--preferred-maintenance-window "Mon:08:00" \

--preferred-backup-window "Sun:02:00" \

--security-group-ids sg-b00000001 sg-b000OOOS8 \

--service-role-arn "arn:aws:iam::044726508045:r0le/service-role/aws-opsworks-
cm-service-role" \

--subnet-ids subnet-383daa7l

4. OpsWorks for Puppet Enterprise takes about 15 minutes to create a new server. In the output
of the create-server command, copy the value of the Endpoint attribute. The following is
an example.

"Endpoint": "puppet-2019-exampleexample.opsworks-cm.us-east-1.amazonaws.com"
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Do not dismiss the output of the create-server command or close your shell session,
because the output can contain important information that is not shown again. To get
passwords and the starter kit from the create-server results, go on to the next step.

5. If you opted to have OpsWorks for Puppet Enterprise generate a password for you, you can
extract it in a usable format from the create-server results by using a JSON processor
such as jq. After you install jg, you can run the following commands to extract the Puppet
administrator password and starter kit. If you did not provide your own password in Step 3, be
sure to save the extracted administrator password in a convenient but secure location.

#Get the Puppet password:
cat resp.json | jg -r '.Server.EngineAttributes[] | select(.Name ==
"PUPPET_ADMIN_PASSWORD") | .Value'

#Get the Puppet Starter Kit:
cat resp.json | jg -r '.Server.EngineAttributes[] | select(.Name ==
"PUPPET_STARTER_KIT") | .Value' | base64 -D > starterkit.zip

(@ Note

You cannot regenerate a new Puppet master starter kit in the AWS Management
Console. When you create a Puppet master by using the AWS CLI, run the preceding jq
command to save the base64-encoded starter kit in the create-server results as a
ZIP file.

6. Optionally, if you did not extract the starter kit from create-server command results, you
can download a new starter kit from the server's Properties page in the OpsWorks for Puppet
Enterprise console.

7. If you are not using a custom domain, go on to the next step. If you are using a custom domain
with the server, create a CNAME entry in your enterprise's DNS management tool to point your
custom domain to the OpsWorks for Puppet Enterprise endpoint that you copied in step 4. You
cannot reach or sign in to a server with a custom domain until you complete this step.

8. When the server creation process is finished, go on to Configure the Puppet Master Using the
Starter Kit.
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See Also

» Create a Puppet Enterprise Master by using the AWS CLI

» Back Up and Restore an OpsWorks for Puppet Enterprise Server

» CreateServer in the AWS OpsWorks CM API Reference

« create-server in the AWS CLI Command Reference

Working with Tags on AWS OpsWorks for Puppet Enterprise
Resources

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

Tags are words or phrases that act as metadata for identifying and organizing your AWS resources.
In OpsWorks for Puppet Enterprise, a resource can have up to 50 user-applied tags. Each tag
consists of a key and one optional value. You can apply tags to the following resources in
OpsWorks for Puppet Enterprise:

o OpsWorks for Puppet Enterprise servers

» Backups of OpsWorks for Puppet Enterprise servers

Tags on AWS resources can help you track costs, control access to resources, group resources for
automating tasks, or organize resources by purpose or lifecycle stage. For more information about
the benefits of tags, see AWS Tagging Strategies in AWS Answers and Using Cost Allocation Tags in
the AWS Billing and Cost Management User Guide.

To use tags to control access to OpsWorks for Puppet Enterprise servers or backups, create or
edit policy statements in AWS Identity and Access Management (IAM). For more information,
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see Controlling Access to AWS Resources Using Resource Tags in the AWS Identity and Access
Management User Guide.

When you apply tags to an OpsWorks for Puppet Enterprise master, the tags are also applied

to the master's backups, the Amazon S3 bucket that stores the backups, the master's Amazon
EC2 instance, secrets for the master that are stored in AWS Secrets Manager, and the Elastic IP
address used by the master. Tags are not propagated to the AWS CloudFormation stack that AWS
OpsWorks uses to create your Puppet master.

Topics

How Tags Work in AWS OpsWorks for Puppet Enterprise

Add and Manage Tags in OpsWorks for Puppet Enterprise (Console)

Add and Manage Tags in OpsWorks for Puppet Enterprise (CLI)

See Also

How Tags Work in AWS OpsWorks for Puppet Enterprise

In this release, you can add and manage tags by using the AWS OpsWorks CM API or the AWS

Management Console. AWS OpsWorks CM also attempts to add tags that you add to a server to
the AWS resources that are associated with the server, including the EC2 instance, secrets in Secrets
Manager, Elastic IP address, security group, S3 bucket, and backups.

The following table provides an overview of how you add and manage tags in OpsWorks for
Puppet Enterprise.

Action What to use

Add tags to a new OpsWorks for Puppet o Choose Create Puppet Enterprise server
Enterprise server or a backup that you are and add tags on the Configure advanced
creating manually. settings page.

« Choose Create backup on the Backups page
for an existing server, and add tags on the
Create a backup of your Puppet Enterprise
server page.

« Add a Tags parameter to the CreateSer
ver orCreateBackup commands.
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Action

View tags on a resource.

Add tags to an existing OpsWorks for Puppet
Enterprise server or a backup, regardless of
whether the backup was created manually or
automatically.

Delete tags from a resource.

What to use

On the details page for your server, choose
Tags in the navigation pane.

On the Backups page for your server, select
a backup, and then choose Edit backup.

Run the ListTagsForResource
command.

On the details page for your server, choose
Tags in the navigation pane, and then
choose Edit.

On the Backups page for your server, select
a backup, and then choose Edit backup.

Run the TagResource command.

On the details page for your server, choose
Tags in the navigation pane, and then
choose Edit. Choose X next to tags that you
want to delete.

On the Backups page for your server, select
a backup, and then choose Edit backup.
Choose X next to tags that you want to
delete.

Run the UntagResource command.

DescribeServers and DescribeBackups responses do not include tag information. To show
tags, use the ListTagsForResource API.

Add and Manage Tags in OpsWorks for Puppet Enterprise (Console)

Procedures in this section are performed in the AWS Management Console.

If you add tags, a tag key cannot be empty. The key can be a maximum of 127 characters, and can

contain only Unicode letters, numbers, or separators, or the following special characters: + - = .

: / @Atagvalueis optional. You can add a tag that has a key, but no value. The value can be a
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maximum of 255 characters, and can contain only Unicode letters, numbers, or separators, or the

following special characters: + - = . _ : / @

Topics

Add Tags to a New OpsWorks for Puppet Enterprise Server (Console)

Add Tags to a New Backup (Console)

Add or View Tags on an Existing Server (Console)

Add or View Tags on an Existing Backup (Console)

Delete Tags from a Server (Console)

Delete Tags from a Backup (Console)

Add Tags to a New OpsWorks for Puppet Enterprise Server (Console)

Be sure to complete any prerequisites for creating an OpsWorks for Puppet Enterprise master.
Follow steps 1-8 in Create a Puppet Enterprise Master by using the AWS Management Console.

After you specify automated backup settings, add tags in the Tags area of the Configure
advanced settings page. You can add a maximum of 50 tags. When you are finished adding
tags, choose Next.

Go on to step 11 of Create a Puppet Enterprise Master by using the AWS Management
Console, and review settings you have chosen for the new server.

Add Tags to a New Backup (Console)

1

2
3.
4

On the OpsWorks for Puppet Enterprise home page, choose an existing Puppet master.
From the server's details page, choose Backups in the navigation pane.

On the Backups page, choose Create backup.

Add tags. Choose Create when you are finished adding tags.

Add or View Tags on an Existing Server (Console)

1.

On the OpsWorks for Puppet Enterprise home page, choose an existing Puppet master to open
its details page.

Choose Tags in the navigation pane, or at the bottom of the details page, choose View all
tags.
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3.

On the Tags page, choose Edit.

4. Add or edit tags on the server. Choose Save when you are finished.

® Note

Be aware that changing tags on your Puppet master also changes tags on resources
that are associated with the server, such as the EC2 instance, Elastic IP address, security
group, S3 bucket, and backups.

Add or View Tags on an Existing Backup (Console)

1.

On the OpsWorks for Puppet Enterprise home page, choose an existing Puppet master to open
its details page.

Choose Backups in the navigation pane, or in the Recent backups area of the details page,
choose View all backups.

On the Backups page, choose a backup to manage, and then choose Edit backup.

Add or edit tags on the backup. Choose Update when you are finished.

Delete Tags from a Server (Console)

1.

On the OpsWorks for Puppet Enterprise home page, choose an existing Puppet master to open
its details page.

Choose Tags in the navigation pane, or at the bottom of the details page, choose View all
tags.

On the Tags page, choose Edit.

Choose X next to a tag to delete the tag. Choose Save when you are finished.

® Note

Be aware that changing tags on your Puppet master also changes tags on resources
that are associated with the server, such as the EC2 instance, Elastic IP address, security
group, S3 bucket, and backups.
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Delete Tags from a Backup (Console)

1. On the OpsWorks for Puppet Enterprise home page, choose an existing Puppet master to open
its details page.

2. Choose Backups in the navigation pane, or in the Recent backups area of the details page,
choose View all backups.

On the Backups page, choose a backup to manage, and then choose Edit backup.

4. Choose X next to a tag to delete the tag. Choose Update when you are finished.

Add and Manage Tags in OpsWorks for Puppet Enterprise (CLI)

Procedures in this section are performed in the AWS CLI. Be sure that you are running the latest
release of the AWS CLI before you start working with tags. For more information about installing or
updating the AWS CLI, see Installing the AWS CLI in the AWS Command Line Interface User Guide.

If you add tags, a tag key cannot be empty. The key can be a maximum of 127 characters, and can
contain only Unicode letters, numbers, or separators, or the following special characters: + - = .
_ : / @Atagvalue is optional. You can add a tag that has a key, but no value. The value can be
a maximum of 255 characters, and contain only Unicode letters, numbers, or separators, or the
following special characters:+ - = . _ : / @

Topics
« Add Tags to a New OpsWorks for Puppet Enterprise Server (CLI)
Add Tags to a New Backup (CLI)

Add Tags to Existing Servers or Backups (CLI)
List Resource Tags (CLI)

Delete Tags from a Resource (CLI)

Add Tags to a New OpsWorks for Puppet Enterprise Server (CLI)

You can use the AWS CLI to add tags when you create an OpsWorks for Puppet Enterprise server.
This procedure does not describe in full how to create a server. For detailed information about how
to create an OpsWorks for Puppet Enterprise server by using the AWS CLI, see Create a Puppet

Enterprise Master by using the AWS CLI in this guide. You can add up to 50 tags to a server.

1. Be sure to complete any prerequisites for creating an OpsWorks for Puppet Enterprise server.
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2. Complete steps 1-4 of Create a Puppet Enterprise Master by using the AWS CLI.

3. Forstep 5, when you run the create-server command, add the --tags parameter to the
command, as shown in the following example.

aws opsworks-cm create-server ... --tags Key=Keyl,Value=Valuel
Key=Key2,Value=Value2

The following is an example showing only the tags portion of the create-server command.

aws opsworks-cm create-server ... --tags Key=Stage,Value=Production
Key=Department,Value=Marketing

4. Complete the remaining steps in Create a Puppet Enterprise Master by using the AWS CLI. To
verify that your tags were added to the new server, follow steps in List Resource Tags (CLI) in
this topic.

Add Tags to a New Backup (CLI)

You can use the AWS CLI to add tags when you create a new, manual backup of an OpsWorks for
Puppet Enterprise server. This procedure does not describe in full how to create a manual backup.
For detailed information about how to create a manual backup, see "To perform a manual backup
in the AWS CLI" in Back Up an OpsWorks for Puppet Enterprise Server. You can add up to 50 tags to
a backup. If a server has tags, new backups are automatically tagged with the server's tags.

By default, when you create a new OpsWorks for Puppet Enterprise server, automated backups
are enabled. You can add tags to an automated backup by running the tag-resource command,
described in Add Tags to Existing Servers or Backups (CLI) in this topic.

« To add tags to a manual backup as you're creating the backup, run the following command.
Only the tags portion of the command is shown. For an example of the full create-backup
command, see "To perform a manual backup in the AWS CLI" in Back Up an OpsWorks for
Puppet Enterprise Server.

aws opsworks-cm create-backup ... --tags Key=Keyl,Value=Valuel
Key=Key2,Value=Value2

The following example shows only the tags portion of the create-backup command.
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aws opsworks-cm create-backup ... --tags Key=Stage,Value=Production
Key=Department,Value=Marketing

Add Tags to Existing Servers or Backups (CLI)

You can run the tag-resource command to add tags to existing OpsWorks for Puppet Enterprise
servers or backups (whether the backups were created automatically or manually). Specify the
Amazon Resource Number (ARN) of a target resource to add tags to it.

1. To get the ARN of the resource to which you want to apply tags:

e Foraserver, rundescribe-servers --server-name server_name. The results of the
command show the server ARN.

« For a backup, run describe-backups --backup-id backup_ID. The results of the
command show the backup ARN. You can also run describe-backups --server-name
server_name to show information about all backups for a specific OpsWorks for Puppet
Enterprise server.

The following example shows only the ServerArn in results of a describe-servers --
server-name opsworks-cm-test command. The ServerArn value is added to a tag-
resource command to add tags to the server.

{
"Servers": [
{
"ServerArn": "arn:aws:opsworks-cm:us-west-2:123456789012:server/
opsworks-cm-test/EXAMPLEd-66b0-4196-8274-d1a2bEXAMPLE"
}
]
}

2. Runthe tag-resource command with the ARN that you returned in step 1.

aws opsworks-cm tag-resource --resource-arn "server_or_backup_ARN" --tags
Key=Keyl,Value=Valuel Key=Key2,Value=Value2
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The following is an example.

aws opsworks-cm tag-resource --resource-arn "arn:aws:opsworks-cm:us-
west-2:123456789012:server/opsworks-cm-test/EXAMPLEd-66b0-4196-8274-d1a2bEXAMPLE"
--tags Key=Stage,Value=Production Key=Department,Value=Marketing

3. To verify that tags were added successfully, go on to the next procedure, List Resource Tags
(CLI).

List Resource Tags (CLI)

You can run the 1ist-tags-for-resource command to show the tags that are attached to
OpsWorks for Puppet Enterprise servers or backups. Specify the ARN of a target resource to view
its tags.

1. To get the ARN of the resource for which you want to list tags:

e Foraserver,run describe-servers --server-name server_name. The results of the
command show the server ARN.

» For a backup, run describe-backups --backup-id backup_ID. The results of the
command show the backup ARN. You can also run describe-backups --server-name
server_name to show information about all backups for a specific OpsWorks for Puppet
Enterprise server.

2. Runthe list-tags-for-resource command with the ARN that you returned in step 1.

aws opsworks-cm list-tags-for-resource --resource-arn '"server_or_backup_ARN"

The following is an example.

aws opsworks-cm tag-resource --resource-arn "arn:aws:opsworks-cm:us-
west-2:123456789012:server/opsworks-cm-test/EXAMPLEd-66b0-4196-8274-d1a2bEXAMPLE"

If there are tags on the resource, the command returns results like the following.

"Tags": [

IlKeyll: IlStagell’
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"Value": "Production"
I
{

"Key": "Department",

"Value": "Marketing"
}

Delete Tags from a Resource (CLI)

You can run the untag-resource command to delete tags from OpsWorks for Puppet Enterprise
servers or backups. If the resource is deleted, tags on the resource are also deleted. Specify the
Amazon Resource Number (ARN) of a target resource to remove tags from it.

1. To get the ARN of the resource from which you want to remove tags:

» For aserver, run describe-servers --server-name server_name. The results of the
command show the server ARN.

o For a backup, run describe-backups --backup-id backup_ID. The results of the
command show the backup ARN. You can also run describe-backups --server-name
server_name to show information about all backups for a specific OpsWorks for Puppet
Enterprise server.

2. Runthe untag-resource command with the ARN that you returned in step 1. Specify only
the tags that you want to delete.

aws opsworks-cm untag-resource --resource-arn '"server or_ backup_ARN" --tags
Key=Keyl,Value=Valuel Key=Key2,Value=Value2

In this example, the untag-resource command removes only the tag with a key of Stage
and a value of Production.

aws opsworks-cm untag-resource --resource-arn "arn:aws:opsworks-cm:us-
west-2:123456789012:server/opsworks-cm-test/EXAMPLEd-66b0-4196-8274-d1a2bEXAMPLE"
--tags Key=Stage,Value=Production

3. To verify that tags were deleted successfully, follow steps in List Resource Tags (CLI) in this

topic.
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See Also

» Create a Puppet Enterprise Master by using the AWS CLI

» Back Up an OpsWorks for Puppet Enterprise Server

« AWS Tagging Strategies

» Controlling Access to AWS Resources Using Resource Tags in the AWS Identity and Access
Management User Guide

« Using Cost Allocation Tags in the AWS Billing and Cost Management User Guide

o CreateBackup in the AWS OpsWorks CM API Reference

» CreateServer in the AWS OpsWorks CM API Reference
» TagResource in the AWS OpsWorks CM API Reference
 ListTagsForResource in the AWS OpsWorks CM API Reference

« UntagResource in the AWS OpsWorks CM API Reference

Back Up and Restore an OpsWorks for Puppet Enterprise Server

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

This section describes how to back up and restore an OpsWorks for Puppet Enterprise server.

Topics

« Back Up an OpsWorks for Puppet Enterprise Server

» Restore an OpsWorks for Puppet Enterprise Server from a Backup

See Also API Version 2013-02-18 67


https://aws.amazon.com/answers/account-management/aws-tagging-strategies/
https://docs.aws.amazon.com/IAM/latest/UserGuide/access_tags.html
https://docs.aws.amazon.com/awsaccountbilling/latest/aboutv2/cost-alloc-tags.html#allocation-what
https://docs.aws.amazon.com/opsworks-cm/latest/APIReference/API_CreateBackup.html
https://docs.aws.amazon.com/opsworks-cm/latest/APIReference/API_CreateServer.html
https://docs.aws.amazon.com/opsworks-cm/latest/APIReference/API_TagResource.html
https://docs.aws.amazon.com/opsworks-cm/latest/APIReference/API_ListTagsForResource.html
https://docs.aws.amazon.com/opsworks-cm/latest/APIReference/API_UntagResource.html

AWS OpsWorks User Guide

Back Up an OpsWorks for Puppet Enterprise Server

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

You can define a daily or weekly recurring OpsWorks for Puppet Enterprise server backup, and
have the service store the backups in Amazon Simple Storage Service (Amazon S3) on your behalf.
Alternatively, you can make manual backups on demand.

Because backups are stored in Amazon S3, they incur additional fees. You can define a backup
retention period of up to 30 generations. You can submit a service request to have that limit
changed by using AWS support channels. Content delivered to Amazon S3 buckets might contain
customer content. For more information about removing sensitive data, see How Do | Empty an S3
Bucket? or How Do | Delete an S3 Bucket?.

You can add tags to backups of an OpsWorks for Puppet Enterprise master. If you have added tags
to an OpsWorks for Puppet Enterprise master, automated backups of the Puppet master inherit
those tags. For more information about how to add and manage tags on backups, see Working
with Tags on AWS OpsWorks for Puppet Enterprise Resources in this guide.

Topics

» Automated Backups

» Manual Backups

» Delete backups

Automated Backups

When you configure your OpsWorks for Puppet Enterprise server, you choose either automated
or manual backups. OpsWorks for Puppet Enterprise starts automated backups during the hour
and on the day that you choose in the Automated backup section of the Configure advanced
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settings page of the setup wizard. After your server is online, you can change backup settings by

performing the following steps on the server's properties page.

To change automated backup settings

1.

On the server's properties page, choose More settings.

Server information

Status Version

healthy 2017.3.0

Recent events

Time (UTC)

2017-11-02T22:57:042
2017-11-02T22:57:042
2017-11-02T22:51:427
2017-11-02T22:51:422
2017-11-02T22:46:43Z2
2017-11-02T22:46:437
2017-11-02T22:41:4372

2017-11-02T22:41:4372

@ test-puppet-server

Terprise Lonsole

https://test-puppet-server-

Actions v

More settings

nce Automated backup

(4" Open Puppet Enterprise dashboard

Jion System mainten

US West (Oregon)

[

4]

[vi]

S pm-6pmUTC, every Tuesday 10 pm - 11 pm UTC, daily

us-west-2 opsworks-cm.io =

View all events

Description

Successiully created an automated backup 'test-puppet-server-2017-11-02T722:56:09 8232'
Switching server status from BACKING_UP to HEALTHY with reason: Server Healthy
Successfully created an automated backup 'test-puppet-server-2017-11-02T22:51:08 6832
Switching server status from BACKING _UP to HEALTHY with reason: Server Healthy
Successfully created an automated backup 'test-puppet-server-2017-11-02T722:46:09.5062'
Switching server status from BACKING_UP to HEALTHY with reason: Server Healthy
Successfully created an automated backup ‘test-puppet-server-2017-11-02T22:41:09.0932'

Switching server status from BACKING_UP to HEALTHY with reason: Server Healthy

B i e e i i e PR o BP

To turn off automated backups, choose No for the Enable automated backups option. Save

your changes; you do not need to go on to the next step.

In the Automated Backup section, change the frequency, start time, or generations to keep.

Save your changes.

Back Up an OpsWorks for Puppet Enterprise Server
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Manual Backups

You can start a manual backup at any time in the AWS Management Console, or by running
the AWS CLI create-backup command. Manual backups are not included in the maximum 30

generations of automated backups that are stored. A maximum of 10 manual backups are stored,
and must be manually deleted from Amazon S3.

To perform a manual backup in the AWS Management Console

1. Onthe Puppet Enterprise servers page, choose the server that you want to back up.
2. Onthe properties page for the server, in the left navigation pane, choose Backups.

3. Choose Create backup.
4

The manual backup is finished when the page shows a green check mark in the backup's
Status column.

To perform a manual backup in the AWS CLI

You can add tags when you create a new, manual backup of an OpsWorks for Puppet Enterprise
server. For more information about how to add tags when you create a manual backup, see Add
Tags to a New Backup (CLI).

o  To start a manual backup, run the following AWS CLI command.

aws opsworks-cm --region region name create-backup --server-name "Puppet server
name" --description "optional descriptive string"

Delete backups

Deleting a backup permanently deletes it from the S3 bucket in which backups are stored.
To delete a backup in the AWS Management Console

1. Onthe Puppet Enterprise servers page, choose the server that you want to back up.
2. On the properties page for the server, in the left navigation pane, choose Backups.

3. Choose the backup that you want to delete, and then choose Delete backup. You can select
only one backup at a time.
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4. When you are prompted to confirm the deletion, fill the check box for Delete the backup,
which is stored in an S3 bucket, and then choose Yes, Delete.

To delete a backup in the AWS CLI

e To delete a backup, run the following AWS CLI command, replacing the value of --backup-id
with the ID of the backup that you want to delete. Backup IDs are in the format ServerName -
yyyyMMddHHmmssSSS. For example, puppet-server-20171218132604388.

aws opsworks-cm --region region name delete-backup --backup-id ServerName-
yyyyMMddHHmmssSSS

Restore an OpsWorks for Puppet Enterprise Server from a Backup

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

After browsing through your available backups, you can easily choose a point in time from which
to restore your OpsWorks for Puppet Enterprise server. Server backups contain configuration-
management software persistent data such as modules, classes, node associations, database
information (including reports, facts, etc.). Performing an in-place restoration of a server (that is,
restoring the existing OpsWorks for Puppet Enterprise server to a new EC2 instance) reregisters
nodes that were registered at the time of the backup that you use to restore the server, and
switches traffic to the new instance if restoration is successful, and the restored OpsWorks for
Puppet Enterprise server state is Healthy. Restoring to a newly-created OpsWorks for Puppet
Enterprise server does not maintain node connections. Restoring a server does not update the
version of Puppet software; it applies the same Puppet versions and configuration-management
data that are available in the backup that you choose.
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Restoring a server typically takes more time than creating a new server; the time depends on the
size of the backup you choose. After restoration is complete, the old EC2 instance remains in a
Running or Stopped state, but only temporarily. It is eventually terminated.

In this release, you can use the AWS CLI to restore a Puppet master in OpsWorks for Puppet
Enterprise.

(@ Note

You can also run the restore-server command to change the current instance type, or to
restore or set your SSH key if it is lost or compromised.

To restore a server from a backup

1. In the AWS CLI, run the following command to return a list of available backups and their
IDs. Make a note of the ID of the backup that you want to use. Backup IDs are in the format
myServerName-yyyyMMddHHmmssSSS.

aws opsworks-cm --region region name describe-backups

2. Run the following command.

aws opsworks-cm --region region name restore-server --backup-id "myServerName-
yyyyMMddHHmmssSSS" --instance-type "Type of instance" --key-pair "name of your EC2
key pair" --server-name "name of Puppet master"

The following is an example.

aws opsworks-cm --region us-west-2 restore-server --backup-id
"MyPuppetServer-20161120122143125" --server-name "MyPuppetServer"

3. Wait until restoration is complete.
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System Maintenance in OpsWorks for Puppet Enterprise

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

Mandatory system maintenance ensures that the latest AWS-tested versions of Puppet Server,
including security updates, are always running on an OpsWorks for Puppet Enterprise server.
System maintenance is required a minimum of once a week. By using the AWS CLI, you can
configure daily automatic maintenance, if desired. You can also use the AWS CLI to perform system
maintenance on demand, in addition to scheduled system maintenance.

When new versions of Puppet software become available, system maintenance is designed to
update the version of Puppet Server on the server automatically, as soon as it passes AWS testing.
AWS performs extensive testing to verify that Puppet upgrades are production-ready and do not
disrupt existing customer environments, so there can be lags between Puppet software releases
and their availability for application to existing OpsWorks for Puppet Enterprise servers. To update
available versions of Puppet software on demand, see Starting system maintenance on demand in

this topic.

System maintenance launches a new instance from a backup that is performed as part of the
maintenance process, which helps reduce risk from degraded or impaired Amazon EC2 instances
that undergo periodic maintenance.

/A Important

System maintenance deletes any files or custom configuration that you have added to
the OpsWorks for Puppet Enterprise server. For more information about how to repair
configuration or file loss, see Restoring custom configurations and files after maintenance

in this topic.
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Topics

« Configuring system maintenance

« Starting system maintenance on demand

» Restoring custom configurations and files after maintenance

Configuring system maintenance

When you create a new OpsWorks for Puppet Enterprise server, you can configure a weekday and
time, in Coordinated Universal Time (UTC), for system maintenance to start. Maintenance starts
during the hour that you specify. Because you should expect the server to be offline during system
maintenance, choose a time of low server demand within regular office hours. The server status is
UNDER_MAINTENANCE while maintenance is in progress.

You can also change the system maintenance settings on an existing OpsWorks for Puppet
Enterprise server, by changing settings in the System maintenance area of the Settings page for
your server, as shown in the following screenshot.
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Server Information

Name, region and type

Puppet Enterprise server name test-puppet-server
Puppet Enterprise server region US West (Oregon)

EC2 instance type c4large

Resources

CloudFormation stack aws-opsworks-cm-instance-test-puppet-
server

Network and security

Service role aws-opsworks-cm-service-role

Instance profile aws-opsworks-cm-ec2-role

f’System maintenance )

AWS OpsWorks installs updates for Puppet Enterprise minor versions or security packages in the time range and on the weekday that
you specify here Your Puppet Enterprise server will be offline during system maintenance.

Startday | Tuesday *+ O

Starttime (UTC) 5 pm-6pm * O

In the System maintenance section, set the day and hour that you want system maintenance to
begin.

Configuring system maintenance by using the AWS CLI

You can also configure the system maintenance automatic start time by using the AWS CLI.
The AWS CLI lets you configure daily automatic maintenance, if desired, by omitting the three-
character weekday prefix.
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Ina create-server command, add the --preferred-maintenance-window parameter to
your command, after specifying the requirements for creating the server instance (such as instance
type, instance profile ARN, and service role ARN). In the following create-server example, - -
preferred-maintenance-window is set to Mon:@8:00, meaning that you've set maintenance to
start every Monday morning at 8:00 a.m. UTC.

aws opsworks-cm create-server --engine "Puppet" --engine-model "Monolithic"
--engine-version "2017" --server-name "puppet-06" --instance-profile-arn
"arn:aws:iam::1119001987000:instance-profile/aws-opsworks-cm-ec2-role"
--instance-type '"c4.large" --key-pair "amazon-test" --service-role-arn
"arn:aws:iam: :044726508045:r0le/aws-opsworks-cm-service-role" --preferred-maintenance-
window "Mon:08:00"

In an update-server command, you can update the --preferred-maintenance-window
value alone, if desired. In the following example, the maintenance window is set to Friday night at
6:15 p.m. UTC.

aws opsworks-cm update-server --server-name "puppet-06" --preferred-maintenance-window
"Fri:18:15"

To change the start time of the maintenance window to 6:15 p.m. UTC every day, omit the three-
character weekday prefix, as shown in the following example.

aws opsworks-cm update-server --server-name "puppet-06" --preferred-maintenance-window
"18:15"

For more information about setting the preferred system maintenance window by using the AWS
CLI, see create-server and update-server.

Starting system maintenance on demand

To start system maintenance on demand, outside of your configured weekly or daily automatic
maintenance, run the following AWS CLI command. You cannot start on-demand maintenance in
the AWS Management Console.

aws opsworks-cm start-maintenance --server-name server_name

For more information about this command, see start-maintenance.
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Restoring custom configurations and files after maintenance

System maintenance can delete or change custom files or configurations that you have added to
your OpsWorks for Puppet Enterprise server.

If, after a maintenance run, your Puppet master is missing files or settings that you added by using
RunCommand or SSH, you can use an Amazon Machine Image (AMI) to launch a new Amazon EC2
instance. AMIs are available that are built from a server's pre-maintenance configuration.

The new instance is in the same state that the Puppet master was before maintenance, and should
include your missing files and settings.

/A Important

You cannot use the new instance to restore your server; the instance cannot be run as
a Puppet master. You can use the instance only to recover your files and configuration
settings.

To launch an EC2 instance from an AMI, in the Amazon EC2 console, open the Launch wizard,
choose My AMiIs, and then choose the AMI that has your server name. Follow Amazon EC2 wizard
steps as you would for any other instance launch.

Adding Nodes Automatically in OpsWorks for Puppet
Enterprise

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

This topic describes how to add Amazon Elastic Compute Cloud (Amazon EC2) nodes to your
OpsWorks for Puppet Enterprise server automatically. In Add Nodes for the Puppet Master to

Restoring custom configurations and files after maintenance API Version 2013-02-18 77



AWS OpsWorks User Guide

Manage, you learned how to use the associate-node command to add one node at a time to
your Puppet Enterprise server. The code in this topic shows how to add nodes automatically using
the unattended method. The recommended method of unattended (or automatic) association

of new nodes is to configure the Amazon EC2 user data. By default, an OpsWorks for Puppet
Enterprise server already has puppet-agent available for for Ubuntu, Amazon Linux, and RHEL
node operating systems.

For information about how to disassociate a node, see Disassociate a Node from an OpsWorks for
Puppet Enterprise Server in this guide, and disassociate-node in the OpsWorks for Puppet
Enterprise APl documentation.

Step 1: Create an IAM Role to Use as Your Instance Profile

Create an AWS Identity and Access Management (IAM) role to use as your EC2 instance profile,

and attach the following policy to the IAM role. This policy allows the opsworks-cm API to
communicate with the EC2 instance during node registration. For more information about instance
profiles, see Using Instance Profiles in the Amazon EC2 documentation. For information about how
to create an IAM role, see Creating an IAM Role in the Console in the Amazon EC2 documentation.

"Version": "2012-10-17",
"Statement": [
{

"Action": [
"opsworks-cm:AssociateNode",
"opsworks-cm:DescribeNodeAssociationStatus",
"opsworks-cm:DescribeServers",
"ec2:DescribeTags"

1,

"Resource": "*",

"Effect": "Allow"

AWS OpsWorks provides an AWS CloudFormation template that you can use to create the IAM role
with the preceding policy statement. The following AWS CLI command creates the instance profile
role for you by using this template. You can omit the --region parameter if you want to create
the new AWS CloudFormation stack in your default region.
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aws cloudformation --region region ID create-stack --stack-name myPuppetinstanceprofile
--template-url https://s3.amazonaws.com/opsworks-cm-us-east-1-prod-default-assets/
misc/owpe/opsworks-cm-nodes-roles.yaml --capabilities CAPABILITY_IAM

Step 2: Create Instances by Using an Unattended Association Script

To create EC2 instances, you can copy the user data script that is included in the Starter Kit to

the userdata section of EC2 instance instructions, Amazon EC2 Auto Scaling group launch
configurations, or an AWS CloudFormation template. The script is supported only for EC2 instances
running Ubuntu and Amazon Linux operating systems. For more information about adding

scripts to user data, see Running Commands on Your Linux Instance at Launch in the Amazon EC2

documentation. The easiest way to create a new node is to use the Amazon EC2 instance launch

wizard. This walkthrough uses the Apache web server example module setup described in Getting
Started with OpsWorks for Puppet Enterprise.

1. The user data script in the Starter Kit runs the opsworks-cm APl associate-node command

to associate a new node with your Puppet master. In this release, it also installs the current
version of the AWS CLI on the node for you, in case it is not already running the most up-to-
date version. Save this script to a convenient location as userdata. sh.

By default, the name of the new registered node is the instance ID.

2. Follow the procedure in Launching an Instance in the EC2 documentation, with modifications

here. In the EC2 instance launch wizard, choose an Amazon Linux AMI.

3. Onthe Configure Instance Details page, select myPuppetinstanceprofile, the role you
created in Step 1: Create an IAM Role to Use as Your Instance Profile, as your IAM role.

4. Inthe Advanced Details area, upload the userdata. sh script that you created in Step 1.
No changes are needed on the Add Storage page. Go on to Add Tags.

By applying tags to your EC2 instance, you can customize the behavior of userdata. sh. For
this example, apply the role apache_webserver to your node by adding the following tag:
pp_role, with the value apache_websexrver.

Setting the pp_role value on the node sets data values that are permanently stored in the
node's agent certificate, enabling trusted classification of the node. For more information, see
Extension requests (permanent certificate data) in the Puppet platform documentation.

6. On the Configure Security Group page, choose Add Rule, and then choose the type HTTP to
open port 8080 for the Apache web server in this example.
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7. Choose Review and Launch, and then choose Launch. When your new node starts, it applies
the Apache configuration of the sample module you set up in Set Up the Starter Kit Apache

Example.
8. When you open the webpage linked to the public DNS of your new node, you should see a

website that is hosted by your Puppet-managed Apache web server.

Disassociate a Node from an OpsWorks for Puppet Enterprise
Server

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

This section describes how to disassociate, or remove, a managed node from management by an
OpsWorks for Puppet Enterprise server. This operation is performed on the command line or in the
Puppet Enterprise console; you cannot disassociate nodes in the OpsWorks for Puppet Enterprise
management console. Currently, the OpsWorks for Puppet Enterprise APl does not allow for batch
removal of multiple nodes. The command in this section disassociates one node at a time.

We recommend that you disassociate nodes from a Puppet master before you delete the server,

so that the nodes continue to operate without trying to reconnect with the server. To do this, run
the disassociate-node AWS CLI command. To completely remove a node from PE, you must
disassociate the node and revoke its certificate, so that the node does not continuously attempt to
check in with the Puppet master. You should also uninstall puppet-agent from nodes when you

no longer want to manage them by using the Puppet master.
To disassociate nodes

1. Inthe AWS CLI, run the following command to disassociate nodes. Node_name is the name
of the node that you want to disassociate; for Amazon EC2 instances, this is the instance
ID.Server_name is the name of the Puppet master from which you want to disassociate the
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node. Both parameters are required. The --region parameter is not required unless you want
to disassociate a node from a Puppet master that is not in your default region.

aws opsworks-cm --region Region_name disassociate-node --node-name Node_name --
server-name Server_name

The following command is an example.

aws opsworks-cm --region us-west-2 disassociate-node --node-name
1i-0010zzz00d66zzz90 --server-name opsworkstest

2. Wait until a response message indicates that the disassociation is finished.

For more information about how to delete an OpsWorks for Puppet Enterprise server, see Delete an
OpsWorks for Puppet Enterprise Server.

See Also

« Remove nodes in the Puppet Enterprise documentation

Delete an OpsWorks for Puppet Enterprise Server

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

This section describes how to delete an OpsWorks for Puppet Enterprise server. Deleting a server
also deletes its events, logs, and any modules that were stored on the server. Supporting resources
(Amazon Elastic Compute Cloud instance, Amazon Elastic Block Store volume, etc.) are deleted
also, along with all automated backups.
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https://puppet.com/docs/pe/2017.3/managing_nodes/adding_and_removing_nodes.html#remove-nodes

AWS OpsWorks User Guide

Although deleting a server does not delete nodes, they are no longer managed by the deleted
server, and will continuously attempt to reconnect. For this reason, we recommend disassociating
managed nodes before you delete a Puppet master. In this release, you can disassociate nodes by
running an AWS CLI command.

Step 1: Disassociate Managed Nodes

Disassociate nodes from the Puppet master before you delete the server, so that the
nodes continue to operate without trying to reconnect with the server. To do this, run the
disassociate-node AWS CLI command.

To disassociate nodes

1. In the AWS CLI, run the following command to disassociate nodes. Server_name is the name
of the Puppet master from which you want to disassociate the node. The value of --node-
name can be an instance ID.

aws opsworks-cm --region Region_name disassociate-node --node-name Node_name --
server-name Server_name

2. Wait until a response message indicates that the disassociation is finished.

Step 2: Delete the Server

1.  On the server's tile on the dashboard, expand the Actions menu.

® test-puppet-server (7 Open Puppet Enterprise dashboard | _Actions v Getting started

Server information Regenerate admin password
(7 Signintothe P

7' Manage and de

healthy 2017.3.0 US West (Oregon) 5 pm -6 pm UTC, every Tuesday 10 pm - 11 pm UTC, daily
.‘w . A oo e .

- - b —a 2

2. Choose Delete Puppet Enterprise server.

3.  When you are prompted to confirm the deletion, fill in the check box to delete associated roles
and resources, and then choose Yes, Delete.
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See Also

» Disassociate a Node from an OpsWorks for Puppet Enterprise Server

How to migrate an OpsWorks for Puppet Enterprise server to
Amazon Elastic Compute Cloud (Amazon EC2)

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

The instructions below describe how to migrate existing Puppet Enterprise servers to Amazon EC2,
in case you want to continue using Puppet Enterprise for your configuration management needs
outside of OpsWorks.

Topics

» Step 1: Contact Puppet to purchase a license

o Step 2: Get details about your OpsWorks for Puppet Enterprise server

« Step 3: Make a backup of your OpsWorks for Puppet Enterprise server

o Step 4: Launch a new EC2 instance

« Step 5: Install Puppet Enterprise on the new EC2 instance

» Step 6: Restore the backup on the new EC2 instance

» Step 7: Configure your Puppet license

« Step 8: Migrate your nodes

o Step 9: Delete your OpsWorks for Puppet Enterprise server

See Also API Version 2013-02-18 83
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Step 1: Contact Puppet to purchase a license

When you migrate your servers to EC2, the new instance does not come with a Puppet license. To
purchase a license key, follow the instructions on the Puppet website.

Step 2: Get details about your OpsWorks for Puppet Enterprise server

Find and save the values for your OpsWorks for Puppet Enterprise server.

1. Signin to the AWS Management Console and open the Amazon S3 console at https://
console.aws.amazon.com/s3/.

Copy the name of the existing Amazon S3 bucket for your OpsWorks for Puppet Enterprise
server. The bucket name has the format: aws-opsworks-cm-server-name-random-
string

2. Run the aws opsworks-cm describe-servers command to get the configuration for your
OpsWorks for Puppet Enterprise server.

aws opsworks-cm describe-servers \
--server-name server-name \
--region region

Store the values for InstanceType, KeyPair, SubnetIds, SecurityGrouplds,
InstanceProfileArn, and Endpoint from the response.

3. Use SSH to connect to the existing OpsWorks for Puppet Enterprise server. You can use Session
Manager in the EC2 console instead of SSH.

Run the following command.
rpm -qa | grep opsworks-cm-puppet-enterprise | cut -d '-' -f 5

The response provides the Puppet Enterprise version (for example, 2019.8.10). Store this
value.

You will use SSH or Session manager for the next step.
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Step 3: Make a backup of your OpsWorks for Puppet Enterprise server

1.  Run the following commands to make a local backup.

mkdir /tmp/puppet-backup/
sudo /opt/puppetlabs/bin/puppet-backup create --dir=/tmp/puppet-backup/

2. Run the following command to store the name for the backup.

1s /tmp/puppet-backup/
PUPPET_BACKUP=$(1s /tmp/puppet-backup/)

3.  Run the following command to upload your backup to an S3 bucket. Replace S3-Bucket with
the value from step 1 in Step 2: Get details about your OpsWorks for Puppet Enterprise server.

aws s3 cp /tmp/puppet-backup/PUPPET_BACKUP s3://S3_Bucket/tmp/puppet-backup/

Store the PUPPET_BACKUP and S3_BUCKET values. You will import those values to the new
EC2 instance.

You can exit the SSH or Session Manager session.
Step 4: Launch a new EC2 instance

Launch a new EC2 instance from the EC2 console at https://console.aws.amazon.com/ec2/ using
the same configuration as the OpsWorks for Puppet Enterprise server.

Parameter name Value
oS Amazon Linux 2
Instance type The InstanceType value from step 2 of Step 2: Get details

about your OpsWorks for Puppet Enterprise server.

Key pair name The KeyPair value from step 2 of Step 2: Get details about
your OpsWorks for Puppet Enterprise server.

VPC The VPC of the SubnetIds from step 2 of Step 2: Get details
about your OpsWorks for Puppet Enterprise server.
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Parameter name

Subnet

Select existing security
group -> Common security
groups

Storage

IAM instance profile

Value

The SubnetIds from step 2 of Step 2: Get details about your
OpsWorks for Puppet Enterprise server.

The SecurityGroupIds from step 2 of Step 2: Get details
about your OpsWorks for Puppet Enterprise server.

At least 120 GB.

The InstanceProfileArn from step 2 of Step 2: Get
details about your OpsWorks for Puppet Enterprise server.

If you want to create and attach an Elastic IP to the new instance, copy the instance ID of the new

instance, and complete the steps in (Optional) Step 4.1: Create and attach an Elastic IP.

(Optional) Step 4.1: Create and attach an Elastic IP

By using an Elastic IP address, you can mask the failure of an instance or software by rapidly

remapping the address to another instance in your account.

To create and associate an Elastic IP address

1. Sign in to the AWS Management Console and open the Amazon EC2 console at https://

console.aws.amazon.com/ec2/.

Choose Elastic IPs.

© N O U M W DN

Choose Associate.

Choose Allocate Elastic IP address.

From the Allocate Elastic IP address page, choose Allocate. This creates a Public IPv4 address.
Copy the Allocated IPv4 address.

From Actions, choose Associate Elastic IP address.

For Instance, enter the instance ID for the new instance.

Step 4: Launch a new EC2 instance
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Step 5: Install Puppet Enterprise on the new EC2 instance

Use SSH to connect to the new EC2 instance. You can use Session Manager in the EC2 console
instead of SSH.

# switch to sudo user
sudo -i

# Setup environment variables
PUPPET_ENTERPRISE_VERSION=Puppet Enterprise version from step 2.3
hostname Public IPv4 DNS or Custom Domain if available

# Install Puppet Enterprise

curl -JLO https://pm.puppetlabs.com/puppet-enterprise/$PUPPET_ENTERPRISE_VERSION/
puppet-enterprise-$PUPPET_ENTERPRISE_VERSION-el-7-x86_64.tar.gz

tar -xf puppet-enterprise-$PUPPET_ENTERPRISE_VERSION-el-7-x86_64.tar.gz

./puppet-enterprise-$PUPPET_ENTERPRISE_VERSION-el-7-x86_64/puppet-enterprise-installer

You can keep your SSH or Session Manager session open for the next step.

Step 6: Restore the backup on the new EC2 instance

# Setup environment variables
S3_BUCKET=S3 bucket name from step 2.1
PUPPET_BACKUP=Puppet backup file name from step 3.2

# download backup
aws s3 cp s3://$S3_BUCKET/tmp/puppet-backup/$PUPPET_BACKUP

# Prepare Puppet Enterprise backup to remove OpsWorks metadata
mkdir output

tar -xf $PUPPET_BACKUP -C output/

cd output/

rm -f opt/puppetlabs/facter/facts.d/opsworks.json

tar -cf ../$PUPPET_BACKUP *

cd ..

rm -rf output/

# Restore from backup
PATH=$PATH: /opt/puppetlabs/puppet/bin/
puppet-backup restore $PUPPET_BACKUP
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puppet agent -t

You can access the Puppet console for the restored EC2 instance at https://Public IPv4 of the
instance. You can find the Public IPv4 DNS on the instance's details page in the EC2 console. The
login credentials are the same credentials you use to access your OpsWorks for Puppet Enterprise
server.

You can keep your SSH or Session Manager session open for the next step.

Step 7: Configure your Puppet license

Follow the steps on the Puppet website to configure your license.

You can keep your SSH or Session Manager session open for the next step.

Step 8: Migrate your nodes

There are two types of domains supported by the OpsWorks for Puppet Enterprise servers:

« BYODC (Bring Your Own Domain and Certificate)
» OpsWorks endpoint

Step 8.1: For BYODC (Bring Your Own Domain and Certificate)

For these nodes, all you need to do is point the Custom Domain in your DNS provider to the Public
IPv4 DNS or Public IPv4 address of the new EC2 instance.

Step 8.2: For OpsWorks endpoint

For an OpsWorks endpoint, the Puppet documentation recommends to uninstall the Puppet agent
on the node and then install the Puppet agent using the newly restored Puppet Enterprise server.

(® Note

While Puppet doesn’t have an automated procedure to move an agent node, there are

a few modules that Puppet community members have published on the Puppet Forge
website to accomplish automated node migration. These modules include the pe_migrate
module and a second migrate module by a different author. The modules on the Puppet
Forge website are not supported by Puppet or OpsWorks unless explicitly noted within
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the Forge module. We recommend using caution with these modules and testing them
before using widely.

The following sections provide the steps to uninstall and reinstall Puppet agents on Linux
instances.

Topics

» Step 8.2.1: Copy the uninstaller from the Puppet server

» Step 8.2.2: Download the uninstaller and run it on a node

« Step 8.2.3: Reinstall the Puppet agent on a node

Step 8.2.1: Copy the uninstaller from the Puppet server

Before you uninstall the agent, be sure the node's IAM instance profile provides S3 ReadOnly
permissions.

Run the following command to copy the uninstaller from the Puppet server to the S3 bucket.

aws s3 cp \
/opt/puppetlabs/bin/puppet-enterprise-uninstaller \
s3://$S3_BUCKET/tmp/puppet-enterprise-uninstaller

After running the command, you can log out of the Puppet server's SSH or Session Manager
session.

Step 8.2.2: Download the uninstaller and run it on a node

Use SSH to connect to the node. You can use Session Manager in the EC2 console instead of SSH if
the node is an EC2 instance.

sudo -i

S3_BUCKET=aws-opsworks-cm-abcdefg-uuhtynémessn

aws s3 cp s3://$S3_BUCKET/tmp/puppet-enterprise-uninstaller /opt/puppetlabs/bin/
chmod 700 /opt/puppetlabs/bin/puppet-enterprise-uninstaller
/opt/puppetlabs/bin/puppet-enterprise-uninstaller

You can keep your SSH or Session Manager session open for the next step.
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Step 8.2.3: Reinstall the Puppet agent on a node
Complete the following steps to reinstall the Puppet agent on a node.

Topics

« Step 8.2.3.1: Install the Puppet agent with the correct configuration

o Step 8.2.3.2: Accept the certificate in the Puppet console

o Step 8.2.3.3: Check the node into the Puppet Enterprise server

Step 8.2.3.1: Install the Puppet agent with the correct configuration

Run the following command to install the Puppet agent.

curl -k https://Public_IPv4_DNS:8140/packages/current/install.bash | bash

You can keep your SSH or Session Manager session open for step 8.2.2.3.
Step 8.2.3.2: Accept the certificate in the Puppet console

1. Go to the Puppet server's console at https://Public_IPv4_DNS.
2. Choose Certificates, and then Unsigned certificates.

3. Choose Accept to sign the Puppet agent's certificate.

Step 8.2.3.3: Check the node into the Puppet Enterprise server

Run the following command on the node to check it into the server.
puppet agent -t
The node should now be visible in the Puppet server's console.

Step 9: Delete your OpsWorks for Puppet Enterprise server

You can use either the OpsWorks console or AWS CLI to delete your OpsWorks for Puppet
Enterprise server.

To delete your server using the OpsWorks console
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1. Sign in to the AWS Management Console and open the AWS OpsWorks console at https://
console.aws.amazon.com/opsworks/.

2. Choose Puppet Enterprise servers from the navigation pane.
3. On the Puppet Enterprise servers page, choose the server you want to delete.

4. From Actions, choose Delete Puppet Enterprise server.

To delete your server using the AWS CLI

Run the following command.

aws opsworks-cm delete-server \
--server-name server-name \
--region region

Logging OpsWorks for Puppet Enterprise API Calls with AWS
CloudTrail

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

OpsWorks for Puppet Enterprise is integrated with AWS CloudTrail, a service that provides a

record of actions taken by a user, role, or an AWS service in OpsWorks for Puppet Enterprise.
CloudTrail captures all API calls for OpsWorks for Puppet Enterprise as events, including calls from
the OpsWorks for Puppet Enterprise console and from code calls to the OpsWorks for Puppet
Enterprise APIs. If you create a trail, you can enable continuous delivery of CloudTrail events to an
Amazon S3 bucket, including events for OpsWorks for Puppet Enterprise. If you don't configure a
trail, you can still view the most recent events in the CloudTrail console in Event history. Using the
information collected by CloudTrail, you can determine the request that was made to OpsWorks for
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Puppet Enterprise, the IP address from which the request was made, who made the request, when
it was made, and additional details.

To learn more about CloudTrail, see the AWS CloudTrail User Guide.

OpsWorks for Puppet Enterprise Information in CloudTrail

CloudTrail is enabled on your AWS account when you create the account. When activity occurs in
OpsWorks for Puppet Enterprise, that activity is recorded in a CloudTrail event along with other
AWS service events in Event history. You can view, search, and download recent events in your
AWS account. For more information, see Viewing Events with CloudTrail Event History.

For an ongoing record of events in your AWS account, including events for OpsWorks for Puppet
Enterprise, create a trail. A trail enables CloudTrail to deliver log files to an Amazon S3 bucket. By
default, when you create a trail in the console, the trail applies to all regions. The trail logs events
from all regions in the AWS partition and delivers the log files to the Amazon S3 bucket that you
specify. Additionally, you can configure other AWS services to further analyze and act upon the
event data collected in CloudTrail logs. For more information, see:

Overview for Creating a Trail

CloudTrail Supported Services and Integrations

Configuring Amazon SNS Notifications for CloudTrail

Receiving CloudTrail Log Files from Multiple Regions and Receiving CloudTrail Log Files from

Multiple Accounts

All OpsWorks for Puppet Enterprise actions are logged by CloudTrail and are documented in
the OpsWorks for Puppet Enterprise API Reference. For example, calls to the CreateServer,

CreateBackup, and DescribeServers actions generate entries in the CloudTrail log files.

Every event or log entry contains information about who generated the request. The identity
information helps you determine the following:

o Whether the request was made with root or IAM user credentials.
« Whether the request was made with temporary security credentials for a role or federated user.

o Whether the request was made by another AWS service.

For more information, see the CloudTrail userldentity Element.
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Understanding OpsWorks for Puppet Enterprise Log File Entries

A trail is a configuration that enables delivery of events as log files to an Amazon S3 bucket that
you specify. CloudTrail log files contain one or more log entries. An event represents a single
request from any source and includes information about the requested action, the date and time of
the action, request parameters, and so on. CloudTrail log files are not an ordered stack trace of the
public API calls, so they do not appear in any specific order.

The following example shows a CloudTrail log entry for the OpsWorks for Puppet Enterprise
CreateServer action.

{"eventVersion":"1.05",
"userIdentity":{
"type":"AssumedRole",
"principalld":"ID number:0OpsWorksCMUser",
"arn":"arn:aws:sts::831000000000:assumed-role/Admin/OpsWorksCMUser",
"accountId":"831000000000","accessKeyId":"ID number",
"sessionContext":{
"attributes":{
"mfaAuthenticated":"false",
"creationDate":"2017-01-05T22:03:472"
b
"sessionIssuer":{
"type":"Role",
"principalId":"ID number",
"arn":"arn:aws:iam: :831000000000:role/Admin",
"accountId":"831000000000",
"userName":"Admin"

}

},
"eventTime":"2017-01-05T22:18:237",
"eventSource":"opsworks-cm.amazonaws.com",
"eventName":"CreateServer",
"awsRegion":"us-west-2",
"sourceIPAddress":"101.25.190.51",
"userAgent":"console.amazonaws.com",
"requestParameters":{

"serverName":"test-puppet-server",

"engineModel":"Single",

"engine":"Puppet",
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"instanceProfileArn":"arn:aws:iam: :831000000000:instance-profile/aws-opsworks-cm-
ec2-role",

"backupRetentionCount":3,"serviceRoleArn":"arn:aws:iam: :831000000000:role/service-
role/aws-opsworks-cm-service-role",

"engineVersion":"12",

"preferredMaintenanceWindow":"Fri:21:00",

"instanceType":"t2.medium",

"subnetIds":["subnet-1e111f11"],

"preferredBackupWindow":"Wed:08:00"

.
"responseElements": {
"server":({

"endpoint":"test-puppet-server-xxxx8u4390xo6pd9.us-west-2.opsworks-cm.io",
"createdAt":"Jan 5, 2017 10:18:22 PM",
"serviceRoleArn":"arn:aws:iam: :831000000000:role/service-role/aws-opsworks-cm-
service-role",
"preferredBackupWindow":"Wed:08:00",
"status":"CREATING",
"subnetIds":["subnet-1el111f11"],
"engine":"Puppet",
"instanceType":"t2.medium",
"serverName":"test-puppet-server",
"serverArn":"arn:aws:opsworks-cm:us-west-2:831000000000:server/test-puppet-
server/8ezz7f6z-e91f-4z10-89z5-8¢c6219zzz09f",
"engineModel":"Single",
"backupRetentionCount":3,
"engineAttributes": [
{"name" : "PUPPET_ADMIN_PASSWORD", "value":"*** Redacted ***"},
{"name" :"PUPPET_API_CA_CERT", "value":"*** Redacted ***"},
1,
"engineVersion":"12.11.1",
"instanceProfileArn":"arn:aws:iam: :831000000000:instance-profile/aws-opsworks-
cm-ec2-role",
"preferredMaintenanceWindow":"Fri:21:00"
}
I
"requestID":"de7z64z9-d394-12ug-8081-7zz0386fbch6",
"eventID":"82z7z18dz-6z90-47bz-87cf-e8346428zzz3",
"eventType":"AwsApiCall",
"recipientAccountId":"831000000000"
}
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Troubleshooting OpsWorks for Puppet Enterprise

/A Important

AWS OpsWorks for Puppet Enterprise is not accepting new customers. Existing customers
will be unaffected until March 31, 2024 at which time the service will become unavailable.
We recommend that existing customers migrate to other solutions as soon as possible. For
more information, see AWS OpsWorks for Puppet Enterprise End of Life FAQs and How

to migrate an OpsWorks for Puppet Enterprise server to Amazon Elastic Compute Cloud
(Amazon EC2).

This topic contains some common OpsWorks for Puppet Enterprise issues, and suggested solutions
for those issues.

Topics

» General troubleshooting tips

» Troubleshooting specific errors

« Additional help and support

General troubleshooting tips

If you are unable to create or work with a Puppet master, you can view error messages or logs to
help you troubleshoot the issue. The following tasks describe general places to start when you are
troubleshooting a Puppet master issue. For information about specific errors and solutions, see the
Troubleshooting specific errors section of this topic.

» Use the OpsWorks for Puppet Enterprise console to view error messages if a Puppet master
fails to start. On the Puppet master properties page, error messages related to launching and
running the server are shown at the top of the page. Errors can come from OpsWorks for Puppet
Enterprise, AWS CloudFormation, or Amazon EC2, services that are used to create a Puppet
master. On the properties page, you can also view events that occur on a running server, which
can contain failure event messages.

» To help resolve EC2 issues, connect to your server's instance by using SSH, and view logs. EC2
instance logs are stored in the /var/log/aws/opsworks-cm directory. These logs capture
command outputs while OpsWorks for Puppet Enterprise launches a Puppet master.

Troubleshooting API Version 2013-02-18 95



AWS OpsWorks User Guide

Troubleshooting specific errors

Topics

Server is in a Connection lost state

Server creation fails with "requested configuration is currently not supported" message

Unable to create the server's Amazon EC2 instance

Service role error prevents server creation

Elastic IP address limit exceeded

Unattended node association fails

System maintenance fails

Server is in a Connection lost state

Problem: A server's status shows as Connection lost.

Cause: This most commonly occurs when an entity outside of AWS OpsWorks makes changes to
an OpsWorks for Puppet Enterprise server or its supporting resources. AWS OpsWorks cannot
connect to Puppet Enterprise servers in Connection lost states to handle maintenance tasks
such as creating backups, applying operating system patches, or updating Puppet. As a result,

your server might be missing important updates, susceptible to security issues, or otherwise not
operating as expected.

Solution: Try the following steps to restore the server's connection.

1.

Be sure that your service role has all required permissions.

a. On the Settings page for your server, in Network and security, choose the link for the
service role that the server is using. This opens the service role for viewing in the IAM
console.

b. On the Permissions tab, verify that AWSOpsWorksCMServiceRole is in the Permissions
policies list. If it isn't listed, add the AWSOpsWorksCMServiceRole managed policy
manually to the role.

c. Onthe Trust relationships tab, verify that the service role has a trust policy that trusts
the opsworks-cm.amazonaws . com service to assume roles on your behalf. For more
information about how to use trust policies with roles, see Modifying a role (console), or
the AWS Security Blog post, How to use trust policies with IAM roles.
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2. Be sure that your instance profile has all required permissions.

a. On the Settings page for your server, in Network and security, choose the link for the
instance profile that the server is using. This opens the instance profile for viewing in the
IAM console.

b. On the Permissions tab, verify that AmazonEC2RoleforSSM and
AWSOpsWorksCMInstanceProfileRole are both in the Permissions policies list. If one
or both aren't listed, add these managed policies manually to the role.

c. On the Trust relationships tab, verify that the service role has a trust policy that trusts
the ec2.amazonaws. com service to assume roles on your behalf. For more information
about how to use trust policies with roles, see Modifying a role (console), or the AWS
Security Blog post, How to use trust policies with IAM roles.

3. Inthe Amazon EC2 console, be sure that you are in the same region as the region of the
OpsWorks for Puppet Enterprise server, and then restart the EC2 instance that your server is
using.

a. Choose the EC2 instance that is named aws-opsworks-cm-instance-server-name.
b. On the Instance state menu, choose Reboot instance.

c. Allow up to 15 minutes for your server to restart and be fully online.

4. Inthe OpsWorks for Puppet Enterprise console, on the server details page, verify that the
server status is now healthy.

If the server status is still Connection lost after performing the preceding steps, try one of the
following.

» Replace the server by creating a new one and deleting the original. If data on the current server

is important to you, restore the server from a recent backup, and verify the data is up to date
before deleting the original, unresponsive server.

o Contact AWS support.
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Server creation fails with "requested configuration is currently not supported"
message

Problem: You are trying to create a Puppet Enterprise server, but server creation fails with an error
message that is similar to "The requested configuration is currently not supported. Please check
the documentation for supported configurations."

Cause: An unsupported instance type might have been specified for the Puppet master. If you
choose to create the Puppet server in a VPC that has a non-default tenancy, such as one for
dedicated instances, all instances inside the specified VPC must also be of dedicated or host

tenancy. Because some instance types, such as t2, are available only with default tenancy, the
Puppet master instance type might not be supportable by the specified VPC, and server creation
fails.

Solution: If you choose a VPC that has a non-default tenancy, use an m4 instance type, which can
support dedicated tenancy.

Unable to create the server's Amazon EC2 instance

Problem: Server creation failed with an error message similar to the following: "The following
resource(s) failed to create: [EC2Instance]. Failed to receive 1 resource signal(s) within the specified
duration."

Cause: This is most likely because the EC2 instance doesn’t have network access.

Solution: Ensure the instance has outbound Internet access, and the AWS service agent is able to
issue commands. Be sure that your VPC (a VPC with a single public subnet) has DNS resolution
enabled, and that your subnet has the Auto-assign Public IP setting enabled.

Service role error prevents server creation

Problem: Server creation fails with an error message that states, "Not authorized to perform
sts:AssumeRole."

Cause: This can occur when the service role you are using lacks adequate permissions to create a
new server.

Solution: Open the OpsWorks for Puppet Enterprise console; use the console to generate a new
service role and an instance profile role. If you would prefer to use your own service role, attach
the AWSOpsWorksCMServiceRole policy to the role. Verify that opsworks-cm.amazonaws.com is
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listed among services in the role's Trust relationships. Verify that the service role that is associated
with the Puppet master has the AWSOpsWorksCMServiceRole managed policy attached.

Elastic IP address limit exceeded

Problem: Server creation fails with an error message that states, "The following resource(s) failed
to create: [EIP, EC2Instance]. Resource creation cancelled, the maximum number of addresses has
been reached."

Cause: This occurs when your account has used the maximum number of Elastic IP (EIP) addresses.
The default EIP address limit is five.

Solution: You can either release existing EIP addresses or delete ones that your account is not
actively using, or you can contact AWS Customer Support to increase the limit of EIP addresses that
is associated with your account.

Unattended node association fails

Problem: Unattended, or automatic, association of new Amazon EC2 nodes is failing. Nodes
that should have been added to the Puppet master are not showing up in the Puppet Enterprise
dashboard.

Cause: This can occur when you do not have an IAM role set up as an instance profile that permits
opsworks-cm API calls to communicate with new EC2 instances.

Solution: Attach a policy to your EC2 instance profile that allows the AssociateNode and
DescribeNodeAssociationStatus API calls to work with EC2, as described in Adding Nodes
Automatically in OpsWorks for Puppet Enterprise.

System maintenance fails

AWS OpsWorks CM performs weekly system maintenance to ensure that the latest AWS-tested
versions of Puppet Server, including security updates, are always running on an OpsWorks for
Puppet Enterprise server. If, for any reason, system maintenance fails, AWS OpsWorks CM notifies
you of the failure. For more information about system maintenance, see System Maintenance in
OpsWorks for Puppet Enterprise.

This section describes possible reasons for failure and suggests solutions.

Topics

« Service role or instance profile error prevents system maintenance
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Service role or instance profile error prevents system maintenance

Problem: System maintenance fails with an error message that states, "Not authorized to perform
sts:AssumeRole", or a similar error message about permissions.

Cause: This can occur when either the service role or instance profile you are using lacks adequate
permissions to perform system maintenance on the server.

Solution: Be sure that your service role and instance profile have all required permissions.
1. Be sure that your service role has all required permissions.

a. On the Settings page for your server, in Network and security, choose the link for the
service role that the server is using. This opens the service role for viewing in the IAM
console.

b. On the Permissions tab, verify that AWSOpsWorksCMServiceRole is attached to the
service role. If AWSOpsWorksCMServiceRole is not listed, add this policy to the role.

c. Verify that opsworks-cm.amazonaws.com is listed among services in the role's Trust
relationships. For more information about how to use trust policies with roles, see
Modifying a role (console), or the AWS Security Blog post, How to use trust policies with
IAM roles.

2. Be sure that your instance profile has all required permissions.

a. On the Settings page for your server, in Network and security, choose the link for the
instance profile that the server is using. This opens the instance profile for viewing in the
IAM console.

b. On the Permissions tab, verify that AmazonEC2RoleforSSM and
AWSOpsWorksCMInstanceProfileRole are both in the Permissions policies list. If one
or both aren't listed, add these managed policies manually to the role.

c. On the Trust relationships tab, verify that the service role has a trust policy that trusts
the ec2.amazonaws. com service to assume roles on your behalf. For more information
about how to use trust policies with roles, see Modifying a role (console), or the AWS

Security Blog post, How to use trust policies with IAM roles.

Additional help and support

If you do not see your specific problem described in this topic, or you have tried the suggestions in
this topic and are still having problems, visit the AWS OpsWorks forums.
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You can also visit the AWS Support Center. The AWS Support Center is the hub for creating
and managing AWS Support cases. The AWS Support Center also includes links to other helpful
resources, such as forums, technical FAQs, service health status, and AWS Trusted Advisor.
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AWS OpsWorks for Chef Automate

/A Important

AWS OpsWorks for Chef Automate is no longer accepting new customers. Existing
customers will be unaffected until May 5, 2024 at which time the service will become
unavailable. We recommend that existing customers migrate to Chef SaaS or an alternative
solution. For more information, see AWS OpsWorks for Chef Automate End of Life FAQs.

AWS OpsWorks for Chef Automate lets you run a Chef Automate server in AWS. You can provision
a Chef server within minutes, and let AWS OpsWorks for Chef Automate handle its operations,
backups, restorations, and software upgrades. AWS OpsWorks for Chef Automate frees you to
focus on core configuration management tasks, instead of managing a Chef server.

A Chef Automate server manages the configuration of nodes in your environment by instructing
chef-client which Chef recipes to run on the nodes, stores information about nodes, and serves
as a central repository for your Chef cookbooks. AWS OpsWorks for Chef Automate provides Chef
servers that include premium features of Chef Automate: Chef Infra and Chef InSpec.

An AWS OpsWorks for Chef Automate server runs on an Amazon Elastic Compute Cloud instance.
AWS OpsWorks for Chef Automate servers are configured to run the newest version of Amazon
Linux (Amazon Linux 2). For information about what has changed in this version of Chef Automate,
see the Chef Automate Release Notes. The following table describes the Chef components that are
installed on an AWS OpsWorks for Chef Automate server.

Component name Description Version installed on AWS
OpsWorks for Chef Automate
server

Chef Automate Chef Automate is an 2.0

enterprise server software
package that provides
automated workflow for
continuous deployment,
and insights about managed
nodes in a web-based
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Component name

Chef Infra

Description

management console.

Chef Automate delivers
infrastructure automatio

n by including Chef Infra,
security and compliance
information and enforceme
nt by including Chef InSpec,
and automated deployment
by including Chef Habitat.

For more information about
Chef Automate, see Chef
Automate on the Chef
website.

Formerly called Chef Server,
Chef Infra Server uses the

Chef Infra Client (chef-clie

nt ) agent to continuou

sly apply configurations to
managed nodes to maintain
a desired state.

For more information about
Infra, see Chef Infra on the
Chef website.

Version installed on AWS
OpsWorks for Chef Automate

server

12.x
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Component name Description Version installed on AWS
OpsWorks for Chef Automate
server

Chef InSpec Chef InSpec describes 3.9.0

security and compliance
rules that can be shared
between software engineers
, operations, and security
engineers. Compliance,
security, and other policy
requirements form the
framework for automated
tests that the chef-clie
nt agent can run against
managed nodes, ensuring
consistent enforcement of
standards.

For more information about
InSpec, see Chef InSpec on
the Chef website.

The minimum supported version of chef-client on nodes associated with an AWS OpsWorks for
Chef Automate server is 13.x. We recommend running at least 14.10.9, or the most current, stable

chef-client version.

When new minor versions of Chef software become available, system maintenance is designed

to update the minor version of Chef Automate and Chef Server on the server automatically,

as soon as it passes AWS testing. AWS performs extensive testing to verify that Chef upgrades

are production-ready and do not disrupt existing customer environments, so there can be lags
between Chef software releases and their availability for application to existing OpsWorks for Chef
Automate servers. System maintenance also upgrades your server to the newest version of Amazon
Linux.

You can connect any on-premises computer or EC2 instance that is running a supported operating
system and has network access to an AWS OpsWorks for Chef Automate server. For a list of
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supported operating systems for nodes that you want to manage, see the Chef website. The chef -
client agent software is installed on nodes that you want to manage with a Chef server.

Topics

» Region Support for AWS OpsWorks for Chef Automate

o AWS OpsWorks for Chef Automate End of Life FAQs

o Upgrade an AWS OpsWorks for Chef Automate Server to Chef Automate 2

» Getting Started with AWS OpsWorks for Chef Automate

« Create an AWS OpsWorks for Chef Automate Server by using AWS CloudFormation

o Update an AWS OpsWorks for Chef Automate Server to Use a Custom Domain

» Regenerate the starter kit for an AWS OpsWorks for Chef Automate server

» Working with Tags on AWS OpsWorks for Chef Automate Resources

» Back Up and Restore an AWS OpsWorks for Chef Automate Server

» System Maintenance in AWS OpsWorks for Chef Automate

» Compliance Scans in AWS OpsWorks for Chef Automate

 Disassociate a Node from an AWS OpsWorks for Chef Automate Server

» Delete an AWS OpsWorks for Chef Automate Server

e Reset Chef Automate Dashboard Credentials

» Logging AWS OpsWorks for Chef Automate API Calls with AWS CloudTrail

» Troubleshooting AWS OpsWorks for Chef Automate

Region Support for AWS OpsWorks for Chef Automate

The following regional endpoints support AWS OpsWorks for Chef Automate servers. AWS
OpsWorks for Chef Automate creates resources that are associated with your Chef servers, such as
instance profiles, users, and service roles, in the same regional endpoint as your Chef server. Your
Chef server must be in a VPC. You can use a VPC that you create or already have, or use the default
VPC.

« US East (Ohio) Region
« US East (N. Virginia) Region
« US West (N. California) Region
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» US West (Oregon) Region

« Asia Pacific (Tokyo) Region

« Asia Pacific (Singapore) Region
« Asia Pacific (Sydney) Region

» Europe (Frankfurt) Region

» Europe (Ireland) Region
AWS OpsWorks for Chef Automate End of Life FAQs

/A Important

AWS OpsWorks for Chef Automate is no longer accepting new customers. Existing
customers will be unaffected until May 5, 2024 at which time the service will become
unavailable. We recommend that existing customers migrate to Chef SaaS or an alternative
solution.

Topics

« How will existing users be affected by this End of Life?

« What happens to my servers if | don't take any action?

+ What alternatives can | transition to?

« Is the service still accepting new customers?

« Will the End of Life affect all AWS Regions at the same time?

» What level of technical support is available?

o | am a current customer of OpsWorks for Chef Automate and | need to launch a server in an

account which was not using the service previously. Am | able to do this?

« Will there be any major feature releases over the next year?

How will existing users be affected by this End of Life?

Existing customers will be unaffected until May 5, 2024, the End of Life date for OpsWorks for Chef
Automate. After the End of Life date, customers will no longer be able to manage their servers
using the OpsWorks console or API.
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What happens to my servers if | don’t take any action?

Starting May 5, 2024, you will no longer be able to manage your servers using the OpsWorks
console or API. At that time, we will stop performing any ongoing management functions for your
servers such as backups or maintenance. To limit the impact to customers, we will leave any EC2
instances running that are backing up Chef Automate servers, but their licenses will no longer be
valid as usage is no longer covered (or billed for) under the OpsWorks for Chef Automate service
agreement with Chef. You will need to contact Chef to obtain a new license. When you contact
Chef, be sure to tell them you are an existing OpsWorks for Chef Automate customer and you are
transitioning from OpsWorks.

What alternatives can | transition to?

AWS and Progress Chef recommend you migrate to their new Chef SaaS offering so that you

can continue to benefit from a fully-managed Chef Automate service. To get started with Chef
Saas, you can contact Chef to obtain documentation about how to setup a Chef Saa$S account and
transition your data and nodes.

If Chef SaaS will not meet your needs because you prefer to run Chef Automate on EC2 instances
in AWS accounts you control, Chef provides multiple options including an AWS Marketplace Bring

Your Own License (BYOL) model and self-hosting on EC2. You can contact Progress Chef for more

information about how to execute such a transition.

Is the service still accepting new customers?

No. AWS OpsWorks for Chef Automate is no longer accepting new customers and only existing
customers are able to launch new servers at this time.

Will the End of Life affect all AWS Regions at the same time?

Yes. The APl and Console will reach End of Life and be unusable as of May 5, 2024 in all AWS
Regions. For information about the AWS Regions where AWS OpsWorks for Chef Automate is
available, see AWS Regional Services List.

What level of technical support is available?

AWS will continue to provide the same level of support for OpsWorks for Chef Automate that
customers have today up until the End of Life date. If you have questions or concerns, you can
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contact the AWS Support Team on AWS re:Post or through AWS Premium Support. For transition
support, we recommend that customers contact Progress Chef.

I am a current customer of OpsWorks for Chef Automate and | need
to launch a server in an account which was not using the service
previously. Am | able to do this?

Generally not, unless there are exceptional circumstances to do so. If you have a special situation,
reach out to the AWS Support Team on AWS re:Post or through AWS Premium Support with the
details and justification for this and we will review your request.

Will there be any major feature releases over the next year?

No. As the service is reaching End of Life, we will not release any new features. However, we will
continue to make security improvements and manage servers as expected until the End of Life
date.

Upgrade an AWS OpsWorks for Chef Automate Server to Chef
Automate 2

/A Important

AWS OpsWorks for Chef Automate is no longer accepting new customers. Existing
customers will be unaffected until May 5, 2024 at which time the service will become
unavailable. We recommend that existing customers migrate to Chef SaaS or an alternative
solution. For more information, see AWS OpsWorks for Chef Automate End of Life FAQs.

Prerequisites for Upgrading to Chef Automate 2

Before you get started, be sure you understand the new features that Chef Automate 2 adds, and
features that Chef Automate 2 does not support. For information about the new and unsupported
features in Chef Automate 2, see the Chef Automate 2 documentation on the Chef website.

A server running Chef Automate 1 must have had at least one successful maintenance run after
November 1, 2019 to be eligible for upgrade.
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As with any maintenance operation on your AWS OpsWorks for Chef Automate server, the server is
offline during the upgrade. You should plan for up to three hours of downtime during the upgrade
process.

You need the sign-in credentials for this server for the Chef Automate dashboard website. When
the upgrade is finished, you should sign in to the Chef Automate dashboard and verify that your
nodes and configuration information are not changed.

/A Important

When you are ready to upgrade your AWS OpsWorks for Chef Automate server to Chef
Automate 2, use only the instructions here to upgrade. Because AWS OpsWorks for Chef
Automate automates many of the upgrade processes, such as backup creation, do not
follow upgrade instructions on the Chef website.

About the Upgrade Process

During the upgrade process, your server is backed up before starting upgrade and after finishing
the upgrade. The following backups are created:

« A backup of the server when it's still running Chef Automate 1 (version 12.17.33).

« A backup of the server after upgrade is finished and the server is running Chef Automate 2
(version 2019-08).

The upgrade process terminates the Amazon EC2 instance that the server was using when it ran
Chef Automate 1. A new instance is created to run the Chef Automate 2 server.

Upgrade to Chef Automate 2 (Console)

1. Signin to the AWS Management Console and open the AWS OpsWorks console at https://
console.aws.amazon.com/opsworks/.

2. In the left navigation pane, choose AWS OpsWorks for Chef Automate.

3. Choose a server to view its properties page. A blue banner at the top of the page should
indicate whether the server is eligible for upgrade to Chef Automate 2.
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® Note

A server running Chef Automate 1 must have had at least one successful maintenance
run after November 1, 2019 to be eligible for upgrade.

4. If the server is eligible for upgrade, choose Start upgrade.

Allow up to three hours for upgrade. During the upgrade process, the properties page displays
server status as Under maintenance.

6. When the upgrade is finished, the properties page displays the following two messages:
Successfully upgraded to Automate 2 and Maintenance completed successfully. The server
status should be HEALTHY.

7. Signin to the Chef Automate dashboard with your existing credentials, and verify that your
nodes are reporting correctly.

Upgrade to Chef Automate 2 (CLI)

1. (Optional) If you aren't sure which of your AWS OpsWorks for Chef Automate servers are
eligible for upgrade, run the following command. Be sure to add the --region parameter if
you want to list AWS OpsWorks for Chef Automate servers in an AWS Region that is different
from your default AWS Region.

aws opsworks-cm describe-servers

In the results, look for the a value of true for the attribute
CHEF_MAJOR_UPGRADE_AVAILABLE. This indicates that the server is eligible for upgrade to
Chef Automate 2. Make a note of the names of AWS OpsWorks for Chef Automate servers that
are eligible for upgrade.

2. Run the following command, replacing server_name with the name of an AWS OpsWorks for
Chef Automate server. To upgrade to Chef Automate 2 instead of performing routine system
maintenance, add the CHEF_MAJOR_UPGRADE engine attribute, as shown in the command.
Add the --region parameter if the target server is not in your default AWS Region. You can
only upgrade one server per command.

aws opsworks-cm start-maintenance --server-name server_name --engine-attributes
Name=CHEF_MAJOR_UPGRADE, Value=true --region region
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If AWS OpsWorks for Chef Automate cannot upgrade the server for any reason, this command
results in a validation exception.

3. Allow up to three hours for the upgrade. You can check the upgrade status periodically by
running the following command.

aws opsworks-cm describe-servers --server-name server_name

In the results, look for the Status value. A Status of UNDER_MAINTENANCE means that the
upgrade is still in progress. A successful upgrade returns messages similar to the following.

2019/10/24 00:27:56 UTC Successfully upgraded to Automate 2.
2019/10/23 23:50:38 UTC Upgrading Chef server from Automate 1 to Automate
2

If the upgrade was unsuccessful, AWS OpsWorks for Chef Automate automatically rolls back
your server to Chef Automate 1.

If the upgrade was successful but the server is not functioning the same as before the upgrade
(for example, if managed nodes are not reporting), you can roll the server back manually. For
manual rollback information, see Roll Back an AWS OpsWorks for Chef Automate Server to
Chef Automate 1 (CLI).

Roll Back an AWS OpsWorks for Chef Automate Server to Chef
Automate 1 (CLI)

If the upgrade process fails, AWS OpsWorks for Chef Automate automatically rolls your server
back to Chef Automate 1. If the upgrade was successful but the server is not functioning the same
as before the upgrade, you can roll your AWS OpsWorks for Chef Automate server back to Chef
Automate 1 manually by using the AWS CLI.

1.  Run the following command to show the BackupId of the last backup performed on your
server before you attempted the upgrade. Add the - -region parameter if your server is in an
AWS Region that is different from your default AWS Region.

aws opsworks-cm describe-backups server_name
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Backup IDs are in the format ServerName-yyyyMMddHHmmssSSS. Look for the following Chef
Automate 1 properties in the results.

"Engine": "Chef"
"EngineVersion": "12.17.33"

Run the following command, using the backup ID you returned in step 1 as the value of - -
backup-id.

aws opsworks-cm restore-server --server-name server_name --backup-id ServerName-
yyyyMMddHHmmssSSS

Allow between 20 minutes and three hours to restore the server, depending on the amount
of data you stored on the server. During the restore operation, your server has a status of
RESTORING. This status is displayed on the server's properties page in the AWS Management
Console, and returned in the results of the describe-servers command.

After restoration is finished, the console displays the message, Restore completed
successfully. Your AWS OpsWorks for Chef Automate server is online, and the same as it was
before you started the upgrade process.

See Also

System Maintenance in AWS OpsWorks for Chef Automate

Restore an AWS OpsWorks for Chef Automate Server from a Backup

DescribeServers in the AWS OpsWorks APl Reference

StartMaintenance in the AWS OpsWorks API Reference

Getting Started with AWS OpsWorks for Chef Automate

/A Important

AWS OpsWorks for Chef Automate is no longer accepting new customers. Existing
customers will be unaffected until May 5, 2024 at which time the service will become
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unavailable. We recommend that existing customers migrate to Chef Saa$S or an alternative
solution. For more information, see AWS OpsWorks for Chef Automate End of Life FAQs.

AWS OpsWorks for Chef Automate lets you run a Chef Automate server in AWS. You can provision a
Chef server in about 15 minutes.

Starting May 3, 2021, AWS OpsWorks for Chef Automate stores some Chef Automate server
attributes in AWS Secrets Manager. For more information, see Integration with AWS Secrets

Manager.

The following walkthrough helps you create your first Chef server in AWS OpsWorks for Chef
Automate.

Prerequisites

Before you begin, you must complete the following prerequisites.

Topics
» Set Up a VPC
» Prerequisites for Using a Custom Domain (Optional)

» Set Up an EC2 Key Pair (Optional)

Set Up a VPC

Your AWS OpsWorks for Chef Automate server must operate in an Amazon Virtual Private Cloud.
You can add it to an existing VPC, use the default VPC, or create a new VPC to contain the server.
For information about Amazon VPC and how to create a new VPC, see the Amazon VPC Getting
Started Guide.

If you create your own VPC, or use an existing one, the VPC should have the following settings or
properties.

e The VPC should have at least one subnet.

If your AWS OpsWorks for Chef Automate server will be publicly accessible, make the subnet
public, and enable Auto-assign public IP.

« DNS resolution should be enabled.
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« On the subnet, enable Auto-assign public IP.

If you are unfamiliar with creating VPCs or running your instances in them, you can run the
following AWS CLI command to create a VPC with a single public subnet, by using an AWS
CloudFormation template that AWS OpsWorks provides for you. If you prefer to use the AWS
Management Console, you can also upload the template to the AWS CloudFormation console.

aws cloudformation create-stack --stack-name OpsWorksVPC --template-url https://
s3.amazonaws.com/opsworks-cm-us-east-1-prod-default-assets/misc/opsworks-cm-vpc.yaml

Prerequisites for Using a Custom Domain (Optional)

You can set up your Chef Automate server on your own domain, specifying a public endpointin a
custom domain to use as the endpoint of your server. When you use a custom domain, all of the
following are required, as described in detail in this section.

Topics

» Set Up a Custom Domain

o Get a Certificate

» Get a Private Key

Set Up a Custom Domain

To run your Chef Automate server on your own custom domain, you will need a public endpoint of
a server, such as https://aws.my-company. com. If you specify a custom domain, you must also
provide a certificate and a private key, as described in the preceding sections.

To access the server after you create it, add a CNAME DNS record in your preferred DNS service.
This record must point the custom domain to the endpoint (the value of the server's Endpoint
attribute) that is generated by the Chef Automate server creation process. You cannot access the
server by using the generated Endpoint value if the server is using a custom domain.

Get a Certificate

To set up your Chef Automate server on your own custom domain, you need A PEM-formatted
HTTPS certificate. This can be be a single, self-signed certificate, or a certificate chain. As you
complete the Create Chef Automate server workflow, if you specify this certificate, you must also
provide a custom domain and a private key.
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The following are requirements for the certificate value:

» You can provide either a self-signed, custom certificate, or the full certificate chain.
« The certificate must be a valid X509 certificate, or a certificate chain in PEM format.

» The certificate must be valid at the time of upload. A certificate can't be used before its validity
period begins (the certificate's NotBefore date), or after it expires (the certificate's NotAfter
date).

» The certificate’s common name or subject alternative names (SANs), if present, must match the
custom domain value.

o The certificate must match the value of the Custom private key field.

Get a Private Key

To set up your Chef Automate server on your own custom domain, you need a private key in PEM
format for connecting to the server by using HTTPS. The private key must not be encrypted; it
cannot be protected by a password or passphrase. If you specify a custom private key, you must
also provide a custom domain and a certificate.

Set Up an EC2 Key Pair (Optional)

An SSH connection is not necessary or recommended for typical management of the Chef server;
you can use knife commands to perform most management tasks on your Chef server.

An EC2 key pair is required to connect to your server by using SSH in the event that you lose or

want to change the sign-in password for the Chef Automate dashboard. You can use an existing
key pair, or create a new key pair. For more information about how to create a new EC2 key pair,
see Amazon EC2 Key Pairs.

If you don't need an EC2 key pair, you are ready to create a Chef server.

Create a Chef Automate Server

/A Important

AWS OpsWorks for Chef Automate is no longer accepting new customers. Existing
customers will be unaffected until May 5, 2024 at which time the service will become
unavailable. We recommend that existing customers migrate to Chef SaaS or an alternative
solution. For more information, see AWS OpsWorks for Chef Automate End of Life FAQs.
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You can create a Chef server by using the AWS OpsWorks for Chef Automate console, or the AWS
CLI.

Topics

o Create a Chef Automate server in the AWS Management Console

» Create a Chef Automate server by using the AWS CLI

Create a Chef Automate server in the AWS Management Console

1. Sign in to the AWS Management Console and open the AWS OpsWorks console at https://
console.aws.amazon.com/opsworks/.

2. Onthe AWS OpsWorks home page, choose Go to OpsWorks for Chef Automate.

AWS OpsWorks

AWS OpsWorks is a configuration management service that
helps you build and operate highly dynamic applications, and
propagate changes instantly.

AWS OpsWorks provides three solutions to configure your infrastructure:

= o
= én = s ()
& @
~— e | < =
e @ | ==
- — == Puppet
OpsWorks Stacks OpsWorks for Chef Automate OpsWorks for Puppet Enterprise
Define. group. provision, deploy. and operate your applications in Create Chef servers that include Chef Automate premium Create Puppet servers that include Puppet Enterprise features.
AWS by using Chef in local mode. features, and use the Chef DK or any Chef tooling to manage Inspect, deliver, update. monitor, and secure your infrastructure.
them.
Go to OpsWorks for Puppet Enterprise

Go to OpsWorks for Chef Automate

Learn more about OpsWorks Stacks Learn more about OpsWorks for Puppet Enterprise
Learn more about OpsWorks for Chef Automate

3. Onthe AWS OpsWorks for Chef Automate home page, choose Create Chef Automate server.
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Welcome to OpsWorks for Chef Automate

OpsWorks for Chef Automate helps you automate, provision, and configure your environment. The Chef Automate platform delivers
DevOps workflow, automated compliance, and end-to-end pipeline visibility.

A Chef Automate server manages nodes in your environment, stores information about those nodes, and serves as a central
repository for your Chef cookbooks.

( Create Chef Automate server )

4. On the Set name, region, and type page, specify a name for your server. Chef server names
can be a maximum of 40 characters, and can contain only alphanumeric characters and dashes.
Select a supported region, and then choose an instance type that supports the number of
nodes that you want to manage. You can change the instance type after your server has been
created, if needed. For this walkthrough, we are creating an m5.large instance type in the US
West (Oregon) Region. Choose Next.

Set name, region, and type

Type a name for the Chef Automate server, select the region in which you want to locate the server, and select the Amazon EC2 instance type that best fits your needs.

Chef Automate server name | Tesi-Chef-Automate| [i]

Maximum 40 characters. Has to start with a letter, and can only contain lefters, numbers, and hyphens.

Chef Autemate server region = US West (Oregon) + O
r5.xlarge r5.2xlarge

mb5.large
8 GIB Memory 30 GIB Memory 61 GIB Memory
EC2 instance type

Supports up to 200 nodes Supports up to 500 nodes. Supports 500+ nodes

See our pricing plan.

e [

5. On the Configure server page, leave the default selection in the SSH key drop-down list,
unless you want to specify a key pair name.
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Configure server

Configure the server's EC2 instance credentials and server endpoint.

Select an SSH key

Select the EC2 key pair. You need this key to connect to the Chef Automate server EC2 instance by using SSH.

SSH key I'm not connecting by SSH + O

You can still use Knife commands to communicate with the Chef Automate server.

6. For Specify server endpoint, leave the default, Use an automatically-generated endpoint
and then choose Next, unless you want your server on a custom domain of your own. To
configure a custom domain, go on to the next step.

Specify sefver endpoint

Specify a public endpoint that you can use to access the Chef Automate server. It can be either a custom domain that you provide, or an automatically-generated
endpoint that uses the opsworks-cm.io domain.

Endpoint  Use an automatically-generated endpoint v+ 0

This is an automatically-generated endpoint that uses the opsworks-cm.io domain name.

7. To use a custom domain, for Specify server endpoint, choose Use a custom domain from the
drop-down list.
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Specify server endpoint

Specify a public endpoint that you can use to access the Chef Automate server. It can be either a custom domain that you provide, or an automatically-generated
endpoint that uses the opsworks-cm.io domain.

Endpoint | Use a custom domain + 0

Provide your own custem domain to be used as the server endpoint.

Fully qualified domain name (FQDN) = my-chef-automate-server.my-corp.com (i ]

The fully qualified domain name you want to use for your Chef Automate server. Example: myserver mycompany.com

~

SSL certificate | --—-—-BEGIN CERTIFICATE----- 1]
EXAMPLECAWACAQAWGbgxGTAXBgNVBAO
EXAMPLEZhZGIzIExpbWIOZWQxHDAaBaNV

A PEM encoded SSL certificate issued for your FQDN. If the certificate is not self-signed, you must also provide the whole SSL
certificate chain

SSLprivate key = -——BEGIN RSA PRIVATE KEY— i)
EXAMPLEBAAJBAIOLepgdgXrM0704dV/nJ5g
EXAMPLEBeBXK5mZO7Gc7T78HuvhJi+

The PEM encoded SSL private key for your SSL certificate

a. For Fully qualified domain name (FQDN), specify an FQDN. You must own the domain
name that you want to use.

b. For SSL certificate, paste in the entire PEM-formatted certificate, beginning with -—---
BEGIN CERTIFICATE----- and ending with -—--- END CERTIFICATE----- . The SSL
certificate subject must match the FQDN you entered in the preceding step.

c. For SSL private key, paste in the entire RSA private key, beginning with ----- BEGIN
RSA PRIVATE KEY----- and ending with -—--- END RSA PRIVATE KEY----- . The
SSL private key must match the public key in the SSL certificate that you entered in the
preceding step. Choose Next.

8. On the Configure Advanced Settings page, in the Network and Security area, choose a VPC,
subnet, and one or more security groups. The following are requirements for your VPC:
« The VPC must have at least one public subnet.
« DNS resolution must be enabled.

« Auto-assign public IP must be enabled on public subnets.

AWS OpsWorks can generate a security group, service role, and instance profile for you, if
you do not already have ones that you want to use. Your server can be a member of multiple

Create a Chef Automate Server API Version 2013-02-18 119



AWS OpsWorks User Guide

security groups. You cannot change network and security settings for the Chef server after you
have left this page.
Network and security

You cannot change network and security settings after you launch your Chef Automate server

VPC | vpC- - LinuxAMIVPC - O

You have selected a non-default VPC. Be sure the selected VPC has outbound network access. Learn more.

Subnet | 10. /24 - us-west-2a - Public subnet - O

Associate Public IP Address @ Yes No

Choose Yes ifthe selected subnetis public

Security groups v O
50-18 x 50-60 x
Please ensure the following ports are open: 443 (hitps)
Service role aws-opsworks-cm-service-role AN i ]
Instance profile = aws-opsworks-cm-ec2-role AN i ]

9. In the System maintenance section, set the day and hour that you want system maintenance
to begin. Because you should expect the server to be offline during system maintenance,
choose a time of low server demand within regular office hours. Connected nodes enter a
pending-server state until maintenance is complete.

The maintenance window is required. You can change the start day and time later by using the
AWS Management Console, AWS CLI, or the APIs.

System maintenance

AWS OpsWorks installs updates for Chef Automate minor versions or security packages in the time range and on the weekday that you specify here Your Chef Automate server will be offline during system
maintenance.

Startday = Friday > O

Start time (UTC) | 5pm-6pm - | O

10. Configure backups. By default, automatic backups are enabled. Set a preferred frequency and
hour for automatic backup to start, and set the number of backup generations to store in
Amazon Simple Storage Service. A maximum of 30 backups are kept; when the maximum is
reached, AWS OpsWorks for Chef Automate deletes the oldest backups to make room for new
ones.
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Automated backup

AWS OpsWorks supports two ways o back up your Chef Automate server: manual or automated. Backups are uploaded to your Amazon S3 bucket. If you
ever need to restore your Chef Automate server, you can restore it by applying a backup that you choose

Enable automated backup @® Yes No
Frequency | Daily * 0
Start time (UTC)  12am-1am * O
Number of generations to keep 10 5

Specify how many automated backups to keep. Minimum: 1, maximum: 30.

11. (Optional) In Tags, add tags to the server and related resources, such as the EC2 instance,
Elastic IP address, security group, S3 bucket, and backups. For more information about tagging
an AWS OpsWorks for Chef Automate server, see Working with Tags on AWS OpsWorks for
Chef Automate Resources.

12. When you are finished configuring advanced settings, choose Next.

13. On the Review page, review your choices. When you are ready to create the server, choose
Launch.

While you are waiting for AWS OpsWorks to create your Chef server, go on to Configure
the Chef Server Using the Starter Kit and download the Starter Kit and the Chef Automate
dashboard credentials. Do not wait until your server is online to download these items.

When server creation is finished, your Chef server is available on the AWS OpsWorks for
Chef Automate home page, with a status of online. After the server is online, the Chef
Automate dashboard is available on the server's domain, at a URL in the following format:
https://your_server name-random.region.opsworks-cm.io.

Create a Chef Automate server by using the AWS CLI

Creating an AWS OpsWorks for Chef Automate server by running AWS CLI commands differs
from creating a server in the console. In the console, AWS OpsWorks creates a service role and
security group for you, if you do not specify existing ones that you want to use. In the AWS CLI,
AWS OpsWorks can create a security group for you if you do not specify one, but it does not
automatically create a service role; you must provide a service role ARN as part of your create-
server command. In the console, while AWS OpsWorks is creating your Chef Automate server,
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you download the Chef Automate starter kit and the sign-in credentials for the Chef Automate
dashboard. Because you cannot do this when you create an AWS OpsWorks for Chef Automate
server by using the AWS CLI, you use a JSON processing utility to get the sign-in credentials and
the starter kit from the results of the create-server command after your new AWS OpsWorks
for Chef Automate server is online. Alternatively, you can generate a new set of sign-in credentials
and a new starter kit in the console after your new AWS OpsWorks for Chef Automate server is
online.

If your local computer is not already running the AWS CLI, download and install the AWS CLI by
following installation instructions in the AWS Command Line Interface User Guide. This section
does not describe all parameters that you can use with the create-server command. For more

information about create-server parameters, see create-server in the AWS CLI Reference.

1. Be sure to complete the prerequisites, especially Set Up a VPC, or be sure that you have an
existing VPC that you want to use. To create your Chef Automate server, you need a subnet ID.

2. Optionally, generate a Chef pivotal key by using OpenSSL, and save the key to a secure,
convenient file on your local computer. The pivotal key is automatically generated as part of
the server creation process if you do not provide one in the create-server command. If you
want to skip this step, you can instead get the Chef Automate pivotal key from the results of
the create-server command. If you choose to generate the pivotal key using the following
commands, be sure to include the -pubout parameter, because the Chef Automate pivotal key
value is the public half of the RSA key pair. For more information, see Step 6.

umask @77
openssl genrsa -out "pivotal" 2048
openssl rsa -in "pivotal" -pubout

3. Create a service role and an instance profile. AWS OpsWorks provides an AWS CloudFormation
template that you can use to create both. Run the following AWS CLI command to create an
AWS CloudFormation stack that creates the service role and instance profile for you.

aws cloudformation create-stack --stack-name OpsWorksCMRoles --template-url
https://s3.amazonaws.com/opsworks-cm-us-east-1-prod-default-assets/misc/opsworks-
cm-roles.yaml --capabilities CAPABILITY_NAMED_IAM

4. After AWS CloudFormation finishes creating the stack, find and copy the ARNs of service roles
in your account.
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aws iam list-roles --path-prefix "/service-role/" --no-paginate

In the results of the 1ist-roles command, look for service role ARN entries that resemble

the following. Make a note of the service role ARNs. You need these values to create your Chef
Automate server.

{
"AssumeRolePolicyDocument": {
"Version": "2012-10-17",
"Statement": [
{
"Action": "sts:AssumeRole",
"Effect": "Allow",
"Principal": {
"Service": "ec2.amazonaws.com"
}
}
]
I
"RoleId": "AR0ZZZZZZZZZZQG6R22HC",
"CreateDate": "2018-01-05T20:42:20Z",
"RoleName": "aws-opsworks-cm-ec2-role",
"Path": "/service-role/",
"Arn": "arn:aws:iam: :000000000000:role/service-role/aws-opsworks-cm-ec2-role"
I
{

"AssumeRolePolicyDocument": {
"Version": "2012-10-17",
"Statement": [

{
"Action": "sts:AssumeRole",
"Effect": "Allow",
"Principal": {
"Service": "opsworks-cm.amazonaws.com"
}
}

I,

"RoleId": "AR0ZZZZ7777777777776QE",
"CreateDate": "2018-01-05T20:42:207",
"RoleName": "aws-opsworks-cm-service-role",
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"Path": "/service-role/",
"Arn": "arn:aws:iam::000000000000:r0le/service-role/aws-opsworks-cm-service-
role"

}

5. Find and copy the ARNSs of instance profiles in your account.

aws iam list-instance-profiles --no-paginate

In the results of the 1ist-instance-profiles command, look for instance profile ARN
entries that resemble the following. Make a note of the instance profile ARNs. You need these
values to create your Chef Automate server.

{
"Path": "/",
"InstanceProfileName": "aws-opsworks-cm-ec2-role",
"InstanceProfileId": "EXAMPLEDC6UR3LTUW7VHK",
"Arn": "arn:aws:iam::123456789012:instance-profile/aws-opsworks-cm-ec2-role",
"CreateDate": "2017-01-05T20:42:207",
"Roles": [
{
"Path": "/service-role/",
"RoleName": "aws-opsworks-cm-ec2-role",
"RoleId": "EXAMPLEE4STNUQG6R22HC",
"Arn": "arn:aws:iam::123456789012:r0le/service-role/aws-opsworks-cm-

ec2-role",
"CreateDate": "2017-01-05T20:42:207",
"AssumeRolePolicyDocument": {
"Version": "2012-10-17",
"Statement": [

{
"Effect": "Allow",
"Principal": {
"Service": "ec2.amazonaws.com"
.
"Action": "sts:AssumeRole"
}

}
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6.

Create the AWS OpsWorks for Chef Automate server by running the create-server
command.

The --engine value is ChefAutomate, --engine-model is Single, and --engine-
versionis 12.

The server name must be unique within your AWS account, within each region. Server names
must start with a letter; then letters, numbers, or hyphens (-) are allowed, up to a maximum
of 40 characters.

Use the instance profile ARN and service role ARN that you copied in Steps 4 and 5.

Valid instance types are m5.1arge, r5.xlarge, or r5.2xlarge. For more information
about the specifications of these instance types, see Instance Types in the Amazon EC2 User
Guide.

The --engine-attributes parameter is optional; if you don't specify one or both
values, the server creation process generates the values for you. If you add --engine-
attributes, specify either the CHEF_AUTOMATE_PIVOTAL_KEY value that you generated
in Step 2, a CHEF_AUTOMATE_ADMIN_PASSWORD, or both.

If you do not set a value for CHEF_AUTOMATE_ADMIN_PASSWORD, a password is generated
and returned as part of the create-server response. You can also download the starter
kit again in the console, which regenerates this password. The password length is a
minimum of eight characters, and a maximum of 32. The password can contain letters,
numbers, and special characters (! /@#$%"+=_). The password must contain at least one
lower case letter, one upper case letter, one number, and one special character.

An SSH key pair is optional, but can help you connect to your Chef Automate server if you
need to reset the Chef Automate dashboard administrator password. For more information
about creating an SSH key pair, see Amazon EC2 Key Pairs in the Amazon EC2 User Guide.

To use a custom domain, add the following parameters to your command. Otherwise,

the Chef Automate server creation process automatically generates an endpoint for you.

All three parameters are required to configure a custom domain. For information about
additional requirements for using these parameters, see CreateServer in the AWS OpsWorks
CM API Reference.

e --custom-domain - An optional public endpoint of a server, such as https://aws.my-
company . com.

e --custom-certificate - A PEM-formatted HTTPS certificate. The value can be be a
single, self-signed certificate, or a certificate chain.
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e« --custom-private-key - A private key in PEM format for connecting to the server
by using HTTPS. The private key must not be encrypted; it cannot be protected by a
password or passphrase.

» Weekly system maintenance is required. Valid values must be specified in the following
format: DDD : HH: MM. The specified time is in coordinated universal time (UTC). If you do not
specify a value for --preferred-maintenance-window, the default value is a random,
one-hour period on Tuesday, Wednesday, or Friday.

« Valid values for --preferred-backup-window must be specified in one of the following
formats: HH: MM for daily backups, or DDD : HH: MM for weekly backups. The specified time is
in UTC. The default value is a random, daily start time. To opt out of automatic backups, add
the parameter --disable-automated-backup instead.

e For --security-group-ids, enter one or more security group IDs, separated by a space.

e For --subnet-ids, enter a subnet ID.

aws opsworks-cm create-server --engine "ChefAutomate" --engine-model "Single"
--engine-version "12" --server-name "server_name" --instance-profile-arn
"instance_profile_ARN" --instance-type "instance_type" --engine-attributes
'{"CHEF_AUTOMATE_PIVOTAL_KEY":"pivotal_key", "CHEF_AUTOMATE_ADMIN_PASSWORD":"password"}"
--key-pair "key pair_name" --preferred-maintenance-window
"ddd:hh:mm" --preferred-backup-window "ddd:hh:mm" --security-group-

ids security group_idl security group_id2 --service-role-arn "service_role_ARN" --

subnet-ids subnet_ID

The following is an example.

aws opsworks-cm create-server --engine "ChefAutomate" --engine-

model "Single" --engine-version "12" --server-name "automate-06" --

instance-profile-arn "arn:aws:iam::12345678912:instance-profile/aws-

opsworks-cm-ec2-role" --instance-type "m5.large" --engine-attributes
'{"CHEF_AUTOMATE_PIVOTAL_KEY":"MZZE. . .Wobg",6 "CHEF_AUTOMATE_ADMIN_PASSWORD" :"zZZzDj2DLYXSZF
--key-pair "amazon-test" --preferred-maintenance-window "Mon:08:00" --preferred-

backup-window "Sun:02:00" --security-group-ids sg-b00000001 sg-b00OOOO8 --service-
role-arn "arn:aws:iam::12345678912:role/service-role/aws-opsworks-cm-service-role"
--subnet-ids subnet-300aaad0

The following example creates a Chef Automate server that uses a custom domain.
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aws opsworks-cm create-server --engine "ChefAutomate" --engine-model "Single" --
engine-version "12" \

--server-name "my-custom-domain-server" \

--instance-profile-arn "arn:aws:iam::12345678912:instance-profile/aws-opsworks-
cm-ec2-role" \

--instance-type "m5.large" \

--engine-attributes

'{"CHEF_AUTOMATE_PIVOTAL_KEY":"MZZE. . .Wobg", "CHEF_AUTOMATE_ADMIN_PASSWORD" :"zZZzDj2DLYXSZF

\

--custom-domain "my-chef-automate-server.my-corp.com" \

—-custem=certificateNt === BEGIN CERTIFICATE----- EXAMPLEQEXAMPLE== ----- END
CERTIFICATE----- "\

--custom-private-key "----- BEGIN RSA PRIVATE KEY----- EXAMPLEQEXAMPLE= ----- END
RSA PRIVATE KEY----- "\

--key-pair "amazon-test" \

--preferred-maintenance-window "Mon:08:00" \

--preferred-backup-window "Sun:02:00" \

--security-group-ids sg-b00000001 sg-b0000OO8 \

--service-role-arn "arn:aws:iam::12345678912:ro0le/service-role/aws-opsworks-cm-
service-role" \

--subnet-ids subnet-300aaa00

The following example creates a Chef Automate server that adds two tags: Stage:
Production and Department: Marketing. For more information about adding and
managing tags on AWS OpsWorks for Chef Automate servers, see Working with Tags on AWS
OpsWorks for Chef Automate Resources in this guide.

aws opsworks-cm create-server --engine "ChefAutomate" --engine-model "Single" --
engine-version "12" \

--server-name "my-test-chef-server" \

--instance-profile-arn "arn:aws:iam::12345678912:instance-profile/aws-opsworks-

cm-ec2-role" \

--instance-type "m5.large" \

--engine-attributes
'{"CHEF_AUTOMATE_PIVOTAL_KEY":"MZZE. . .Wobg", "CHEF_AUTOMATE_ADMIN_PASSWORD" :"zZZzDj2DLYXSZF
\

--key-pair "amazon-test" \

--preferred-maintenance-window "Mon:08:00" \

--preferred-backup-window "Sun:02:00" \

--security-group-ids sg-b00000001 sg-b00OOOO8 \
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--service-role-arn "arn:aws:iam::12345678912:role/service-role/aws-opsworks-cm-
service-role" \

--subnet-ids subnet-300aaa®® \

--tags [{\"Key\":\"Stage\",\"Value\":\"Production\"}, {\"Key\":\"Department\",
\"Value\":\"Marketing\"}]

7. AWS OpsWorks for Chef Automate takes about 15 minutes to create a new server. Do not
dismiss the output of the create-server command or close your shell session, because the
output can contain important information that is not shown again. To get passwords and the
starter kit from the create-server results, go on to the next step.

If you are using a custom domain with the server, in the output of the create-server
command, copy the value of the Endpoint attribute. The following is an example.

"Endpoint": "automate-07-exampleexample.opsworks-cm.us-east-1.amazonaws.com"

8. If you opted to have AWS OpsWorks for Chef Automate generate a key and password for you,
you can extract them in usable formats from the create-server results by using a JSON
processor such as jq. After you install jg, you can run the following commands to extract the
pivotal key, Chef Automate dashboard administrator password, and starter kit. If you did not
provide your own pivotal key and password in Step 4, be sure to save the extracted pivotal key
and administrator password in convenient but secure locations.

#Get the Chef password:
cat resp.json | jg -r '.Server.EngineAttributes[] | select(.Name ==
"CHEF_AUTOMATE_ADMIN_PASSWORD") | .Value'

#Get the Chef Pivotal Key:
cat resp.json | jg -r '.Server.EngineAttributes[] | select(.Name ==
"CHEF_AUTOMATE_PIVOTAL_KEY") | .Value'

#Get the Chef Starter Kit:
cat resp.json | jg -r '.Server.EngineAttributes[] | select(.Name ==
"CHEF_STARTER_KIT") | .Value' | base64 -D > starterkit.zip

9. Optionally, if you did not extract the starter kit from create-server command results, you
can download a new starter kit from the server's Properties page in the AWS OpsWorks for
Chef Automate console. Downloading a new starter kit resets the Chef Automate dashboard
administrator password.
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10. If you are not using a custom domain, go on to the next step. If you are using a custom domain
with the server, create a CNAME entry in your enterprise's DNS management tool to point your
custom domain to the AWS OpsWorks for Chef Automate endpoint that you copied in step 7.
You cannot reach or sign in to a server with a custom domain until you complete this step.

11. When the server creation process is finished, go on to the section called “Finish configuration

and upload cookbooks".

Configure the Chef Server Using the Starter Kit

/A Important

AWS OpsWorks for Chef Automate is no longer accepting new customers. Existing
customers will be unaffected until May 5, 2024 at which time the service will become
unavailable. We recommend that existing customers migrate to Chef SaaS or an alternative
solution. For more information, see AWS OpsWorks for Chef Automate End of Life FAQs.

While Chef server creation is still in progress, open its Properties page in the AWS OpsWorks for
Chef Automate console. The first time that you work with a new Chef server, the Properties page
prompts you to download two required items. Download these items before your Chef server is
online; the download buttons are not available after a new server is online.
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() mY'Cth'Server [ Chef Automate dashboard (not yet available) | Actions

AWS OpsWorks is creating your Chef Automate server. This takes about 20 minutes.

Creating an Elastic IP address Launching an EC2 instance Installing Chef Automate server

Make sure you download the following before your server is online.

Sign-in credentials for your Chef Automate dashboard

Starter Kit for your Chef Automate server

ﬁ Download the sign-in credentials for your Chef Automate dashboard.

» Show sign-in credentials

( Download credentials

AWS OpsWorks does not save these credentials, so it is the last time they are available for viewifig and
downloading. After your server is online, you can change the password by signing in to its Chef
dashboard.

€) Download the Starter Kit, and follow the documentation to finish the se

online.
( Download Starter Kit

The Starter Kit contains a Readme with examples, a knife_rb configuration file, and a private key.
A new key pair is generated and reset each time you download the Starter Kit.

when your server is

et

« Sign-in credentials for the Chef server. You will use these credentials to sign in to the Chef
Automate dashboard, where you work with Chef Automate premium features, such as workflow
and compliance scans. AWS OpsWorks does not save these credentials; this is the last time that
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they are available for viewing and downloading. If necessary, you can change the password that
is provided with these credentials after you sign in.

« Starter Kit. The Starter Kit contains a README file with examples, a knife.rb configuration
file, and a private key for the primary, or pivotal, user. A new key pair is generated—and the old
key is reset—each time you download the Starter Kit.

In addition to the credentials that work only with the new server, the Starter Kit .zip file includes

a simple example of a Chef repository that works with any AWS OpsWorks for Chef Automate
server. In the Chef repository, you store cookbooks, roles, configuration files, and other artifacts for
managing your nodes with Chef. We recommend that you store this repository in a version control
system, such as Git, and treat it as source code. For information and examples that show how to set
up a Chef repository that is tracked in Git, see About the chef-repo in the Chef documentation.

Prerequisites

1. While server creation is still in progress, download the sign-in credentials for the Chef server,
and save them in a secure but convenient location.

2. Download the Starter Kit, and unzip the Starter Kit .zip file into your workspace directory. Do
not share the Starter Kit private key. If other users will be managing the Chef server, add them
as administrators in the Chef Automate dashboard later.

3. Download and install Chef Workstation (formerly known as the Chef Development Kit, or Chef
DK) on the computer you will use to manage your Chef server and nodes. The knife utility is
part of Chef Workstation. For instructions, see Install Chef Workstation on the Chef website.

Explore the Starter Kit Contents

The Starter Kit has the following contents.

» cookbooks/ - A directory for cookbooks that you create. The cookbooks/ folder contains the
opsworks-webserver cookbook, a wrapper cookbook that depends on the nginx cookbook
from the Chef Supermarket website. Policyfile.rb defaults to Chef supermarket as a
secondary source if cookbook dependencies are not available in the cookbooks/ directory.

« Policyfile.rb - A Ruby-based policy file that defines the cookbooks, dependencies, and
attributes that become the policy for your nodes.
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« userdata.shand userdata.psl - You can use user data files to associate nodes automatically
after launching your Chef Automate server. userdata.sh is for bootstrapping Linux-based
nodes, and userdata.psl is for Windows-based nodes.

« Berksfile - You can use this file if you prefer to use Berkshelf and berks commands to upload
cookbooks and their dependencies. In this walkthrough, we use Policyfile.rb and Chef
commands to upload cookbooks, dependencies, and attributes.

« README .md, a Markdown-based file that describes how to use the Starter Kit to set up your Chef
Automate server for the first time.

« .chef is a hidden directory that contains a knife configuration file (knife.rb) and a secret
authentication key file (.pem).

o .chef/knife.rb - A knife configuration file (knife.rb). The knife.rb file is configured so
that Chef's knife tool operations run against the AWS OpsWorks for Chef Automate server.

e .chef/ca_certs/opsworks-cm-ca-2020-root.pem - A certification authority (CA)-signed
SSL private key that is provided by AWS OpsWorks. This key allows the server to identify itself
to the Chef Infra client agent on nodes that your server manages.

Set Up Your Chef Repository

A Chef repository contains several directories. Each directory in the Starter Kit contains a README
file that describes the directory's purpose, and how to use it for managing your systems with Chef.
There are two ways to get cookbooks installed on your Chef server: running knife commands, or
running a Chef command to upload a policy file (Policyfile. rb) to your server that downloads
and installs specified cookbooks. This walkthrough uses Chef commands and Policyfile.rb to

install cookbooks on your server.

1. Create a directory on your local computer for storing cookbooks, such as chef-repo. After
you add cookbooks, roles, and other files to this repository, we recommend that you upload or
store it in a secure, versioned system, such as CodeCommit, Git, or Amazon S3.

2. Inthe chef-repo directory, create the following directories:

e cookbooks/ - Stores cookbooks.
« roles/ - Storesrolesin .rb or . json formats.

« environments/ - Stores environments in .rb or . json formats.
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Use Policyfile.rb to Get Cookbooks from a Remote Source

In this section, edit Policyfile.rb to specify cookbooks, then run a Chef command to upload
the file to your server and install cookbooks.

1. View Policyfile.rb inyour Starter Kit. By default, Policyfile.rb includes the
opsworks-webserver wrapper cookbook , which depends on the nginx cookbook available
on the Chef Supermarket website. The nginx cookbook installs and configures a web server
on managed nodes. The required chef-client cookbook, which installs the Chef Infra client
agent on managed nodes, is also specified.

Policyfile.rb also points to the optional Chef Audit cookbook, which you can use to set
up compliance scans on nodes. For more information about setting up compliance scans
and getting compliance results for managed nodes, see Compliance Scans in AWS OpsWorks
for Chef Automate. If you do not want to configure compliance scans and auditing right
now, delete 'audit' from the run_list section, and do not specify the audit cookbook
attributes at the end of the file.

# Policyfile.rb - Describe how you want Chef to build your system.
#
# For more information about the Policyfile feature, visit

# https://docs.chef.io/policyfile.html

# A name that describes what the system you're building with Chef does.
name 'opsworks-demo-webserver'

# The cookbooks directory is the preferred source for external cookbooks
default_source :chef_repo, "cookbooks/" do |s]

s.preferred_for '"nginx", "windows", '"chef-client", "yum-epel", "seven_zip",
"build-essential", "mingw", "ohai", "audit", "logrotate", "cron"

end
# Alternative source
default_source :supermarket
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# run_list: chef-client runs these recipes in the order specified.

run_list 'chef-client',

'opsworks-webserver',

'audit'
# add 'ssh-hardening' to your runlist to fix compliance issues detected by the ssh-
baseline profile

# Specify a custom source for a single cookbook:

cookbook 'opsworks-webserver', path: 'cookbooks/opsworks-webserver'

# Policyfile defined attributes

# Define audit cookbook attributes
default["opsworks-demo"]["audit"]["reporter"] = "chef-server-automate"
default["opsworks-demo"]["audit"]["profiles"] = [
{
"name": "DevSec SSH Baseline",
"compliance": "admin/ssh-baseline"

The following is an example of Policyfile.rb without the audit cookbook and attributes,
if you want to configure only the nginx web server for now.

Policyfile.rb - Describe how you want Chef to build your system.

For more information on the Policyfile feature, visit
https://docs.chef.io/policyfile.html

# A name that describes what the system you're building with Chef does.
name 'opsworks-demo-webserver'

# Where to find external cookbooks:
default_source :supermarket

# run_list: chef-client will run these recipes in the order specified.
run_list 'chef-client',

'opsworks-webserver'

# Specify a custom source for a single cookbook:
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cookbook 'opsworks-webserver', path: 'cookbooks/opsworks-webserver'

If you make changes to Policyfile.rb, be sure to save the file.

2. Download and install the cookbooks defined in Policyfile.zrb.

chef install

All cookbooks are versioned in the cookbook's metadata. rb file. Each time you change a
cookbook, you must raise the version of the cookbook that is in its metadata. rb.

3. If you have chosen to configure compliance scans, and kept the audit cookbook information
in the policy file, push the policy opsworks-demo to your server.

chef push opsworks-demo

4. If you completed step 3, verify the installation of your policy. Run the following command.

chef show-policy

The results should resemble the following:

opsworks-demo-webserver

* opsworks-demo: ec@fe46314

5.  You are now ready to add or bootstrap nodes to your Chef Automate server. You can automate
the association of nodes by following steps in Add nodes automatically in AWS OpsWorks for

Chef Automate, or add nodes one at a time by following steps in Add nodes individually.

(Alternate) Use Berkshelf to Get Cookbooks from a Remote Source

Berkshelf is a tool for managing cookbooks and their dependencies. If you prefer to use Berkshelf
instead of Policyfile.rb to install cookbooks into local storage, use the procedure in this
section instead of the preceding section. You can specify which cookbooks and versions to use with
your Chef server and upload them. The Starter Kit contains a file named Berksfile that you can
use to list your cookbooks.

1. To get started, add the chef-client cookbook to the included Berksfile. The chef-client
cookbook configures the Chef Infra client agent software on each node that you connect to
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your Chef Automate server. To learn more about this cookbook, see Chef Client Cookbook in
the Chef Supermarket.

2. Using a text editor, append another cookbook to your Berksfile that installs a web server
application; for example, the apache2 cookbook, which installs the Apache web server. Your
Berksfile should resemble the following.

source 'https://supermarket.chef.io'
cookbook 'chef-client'
cookbook 'apache2'

3. Download and install the cookbooks on your local computer.

berks install

4. Upload the cookbook to the Chef server.

On Linux, run the following.

SSL_CERT_FILE="'.chef/ca_certs/opsworks-cm-ca-2020-root.pem' berks upload

On Windows, run the following Chef Workstation command in a PowerShell session. Before
you run the command, be sure to set the execution policy in PowerShell to RemoteSigned.
Add chef shell-init to make Chef Workstation utility commands available to PowerShell.

$env:SSL_CERT_FILE="ca_certs\opsworks-cm-ca-2020-root.pem"
chef shell-init berks upload
Remove-Item Env:\SSL_CERT_FILE

5. Verify the installation of the cookbook by showing a list of cookbooks that are currently
available on the Chef Automate server. You can do this by running the following knife
command.

You are ready to add nodes to manage with the AWS OpsWorks for Chef Automate server.

knife cookbook list
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(Optional) Configure knife to Work with a Custom Domain

If your Chef Automate server uses a custom domain, you might need to add the PEM certificate
of the root CA that signed your server's certificate chain, or your server PEM certificate if the
certificate is self-signed. ca_cexrts is a subdirectory in chef/ that contains certificate authorities
(CAs) that are trusted by the Chef knife utility.

You can skip this section if you aren't using a custom domain, or if your custom certificate is signed
by a root CA that is trusted by your operating system. Otherwise, configure knife to trust your
Chef Automate server SSL certificate, as described in the following steps.

1. Run the following command.

knife ssl check

If the results are similar to the following, skip the rest of this procedure, and go on to Add
Nodes for the Chef Server to Manage.

Connecting to host my-chef-automate-server.my-corp.com:443
Successfully verified certificates from 'my-chef-automate-server.my-
corp.com'

If you get an error message similar to the following, go on to the next step.

Connecting to host my-chef-automate-server.my-corp.com:443
ERROR: The SSL certificate of my-chef-automate-server.my-corp.com could
not be verified.

2. Runknife ssl fetch to trust the certificates of your AWS OpsWorks for Chef Automate
server. Alternatively, you can manually copy the root CA PEM-formatted certificate of your
server to the directory that is the value of trusted_certs_dir in the output of knife
ss1l check. By default, this directory is in . chef/ca_certs/ in the Starter Kit. Your output
should resemble the following:

WARNING: Certificates from my-chef-automate-server.my-corp.com will be fetched and
placed in your trusted_cert
directory (/Users/username/starterkit/.chef/../.chef/ca_certs).
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Knife has no means to verify these are the correct certificates. You
should
verify the authenticity of these certificates after downloading.

Adding certificate for my-chef-automate-server in /Users/users/
starterkit/.chef/../.chef/ca_certs/servv-aqtswxu2@swzkjgz.crt

Adding certificate for MyCorp_Root_CA in /Users/users/
starterkit/.chef/../.chef/ca_certs/MyCorp_Root_CA.crt

3. Runknife ssl check again. Your output should resemble the following:

Connecting to host my-chef-automate-server.my-corp.com:443
Successfully verified certificates from 'my-chef-automate-server.my-
corp.com'

You are ready to use knife with your Chef Automate server.

Add Nodes for the Chef Server to Manage

/A Important

AWS OpsWorks for Chef Automate is no longer accepting new customers. Existing
customers will be unaffected until May 5, 2024 at which time the service will become
unavailable. We recommend that existing customers migrate to Chef SaaS or an alternative
solution. For more information, see AWS OpsWorks for Chef Automate End of Life FAQs.

The chef-client agent runs Chef recipes on physical or virtual computers, called nodes, that are

associated with the server. You can connect on-premises computers or instances to the Chef server
to manage, provided the nodes are running supported operating systems. Registering nodes with
the Chef server installs the chef-client agent software on those nodes.

You can use the following methods to add nodes:

« Add notes individually by running a knife command that adds, or bootstraps, an EC2 instance so
that the Chef server can manage it. For more information see Add nodes individually.

« Add nodes automatically by using a script to perform unattended association of nodes with
the Chef server. The code in the Starter Kit shows how to add nodes automatically using the
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unattended method. For more information see, Add nodes automatically in AWS OpsWorks for
Chef Automate.

Topics

« Add nodes individually

» Add nodes automatically in AWS OpsWorks for Chef Automate

Add nodes individually

/A Important

AWS OpsWorks for Chef Automate is no longer accepting new customers. Existing
customers will be unaffected until May 5, 2024 at which time the service will become
unavailable. We recommend that existing customers migrate to Chef SaaS or an alternative
solution. For more information, see AWS OpsWorks for Chef Automate End of Life FAQs.

This section describes how to run a knife command that adds, or bootstraps, an EC2 instance so
that the Chef server can manage it.

The minimum supported version of chef-client on nodes associated with an AWS OpsWorks
for Chef Automate server is 13.x. We recommend running the most current, stable chef-client
version.

Topics

» (Optional) Specify the URL of your Chef Automate Server Root CA

» Supported Operating Systems
« Add Nodes with Knife

(Optional) Specify the URL of your Chef Automate Server Root CA

If your server is using a custom domain and certificate, you might need to edit the ROOT_CA_URL
variable in the userdata script with a public URL that you can use to get the root CA PEM-formatted
certificate of your server. The following AWS CLI commands upload your root CA to an Amazon S3
bucket, and generate a presigned URL that you can use for one hour.
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1.

Upload the root CA PEM-formatted certificate to S3.

aws s3 cp ROOT_CA_PEM_FILE_PATH s3://bucket_name/

Generate a presigned URL that you can use for one hour (3600 seconds, in this example) to
download the root CA.

aws s3 presign s3://bucket_name/ROOT_CA_PEM_FILE_NAME --expires-in 3600

Edit the variable ROOT_CA_URL in the userdata script with the value of the pre-signed URL.

Supported Operating Systems

For the current list of supported operating systems for nodes, see the Chef website.

Add Nodes with Knife

The knife-ec?2 plug-in is included with Chef Workstation. If you are more familiar with knife-
ec2, you can use it instead of knife bootstrap to provision and bootstrap new EC2instances.

Otherwise, launch a new EC2 instance, and then follow the steps in this section.

To add nodes to manage

1.

Run the following knife bootstrap command. This command bootstraps an EC2 instance
to the nodes that your Chef server will manage. Note that you are instructing the Chef
server to run recipes from the nginx cookbook that you installed in the section called “Use
Policyfile.rb to Get Cookbooks from a Remote Source”. For more information about adding

nodes by running the knife bootstrap command, see Bootstrap a Node in the Chef

documentation.

The following table shows valid user names for node operating systems in the knife
command in this step. If neither root nor ec2-user works, check with your AMI provider. For
more information about connecting to Linux-based instances, see Connecting to Your Linux

Instance Using SSH in the AWS documentation.

Valid values for user names in node operating systems
Operating System Valid User Names

Amazon Linux ec2-user
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Operating System

Red Hat Enterprise Linux 5
Ubuntu

Fedora

SUSE Linux

Valid User Names

root or ec2-user

ubuntu

fedora or ec2-user

root orec2-user

knife bootstrap INSTANCE_IP_ADDRESS -N INSTANCE_NAME -x USER_NAME --sudo --run-list

"recipe[nginx]"

2. Verify that the new node was added by running the following commands, replacing
INSTANCE_NAME with the name of the instance that you just added.

knife client show INSTANCE_NAME
knife node show INSTANCE_NAME

Add nodes automatically in AWS OpsWorks for Chef Automate

/A Important

AWS OpsWorks for Chef Automate is no longer accepting new customers. Existing
customers will be unaffected until May 5, 2024 at which time the service will become
unavailable. We recommend that existing customers migrate to Chef SaaS or an alternative
solution. For more information, see AWS OpsWorks for Chef Automate End of Life FAQs.

This topic describes how to add Amazon Elastic Compute Cloud (Amazon EC2) nodes to your Chef
server automatically. The code in the Starter Kit shows how to add nodes automatically using the
unattended method. The recommended method of unattended (or automatic) association of new
nodes is to configure the Chef Client Cookbook. You can use the userdata script in the Starter Kit,

and change either the run_list section of the userdata script, or your Policyfile.rb with
the cookbooks you want to apply to your nodes. Before you run the chef-client agent, install
the Chef Client cookbook on your Chef server, and then install the chef-client agent in service
mode with, for example, an HTTPD role, as shown in the following sample command.
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chef-client -r "chef-client,role[httpd]"

To communicate with the Chef server, the chef-client agent software must have access to the
public key of the client node. You can generate a public-private key pair in Amazon EC2, and then
pass the public key to the AWS OpsWorks associate-node API call with the node name. The
script included in the Starter Kit gathers your organization name, server name, and server endpoint
for you. This ensures that the node is associated with the Chef server, and the chef-client agent
software that runs on the node can communicate with the server after matching the private key.

The minimum supported version of chef-client on nodes associated with an AWS OpsWorks
for Chef Automate server is 13.x. We recommend running the most current, stable chef-client

version.

For information about how to disassociate a node, see Disassociate a Node from an AWS OpsWorks

for Chef Automate Server in this guide, and disassociate-node in the AWS OpsWorks for Chef

Automate APl documentation.

Topics

» Supported Operating Systems

« Step 1: Create an IAM Role to Use as Your Instance Profile

» Step 2: Install the Chef Client Cookbook

» Step 3: Create Instances by Using an Unattended Association Script

o Other Methods of Automating Repeated Runs of chef-client

» Related Topics

Supported Operating Systems
For the current list of supported operating systems for nodes, see the Chef website.
Step 1: Create an IAM Role to Use as Your Instance Profile

Create an AWS Identity and Access Management (IAM) role to use as your EC2 instance profile,
and attach the following policy to the IAM role. This policy allows the AWS OpsWorks for Chef
Automate (opsworks-cm) APl to communicate with the EC2 instance during node registration.
For more information about instance profiles, see Using Instance Profiles in the Amazon EC2

documentation. For information about how to create an IAM role, see Creating an IAM Role in the
Console in the Amazon EC2 documentation.
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{
"Version": "2012-10-17",
"Statement": [
{

"Action": [
"opsworks-cm:AssociateNode",
"opsworks-cm:DescribeNodeAssociationStatus",

1,

"Resource": "*",

"Effect": "Allow"

}
]
}

AWS OpsWorks provides an AWS CloudFormation template that you can use to create the IAM role
with the preceding policy statement. The following AWS CLI command creates the instance profile
role for you by using this template. You can omit the --region parameter if you want to create
the new AWS CloudFormation stack in your default region.

aws cloudformation --region region ID create-stack --stack-

name myChefAutomateinstanceprofile --template-url https://s3.amazonaws.com/opsworks-
cm-us-east-1-prod-default-assets/misc/opsworks-cm-nodes-roles.yaml --capabilities
CAPABILITY_IAM

Step 2: Install the Chef Client Cookbook

If you have not done so already, follow the steps in (Alternate) Use Berkshelf to Get Cookbooks
from a Remote Source to ensure that your Berksfile or Policyfile. rb file references the Chef
Client cookbook and installs the cookbook.

Step 3: Create Instances by Using an Unattended Association Script

1. To create EC2 instances, you can copy the userdata script from the Starter Kit to the
userdata section of EC2 instance instructions, Amazon EC2 Auto Scaling group launch
configurations, or an AWS CloudFormation template. For more information about adding
scripts to user data, see Running Commands on Your Linux Instance at Launch in the Amazon
EC2 documentation.

This script runs the opsworks-cm APl associate-node command to associate a new node
with your Chef server.
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By default, the name of the new registered node is the instance ID, but you can change the
name by modifying the value of the NODE_NAME variable in the userdata script. Because
changing the organization name in the Chef console Ul is currently not possible, leave
CHEF_AUTOMATE_ORGANIZATION set to default.

2. Follow the procedure in Launching an Instance in the EC2 documentation, with modifications

here. In the EC2 instance launch wizard, choose an Amazon Linux AMI.

3. On the Configure Instance Details page, select the role you created in Step 1: Create an IAM
Role to Use as Your Instance Profile, as your IAM role.

4. Inthe Advanced Details area, upload the userdata. sh script that you created earlier in this
procedure.

5. No changes are needed on the Add Storage page. Go on to Add Tags.

6. On the Configure Security Group page, choose Add Rule, and then choose the type HTTP to
open port numbers 443 and 80 for the Apache web server in this example.

7. Choose Review and Launch, and then choose Launch. When your new node starts, it applies
the configurations specified by the recipes you have specified in the RUN_LIST parameter.

8. Optional: If you have added the nginx cookbook to your run list, when you open the webpage
linked to the public DNS of your new node, you should see a website that is hosted by your
nginx web server.

Other Methods of Automating Repeated Runs of chef-client

Although more difficult to achieve, and not recommended, you can run the script in this topic
solely as part of standalone instance user data, use a AWS CloudFormation template to add it
to new instance user data, configure a cron job to run the script regularly, or run chef-client
within a service. However, we recommend the Chef Client Cookbook method because there are
some disadvantages with other automation techniques.

For a complete list of parameters you can provide to chef-client, see the Chef documentation.

Related Topics

The following AWS blog posts offer more information about automatically associating nodes with
your Chef Automate server, by using Auto Scaling groups, or within multiple accounts.

o Using AWS OpsWorks for Chef Automate to Manage EC2 Instances with Auto Scaling

o OpsWorks for Chef Automate — Automatically Bootstrapping Nodes in Different Accounts
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Sign in to the Chef Automate dashboard

/A Important

AWS OpsWorks for Chef Automate is no longer accepting new customers. Existing
customers will be unaffected until May 5, 2024 at which time the service will become
unavailable. We recommend that existing customers migrate to Chef SaaS or an alternative
solution. For more information, see AWS OpsWorks for Chef Automate End of Life FAQs.

After you have downloaded the sign-in credentials from the Chef server's Properties page, and the
server is online, sign in to the Chef Automate dashboard. In this walkthrough, we instructed you to
first upload cookbooks and add at least one node to manage. This allows you to see information
about the cookbooks and nodes in the dashboard.

When you attempt to connect to the dashboard webpage, certificate warnings appear in your
browser until you install an AWS OpsWorks-specific, CA-signed SSL certificate on the client
computer that you are using to manage your Chef server. If you prefer not to see the warnings
before you continue to the dashboard webpage, install the SSL certificate before you sign in.

To install the AWS OpsWorks SSL certificate
o Choose the certificate that matches your system.

« For Linux or MacOS-based systems, download the file with the PEM filename extension from
the following Amazon S3 location: https://s3.amazonaws.com/opsworks-cm-us-east-1-

prod-default-assets/misc/opsworks-cm-ca-2016-root.pem.

® Note

Additionally, download a newer PEM file from the following location: https://
s3.amazonaws.com/opsworks-cm-us-east-1-prod-default-assets/misc/opsworks-

cm-ca-2020-root.pem. Because AWS OpsWorks for Chef Automate is currently

renewing its root certificates, you must trust both old and new certificates.

For more information about how to manage SSL certificates on MacOS, see Get information

about a certificate in Keychain Access on Mac on the Apple Support website.
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» For Windows-based systems, download the file with the P7B filename extension from the
following Amazon S3 location: https://s3.amazonaws.com/opsworks-cm-us-east-1-prod-

default-assets/misc/opsworks-cm-ca-2016-root.p7b.

® Note

Additionally, download a newer P7B file from the following location: https://
s3.amazonaws.com/opsworks-cm-us-east-1-prod-default-assets/misc/opsworks-
cm-ca-2020-root.p7b. Because AWS OpsWorks for Chef Automate is currently
renewing its root certificates, you must trust both old and new certificates.

For more information about how to install an SSL certificate on Windows, see Manage
Trusted Root Certificates on Microsoft TechNet.

After you have installed the client-side SSL certificate, you can sign in to the Chef Automate
dashboard without seeing warning messages.

® Note

Users of Google Chrome on Ubuntu and Linux Mint operating systems can have difficulty
signing in. We recommend that you use Mozilla Firefox or other browsers to sign in and
use the Chef Automate dashboard on those operating systems. No issues have been found
using Google Chrome on Windows or MacOS.

To sign in to the Chef Automate dashboard

1. Unzip and open the Chef Automate credentials that you downloaded in Prerequisites. You will
need these credentials to sign in.

2. Open the Properties page for your Chef server.

3. At the upperright of the Properties page, choose Open Chef Automate dashboard.

4. Signin using the credentials from Step 1.
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CHEF

AUTOMATE

Log in to Your Account

Username

Password

Log In

5. In the Chef Automate dashboard, you can view detailed information about the nodes you've
bootstrapped, cookbook run progress and events, the compliance level of nodes, and much
more. For more information about the features of the Chef Automate dashboard and how to
use them, see the Chef Automate Documentation.
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CHEFAUTOMATE Event Feed Client Runs Compliance Scan Jobs Asset Store Settings e Local Administrator

All Chef servers
Event Feed
All Chef server orgs Displays events for the past week. Use SHIFT+R to reset the time scale

Total events Creations Deletions Updates

AllEvents v Reset Timescale
31 ®11 02 +16
Fri, Apr 19 Sat, Apr 20 Sun, Apr 21 Mon, Apr 22 Tue, Apr 23 Wed, Apr 24 Thu, Apr 25
)
©®®
Fri, Apr 19 Sat, Apr 20 Sun, Apr 21 Mon, Apr 22 Tue, Apr 23 Wed, Apr 24 Thu, Apr 25

3:45 PM

Thursday,
April 25

Profile deleted The profile ssl-baseline version 1.3.0 was deleted by admin

3:44 PM

Thursday,
April 25

Profile created The profile ssh-baseline version 2.3.2 was created by admin

3:19 PM

Thursday,
April 25

Node created The node i-0f 3 was created by i-0] 3

3:19 PM

Thursday,
April 25

Client created The client i-0 3 was created by pivotal

© 0 00 ©

2:21PM

. Policy updated The policy opsworks-demo-webserver was updated by pivotal

(® Note

For information about how to change the password that you use to sign in to the Chef
Automate dashboard, see Reset Chef Automate Dashboard Credentials.

Create an AWS OpsWorks for Chef Automate Server by using
AWS CloudFormation

/A Important

AWS OpsWorks for Chef Automate is no longer accepting new customers. Existing
customers will be unaffected until May 5, 2024 at which time the service will become
unavailable. We recommend that existing customers migrate to Chef SaaS or an alternative
solution. For more information, see AWS OpsWorks for Chef Automate End of Life FAQs.
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AWS OpsWorks for Chef Automate lets you run a Chef Automate server in AWS. You can provision a
Chef Automate server in about 15 minutes.

Starting May 3, 2021, AWS OpsWorks for Chef Automate stores some Chef Automate server
attributes in AWS Secrets Manager. For more information, see Integration with AWS Secrets

Manager.

The following walkthrough helps you create a server in AWS OpsWorks for Chef Automate by
creating a stack in AWS CloudFormation.
Topics

» Prerequisites
e Create a Chef Automate Server in AWS CloudFormation

Prerequisites

Before you create a new Chef Automate server, create the resources outside of AWS OpsWorks for
Chef Automate that you'll need to access and manage your Chef server. For more information, see
Prerequisites in the Getting Started section of this guide.

Review the OpsWorks-CM section of the AWS CloudFormation User Guide Template Reference to
learn about the supported and required values in the AWS CloudFormation template that you use
to create your server.

If you are creating a server that uses a custom domain, you need a custom domain, certificate,
and private key. You must specify values for all three of these parameters in your AWS
CloudFormation template. For more information about requirements for the CustomDomain,
CustomCertificate, and CustomPrivateKey parameters, see CreateServer in the AWS
OpsWorks CM API Reference.

Create a password value for the CHEF_AUTOMATE_ADMIN_PASSWORD engine attribute. The
password length is a minimum of eight characters, and a maximum of 32. The password can
contain letters, numbers, and special characters (! /@#$%”+=_). The password must contain
at least one lower case letter, one upper case letter, one number, and one special character.
You specify this password in your AWS CloudFormation template, or as the value of the
CHEF_AUTOMATE_ADMIN_PASSWORD parameter when you are creating your stack.

Generate a base64-encoded RSA key pair before you get started creating a Chef Automate server
in AWS CloudFormation. The pair's public key is the value of CHEF_AUTOMATE_PIVOTAL_KEY,
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the Chef- specific EngineAttributes from the CreateServer API. This key is provided as the value of
Parameters in the AWS CloudFormation console, or in the create-stack command in the AWS CLI.
To generate this key, we suggest the following methods.

+ On Linux-based computers, you can generate this key by running the following OpenSSL
command.

openssl genrsa -out pivotal_key file_name.pem 2048

Then, export the RSA public key portion of the pair to a file. The public key becomes the value of
CHEF_AUTOMATE_PIVOTAL_KEY.

openssl rsa -in pivotal_key file_name.pem -pubout -out public.pem -outform PEM

« On Windows-based computers, you can use the PuTTYgen utility to generate a base64-encoded
RSA key pair. For more information, see PuTTYgen - Key Generator for PUTTY on Windows on
SSH.com.

Create a Chef Automate Server in AWS CloudFormation

This section describes how to use an AWS CloudFormation template to build a stack that creates
an AWS OpsWorks for Chef Automate server. You can do this by using the AWS CloudFormation
console or the AWS CLI. An example AWS CloudFormation template is available for you to use to
build an AWS OpsWorks for Chef Automate server stack. Be sure to update the example template
with your own server name, I1AM roles, instance profile, server description, backup retention count,

maintenance options, and optional tags. If your server will use a custom domain, you must specify
values for the CustomDomain, CustomCertificate, and CustomPrivateKey parametersin
your AWS CloudFormation template. You can specify the CHEF_AUTOMATE_ADMIN_PASSWORD and
CHEF_AUTOMATE_PIVOTAL_KEY engine attributes and their values in the AWS CloudFormation
template, or provide just the attributes, and then specify values for the attributes in the AWS
CloudFormation Create Stack wizard or create-stack command. For more information about these
attributes, see the section called “Create a Chef Automate server in the AWS Management Console”

in the Getting Started section of this guide.

Topics

o Create a Chef Automate Server by using AWS CloudFormation (Console)

o Create a Chef Automate Server by using AWS CloudFormation (CLI)
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Create a Chef Automate Server by using AWS CloudFormation (Console)

1. Signin to the AWS Management Console and open the AWS CloudFormation console at
https://console.aws.amazon.com/cloudformation.

2. On the AWS CloudFormation home page, choose Create stack.

3. In Prerequisite - Prepare template, if you are using the example AWS CloudFormation
template, choose Template is ready.

4. In Specify template, choose the source of your template. For this walkthrough, choose Upload
a template file, and upload an AWS CloudFormation template that creates a Chef Automate
server. Browse for your template file, and then choose Next.

An AWS CloudFormation template can be in either YAML or JSON format. An example AWS
CloudFormation template is available for you to use; be sure to replace example values with
your own. You can use the AWS CloudFormation template designer to build a new template or
validate an existing one. For more information about how to do this, see AWS CloudFormation
Designer Interface Overview in the AWS CloudFormation User Guide.

Create stack

Prerequisite - Prepare template

Prepare template
Every stack is based on a template. A template is a JSON or YAML file that contains configuration information about the AWS resources you want to include in the stack.

© Template is ready Use a sample template Create template in Designer

Specify template

A template is a JSON or YAML file that describes your stack’s resources and properties.

Template source
Selecting a template generates an Amazon 53 URL where it will be stored.

Amazon S3 URL © Upload a template file

Upload a template file

Choose file [#] | opsworkscm-server.json

JSON or YAML formatted file

S3 URL: https://s3-external-1.amazonaws.com/cf-templates- / -opsworkscm-server.json ‘ View in Designer ‘
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5.

On the Specify stack details page, enter a name for your stack. This won't be the same as the
name of your server, it is only a stack name. In the Parameters area, paste the values that you
created in the section called “Prerequisites”. Enter the password in Password.

Paste the contents of the RSA key file in PivotalKey. In the AWS CloudFormation console, you
must add newline (\n) characters at the end of each line of the pivotal key value, as shown in
the following screenshot. Choose Next.

Parameters

Parameters are defined in your template and allow you to input custom values when you create or update a stack.

Password

Rdkkkkik ki

PivotalKey
-----BEGIN PUBLIC KEY-----\n EXAMPLENBgkqhkiG3wOBAQEFAAOQCAQBAMIIBCgKCAQEALEriKI+M/USa8EXAMPLE\n EXAMPLEERK3H+QMG&+7s61YRC

On the Configure stack options page, you can add tags to the server you're creating with
the stack, and choose an IAM role for creating resources if you have not already specified
an IAM role to use in your template. When you're finished specifying options, choose Next.
For more information about advanced options such as rollback triggers, see Setting AWS
CloudFormation Stack Options in the AWS CloudFormation User Guide.

On the Review page, review your choices. When you are ready to create the server stack,
choose Create stack.

While you are waiting for AWS CloudFormation to create the stack, view the stack creation
status. If stack creation fails, review the error messages shown in the console to help you
resolve the issues. For more information about troubleshooting errors in AWS CloudFormation
stacks, see Troubleshooting Errors in the AWS CloudFormation User Guide.

When server creation is finished, your Chef Automate server is available on the AWS OpsWorks
for Chef Automate home page, with a status of online. Generate a new Starter Kit and the
Chef Automate dashboard credentials from the server's Properties page. After the server

is online, the Chef Automate dashboard is available on the server's domain, at a URL in the
following format: https://your_server_name-randomID.region.opsworks-cm.io.
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® Note

If you specified a custom domain, certificate, and private key for your server, create

a CNAME entry in your enterprise's DNS management tool that maps your custom
domain to the endpoint that AWS OpsWorks for Chef Automate automatically
generated for the server. You cannot manage the server or connect to the Chef
Automate dashboard for the server until you map the generated endpoint to your
custom domain value.

To get the generated endpoint value, run the following AWS CLI command after your
server is online:

aws opsworks describe-servers --server-name server_name

Create a Chef Automate Server by using AWS CloudFormation (CLI)

If your local computer is not already running the AWS CLI, download and install the AWS CLI by
following installation instructions in the AWS Command Line Interface User Guide. This section
does not describe all parameters that you can use with the create-stack command. For more
information about create-stack parameters, see create-stack in the AWS CL/ Reference.

1. Be sure to complete the Prerequisites for creating an AWS OpsWorks for Chef Automate server.

2. Create a service role and an instance profile. AWS OpsWorks provides an AWS CloudFormation
template that you can use to create both. Run the following AWS CLI command to create an
AWS CloudFormation stack that creates the service role and instance profile for you.

aws cloudformation create-stack --stack-name OpsWorksCMRoles --template-url
https://s3.amazonaws.com/opsworks-cm-us-east-1-prod-default-assets/misc/opsworks-
cm-roles.yaml --capabilities CAPABILITY_NAMED_IAM

After AWS CloudFormation finishes creating the stack, find and copy the ARNs of service roles
in your account.

aws iam list-roles --path-prefix "/service-role/" --no-paginate
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In the results of the 1ist-roles command, look for service role and instance profile entries
that resemble the following. Make a note of the ARNs of the service role and instance profile,
and add them to the AWS CloudFormation template that you are using to create your server
stack.

"AssumeRolePolicyDocument": {
"Version": "2012-10-17",
"Statement": [

{
"Action": "sts:AssumeRole",
"Effect": "Allow",
"Principal": {
"Service": "ec2.amazonaws.com"
}
}

3y
"RoleId": "AR0ZZZZ7Z77Z77Z7ZQG6R22HC",
"CreateDate": "2018-01-05T20:42:207",

"RoleName": "aws-opsworks-cm-ec2-role",

"Path": "/service-role/",

"Arn": "arn:aws:iam: :000000000000:ro0le/service-role/aws-opsworks-cm-ec2-role"
.
{

"AssumeRolePolicyDocument": {
"Version": "2012-10-17",
"Statement": [

{
"Action": "sts:AssumeRole",
"Effect": "Allow",
"Principal": {
"Service": "opsworks-cm.amazonaws.com"
}
}

},

"RoleId": "AR0ZZZZ777777777777Z6QE",
"CreateDate": "2018-01-05T20:42:20Z",
"RoleName": "aws-opsworks-cm-service-role",
"Path": "/service-role/",
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"Arn": "arn:aws:iam: :000000000000:ro0le/service-role/aws-opsworks-cm-service-
role"

}

3. Create the AWS OpsWorks for Chef Automate server by running the create-stack command
again.

» Replace stack_name with the name of your stack. This is the name of the AWS
CloudFormation stack, not your Chef Automate server. The Chef Automate server name is
the value of ServerName in your AWS CloudFormation template.

» Replace template with the path to your template file, and the extension yaml or json
with .yaml or . json as appropriate.

e The values for --parameters correspond to EngineAttributes from the

CreateServer API. For Chef, the user-provided engine attributes to create a server

are CHEF_AUTOMATE_PIVOTAL_KEY, a base64-encoded RSA public key that you
generate by using utilities described in the section called “Prerequisites”, and
CHEF_AUTOMATE_ADMIN_PASSWORD, a password of between eight and 32 characters
that you create. For more information about the CHEF_AUTOMATE_ADMIN_PASSWORD,
see Create a Chef Automate server by using the AWS CLI. You can provide a pointer to

the PEM file that contains your pivotal key as the value of the PivotalKey parameter,

as shown in the example. If the values for CHEF_AUTOMATE_ADMIN_PASSWORD and
CHEF_AUTOMATE_PIVOTAL_KEY are not specified in your template, you must provide the
values in your AWS CLI command.

aws cloudformation create-stack --stack-name stack_name
--template-body file://template.yaml or json --parameters
ParameterKey=PivotalKey,ParameterValue="base64_encoded RSA_public_key_ value"

The following is an example that includes sample values for the
CHEF_AUTOMATE_ADMIN_PASSWORD and CHEF_AUTOMATE_PIVOTAL_KEY attributes.
Run a similar command if you did not specify values for these attributes in your AWS
CloudFormation template.

aws cloudformation create-stack --stack-name "OpsWorksCMChefServerStack"
--template-body file://opsworkscm-server.yaml --parameters
ParameterKey=PivotalKey,ParameterValue="$(openssl rsa -in "pivotalKey.pem" -
pubout)" ParameterKey=Password,ParameterValue="SuPer\$ecret890"
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4.

When the stack creation is finished, open the Properties page for the new server in the AWS
OpsWorks for Chef Automate console, and download a starter kit. Downloading a new starter
kit resets the Chef Automate dashboard administrator password.

If your server will use a custom domain, certificate, and private key, follow steps for
configuring knife.rb in (Optional) Configure knife to Work with a Custom Domain, and
then go on to step 7.

If you are not using a custom domain, download the root certificate authority (CA) certificate
from the following Amazon S3 bucket location: https://s3.amazonaws.com/opsworks-cm-us-

east-1-prod-default-assets/misc/opsworks-cm-ca-2020-root.pem. Save the certificate file in a

secure but convenient location. This certificate is required to configure knife.rb in the next
step.

To use knife commands on the new server, update Chef knife.rb configuration file settings.
An example knife.rb file is included with the starter kit. The following example shows

how to set up knife.rb on a server that does not use a custom domain. If you are using a
custom domain, see (Optional) Configure knife to Work with a Custom Domain for knife

configuration instructions.

» Replace ENDPOINT with the server's endpoint value. This is part of the output of the stack
creation operation. You can get the endpoint by running the following command.

aws cloudformation describe-stacks --stack-name stack_name

» Replace key_pair file.peminthe client_key configuration with the name of the PEM
file that contains the CHEF_AUTOMATE_PIVOTAL_KEY that you used to create your server.

base_dir = File.join(File.dirname(File.expand_path(__FILE_ )), '..")

log_level :info

log_location STDOUT

node_name 'pivotal’

client_key File.join(base_dir, '.chef', 'key_pair_file.pem')
syntax_check_cache_path File.join(base_dir, '.chef', 'syntax_check_cache')
cookbook_path [File.join(base_dir, 'cookbooks')]

chef_server_url '"ENDPOINT/organizations/default’

ssl_ca_file File.join(base_dir, '.chef',6 'ca_certs', 'opsworks-cm-

ca-2020-root.pem')
trusted_certs_dir File.join(base_dir, '.chef',6 'ca_certs')
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7. When the server creation process is finished, go on to the section called “Finish configuration
and upload cookbooks". If stack creation fails, review the error messages shown in the console
to help you resolve the issues. For more information about troubleshooting errors in AWS
CloudFormation stacks, see Troubleshooting Errors in the AWS CloudFormation User Guide.

Update an AWS OpsWorks for Chef Automate Server to Use a
Custom Domain

/A Important

AWS OpsWorks for Chef Automate is no longer accepting new customers. Existing
customers will be unaffected until May 5, 2024 at which time the service will become
unavailable. We recommend that existing customers migrate to Chef SaaS or an alternative
solution. For more information, see AWS OpsWorks for Chef Automate End of Life FAQs.

This section describes how to update an existing AWS OpsWorks for Chef Automate server to use a
custom domain and certificate by using a backup of the server to create a new server. Essentially,
you are copying an existing AWS OpsWorks for Chef Automate 2.0 server by creating a new server
from a backup, then configuring the new server to use a custom domain, certificate, and private
key.

Topics

Prerequisites

Limitations

Update a Server to Use a Custom Domain

See Also

Prerequisites

The following are requirements for updating an existing AWS OpsWorks for Chef Automate server
to use a custom domain and certificate.

» The server that you want to update (or copy) must be running Chef Automate 2.0.
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» Decide which backup you want to use to create a new server. You must have at least one backup
available of the server that you want to update. For more information about backups in AWS
OpsWorks for Chef Automate, see Back Up an AWS OpsWorks for Chef Automate Server.

« Have ready the service role and instance profile ARNs that you used to create the existing server
that is the source of your backup.

« Be sure that you are running the most current release of the AWS CLI. For more information
about updating your AWS CLI tools, see Installing the AWS CLI in the AWS Command Line
Interface User Guide.

Limitations

When you update an existing server by creating a new server from a backup, the new server cannot
be exactly the same as the existing AWS OpsWorks for Chef Automate server.

» You can only complete this procedure by using the AWS CLI or one of the AWS SDKs. You cannot
create a new server from a backup by using the AWS Management Console.

« The new server cannot use the same name as the existing server within an account, and within
an AWS Region. The name must be different from the existing server that you used as the source
of the backup.

» Nodes that were attached to the existing server are not managed by the new server. You must do
one of the following.

« Attach different nodes, because nodes cannot be managed by more than one Chef Automate
server.

» Migrate the nodes from the existing server (the source of the backup) to the new server and
the new custom domain endpoint. For more information about how to migrate nodes, see in
the Chef documentation.

Update a Server to Use a Custom Domain

To update an existing Chef Automate 2.0 server, you make a copy of it by running the create-
server command, adding parameters to specify a backup, a custom domain, a custom certificate,
and a custom private key.
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1.

If you do not have service role or instance profile ARNs available to specify in your create-
server command, follow steps 1-5 in Create a Chef Automate server by using the AWS CLI to

create a service role and instance profile that you can use.

If you have not already done so, find the backup of the existing Chef Automate 2.0 server on

which you want to base a new server with a custom domain. Run the following command to

show information about all AWS OpsWorks for Chef Automate backups in your account, and in

a region. Be sure to note the ID of the backup that you want to use.

aws opsworks-cm --region region name describe-backups

Create the AWS OpsWorks for Chef Automate server by running the create-server
command.

The --engine value is ChefAutomate, --engine-model is Single, and --engine-
versionis 12.

The server name must be unique within your AWS account, within each region. Server names
must start with a letter; then letters, numbers, or hyphens (-) are allowed, up to a maximum
of 40 characters.

Use the instance profile ARN and service role ARN from step 1.

Valid instance types are m5.1arge, r5.xlarge, or r5.2xlarge. For more information
about the specifications of these instance types, see Instance Types in the Amazon EC2 User
Guide.

The --engine-attributes parameter is optional; if you don't specify one or both
values, the server creation process generates the values for you. If you add --engine-
attributes, specify either the CHEF_AUTOMATE_PIVOTAL_KEY value that you generated
in Step 2, a CHEF_AUTOMATE_ADMIN_PASSWORD, or both.

If you do not set a value for CHEF_AUTOMATE_ADMIN_PASSWORD, a password is generated
and returned as part of the create-server response. You can also download the starter
kit again in the console, which regenerates this password. The password length is a
minimum of eight characters, and a maximum of 32. The password can contain letters,
numbers, and special characters (! /@#$%"+=_). The password must contain at least one
lower case letter, one upper case letter, one number, and one special character.

An SSH key pair is optional, but can help you connect to your Chef Automate server if you
need to reset the Chef Automate dashboard administrator password. For more information
about creating an SSH key pair, see Amazon EC2 Key Pairs in the Amazon EC2 User Guide.
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» To use a custom domain, add the following parameters to your command. Otherwise,
the Chef Automate server creation process automatically generates an endpoint for you.
All three parameters are required to configure a custom domain. For information about
additional requirements for using these parameters, see CreateServer in the AWS OpsWorks
CM API Reference.

e --custom-domain - An optional public endpoint of a server, such as https://aws.my-
company .com.

e --custom-certificate - A PEM-formatted HTTPS certificate. The value can be be a
single, self-signed certificate, or a certificate chain.

e --custom-private-key - A private key in PEM format for connecting to the server
by using HTTPS. The private key must not be encrypted; it cannot be protected by a
password or passphrase.

» Weekly system maintenance is required. Valid values must be specified in the following
format: DDD: HH : MM. The specified time is in coordinated universal time (UTC). If you do not
specify a value for --preferred-maintenance-window, the default value is a random,
one-hour period on Tuesday, Wednesday, or Friday.

« Valid values for - -preferred-backup-window must be specified in one of the following
formats: HH: MM for daily backups, or DDD : HH: MM for weekly backups. The specified time is
in UTC. The default value is a random, daily start time. To opt out of automatic backups, add
the parameter --disable-automated-backup instead.

e For --security-group-ids, enter one or more security group IDs, separated by a space.
e For --subnet-ids, enter a subnet ID.

e For --backup-id, enter the ID of the backup that you copied in step 2.

aws opsworks-cm create-server --engine "ChefAutomate" --engine-model "Single"
--engine-version "12" --server-name "server_name" --instance-profile-arn
"instance_profile_ARN" --instance-type "instance_type" --engine-attributes
'{"CHEF_AUTOMATE_PIVOTAL_KEY":"pivotal_key", "CHEF_AUTOMATE_ADMIN_PASSWORD":"password"}"
--key-pair "key_pair_name" --preferred-maintenance-window
"ddd:hh:mm" --preferred-backup-window "ddd:hh:mm" --security-group-

ids security group_idl security_group_id2 --service-role-arn "service_role_ARN" --

subnet-ids subnet_ID --backup-id backup_ID

The following example creates a Chef Automate server that uses a custom domain.
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aws opsworks-cm create-server --engine "ChefAutomate" --engine-model "Single" --
engine-version "12" \

--server-name "my-custom-domain-server" \

--instance-profile-arn "arn:aws:iam::12345678912:instance-profile/aws-opsworks-
cm-ec2-role" \

--instance-type "m5.large" \

--engine-attributes

'{"CHEF_AUTOMATE_PIVOTAL_KEY":"MZZE. . .Wobg", "CHEF_AUTOMATE_ADMIN_PASSWORD" :"zZZzDj2DLYXSZF

\

--custom-domain "my-chef-automate-server.my-corp.com" \

—-custem=certificateNt === BEGIN CERTIFICATE----- EXAMPLEQEXAMPLE== ----- END
CERTIFICATE----- "\

--custom-private-key "----- BEGIN RSA PRIVATE KEY----- EXAMPLEQEXAMPLE= ----- END
RSA PRIVATE KEY----- "\

--key-pair "amazon-test" \

--preferred-maintenance-window "Mon:08:00" \

--preferred-backup-window "Sun:02:00" \

--security-group-ids sg-b00000001 sg-b0000OO8 \

--service-role-arn "arn:aws:iam::12345678912:ro0le/service-role/aws-opsworks-cm-
service-role" \

--subnet-ids subnet-300aaadd \

--backup-id MyChefServer-20191004122143125

4. AWS OpsWorks for Chef Automate takes about 15 minutes to create a new server. In the
output of the create-server command, copy the value of the Endpoint attribute. The
following is an example.

"Endpoint": "automate-07-exampleexample.opsworks-cm.us-east-1.amazonaws.com"

Do not dismiss the output of the create-server command or close your shell session,
because the output can contain important information that is not shown again. To get
passwords and the starter kit from the create-server results, go on to the next step.

5. If you opted to have AWS OpsWorks for Chef Automate generate a key and password for you,
you can extract them in usable formats from the create-server results by using a JSON
processor such as jg. After you install jg, you can run the following commands to extract the
pivotal key, Chef Automate dashboard administrator password, and starter kit. If you did not
provide your own pivotal key and password in Step 3, be sure to save the extracted pivotal key
and administrator password in convenient but secure locations.
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#Get the Chef password:
cat resp.json | jq -r '.Server.EngineAttributes[] | select(.Name ==
"CHEF_AUTOMATE_ADMIN_PASSWORD") | .Value'

#Get the Chef Pivotal Key:
cat resp.json | jq -r '.Server.EngineAttributes[] | select(.Name ==
"CHEF_AUTOMATE_PIVOTAL_KEY") | .Value'

#Get the Chef Starter Kit:
cat resp.json | jq -r '.Server.EngineAttributes[] | select(.Name ==
"CHEF_STARTER_KIT") | .Value' | base64 -D > starterkit.zip

Optionally, if you did not extract the starter kit from create-server command results, you
can download a new starter kit from the server's Properties page in the AWS OpsWorks for
Chef Automate console. Downloading a new starter kit resets the Chef Automate dashboard
administrator password.

Create a CNAME entry in your enterprise's DNS management tool to point your custom domain
to the AWS OpsWorks for Chef Automate endpoint that you copied in step 4. You cannot reach
or sign in to the server until you complete this step.

When the server creation process is finished, go on to the section called “Finish configuration

and upload cookbooks".

See Also

Create a Chef Automate server by using the AWS CLI

Restore an AWS OpsWorks for Chef Automate Server from a Backup

CreateServer in the AWS OpsWorks CM API Reference

create-server in the AWS CLI Command Reference

See Also
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Regenerate the starter kit for an AWS OpsWorks for Chef
Automate server

/A Important

AWS OpsWorks for Chef Automate is no longer accepting new customers. Existing
customers will be unaffected until May 5, 2024 at which time the service will become
unavailable. We recommend that existing customers migrate to Chef SaaS or an alternative
solution. For more information, see AWS OpsWorks for Chef Automate End of Life FAQs.

The starter kit for AWS OpsWorks for Chef Automate contains a README file with examples, a
knife.rb configuration file, and a private key for the primary, or pivotal, user. A new key pair is
generated—and the old key is reset—each time you download the starter kit. You can regenerate
the starter kit for an AWS OpsWorks for Chef Automate server in one of two ways:

« In the AWS OpsWorks console, on the Actions menu of the details page for an AWS OpsWorks
for Chef Automate server. You are prompted to confirm whether you want to regenerate and
reset the old pivotal key.

» By running commands in the AWS CLL.

For more information about how to use the starter kit, see Configure the Chef Server Using the
Starter Kit.

Regenerate the AWS OpsWorks for Chef Automate starter kit with the
AWS CLI

(® Note

When you regenerate the starter kit, you also regenerate