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What is AWS Systems Manager?

AWS Systems Manager is the operations hub for your AWS applications and resources and a secure
end-to-end management solution for hybrid and multicloud environments that enables secure
operations at scale.

How Systems Manager works

The following diagram describes how some Systems Manager capabilities perform actions on your

resources. The diagram doesn't cover all capabilities. Each enumerated interaction is described
before the diagram.

1.
2.

Access Systems Manager — Use one of the available options for accessing Systems Manager.

Choose a Systems Manager capability — Determine which capability can help you perform the
action you want to perform on your resources. The diagram shows only a few of the capabilities
that IT administrators and DevOps personnel use to manage their applications and resources.

. Verification and processing — Systems Manager verifies that your user, group, or role has the

required AWS ldentity and Access Management (IAM) permissions to perform the action you
specified. If the target of your action is a managed node, the Systems Manager Agent (SSM
Agent) running on the node performs the action. For other types of resources, Systems Manager
performs the specified action or communicates with other AWS services to perform the action
on behalf of Systems Manager.

. Reporting — Systems Manager, SSM Agent, and other AWS services that performed an action on

behalf of Systems Manager report status. Systems Manager can send status details to other AWS
services, if configured.

. Systems Manager operations management capabilities — If enabled, Systems Manager

operations management capabilities such as Explorer, OpsCenter, and Incident Manager
aggregate operations data or create artifacts in response to events or errors with your resources.
These artifacts include operational work items (Opsltems) and incidents. Systems Manager
operations management capabilities provide operational insight into your applications and
resources and automated remediation solutions to help troubleshoot problems.

How it works 1



AWS Systems Manager

User Guide

AWS Cloud
=00
I|;|

AWS Management
Console

State Manager

Inventory

o% .e

AWS Systems Manager

— 1T
Session Manager

Fleet Manager

Maintenance Windows

I
|
&=

=

Patch Manager

j Linux, Windows, and

MacOS instances

OpsCenter, Explorer,

Incident Manager VPC

— 1  E

Linux, Windows, and
MacOS instances

P

Amazon Simple Storage Service

P

Y,

Amazon CloudWatch

(Amazon S3)

@

Amazon EventBridge

AWS CloudTrail

EJ

EJ

!

Fleet of loT devices

Corporate data center

ﬁﬁﬁﬁ

Other cloud provider

FyH

Systems Manager capabilities

Systems Manager groups capabilities into the following categories. Choose the tabs under each
category to learn more about each capability.

Topics

» Application management

« Change management

« Node management

« Operations management

« Quick Setup
« Shared resources

Application management

Application Manager

Application Manager helps DevOps engineers investigate and remediate issues with their

AWS resources in the context of their applications and clusters. In Application Manager, an

Capabilities
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application is a logical group of AWS resources that you want to operate as a unit. This logical
group can represent different versions of an application, ownership boundaries for operators,
or developer environments, to name a few. Application Manager support for container clusters
includes both Amazon Elastic Kubernetes Service (Amazon EKS) and Amazon Elastic Container
Service (Amazon ECS) clusters. Application Manager aggregates operations information from
multiple AWS services and Systems Manager capabilities to a single AWS Management Console.

AppConfig

AppConfig helps you create, manage, and deploy application configurations and feature

flags. AppConfig supports controlled deployments to applications of any size. You can use
AppConfig with applications hosted on Amazon EC2 instances, AWS Lambda containers, mobile
applications, or edge devices. To prevent errors when deploying application configurations,
AppConfig includes validators. A validator provides a syntactic or semantic check to verify that
the configuration you want to deploy works as intended. During a configuration deployment,
AppConfig monitors the application to verify that the deployment is successful. If the system
encounters an error or if the deployment invokes an alarm, AppConfig rolls back the change to
minimize impact for your application users.

Parameter Store

Parameter Store provides secure, hierarchical storage for configuration data and secrets
management. You can store data such as passwords, database strings, Amazon Elastic Compute
Cloud (Amazon EC2) instance IDs and Amazon Machine Image (AMI) IDs, and license codes as
parameter values. You can store values as plain text or encrypted data. You can then reference

values by using the unique name you specified when you created the parameter.

Change management
Change Manager

Change Manager is an enterprise change management framework for requesting, approving,
implementing, and reporting on operational changes to your application configuration and
infrastructure. From a single delegated administrator account, if you use AWS Organizations,
you can manage changes across multiple AWS accounts in multiple AWS Regions. Alternatively,
using a local account, you can manage changes for a single AWS account. Use Change Manager
for managing changes to both AWS resources and on-premises resources.

Change management 3
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Automation

Use Automation to automate common maintenance and deployment tasks. You can use
Automation to create and update Amazon Machine Images (AMIs), apply driver and agent
updates, reset passwords on Windows Server instance, reset SSH keys on Linux instances, and
apply OS patches or application updates.

Change Calendar

Change Calendar helps you set up date and time ranges when actions you specify (for example,
in Systems Manager Automation runbooks) can or can't be performed in your AWS account.

In Change Calendar, these ranges are called events. When you create a Change Calendar

entry, you're creating a Systems Manager document of the type ChangeCalendar. In Change
Calendar, the document stores iCalendar 2.0 data in plaintext format. Events that you add to
the Change Calendar entry become part of the document. You can add events manually in the
Change Calendar interface or import events from a supported third-party calendar using an

.ics file.

Maintenance Windows

Use Maintenance Windows to set up recurring schedules for managed instances to run
administrative tasks such as installing patches and updates without interrupting business-

critical operations.

Node management

A managed node is any machine configured for use with Systems Manager in hybrid and multicloud

environments.

Compliance

Use Compliance to scan your fleet of managed nodes for patch compliance and configuration
inconsistencies. You can collect and aggregate data from multiple AWS accounts and AWS
Regions, and then drill down into specific resources that aren’t compliant. By default,
Compliance displays compliance data about Patch Manager patching and State Manager
associations. You can also customize the service and create your own compliance types based
on your IT or business requirements.

Node management 4
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Fleet Manager

Fleet Manager is a unified user interface (Ul) experience that helps you remotely manage your
nodes. With Fleet Manager, you can view the health and performance status of your entire
fleet from one console. You can also gather data from individual devices and instances to
perform common troubleshooting and management tasks from the console. This includes
viewing directory and file contents, Windows registry management, operating system user
management, and more.

Inventory

Inventory automates the process of collecting software inventory from your managed nodes.
You can use Inventory to gather metadata about applications, files, components, patches, and
more.

Session Manager

Use Session Manager to manage your edge devices and Amazon Elastic Compute Cloud
(Amazon EC2) instances through an interactive one-click browser-based shell or through

the AWS CLI. Session Manager provides secure and auditable edge device and instance
management without needing to open inbound ports, maintain bastion hosts, or manage SSH
keys. Session Manager also allows you to comply with corporate policies that require controlled

access to edge devices and instances, strict security practices, and fully auditable logs with
edge device and instance access details, while still providing end users with simple one-click
cross-platform access to your edge devices and EC2 instances. To use Session Manager, you
must enable the advanced-instances tier. For more information, see Turning on the advanced-
instances tier.

Run Command

Use Run Command to remotely and securely manage the configuration of your managed nodes
at scale. Use Run Command to perform on-demand changes such as updating applications or
running Linux shell scripts and Windows PowerShell commands on a target set of dozens or
hundreds of managed nodes.

State Manager

Use State Manager to automate the process of keeping your managed nodes in a defined state.
You can use State Manager to guarantee that your managed nodes are bootstrapped with
specific software at startup, joined to a Windows domain (Windows Server nodes only), or
patched with specific software updates.

Node management 5
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Patch Manager

Use Patch Manager to automate the process of patching your managed nodes with both

security related and other types of updates. You can use Patch Manager to apply patches for
both operating systems and applications. (On Windows Server, application support is limited to
updates for applications released by Microsoft.)

This capability allows you to scan managed nodes for missing patches and apply missing
patches individually or to large groups of managed nodes by using tags. Patch Manager uses
patch baselines, which can include rules for auto-approving patches within days of their release,
and a list of approved and rejected patches. You can install security patches on a regular basis
by scheduling patching to run as a Systems Manager maintenance window task, or you can
patch your managed nodes on demand at any time.

For Linux operating systems, you can define the repositories that should be used for patching
operations as part of your patch baseline. This allows you to ensure that updates are installed
only from trusted repositories regardless of what repositories are configured on the managed
node. For Linux, you also have the ability to update any package on the managed node, not
just those that are classified as operating system security updates. You can also generate patch
reports that are sent to an S3 bucket of your choice. For a single managed node, reports include
details of all patches for the machine. For a report on all managed nodes, only a summary of
how many patches are missing is provided.

Distributor

Use Distributor to create and deploy packages to managed nodes. With Distributor, you

can package your own software—or find AWS-provided agent software packages, such as
AmazonCloudWatchAgent—to install on Systems Manager managed nodes. After you install
a package for the first time, you can use Distributor to uninstall and reinstall a new package
version, or perform an in-place update that adds new or changed files. Distributor publishes
resources, such as software packages, to Systems Manager managed nodes.

Hybrid Activations

To set up non-EC2 machines in your hybrid and multicloud environment as managed nodes,
create a hybrid activation. After you complete the activation, you receive an activation code
and ID. This code and ID combination functions like an Amazon Elastic Compute Cloud (Amazon
EC2) access ID and secret key to provide secure access to the Systems Manager service from

your managed instances.
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You can also create an activation for edge devices if you want to manage them by using
Systems Manager.

Operations management

Incident Manager

Incident Manager is an incident management console that helps users mitigate and recover
from incidents affecting their AWS hosted applications.

Incident Manager increases incident resolution by notifying responders of impact, highlighting
relevant troubleshooting data, and providing collaboration tools to get services back up

and running. Incident Manager also automates response plans and allows responder team
escalation.

Explorer

Explorer is a customizable operations dashboard that reports information about your AWS
resources. Explorer displays an aggregated view of operations data (OpsData) for your AWS
accounts and across AWS Regions. In Explorer, OpsData includes metadata about your Amazon
EC2 instances, patch compliance details, and operational work items (Opsltems). Explorer
provides context about how Opsltems are distributed across your business units or applications,
how they trend over time, and how they vary by category. You can group and filter information
in Explorer to focus on items that are relevant to you and that require action. When you identify
high priority issues, you can use OpsCenter, a capability of Systems Manager, to run Automation
runbooks and resolve those issues.

OpsCenter

OpsCenter provides a central location where operations engineers and IT professionals can
view, investigate, and resolve operational work items (Opsltems) related to AWS resources.
OpsCenter is designed to reduce mean time to resolution for issues impacting AWS resources.
This Systems Manager capability aggregates and standardizes Opsltems across services while
providing contextual investigation data about each Opsltem, related Opsltems, and related
resources. OpsCenter also provides Systems Manager Automation runbooks that you can use
to resolve issues. You can specify searchable, custom data for each Opsltem. You can also view
automatically generated summary reports about Opsltems by status and source.
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CloudWatch Dashboards

Amazon CloudWatch Dashboards are customizable pages in the CloudWatch console that

you can use to monitor your resources in a single view, even those resources that are spread
across different regions. You can use CloudWatch dashboards to create customized views of the
metrics and alarms for your AWS resources.

Quick Setup

Use Quick Setup to configure frequently used AWS services and features with recommended

best practices. You can use Quick Setup in an individual AWS account or across multiple AWS
accounts and AWS Regions by integrating with AWS Organizations. Quick Setup simplifies setting
up services, including Systems Manager, by automating common or recommended tasks. These
tasks include, for example, creating required AWS Identity and Access Management (IAM) instance
profile roles and setting up operational best practices, such as periodic patch scans and inventory
collection.

Shared resources
Documents

A Systems Manager document (SSM document) defines the actions that Systems Manager

performs. SSM document types include Command documents, which are used by State
Manager and Run Command, and Automation runbooks, which are used by Systems Manager
Automation. Systems Manager includes dozens of pre-configured documents that you can
use by specifying parameters at runtime. Documents can be expressed in JSON or YAML, and
include steps and parameters that you specify.

Accessing Systems Manager

You can work with Systems Manager in any of the following ways:

Systems Manager console

The Systems Manager console is a browser-based interface to access and use Systems Manager.
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AWS loT Greengrass V2 console

You can view and manage edge devices that are configured for AWS loT Greengrass in the
Greengrass console.

AWS command line tools

By using the AWS command line tools, you can issue commands at your system's command
line to perform Systems Manager and other AWS tasks. The tools are supported on Linux,
macOS, and Windows. Using the AWS Command Line Interface (AWS CLI) can be faster and
more convenient than using the console. The command line tools also are useful if you want to
build scripts that perform AWS tasks.

AWS provides two sets of command line tools: the AWS Command Line Interface and the AWS
Tools for Windows PowerShell. For information about installing and using the AWS CLI, see the
AWS Command Line Interface User Guide. For information about installing and using the Tools
for Windows PowerShell, see the AWS Tools for Windows PowerShell User Guide.

® Note

On your Windows Server instances, Windows PowerShell 3.0 or later is required to
run certain SSM documents (for example, the legacy AWS-ApplyPatchBaseline
document). Verify that your Windows Server instances are running Windows
Management Framework 3.0 or later. The framework includes Windows PowerShell.

AWS SDKs

AWS provides software development kits (SDKs) that consist of libraries and sample code for
various programming languages and platforms (for example, Java, Python, Ruby, .NET, iOS
and Android, and others). The SDKs provide a convenient way to grant programmatic access to
Systems Manager. For information about the AWS SDKs, including how to download and install
them, see Tools for Amazon Web Services.

Systems Manager service name history

AWS Systems Manager (Systems Manager) was formerly known as "Amazon Simple Systems
Manager (SSM)" and "Amazon EC2 Systems Manager (SSM)". The original abbreviated name of the
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service, "SSM", is still reflected in various AWS resources, including a few other service consoles.
Some examples:

« Systems Manager Agent: SSM Agent

« Systems Manager parameters: SSM parameters

« Systems Manager service endpoints: ssm.region.amazonaws.com

« AWS CloudFormation resource types: AWS: : SSM: : Document

« AWS Config rule identifier: EC2_INSTANCE_MANAGED_BY_SSM

« AWS Command Line Interface (AWS CLI) commands: aws ssm describe-patch-baselines

« AWS Identity and Access Management (IAM) managed policy names:
AmazonSSMReadOnlyAccess

« Systems Manager resource ARNs: arn:aws:ssm:region:account-id:patchbaseline/
pb-07d8884178EXAMPLE

Supported AWS Regions

Systems Manager is available in the AWS Regions listed in Systems Manager service endpoints in

the Amazon Web Services General Reference. Before starting your Systems Manager configuration
process, we recommend that you verify the service is available in each of the AWS Regions you
want to use it in.

For non-EC2 machines in your hybrid and multicloud environment, we recommend that you choose

the Region closest to your data center or computing environment.

Supported operating systems and machine types

Before working with Systems Manager, verify that your operating system (OS), OS version, and
machine type are supported as managed nodes.

Topics

» Supported operating systems for Systems Manager

» Supported machine types in hybrid and multicloud environments
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Supported operating systems for Systems Manager

The following sections list the OSs and OS versions supported by Systems Manager.

® Note

If you plan to manage and configure AWS loT Greengrass core devices by using Systems

Manager, those devices must meet the requirements for AWS loT Greengrass. For more

information, see Setting up AWS loT Greengrass core devices in the AWS IloT Greengrass

Version 2 Developer Guide.

If you plan to manage and configure AWS loT and non-AWS edge devices, those devices
must meet the requirements listed here and be configured as on-premises managed nodes
for Systems Manager. For more information, see Setting up AWS Systems Manager for edge

devices.

/A Important

Patch Manager, a capability of Systems Manager, might not support all the OS versions
listed in this topic. For a list of OS versions supported by Patch Manager, see Patch Manager

prerequisites.

Operating system types

e Linux

« macOS (Amazon EC2 instances only)

» Raspberry Pi OS (formerly Raspbian)

« Windows Server

Linux

AlmaLinux
Versions x86 x86_64
8.3-8.7 v

ARM64

Supported operating systems for Systems Manager
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Versions x86

9.0-9.2

Amazon Linux 1

Versions x86
2012.03-2018.03 v
(® Note

x86_64

x86_64

ARM64

ARM64

Beginning with version 2015.03, Amazon Linux 1 was released in x86_64 versions.

Amazon Linux 1 reached the end of its standard support on December 31, 2020, and
reached end of life on December 31, 2023, as announced in Update on Amazon Linux AMI
end-of-life on the AWS News Blog. AWS no longer provides Amazon Machine Images (AMls)
for this operating system. AWS Systems Manager continues to provide support, however,

for existing Amazon Linux 1 instances.

Amazon Linux 2

Versions x86

2.0 and all later
versions

Amazon Linux 2023

Versions x86

2023.0.20230315.0
and all later versions

x86_64

x86_64

ARM64

ARM64

Supported operating systems for Systems Manager
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Bottlerocket

Versions

1.0.0 and all later versions

CentOS
Versions x86
6.x1 v

7.1 and later 7 .x
versions

8.0-8.5

x86_64

ARM64
v
x86_64 ARM64
v
v v
v v

" To use these versions, you must use a 3.0.x version of the SSM Agent. We recommend using the

latest available 3.0.x version of the SSM Agent. Later SSM Agent versions (3.1 or later) are not

supported.

CentOS Stream

Versions x86

8

Debian Server

Versions x86
Jessie (8)

Stretch (9)

Buster (10)

Bullseye (11)

x86_64 ARM64
v v
x86_64 ARM64
v

v v

v v

v v

Supported operating systems for Systems Manager
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Versions x86 x86_64 ARM64

Bookworm (12) v v

Oracle Linux

Versions x86 x86_64 ARM64
7.5-7.8 v
8.1-8.7 v
9.0-9.2 v

Red Hat Enterprise Linux (RHEL)

Versions x86 x86_64 ARM64
6.x v v

7.0-7.5 v

7.6-8.8 v v
9.0-9.2 v v

1 To use these versions, you must use a 3.0.x version of the SSM Agent. We recommend using the
latest available 3.0.x version of the SSM Agent. Later SSM Agent versions (3.1 or later) are not
supported.

Rocky Linux
Versions x86 x86_64 ARM64
8.4-8.7 v v
9.0-9.2 v v
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SUSE Linux Enterprise Server (SLES)

Versions

12 and later 12.x
versions

15 and later 15.x
versions

Ubuntu Server

Versions

12.04 LTS and 14.04
LTS

16.04 LTS and 18.04
LTS

20.04 LTS and 20.10
STR

22.04 LTS

23.04

macOS (Amazon EC2 instances only)

Version

10.14.x (Mojave)
10.15.x (Catalina)
11.x (Big Sur)

12.x (Monterey)

x86

x86

v

x86

x86_64

x86_64

x86_64

ARM64

ARM64

ARM64

Supported operating systems for Systems Manager
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Version x86 x86_64 ARM64
13.x (Ventura) v v

14.x (Sonoma) v v

(® Note

macOS is not supported in all AWS Regions. For more information about Amazon EC2
support for macOS, see Amazon EC2 Mac instances in the Amazon EC2 User Guide for Linux

Instances.

Raspberry Pi OS (formerly Raspbian)

Version ARM32

8 (Jessie) v

9 (Stretch) v
More info

« Manage Raspberry Pi devices using AWS Systems Manager

Windows Server

SSM Agent requires Windows PowerShell 3.0 or later to run certain AWS Systems Manager
documents (SSM documents) on Windows Server instances (for example, the legacy AWS -
ApplyPatchBaseline document). Verify that your Windows Server instances are running
Windows Management Framework 3.0 or later. This framework includes Windows PowerShell. For
more information, see Windows Management Framework 3.0.

Version x86 x86_64 ARM64

2008 v v
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Version x86 x86_64 ARM64
2008 R2" v
2012 and 2012 R2 v
2016 v
2019 v
2022 v

1 As of January 14, 2020, Windows Server 2008 is no longer supported for feature or security
updates from Microsoft. Legacy Amazon Machine Images (AMls) for Windows Server 2008 and
2008 R2 still include version 2 of SSM Agent preinstalled, but Systems Manager no longer officially
supports 2008 versions and no longer updates the agent for these versions of Windows Server.

In addition, SSM Agent version 3 might not be compatible with all operations on Windows Server
2008 and 2008 R2. The final officially supported version of SSM Agent for Windows Server 2008
versions is 2.3.1644.0.

Supported machine types in hybrid and multicloud environments

Systems Manager supports a number of machine types as managed nodes. A managed node is any
machine configured to work with Systems Manager.

This user guide uses the term hybrid and multicloud to refer to an environment that contains any
combination of the following machine types:

Amazon Elastic Compute Cloud (Amazon EC2) instances

Servers on your own premises (on-premises servers)

AWS loT Greengrass core devices
AWS IoT and non-AWS edge devices

Virtual machines (VMs), including VMs in other cloud environments

For information about AWS support for hybrid and multicloud environments, see AWS Solutions
for Hybrid and Multicloud.
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Setting up AWS Systems Manager

Complete the tasks in this section to set up and configure roles, user accounts, permissions,

and initial resources for AWS Systems Manager. The tasks described in this section are typically
performed by AWS account and systems administrators. After these steps are complete, users

in your organization can use Systems Manager to configure, manage, and access your managed
nodes. A managed node is any machine configured for use with Systems Manager in a hybrid and
multicloud environment.

® Note

If you plan to use Amazon EC2 instances and your own computing resources in a hybrid and
multicloud environment, follow the steps in Setting up Systems Manager for EC2 instances.

That topic presents steps in the best order for completing Systems Manager setup for EC2
instances and non-EC2 machines.

If you already use other AWS services, you have completed some of these steps. However, other
steps are specific to Systems Manager. Therefore, we recommend reviewing this entire section to
ensure that you're ready to use all Systems Manager capabilities.

Topics

o General setup for AWS Systems Manager

» Setting up Systems Manager for EC2 instances

» Setting up Systems Manager for hybrid and multicloud environments

» Setting up AWS Systems Manager for edge devices

» Setting up a delegated administrator for Systems Manager

General setup for AWS Systems Manager

If you haven't already done so, sign up for an AWS account and create an administrative user.

Sign up for an AWS account

If you do not have an AWS account, complete the following steps to create one.
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To sign up for an AWS account

1. Open https://portal.aws.amazon.com/billing/signup.

2. Follow the online instructions.

Part of the sign-up procedure involves receiving a phone call and entering a verification code
on the phone keypad.

When you sign up for an AWS account, an AWS account root user is created. The root user
has access to all AWS services and resources in the account. As a security best practice, assign
administrative access to an administrative user, and use only the root user to perform tasks

that require root user access.

AWS sends you a confirmation email after the sign-up process is complete. At any time, you can
view your current account activity and manage your account by going to https://aws.amazon.com/
and choosing My Account.

Create an administrative user

After you sign up for an AWS account, secure your AWS account root user, enable AWS IAM Identity
Center, and create an administrative user so that you don't use the root user for everyday tasks.

Secure your AWS account root user

1. Signin to the AWS Management Console as the account owner by choosing Root user and
entering your AWS account email address. On the next page, enter your password.

For help signing in by using root user, see Signing in as the root user in the AWS Sign-In User
Guide.

2. Turn on multi-factor authentication (MFA) for your root user.

For instructions, see Enable a virtual MFA device for your AWS account root user (console) in
the IAM User Guide.

Create an administrative user

1. Enable IAM Identity Center.
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For instructions, see Enabling AWS IAM Identity Center in the AWS IAM Identity Center User
Guide.

2. InlAM lIdentity Center, grant administrative access to an administrative user.

For a tutorial about using the IAM Identity Center directory as your identity source, see
Configure user access with the default IAM Identity Center directory in the AWS IAM Identity
Center User Guide.

Sign in as the administrative user

o Tosign in with your IAM Identity Center user, use the sign-in URL that was sent to your email
address when you created the IAM Identity Center user.

For help signing in using an IAM Identity Center user, see Signing in to the AWS access portal in
the AWS Sign-In User Guide.

Setting up Systems Manager for EC2 instances

Complete the tasks in this section to set up and configure roles, permissions, and initial resources
for AWS Systems Manager. The tasks described in this section are typically performed by AWS
account and systems administrators. After these steps are complete, users in your organization can
use Systems Manager to configure, manage, and access Amazon Elastic Compute Cloud (Amazon
EC2) instances.

(® Note

If you plan to use Systems Manager to manage and configure on-premises machines, follow
the setup steps in Setting up Systems Manager for hybrid and multicloud environments.

If you plan to use both Amazon EC2 instances and non-EC2 machines in a hybrid and
multicloud environment, follow the steps here first. This section presents steps in the
recommended order for configuring the roles, users, permissions, and initial resources to
use in your Systems Manager operations.

If you already use other AWS services, you have completed some of these steps. However, other
steps are specific to Systems Manager. Therefore, we recommend reviewing this entire section to
ensure that you're ready to use all Systems Manager capabilities.
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Contents

» Step 1: Configure instance permissions for Systems Manager

o Step 2: Create VPC endpoints

Step 1: Configure instance permissions for Systems Manager

By default, AWS Systems Manager doesn't have permission to perform actions on your instances.
You can provide instance permissions at the account level using an AWS Identity and Access
Management (IAM) role, or at the instance level using an instance profile. If your use case

allows, we recommend granting access at the account level using the Default Host Management
Configuration.

Recommended configuration

Default Host Management Configuration allows Systems Manager to manage your Amazon

EC2 instances automatically. After you've turned on this setting, all instances using Instance
Metadata Service Version 2 (IMDSv2) in the AWS Region and AWS account with SSM Agent
version 3.2.582.0 or later installed automatically become managed instances. Default Host
Management Configuration doesn't support Instance Metadata Service Version 1. For information
about transitioning to IMDSv2, see Transition to using Instance Metadata Service Version 2 in the

Amazon EC2 User Guide for Linux Instances. For information about checking the version of the SSM
Agent installed on your instance, see Checking the SSM Agent version number. For information

about updating the SSM Agent, see Automatically updating SSM Agent. Benefits of managed

instances include the following:

Connect to your instances securely using Session Manager.

Perform automated patch scans using Patch Manager.

View detailed information about your instances using Systems Manager Inventory.

Track and manage instances using Fleet Manager.

Keep the SSM Agent up to date automatically.
Fleet Manager, Inventory, Patch Manager, and Session Manager are capabilities of AWS Systems
Manager.

Default Host Management Configuration allows instance management without the use of
instance profiles and ensures that Systems Manager has permissions to manage all instances
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in the Region and account. If the permissions provided aren't sufficient for your use case,

you can also add policies to the default IAM role created by the Default Host Management
Configuration. Alternatively, if you don't need permissions for all of the capabilities provided
by the default IAM role, you can create your own custom role and policies. Any changes
made to the IAM role you choose for Default Host Management Configuration applies to

all managed Amazon EC2 instances in the Region and account. For more information about
the policy used by Default Host Management Configuration, see AWS managed policy:
AmazonSSMManagedEC2InstanceDefaultPolicy.For more information about the Default Host
Management Configuration, see Using the Default Host Management Configuration setting.

/A Important

Instances registered using Default Host Management Configuration store registration
information locally in the /1ib/amazon/ssm or C:\ProgramData\Amazon directories.
Removing these directories or their files will prevent the instance from acquiring the
necessary credentials to connect to Systems Manager using Default Host Management
Configuration. In these cases, you must use an instance profile to provide the required
permissions to your instance, or recreate the instance.

(@ Note

This procedure is intended to be performed only by administrators. Implement least
privilege access when allowing individuals to configure or modify the Default Host
Management Configuration. You must turn on the Default Host Management Configuration
in each AWS Region you wish to automatically manage your Amazon EC2 instances.

To turn on the Default Host Management Configuration setting

You can turn on the Default Host Management Configuration from the Fleet Manager

console. To successfully complete this procedure using either the AWS Management

Console or your preferred command line tool, you must have permissions for the
GetServiceSetting, ResetServiceSetting, and UpdateServiceSetting API operations.
Additionally, you must have permissions for the iam: PassRole permission for the
AWSSystemsManagerDefaultEC2InstanceManagementRole IAM role. The following is an
example policy. Replace each example resource placeholder with your own information.
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{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"ssm:GetServiceSetting",
"ssm:ResetServiceSetting",
"ssm:UpdateServiceSetting"

1,

"Resource": "arn:aws:ssm:region:account-id:servicesetting/ssm/managed-instance/
default-ec2-instance-management-role"

I

{

"Effect": "Allow",
"Action": [
"iam:PassRole"

1,
"Resource": "arn:aws:iam::account-id:role/service-role/
AWSSystemsManagerDefaul tEC2InstanceManagementRole",
"Condition": {
"StringEquals": {
"iam:PassedToService": [
"'ssm.amazonaws.com"

Before you begin, if you have instance profiles attached to your Amazon EC2 instances, remove
any permissions that allow the ssm:UpdateInstanceInformation operation. The SSM
Agent attempts to use instance profile permissions before using the Default Host Management
Configuration permissions. If you allow the ssm:UpdateInstanceInformation operation

in your instance profiles, the instance will not use the Default Host Management Configuration
permissions.

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Fleet Manager.
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_Or_

If the AWS Systems Manager home page opens first, choose the menu icon
(=
to open the navigation pane, and then choose Fleet Manager in the navigation pane.

3. Choose Configure Default Host Management Configuration under the Account management
dropdown.

4. Turn on Enable Default Host Management Configuration.

5. Choose the IAM role used to enable Systems Manager capabilities for your instances. We
recommend using the default role provided by Default Host Management Configuration. It
contains the minimum set of permissions necessary to manage your Amazon EC2 instances
using Systems Manager. If you prefer to use a custom role, the role's trust policy must allow
Systems Manager as a trusted entity.

6. Choose Configure to complete setup.

After turning on the Default Host Management Configuration, it might take up 30 minutes for
your instances to use the credentials of the role you chose. You must turn on the Default Host
Management Configuration in each Region you wish to automatically manage your Amazon EC2
instances.

Alternative configuration

You can grant access at the individual instance level by using an AWS Identity and Access
Management (IAM) instance profile. An instance profile is a container that passes IAM role
information to an Amazon Elastic Compute Cloud (Amazon EC2) instance at launch. You can create
an instance profile for Systems Manager by attaching one or more 1AM policies that define the
necessary permissions to a new role or to a role you already created.

(® Note

You can use Quick Setup, a capability of AWS Systems Manager, to quickly configure an
instance profile on all instances in your AWS account. Quick Setup also creates an IAM
service role (or assume role), which allows Systems Manager to securely run commands on
your instances on your behalf. By using Quick Setup, you can skip this step (Step 3) and
Step 4. For more information, see AWS Systems Manager Quick Setup.
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Note the following details about creating an IAM instance profile:

If you're configuring non-EC2 machines in a hybrid and multicloud environment for Systems

Manager, you don't need to create an instance profile for them. Instead, configure your servers
and VMs to use an IAM service role. For more information, see Create an IAM service role for a

hybrid environment.

If you change the IAM instance profile, it might take some time for the instance credentials to
refresh. SSM Agent won't process requests until this happens. To speed up the refresh process,
you can restart SSM Agent or restart the instance.

Depending on whether you're creating a new role for your instance profile or adding the necessary

permissions to an existing role, use one of the following procedures.

To create an instance profile for Systems Manager managed instances (console)

—

ok W

Open the IAM console at https://console.aws.amazon.com/iam/.

In the navigation pane, choose Roles, and then choose Create role.
For Trusted entity type, choose AWS service.
Immediately under Use case, choose EC2, and then choose Next.

On the Add permissions page, do the following:

» Use the Search field to locate the AmazonSSMManagedinstanceCore policy. Select the

check box next to its name.

Filter policies « Q AmazonSSMManagedinstanceCore Showing 1 result
Policy name Used as Description
| . AmazonSSMManagedIinstanceCore Permissions policy (6) The policy for Amazon EC2 Role to enab...

R e st ¥ At W N I T W N

The console retains your selection even if you search for other policies.

o If you created a custom S3 bucket policy in the previous procedure, (Optional) Create a

custom policy for S3 bucket access, search for it and select the check box next to its name.

« If you plan to join instances to an Active Directory managed by AWS Directory Service,

search for AmazonSSMDirectoryServiceAccess and select the check box next to its name.
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« If you plan to use EventBridge or CloudWatch Logs to manage or monitor your instance,
search for CloudWatchAgentServerPolicy and select the check box next to its name.

6. Choose Next.

7. For Role name, enter a name for your new instance profile, such as SSMInstanceProfile.

® Note

Make a note of the role name. You will choose this role when you create new instances
that you want to manage by using Systems Manager.

8. (Optional) For Description, update the description for this instance profile.

9. (Optional) For Tags, add one or more tag-key value pairs to organize, track, or control access
for this role, and then choose Create role. The system returns you to the Roles page.

To add instance profile permissions for Systems Manager to an existing role (console)

1. Open the IAM console at https://console.aws.amazon.com/iam/.

2. In the navigation pane, choose Roles, and then choose the existing role you want to associate
with an instance profile for Systems Manager operations.

On the Permissions tab, choose Add permissions, Attach policies.

4. On the Attach policy page, do the following:

« Use the Search field to locate the AmazonSSMManagedinstanceCore policy. Select the
check box next to its name.

« If you have created a custom S3 bucket policy, search for it and select the check box next
to its name. For information about custom S3 bucket policies for an instance profile, see
(Optional) Create a custom policy for S3 bucket access.

« If you plan to join instances to an Active Directory managed by AWS Directory Service,
search for AmazonSSMDirectoryServiceAccess and select the check box next to its name.

« If you plan to use EventBridge or CloudWatch Logs to manage or monitor your instance,
search for CloudWatchAgentServerPolicy and select the check box next to its name.

5. Choose Attach policies.

For information about how to update a role to include a trusted entity or further restrict access, see
Modifying a role in the IAM User Guide.
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(Optional) Create a custom policy for S3 bucket access

Creating a custom policy for Amazon S3 access is required only if you're using a VPC endpoint or
using an S3 bucket of your own in your Systems Manager operations. You can attach this policy to

the default IAM role created by the Default Host Management Configuration, or an instance profile

you created in the previous procedure.

For information about the AWS managed S3 buckets you provide access to in the following policy,
see SSM Agent communications with AWS managed S3 buckets.

1. Open the IAM console at https://console.aws.amazon.com/iam/.

2. In the navigation pane, choose Policies, and then choose Create policy.

3. Choose the JSON tab, and replace the default text with the following.

"Version": "2012-10-17",

"Statement": [

"Effect": "Allow",

"Action": "s3:GetObject",

"Resource": [

"arn:aws:

arn:aws:
"arn:aws:

arn:aws:
"arn:aws:

arn:aws:
"arn:aws:

arn:aws:

"Effect": "Allow",

"Action": [

s3::
s3::
s3::
s3::
s3::
s3::
s3::
s3::

:aws-ssm-region/*",
:aws-windows-downloads-region/*",
:amazon-ssm-region/*",
:amazon-ssm-packages-region/*",
:region-birdwatcher-prod/*",
:aws-ssm-distributor-file-region/*",
:aws-ssm-document-attachments-region/*",
:patch-baseline-snapshot-region/*"

"s3:GetObject",
"s3:PutObject",

"s3:PutObjectAcl", €
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"s3:GetEncryptionConfiguration" O
1,

"Resource": [
"arn:aws:s3:::DOC-EXAMPLE-BUCKET/*",
"arn:aws:s3:::D0C-EXAMPLE-

BUCKET" ©

T The first Statement element is required only if you're using a VPC endpoint.

2 The second Statement element is required only if you're using an S3 bucket that you
created to use in your Systems Manager operations.

* The PutObjectAcl access control list permission is required only if you plan to support
cross-account access to S3 buckets in other accounts.

* The GetEncryptionConfiguration element is required if your S3 bucket is configured to
use encryption.

> If your S3 bucket is configured to use encryption, then the S3 bucket root (for example,
arn:aws:s3:::D0C-EXAMPLE-BUCKET) must be listed in the Resource section. Your user,
group, or role must be configured with access to the root bucket.

4. If you're using a VPC endpoint in your operations, do the following:

In the first Statement element, replace each region placeholder with the identifier of the
AWS Region this policy will be used in. For example, use us-east-2 for the US East (Ohio)
Region. For a list of supported region values, see the Region column in Systems Manager

service endpoints in the Amazon Web Services General Reference.

/A Important

We recommend that you avoid using wildcard characters (*) in place of specific Regions
in this policy. For example, use arn:aws:s3:::aws-ssm-us-east-2/* and do

not use arn:aws:s3:::aws-ssm-*/*. Using wildcards could provide access to S3
buckets that you don't intend to grant access to. If you want to use the instance profile
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6.
7.
8.

for more than one Region, we recommend repeating the first Statement element for
each Region.

_or_

If you aren't using a VPC endpoint in your operations, you can delete the first Statement
element.

If you're using an S3 bucket of your own in your Systems Manager operations, do the
following:

In the second Statement element, replace DOC- EXAMPLE-BUCKET with the name of an

S3 bucket in your account. You will use this bucket for your Systems Manager operations. It
provides permission for objects in the bucket, using "arn:aws:s3:::my-bucket-name/*"
as the resource. For more information about providing permissions for buckets or objects in
buckets, see the topic Amazon S3 actions in the Amazon Simple Storage Service User Guide and
the AWS blog post IAM Policies and Bucket Policies and ACLs! Oh, My! (Controlling Access to S3
Resources).

(@ Note

If you use more than one bucket, provide the ARN for each one. See the following
example for permissions on buckets.

"Resource": [

"arn:aws:s3:::DOC-EXAMPLE-BUCKET1/*",

"arn:aws:s3:::D0C-EXAMPLE-BUCKET2/*"
]

_Or_

If you aren't using an S3 bucket of your own in your Systems Manager operations, you can
delete the second Statement element.

Choose Next: Tags.

(Optional) Add tags by choosing Add tag, and entering the preferred tags for the policy.

Choose Next: Review.
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9. For Name, enter a name to identify this policy, such as SSMInstanceProfileS3Policy.

10. Choose Create policy.

Additional policy considerations for managed instances

This section describes some of the policies you can add to the default IAM role created by the
Default Host Management Configuration, or your instance profiles for AWS Systems Manager.

To provide permissions for communication between instances and the Systems Manager API, we
recommend creating custom policies that reflect your system needs and security requirements.
Depending on your operations plan, you might need permissions represented in one or more of the
other policies.

Policy: AmazonSSMDirectoryServiceAccess

Required only if you plan to join Amazon EC2 instances for Windows Server to a Microsoft AD
directory.

This AWS managed policy allows SSM Agent to access AWS Directory Service on your behalf for
requests to join the domain by the managed instance. For more information, see Seamlessly
join @ Windows EC2 Instance in the AWS Directory Service Administration Guide.

Policy: CloudWatchAgentServexrPolicy

Required only if you plan to install and run the CloudWatch agent on your instances to read
metric and log data on an instance and write it to Amazon CloudWatch. These help you monitor,
analyze, and quickly respond to issues or changes to your AWS resources.

Your default IAM role created by the Default Host Management Configuration or instance
profile needs this policy only if you will use features such as Amazon EventBridge or Amazon
CloudWatch Logs. (You can also create a more restrictive policy that, for example, limits writing
access to a specific CloudWatch Logs log stream.)

(® Note

Using EventBridge and CloudWatch Logs features is optional. However, we recommend
setting them up at the beginning of your Systems Manager configuration process if
you have decided to use them. For more information, see the Amazon EventBridge User
Guide and the Amazon CloudWatch Logs User Guide.
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To create IAM policies with permissions for additional Systems Manager capabilities, see the
following resources:

» Restricting access to Systems Manager parameters using 1AM policies

» Setting up Automation

» Step 2: Verify or add instance permissions for Session Manager

Attach the Systems Manager instance profile to an instance (console)

1. Sign in to the AWS Management Console and open the Amazon EC2 console at https://
console.aws.amazon.com/ec2/.

In the navigation pane, under Instances, choose Instances.
Navigate to and choose your EC2 instance from the list.

In the Actions menu, choose Security, Modify IAM role.

i A W

For IAM role, select the instance profile you created using the procedure in Alternative
configuration.

6. Choose Update IAM role.

For more information about attaching IAM roles to instances, choose one of the following,
depending on your selected operating system type:

« Attach an IAM role to an instance in the Amazon EC2 User Guide for Linux Instances

« Attach an IAM role to an instance in the Amazon EC2 User Guide for Windows Instances

Continue to Step 2: Create VPC endpoints.

Step 2: Create VPC endpoints

You can improve the security posture of your managed nodes (including non-EC2 machines in a
hybrid and multicloud environment) by configuring AWS Systems Manager to use an interface
VPC endpoint in Amazon Virtual Private Cloud (Amazon VPC). By using an interface VPC endpoint
(interface endpoint), you can connect to services powered by AWS PrivateLink. AWS PrivateLink is

a technology that allows you to privately access Amazon Elastic Compute Cloud (Amazon EC2) and
Systems Manager APIs by using private IP addresses.
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AWS PrivateLink restricts all network traffic between your managed instances, Systems Manager,
and Amazon EC2 to the Amazon network. This means that your managed instances don't have
access to the Internet. If you use AWS PrivateLink, you don't need an internet gateway, a NAT
device, or a virtual private gateway.

You aren't required to configure AWS PrivateLink, but it's recommended. For more information
about AWS PrivateLink and VPC endpoints, see AWS PrivateLink and VPC endpoints.

(@ Note

The alternative to using a VPC endpoint is to allow outbound internet access on your
managed instances. In this case, the managed instances must also allow HTTPS (port 443)
outbound traffic to the following endpoints:

. ssm.region.amazonaws.com

. ssmmessages.region.amazonaws.com

. ec2messages.region.amazonaws.com

SSM Agent initiates all connections to the Systems Manager service in the cloud. For this
reason, you don't need to configure your firewall to allow inbound traffic to your instances
for Systems Manager.

For more information about calls to these endpoints, see Reference: ec2messages,

ssmmessages, and other APl operations.

About Amazon VPC

You can use Amazon Virtual Private Cloud (Amazon VPC) to define a virtual network in your own
logically isolated area within the AWS Cloud, known as a virtual private cloud (VPC). You can launch
your AWS resources, such as instances, into your VPC. Your VPC closely resembles a traditional
network that you might operate in your own data center, with the benefits of using the scalable
infrastructure of AWS. You can configure your VPC; you can select its IP address range, create
subnets, and configure route tables, network gateways, and security settings. You can connect
instances in your VPC to the internet. You can connect your VPC to your own corporate data center,
making the AWS Cloud an extension of your data center. To protect the resources in each subnet,
you can use multiple layers of security, including security groups and network access control lists.
For more information, see the Amazon VPC User Guide.
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Topics

« VPC endpoint restrictions and limitations

» Creating VPC endpoints for Systems Manager

» Create an interface VPC endpoint policy

VPC endpoint restrictions and limitations

Before you configure VPC endpoints for Systems Manager, be aware of the following restrictions
and limitations.

Cross-Region requests

VPC endpoints don't support cross-Region requests—ensure that you create your endpoint in the
same AWS Region as your bucket. You can find the location of your bucket by using the Amazon S3
console, or by using the get-bucket-location command. Use a Region-specific Amazon S3 endpoint
to access your bucket; for example, DOC-EXAMPLE-BUCKET .s3-us-west-2.amazonaws.com.
For more information about Region-specific endpoints for Amazon S3, see Amazon S3 endpoints
in the Amazon Web Services General Reference. If you use the AWS CLI to make requests to Amazon
S3, set your default region to the same region as your bucket, or use the --region parameter in

your requests.
VPC peering connections

VPC interface endpoints can be accessed through both intra-Region and inter-Region VPC peering
connections. For more information about VPC peering connection requests for VPC interface
endpoints, see VPC peering connections (Quotas) in the Amazon Virtual Private Cloud User Guide.

VPC gateway endpoint connections can't be extended out of a VPC. Resources on the other side
of a VPC peering connection in your VPC can't use the gateway endpoint to communicate with
resources in the gateway endpoint service. For more information about VPC peering connection
requests for VPC gateway endpoints, see VPC endpoints (Quotas) in the Amazon Virtual Private
Cloud User Guide

Incoming connections

The security group attached to the VPC endpoint must allow incoming connections on port 443
from the private subnet of the managed instance. If incoming connections aren't allowed, then the
managed instance can't connect to the SSM and EC2 endpoints.

Step 2: Create VPC endpoints 33


https://docs.aws.amazon.com/cli/latest/reference/s3api/get-bucket-location.html
https://docs.aws.amazon.com/general/latest/gr/s3.html#s3_region
https://docs.aws.amazon.com/vpc/latest/userguide/amazon-vpc-limits.html#vpc-limits-peering
https://docs.aws.amazon.com/vpc/latest/userguide/amazon-vpc-limits.html#vpc-limits-endpoints

AWS Systems Manager User Guide

DNS resolution

If you use a custom DNS server, you must add a conditional forwarder for any queries to the
amazonaws . com domain to the Amazon DNS server for your VPC.

S3 buckets

Your VPC endpoint policy must allow access to at least the following Amazon S3 buckets:

» The S3 buckets listed in SSM Agent communications with AWS managed S3 buckets.

» The S3 buckets used by Patch Manager for patch baseline operations in your AWS Region. These
buckets contain the code that is retrieved and run on instances by the patch baseline service.
Each AWS Region has its own patch baseline operations buckets from which the code is retrieved
when a patch baseline document is run. If the code can't be downloaded, the patch baseline
command will fail.

(® Note

If you use an on-premises firewall and plan to use Patch Manager, that firewall must also
allow access to the appropriate patch baseline endpoint.

To provide access to the buckets in your AWS Region, include the following permission in your
endpoint policy.

arn:aws:s3:::patch-baseline-snapshot-region/*
arn:aws:s3:::aws-ssm-region/*

region represents the identifier for an AWS Region supported by AWS Systems Manager, such
as us-east-2 for the US East (Ohio) Region. For a list of supported region values, see the
Region column in Systems Manager service endpoints in the Amazon Web Services General

Reference.

See the following example.

arn:aws:s3:::patch-baseline-snapshot-us-east-2/*
arn:aws:s3:::aws-ssm-us-east-2/*
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® Note

In the Middle East (Bahrain) Region (me-south-1) only, these buckets use different
naming conventions. For this AWS Region only, use the following two buckets instead:

e patch-baseline-snapshot-me-south-1-uduvl7q8

« aws-patch-manager-me-south-1-a53fc9dce

Amazon CloudWatch Logs

If you don't allow your instances to access the internet, create a VPC endpoint for CloudWatch
Logs to use features that send logs to CloudWatch Logs. For more information about creating an
endpoint for CloudWatch Logs, see Creating a VPC endpoint for CloudWatch Logs in the Amazon
CloudWatch Logs User Guide.

DNS in hybrid and multicloud environment

For information about configuring DNS to work with AWS PrivateLink endpoints in hybrid and
multicloud environments, see Private DNS for interface endpoints in the Amazon VPC User Guide.
If you want to use your own DNS, you can use Route 53 Resolver. For more information, see
Resolving DNS queries between VPCs and your network in the Amazon Route 53 Developer Guide.

Creating VPC endpoints for Systems Manager

Use the following information to create VPC interface and gateway endpoints for AWS Systems
Manager. This topic links to procedures in the Amazon VPC User Guide.

To create VPC endpoints for Systems Manager

In the first step of this procedure, you create three required and one optional interface endpoints
for Systems Manager. The first three endpoints are required for Systems Manager to work in a
VPC. The fourth, com.amazonaws.region.ssmmessages, is required only if you're using Session
Manager capabilities.

In the second step, you create the required gateway endpoint for Systems Manager to access
Amazon S3.
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® Note

region represents the identifier for an AWS Region supported by AWS Systems Manager,
such as us-east-2 for the US East (Ohio) Region. For a list of supported region values,
see the Region column in Systems Manager service endpoints in the Amazon Web Services

General Reference.

1. Follow the steps in Create an interface endpoint to create the following interface endpoints:

e com.amazonaws.region.ssm- The endpoint for the Systems Manager service.

e Ccom.amazonaws.region.ec2messages — Systems Manager uses this endpoint to make
calls from SSM Agent to the Systems Manager service.

e com.amazonaws.region.ec2 - If you're using Systems Manager to create VSS-enabled
snapshots, you need to ensure that you have an endpoint to the EC2 service. Without the
EC2 endpoint defined, a call to enumerate attached Amazon EBS volumes fails, which causes
the Systems Manager command to fail.

e com.amazonaws.region.ssmmessages — This endpoint is required only if you're
connecting to your instances through a secure data channel using Session Manager. For
more information, see AWS Systems Manager Session Manager and Reference: ec2messages,

ssmmessages, and other API operations.

e com.amazonaws.region.kms — This endpoint is optional. However, it can be created if you
want to use AWS Key Management Service (AWS KMS) encryption for Session Manager or
Parameter Store parameters.

e com.amazonaws.region.logs — This endpoint is optional. However, it can be created if
you want to use Amazon CloudWatch Logs (CloudWatch Logs) for Session Manager, Run
Command, or SSM Agent logs.

2. Follow the steps in Create a gateway endpoint to create the following gateway endpoint for

Amazon S3.

« com.amazonaws.region.s3 - Systems Manager uses this endpoint to update SSM Agent
and to perform patching operations. Systems Manager also uses this endpoint for tasks like
uploading output logs you choose to store in S3 buckets, retrieving scripts or other files
you store in buckets, and so on. If the security group associated with your instances restricts
outbound traffic, you must add a rule to allow traffic to the prefix list for Amazon S3. For
more information, see Modify your security group in the AWS PrivateLink Guide.

Step 2: Create VPC endpoints 36


https://docs.aws.amazon.com/general/latest/gr/ssm.html#ssm_region
https://docs.aws.amazon.com/vpc/latest/privatelink/vpce-interface.html#create-interface-endpoint
https://docs.aws.amazon.com/vpc/latest/privatelink/vpce-gateway.html#create-gateway-endpoint
https://docs.aws.amazon.com/vpc/latest/privatelink/vpce-gateway.html#vpc-endpoints-security

AWS Systems Manager User Guide

For information about the AWS managed S3 buckets that SSM Agent must be able to access,
see SSM Agent communications with AWS managed S3 buckets. If you're using a virtual
private cloud (VPC) endpoint in your Systems Manager operations, you must provide explicit
permission in an EC2 instance profile for Systems Manager, or in a service role for non-EC2

managed nodes in a hybrid and multicloud environment.

Create an interface VPC endpoint policy

You can create policies for VPC interface endpoints for AWS Systems Manager in which you can
specify:

» The principal that can perform actions

« The actions that can be performed

» The resources that can have actions performed on them

For more information, see Control access to services with VPC endpoints in the Amazon VPC User
Guide.

Setting up Systems Manager for hybrid and multicloud
environments

You can use AWS Systems Manager to manage both Amazon Elastic Compute Cloud (EC2) instances
and a number of non-EC2 machine types. This section describes the setup tasks that account

and system administrators perform to manage non-EC2 machines using Systems Manager in a
hybrid and multicloud environment. After these steps are complete, users who have been granted

permissions by the AWS account administrator can use Systems Manager to configure and manage
their organization's non-EC2 machines.

Any machine that has been configured for use with Systems Manager is called a managed node.

(® Note

» You can register edge devices as managed nodes using the same hybrid-activation steps
used for other non-EC2 machines. These types of edge devices include both AWS loT
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devices and devices other than AWS IoT devices. Use the process described in this section
to set up these types of edge devices.

Systems Manager also supports edge devices that use AWS loT Greengrass Core software.
The setup process and requirements for AWS loT Greengrass core devices are different
from those for AWS loT and edge devices other than AWS edge devices. For information
about registering AWS loT Greengrass devices for use with Systems Manager, see Setting
up AWS Systems Manager for edge devices.

» Non-EC2 macOS machines aren't supported for Systems Manager hybrid and multicloud
environments.

If you plan to use Systems Manager to manage Amazon Elastic Compute Cloud (Amazon EC2)
instances, or to use both Amazon EC2 instances and non-EC2 machines in hybrid and multicloud
environment, follow the steps in Setting up Systems Manager for EC2 instances first.

After configuring your hybrid and multicloud environment for Systems Manager, you can do the
following:

» Create a consistent and secure way to remotely manage your hybrid and multicloud workloads
from one location using the same tools or scripts.

« Centralize access control for actions that can be performed on your machines by using AWS
Identity and Access Management (IAM).

 Centralize auditing of the operations performed on your machines by viewing the API activity
recorded in AWS CloudTrail.

For information about using CloudTrail to monitor Systems Manager actions, see Logging AWS
Systems Manager API calls with AWS CloudTrail.

« Centralize monitoring by configuring Amazon EventBridge and Amazon Simple Notification
Service (Amazon SNS) to send notifications about service execution success.

For information about using EventBridge to monitor Systems Manager events, see Monitoring
Systems Manager events with Amazon EventBridge.

About managed nodes

After you finish configuring your non-EC2 machines for Systems Manager as described in
this section, your hybrid-activated machines are listed in the AWS Management Console and
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described as managed nodes. In the console, the IDs of your hybrid-activated managed nodes are
distinguished from Amazon EC2 instances with the prefix "mi-". Amazon EC2 instance IDs use the
prefix "i-".

A managed node is any machine configured for Systems Manager. Previously, managed nodes
were all referred to as managed instances. The term instance now refers to EC2 instances only. The
deregister-managed-instance command was named before this terminology change.

For more information, see Working with managed nodes.

About instance tiers

Systems Manager offers a standard-instances tier and an advanced-instances tier for non-EC2
managed nodes in your hybrid and multicloud environment. The standard-instances tier allows
you to register a maximum of 1,000 hybrid-activated machines per AWS account per AWS Region.
If you need to register more than 1,000 non-EC2 machines in a single account and Region, then
use the advanced-instances tier. Advanced instances also allow you to connect to your non-EC2
machines by using AWS Systems Manager Session Manager. Session Manager provides interactive
shell access to your managed nodes.

For more information, see Configuring instance tiers.

Topics

Step 1: Create an IAM service role for a hybrid and multicloud environment

Step 2: Create a hybrid activation for a hybrid and multicloud environment

Step 3: Install SSM Agent for a hybrid and multicloud environment (Linux)

Step 4: Install SSM Agent for a hybrid and multicloud environment (Windows)

Step 1: Create an IAM service role for a hybrid and multicloud
environment

Non-EC2 (Amazon Elastic Compute Cloud) machines in a hybrid and multicloud environment

require an AWS ldentity and Access Management (IAM) service role to communicate with the AWS
Systems Manager service. The role grants AWS Security Token Service (AWS STS) AssumeRole
trust to the Systems Manager service. You only need to create a service role for a hybrid and
multicloud environment once for each AWS account. However, you might choose to create multiple
service roles for different hybrid activations if machines in your hybrid and multicloud environment
require different permissions.
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The following procedures describe how to create the required service role using the Systems
Manager console or your preferred command line tool.

Create an IAM service role (console)

Use the following procedure to create a service role for hybrid activation. This procedure uses the
AmazonSSMManagedInstanceCore policy for Systems Manager core functionality. Depending on
your use case, you might need to add additional policies to your service role for your on-premises
machines to be able to access other capabilities or AWS services. For example, without access to
the required AWS managed Amazon Simple Storage Service (Amazon S3) buckets, Patch Manager
patching operations fail.

To create a service role (console)

1. Open the IAM console at https://console.aws.amazon.com/iam/.

2. In the navigation pane, choose Roles, and then choose Create role.

3. For Select trusted entity, make the following choices:

1. For Trusted entity type, choose AWS service.
2. For Use cases for other AWS services, choose Systems Manager.
3. Choose Systems Manager, as shown in the following image.
Use cases for other AWS services:
Systems Manager v

© Systems Manager

Systems Manager - Inventory and Maintenance Windows

4. Choose Next.

5. On the Add permissions page, do the following:

» Use the Search field to locate the AmazonSSMManagedinstanceCore policy. Select the
check box next to its name.
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Filter policies « Q AmazonSSMManagedinstanceCore Showing 1 result
Policy name Used as Description
Vv » AmazonSSMManagedIinstanceCore Permissions policy (6) The policy for Amazon EC2 Role to enab...

R e st ¥ At W N I T W N

» The console retains your selection even if you search for other policies.

o If you created a custom S3 bucket policy in the procedure (Optional) Create a custom policy
for S3 bucket access, search for it and select the check box next to its name.

« If you plan to join non-EC2 machines to an Active Directory managed by AWS Directory
Service, search for AmazonSSMDirectoryServiceAccess and select the check box next to its
name.

« If you plan to use EventBridge or CloudWatch Logs to manage or monitor your managed
node, search for CloudWatchAgentServerPolicy and select the check box next to its name.

6. Choose Next.

7. For Role name, enter a name for your new IAM server role, such as SSMSexvexRole.

(® Note

Make a note of the role name. You will choose this role when you register new
machines that you want to manage by using Systems Manager.

(Optional) For Description, update the description for this IAM server role.

(Optional) For Tags, add one or more tag-key value pairs to organize, track, or control access
for this role.

10. Choose Create role. The system returns you to the Roles page.

Create an IAM service role (command line)

Use the following procedure to create a service role for hybrid activation. This procedure uses the
AmazonSSMManagedInstanceCore policy Systems Manager core functionality. Depending on
your use case, you might need to add additional policies to your service role for your non-EC2
machines in a hybrid and multicloud environment to be able to access other capabilities or AWS

services.

S3 bucket policy requirement
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If either of the following cases are true, you must create a custom IAM permission policy for
Amazon Simple Storage Service (Amazon S3) buckets before completing this procedure:

« Case 1-You're using a VPC endpoint to privately connect your VPC to supported AWS services
and VPC endpoint services powered by AWS PrivateLink.

» Case 2 - You plan to use an Amazon S3 bucket that you create as part of your Systems Manager
operations, such as for storing output for Run Command commands or Session Manager sessions
to an S3 bucket. Before proceeding, follow the steps in Create a custom S3 bucket policy for
an instance profile. The information about S3 bucket policies in that topic also applies to your

service role.

AWS CLI
To create an IAM service role for a hybrid and multicloud environment (AWS CLI)

1. Install and configure the AWS Command Line Interface (AWS CLI), if you haven't already.

For information, see Installing or updating the latest version of the AWS CLI.

2.  Onyour local machine, create a text file with a name such as SSMService-Trust. json
with the following trust policy. Make sure to save the file with the . json file extension. Be
sure to specify your AWS account and the AWS Region in the ARN where you created your
hybrid activation.

"Version":"2012-10-17",
"Statement": [
{
"Sid":"",
"Effect":"Allow",
"Principal":{

"Service":"ssm.amazonaws.com"
3,
"Action":"sts:AssumeRole",
"Condition":{
"StringEquals":{
"aws:SourceAccount":"123456789012"
.
"ArnEquals":{
"aws:SourceArn":"arn:aws:ssm:us-east-2:123456789012:*"
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3. Open the AWS CLI, and in the directory where you created the JSON file, run the
create-role command to create the service role. This example creates a role named
SSMServiceRole. You can choose another name if you prefer.

Linux & macOS

aws iam create-role \
--role-name SSMServiceRole \
--assume-role-policy-document file://SSMService-Trust.json

Windows

aws iam create-role 2
--role-name SSMServiceRole #
--assume-role-policy-document file://SSMService-Trust.json

4. Run the attach-role-policy command as follows to allow the service role you just created
to create a session token. The session token gives your managed node permission to run
commands using Systems Manager.

(@ Note

The policies you add for a service profile for managed nodes in a hybrid and
multicloud environment are the same policies used to create an instance profile
for Amazon Elastic Compute Cloud (Amazon EC2) instances. For more information
about the AWS policies used in the following commands, see Configure instance

permissions for Systems Manager.

(Required) Run the following command to allow a managed node to use AWS Systems
Manager service core functionality.

Linux & macOS

aws iam attach-role-policy \
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--role-name SSMServiceRole \
--policy-arn arn:aws:iam::aws:policy/AmazonSSMManagedInstanceCore

Windows

aws iam attach-role-policy *
--role-name SSMServiceRole #
--policy-arn arn:aws:iam::aws:policy/AmazonSSMManagedInstanceCore

If you created a custom S3 bucket policy for your service role, run the following command
to allow AWS Systems Manager Agent (SSM Agent) to access the buckets you specified in
the policy. Replace account-id and my-bucket-policy-name with your AWS account ID
and your bucket name.

Linux & macOS

aws iam attach-role-policy \
--role-name SSMServiceRole \
--policy-arn arn:aws:iam::account-id:policy/my-bucket-policy-name

Windows

aws iam attach-role-policy #
--role-name SSMServiceRole #
--policy-arn arn:aws:iam::account-id:policy/my-bucket-policy-name

(Optional) Run the following command to allow SSM Agent to access AWS Directory Service
on your behalf for requests to join the domain by the managed node. Your service role
needs this policy only if you join your nodes to a Microsoft AD directory.

Linux & macOS

aws iam attach-role-policy \
--role-name SSMServiceRole \
--policy-arn arn:aws:iam::aws:policy/AmazonSSMDirectoryServiceAccess
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Windows

aws iam attach-role-policy #
--role-name SSMServiceRole A
--policy-arn arn:aws:iam::aws:policy/AmazonSSMDirectoryServiceAccess

(Optional) Run the following command to allow the CloudWatch agent to run on your
managed nodes. This command makes it possible to read information on a node and write
it to CloudWatch. Your service profile needs this policy only if you will use services such as
Amazon EventBridge or Amazon CloudWatch Logs.

aws iam attach-role-policy \
--role-name SSMServiceRole \
--policy-arn arn:aws:iam::aws:policy/CloudWatchAgentServerPolicy

Tools for PowerShell

To create an IAM service role for a hybrid and multicloud environment (AWS Tools for
Windows PowerShell)

1. Install and configure the AWS Tools for PowerShell (Tools for Windows PowerShell), if you
haven't already.

For information, see Installing the AWS Tools for PowerShell.

2.  Onyour local machine, create a text file with a name such as SSMService-Trust. json
with the following trust policy. Make sure to save the file with the . json file extension. Be
sure to specify your AWS account and the AWS Region in the ARN where you created your
hybrid activation.

"Version":"2012-10-17",
"Statement": [
{
"Sid".m"",
"Effect":"Allow",
"Principal":{

"Service":"ssm.amazonaws.com"

iy
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"Action":"sts:AssumeRole",
"Condition":{
"StringEquals":{
"aws:SourceAccount":"123456789012"

3,
"ArnEquals":{
"aws:SourceArn":"arn:aws:ssm:region:123456789012:*"

3. Open PowerShell in administrative mode, and in the directory where you created the JSON
file, run New-lIAMRole as follows to create a service role. This example creates a role named

SSMServiceRole. You can choose another name if you prefer.

New-IAMRole °
-RoleName SSMServiceRole °
-AssumeRolePolicyDocument (Get-Content -raw SSMService-Trust.json)

4. Use Register-IAMRolePolicy as follows to allow the service role you created to create a
session token. The session token gives your managed node permission to run commands
using Systems Manager.

(® Note

The policies you add for a service profile for managed nodes in a hybrid and
multicloud environment are the same policies used to create an instance profile for
EC2 instances. For more information about the AWS policies used in the following
commands, see Configure instance permissions for Systems Manager.

(Required) Run the following command to allow a managed node to use AWS Systems
Manager service core functionality.

Register-IAMRolePolicy °
-RoleName SSMServiceRole °
-PolicyArn arn:aws:iam::aws:policy/AmazonSSMManagedInstanceCore
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If you created a custom S3 bucket policy for your service role, run the following command
to allow SSM Agent to access the buckets you specified in the policy. Replace account-id
and my-bucket-policy-name with your AWS account ID and your bucket name.

Register-IAMRolePolicy °
-RoleName SSMServiceRole °
-PolicyArn arn:aws:iam::account-id:policy/my-bucket-policy-name

(Optional) Run the following command to allow SSM Agent to access AWS Directory Service
on your behalf for requests to join the domain by the managed node. Your server role
needs this policy only if you join your nodes to a Microsoft AD directory.

Register-IAMRolePolicy °
-RoleName SSMServiceRole °
-PolicyArn arn:aws:iam::aws:policy/AmazonSSMDirectoryServiceAccess

(Optional) Run the following command to allow the CloudWatch agent to run on your
managed nodes. This command makes it possible to read information on a node and write
it to CloudWatch. Your service profile needs this policy only if you will use services such as
Amazon EventBridge or Amazon CloudWatch Logs.

Register-IAMRolePolicy °
-RoleName SSMServiceRole °
-PolicyArn arn:aws:iam::aws:policy/CloudWatchAgentServerPolicy

Continue to Step 2: Create a hybrid activation for a hybrid and multicloud environment.

Step 2: Create a hybrid activation for a hybrid and multicloud
environment

To set up machines other than Amazon Elastic Compute Cloud (EC2) instances as managed nodes
for a hybrid and multicloud environment, you create and apply a hybrid activation. After you

successfully complete the activation, you immediately receive an Activation Code and Activation

ID at the top of the console page. You specify this Code and ID combination when you install AWS
Systems Manager SSM Agent on non-EC2 machines for your hybrid and multicloud environment.
The Code and ID provide secure access to the Systems Manager service from your managed nodes.
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/A Important

Systems Manager immediately returns the Activation Code and ID to the console or the
command window, depending on how you created the activation. Copy this information
and store it in a safe place. If you navigate away from the console or close the command
window, you might lose this information. If you lose it, you must create a new activation.

About activation expirations

An activation expiration is a window of time when you can register on-premises machines with
Systems Manager. An expired activation has no impact on your servers or VMs that you previously
registered with Systems Manager. If an activation expires then you can’t register more servers or
VMs with Systems Manager by using that specific activation. You simply need to create a new one.

Every on-premises server and VM you previously registered remains registered as a Systems
Manager managed node until you explicitly deregister it. You can deregister a managed node on
the Managed nodes tab in Fleet Manager in the Systems Manager console by using the AWS CLI
command deregister-managed-instance, or by using the API call DeregisterManagedInstance.

About managed nodes

A managed node is any machine configured for AWS Systems Manager. AWS Systems Manager
supports Amazon Elastic Compute Cloud (Amazon EC2) instances, edge devices, and on-premises
servers or VMs, including VMs in other cloud environments. Previously, managed nodes were

all referred to as managed instances. The term instance now refers to EC2 instances only. The
deregister-managed-instance command was named before this terminology change.

About activation tags

If you create an activation by using either the AWS Command Line Interface (AWS CLI) or AWS
Tools for Windows PowerShell, you can specify tags. Tags are optional metadata that you assign to
a resource. Tags allow you to categorize a resource in different ways, such as by purpose, owner, or
environment. Here is an AWS CLI sample command to run on a local Linux machine that includes
optional tags.

aws ssm create-activation \
--default-instance-name MyWebServers \
--description "Activation for Finance department webservers" \
--iam-role service-role/AmazonEC2RunCommandRoleForManagedInstances \
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--registration-limit 10 \
--region us-east-2 \
--tags "Key=Department,Value=Finance"

If you specify tags when you create an activation, then those tags are automatically assigned to
your managed nodes when you activate them.

You can't add tags to or delete tags from an existing activation. If you don't want to automatically
assign tags to your on-premises servers and VMs using an activation, then you can add tags to
them later. More specifically, you can tag your on-premises servers and VMs after they connect

to Systems Manager for the first time. After they connect, they're assigned a managed node ID
and listed in the Systems Manager console with an ID that is prefixed with "mi-". For information
about how to add tags to your managed nodes without using the activation process, see Tagging
managed nodes.

(® Note

You can't assign tags to an activation if you create it by using the Systems Manager console.
You must create it by using either the AWS CLI or Tools for Windows PowerShell.

If you no longer want to manage an on-premises server or virtual machine (VM) by using Systems
Manager, you can deregister it. For information, see Deregistering managed nodes in a hybrid and

multicloud environment.

Topics

o Create an activation (console)

» Create a managed-node activation (command line)

Create an activation (console)
To create a managed-node activation

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose Hybrid Activations.

_or_
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If the AWS Systems Manager home page opens first, choose the menu icon
(=

to open the navigation pane, and then choose Hybrid Activations.

Choose Create activation.
_or_

If you are accessing Hybrid Activations for the first time in the current AWS Region, choose
Create an Activation.

(Optional) For Activation description, enter a description for this activation. We recommend
entering a description if you plan to activate large numbers of servers and VMs.

For Instance limit, specify the total number of nodes that you want to register with AWS as
part of this activation. The default value is 1 instance.

For 1AM role, choose a service role option that allows your servers and VMs to communicate
with AWS Systems Manager in the cloud:

« Option 1: Choose Use the default role created by the system to use a role and managed
policy provided by AWS.

« Option 2: Choose Select an existing custom IAM role that has the required permissions
to use the optional custom role you created earlier. This role must have a trust relationship
policy that specifies "Service": "ssm.amazonaws.com". If your IAM role doesn't specify
this principle in a trust relationship policy, you receive the following error:

An error occurred (ValidationException) when calling the CreateActivation
operation: Not existing role:
arn:aws:iam: :<accountid>:role/SSMRole

For more information about creating this role, see Step 1: Create an IAM service role for a
hybrid and multicloud environment.

For Activation expiry date, specify an expiration date for the activation. The expiry date must
be in the future, and not more than 30 days into the future. The default value is 24 hours.

Step 2: Create a hybrid activation for a hybrid and multicloud environment 50



AWS Systems Manager User Guide

® Note

If you want to register additional managed nodes after the expiry date, you must
create a new activation. The expiry date has no impact on registered and running
nodes.

8. (Optional) For Default instance name field, specify an identifying name value to be displayed
for all managed nodes associated with this activation.

9. Choose Create activation. Systems Manager immediately returns the Activation Code and ID
to the console.

Create a managed-node activation (command line)

The following procedure describes how to use the AWS Command Line Interface (AWS CLI) (on
Linux or Windows) or AWS Tools for PowerShell to create a managed node activation.

To create an activation

1. Install and configure the AWS CLI or the AWS Tools for PowerShell, if you haven't already.

For information, see Installing or updating the latest version of the AWS CLI and Installing the
AWS Tools for PowerShell.

2. Run the following command to create an activation.

(® Note

« In the following command, replace region with your own information. For a list
of supported region values, see the Region column in Systems Manager service

endpoints in the Amazon Web Services General Reference.

» The role you specify for the iam-role parameter must have a trust relationship
policy that specifies "Service": "ssm.amazonaws.com". If your AWS Identity
and Access Management (IAM) role doesn't specify this principle in a trust
relationship policy, you receive the following error:

An error occurred (ValidationException) when calling the CreateActivation
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operation: Not existing role:
arn:aws:iam::<accountid>:role/SSMRole

For more information about creating this role, see Step 1: Create an IAM service role
for a hybrid and multicloud environment.

e For --expiration-date, provide a date in timestamp format, such as
"2021-07-07T00:00:00", for when the activation code expires. You can specify a
date up to 30 days in advance. If you don't provide an expiration date, the activation
code expires in 24 hours.

Linux & macOS

aws ssm create-activation \
--default-instance-name name \
--iam-role iam-service-role-name \
--registration-limit number-of-managed-instances \
--region region \
--expiration-date "timestamp" \\
--tags "Key=key-name-1,Value=key-value-1" "Key=key-name-2,Value=key-value-2"

Windows

aws ssm create-activation A
--default-instance-name name *
--iam-role iam-service-role-name *
--registration-limit number-of-managed-instances "
--region region "
--expiration-date "timestamp" A
--tags "Key=key-name-1,Value=key-value-1" "Key=key-name-2,Value=key-value-2"

PowerShell

New-SSMActivation -DefaultInstanceName name
-IamRole iam-service-role-name
-RegistrationLimit number-of-managed-instances
-Region region
-ExpirationDate "timestamp"
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-Tag @{"Key"="key-name-1";"Value"="key-value-1"},e@{"Key"="key-
name-2";"Value"="key-value-2"}

Here is an example.

Linux & macOS

aws ssm create-activation \
--default-instance-name MyWebServers \
--iam-role service-role/AmazonEC2RunCommandRoleForManagedInstances \
--registration-limit 10 \
--region us-east-2 \
--expiration-date "2021-07-07T00:00:00" \
--tags "Key=Environment,Value=Production" "Key=Department,Value=Finance"

Windows

aws ssm create-activation #
--default-instance-name MyWebServers #
--iam-role service-role/AmazonEC2RunCommandRoleForManagedInstances *
--registration-limit 10 ~
--region us-east-2 A
--expiration-date "2021-07-07T00:00:00" A
--tags "Key=Environment,Value=Production" "Key=Department,Value=Finance"

PowerShell

New-SSMActivation -DefaultInstanceName MyWebServers
-TamRole service-role/AmazonEC2RunCommandRoleForManagedInstances
-RegistrationLimit 10 °
-Region us-east-2 °
-ExpirationDate "2021-07-07T00:00:00"
-Tag
@{"Key"="Environment";"Value"="Production"},@{"Key"="Department";"Value"="Finance"}

If the activation is created successfully, the system immediately returns an Activation Code and
ID.
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Step 3: Install SSM Agent for a hybrid and multicloud environment
(Linux)

This topic describes how to install AWS Systems Manager SSM Agent on non EC2 (Amazon Elastic
Compute Cloud) Linux machines in a hybrid and multicloud environment. If you plan to use

Windows Server machines in a hybrid and multicloud environment, see the next step, Step 4: Install

SSM Agent for a hybrid and multicloud environment (Windows).

/A Important

This procedure is machine types other than EC2 instances for a hybrid and multicloud
environment. To download and install SSM Agent on an EC2 instance for Linux, see
Working with SSM Agent on EC2 instances for Linux.

Before you begin, locate the Activation Code and Activation ID that were sent to you after you
completed the hybrid activation earlier in Step 2: Create a hybrid activation for a hybrid and

multicloud environment. You specify the Code and ID in the following procedure.

region represents the identifier for an AWS Region supported by AWS Systems Manager, such as
us-east-2 for the US East (Ohio) Region. For a list of supported region values, see the Region
column in Systems Manager service endpoints in the Amazon Web Services General Reference.

For example, to download SSM Agent for Amazon Linux, RHEL, CentOS, and SLES 64-bit from the
US East (Ohio) Region (us-east-2), use the following URL:

https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/linux_amd64/amazon-ssm-
agent.rpm

Amazon Linux 1,Amazon Linux 2, RHEL, Oracle Linux, CentOS, and SLES
« x86_64

https://s3.region.amazonaws.com/amazon-ssm-region/latest/linux_amd64/
amazon-ssm-agent.rpm

« x86

https://s3.region.amazonaws.com/amazon-ssm-region/latest/linux_386/
amazon-ssm-agent.rpm
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- ARM64

https://s3.region.amazonaws.
amazon-ssm-agent.rpm

RHEL 6.x, CentOS 6.x

- x86_64

https://s3.region.amazonaws.

com/amazon-ssm-region/latest/linux_arm64/

com/amazon-ssm-region/3.0.1479.0/

linux_amd64/amazon-ssm-agent.xrpm

« x86

https://s3.region.amazonaws.

com/amazon-ssm-region/3.0.1479.0/

linux_386/amazon-ssm-agent.rpm

Ubuntu Server
» Xx86_64

https://s3.region.amazonaws.
amazon-ssm-agent.deb

- ARM64

https://s3.region.amazonaws.
amazon-ssm-agent.deb

« x86

https://s3.region.amazonaws.
amazon-ssm-agent.deb

Debian Server
« x86_64

https://s3.region.amazonaws.
amazon-ssm-agent.deb

- ARM64

com/amazon-ssm-region/latest/debian_amd64/

com/amazon-ssm-region/latest/debian_arm64/

com/amazon-ssm-region/latest/debian_386/

com/amazon-ssm-region/latest/debian_amd64/
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https://s3.region.amazonaws.com/amazon-ssm-region/latest/debian_arm64/
amazon-ssm-agent.deb

Raspberry Pi OS (formerly Raspbian)

« https://s3.region.amazonaws.com/amazon-ssm-region/latest/debian_arm/
amazon-ssm-agent.deb

To install SSM Agent on non-EC2 machines in a hybrid and multicloud environment

1. Log on to a server or VM in your hybrid and multicloud environment.

2. If you use an HTTP or HTTPS proxy, you must set the http_proxy or https_proxy
environment variables in the current shell session. If you aren't using a proxy, you can skip this
step.

For an HTTP proxy server, enter the following commands at the command line:

export http_proxy=http://hostname:port
export https_proxy=http://hostname:port

For an HTTPS proxy server, enter the following commands at the command line:

export http_proxy=http://hostname:port
export https_proxy=https://hostname:port

3. Copy and paste one of the following command blocks into SSH. Replace the placeholder
values with the Activation Code and Activation ID generated when you create a managed-node
activation, and with the identifier of the AWS Region you want to download SSM Agent from,
then press Enter.

(® Note

Note the following important details:

« sudo isn't necessary if you're a root user.

« Download ssm-setup-cli from the same AWS Region as where your hybrid
activation was created.
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e ssm-setup-cli supports amanifest-url option that determines the source
where the agent is downloaded from. Don't specify a value for this option unless
required by your organization.

« When registering instances, only use the provided download link provided for ssm-
setup-cli. ssm-setup-cli shouldn't be stored separately for future use.

» You can use the script provided here to validate the signature of ssm-setup-cli.

region represents the identifier for an AWS Region supported by AWS Systems Manager, such
as us-east-2 for the US East (Ohio) Region. For a list of supported region values, see the
Region column in Systems Manager service endpoints in the Amazon Web Services General

Reference.
Additionally, ssm-setup-cli includes the following options:

e version - Valid values are 1atest and stable.

« downgrade - Allows the SSM Agent to be downgraded to an earlier version. Specify true to
install an earlier version of the agent.

o skip-signature-validation - Skips the signature validation during the download and
installation of the agent.

RHEL 6.x, and CentOS 6.x

mkdir /tmp/ssm

curl https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/3.0.1479.0/1inux_amd64/

amazon-ssm-agent.rpm -o /tmp/ssm/amazon-ssm-agent.rpm

sudo yum install -y /tmp/ssm/amazon-ssm-agent.rpm

sudo stop amazon-ssm-agent

sudo -E amazon-ssm-agent -register -code "activation-code" -id "activation-id" -region
"region"

sudo start amazon-ssm-agent

Amazon Linux 1

mkdir /tmp/ssm

curl https://amazon-ssm-region.s3.region.amazonaws.com/latest/linux_amd64/ssm-setup-cli
-0 /tmp/ssm/ssm-setup-cli

sudo chmod +x /tmp/ssm/ssm-setup-cli
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sudo /tmp/ssm/ssm-setup-cli -register -activation-code "activation-code" -id
"activation-id" -region "region"

Amazon Linux 2, RHEL 7.x, Oracle Linux, and CentOS 7.x

mkdir /tmp/ssm

curl https://amazon-ssm-region.s3.region.amazonaws.com/latest/linux_amd64/ssm-setup-cli
-0 /tmp/ssm/ssm-setup-cli
sudo chmod +x /tmp/ssm/ssm-setup-cli

sudo /tmp/ssm/ssm-setup-cli -register -activation-code "activation-code" -activation-id
"activation-id" -region "region"

RHEL 8.x and CentOS 8.x

mkdir /tmp/ssm

curl https://amazon-ssm-region.s3.region.amazonaws.com/latest/linux_amd64/ssm-setup-cli
-0 /tmp/ssm/ssm-setup-cli
sudo chmod +x /tmp/ssm/ssm-setup-cli

sudo /tmp/ssm/ssm-setup-cli -register -activation-code "activation-code" -activation-id
"activation-id" -region "region"

Debian Server

mkdir /tmp/ssm

curl https://amazon-ssm-region.s3.region.amazonaws.com/latest/debian_amd64/ssm-setup-
cli -o /tmp/ssm/ssm-setup-cli

sudo chmod +x /tmp/ssm/ssm-setup-cli

sudo /tmp/ssm/ssm-setup-cli -register -activation-code "activation-code" -activation-id
"activation-id" -region "region"

Raspberry Pi OS (formerly Raspbian)

mkdir /tmp/ssm

curl https://amazon-ssm-region.s3.region.amazonaws.com/latest/debian_arm/ssm-setup-cli
-0 /tmp/ssm/ssm-setup-cli

sudo chmod +x /tmp/ssm/ssm-setup-cli

sudo /tmp/ssm/ssm-setup-cli -register -activation-code "activation-code" -activation-id
"activation-id" -region "region"
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SLES

mkdir /tmp/ssm

curl https://amazon-ssm-region.s3.region.amazonaws.com/latest/debian_arm/ssm-setup-cli
-0 /tmp/ssm/ssm-setup-cli

sudo chmod +x /tmp/ssm/ssm-setup-cli

sudo /tmp/ssm/ssm-setup-cli -register -activation-code "activation-code" -activation-id
"activation-id" -region "region"

Ubuntu

« Using .deb packages

mkdir /tmp/ssm

curl https://amazon-ssm-region.s3.region.amazonaws.com/latest/debian_amd64/ssm-setup-
cli -o /tmp/ssm/ssm-setup-cli

sudo chmod +x /tmp/ssm/ssm-setup-cli

sudo /tmp/ssm/ssm-setup-cli -register -activation-code "activation-code" -activation-
id "activation-id" -region "region"

» Using Snap packages

You don't need to specify a URL for the download, because the snap command automatically
downloads the agent from the Snap app store at https://snapcraft.io.

On Ubuntu Server 20.10 STR & 20.04, 18.04, and 16.04 LTS, SSM Agent installer files, including
agent binaries and config files, are stored in the following directory: /snap/amazon-ssm-
agent/current/. If you make changes to any configuration files in this directory, then you
must copy these files from the /snap directory to the /etc/amazon/ssm/ directory. Log and
library files haven't changed (/var/lib/amazon/ssm, /var/log/amazon/ssm).

sudo snap install amazon-ssm-agent --classic

sudo systemctl stop snap.amazon-ssm-agent.amazon-ssm-agent.service

sudo /snap/amazon-ssm-agent/current/amazon-ssm-agent -register -code "activation-
code" -id "activation-id" -region "region"

sudo systemctl start snap.amazon-ssm-agent.amazon-ssm-agent.service

/A Important

The candidate channel in the Snap store contains the latest version of SSM Agent; not
the stable channel. If you want to track SSM Agent version information on the candidate
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channel, run the following command on your Ubuntu Server 18.04 and 16.04 LTS 64-bit
managed nodes.

sudo snap switch --channel=candidate amazon-ssm-agent

The command downloads and installs SSM Agent onto the hybrid-activated machine in your hybrid
and multicloud environment. The command stops SSM Agent, and then registers the machine

with the Systems Manager service. The machine is now a managed node. Amazon EC2 instances
configured for Systems Manager are also managed nodes. In the Systems Manager console,
however, your hybrid-activated nodes are distinguished from Amazon EC2 instances with the prefix

mi

Continue to Step 4: Install SSM Agent for a hybrid and multicloud environment (Windows).

Setting up private key auto rotation

To strengthen your security posture, you can configure AWS Systems Manager Agent (SSM Agent)
to automatically rotate the private key for your hybrid and multicloud environment. You can access
this feature using SSM Agent version 3.0.1031.0 or later. Turn on this feature using the following
procedure.

To configure SSM Agent to rotate the private key for a hybrid and multicloud environment

1. Navigate to /etc/amazon/ssm/ on a Linux machine or C:\Program Files\Amazon\SSM
for a Windows machine.

2. Copy the contents of amazon-ssm-agent. json.template to a new file named amazon-
ssm-agent. json. Save amazon-ssm-agent. json in the same directory where amazon-
ssm-agent.json.template is located.

3. Find Profile, KeyAutoRotateDays. Enter the number of days that you want between
automatic private key rotations.

4. Restart SSM Agent.

Every time you change the configuration, restart SSM Agent.

You can customize other features of SSM Agent using the same procedure. For an up-to-date list of
the available configuration properties and their default values, see Config Property Definitions.

Step 3: Install SSM Agent for a hybrid and multicloud environment (Linux) 60


https://github.com/aws/amazon-ssm-agent#config-property-definitions

AWS Systems Manager User Guide

Deregister and reregister a managed node

You can deregister a hybrid-activated managed node by calling the DeregisterManagedInstance
API operation from either the AWS CLI or Tools for Windows PowerShell. Here's an example CLI
command:

aws ssm deregister-managed-instance --instance-id "mi-1234567890"

To remove the remaining registration information for the agent, remove the
IdentityConsumptionOrder key in the amazon-ssm-agent. json file. Then run the following
command:

amazon-ssm-agent -register -clear

You can reregister a machine after you deregister it. Use the following procedure to reregister a
machine. After you complete the procedure, your managed node is displayed again in the list of
managed nodes.

To reregister a managed node on a non-EC2 Linux machine

1. Connect to your machine.

2. Run the following command. Be sure to replace the placeholder values with the Activation
Code and Activation ID generated when you create a managed-node activation, and with the
identifier of the Region you want to download the SSM Agent from.

echo "yes" | sudo /tmp/ssm/ssm-setup-cli -register -activation-code "activation-
code" -activation-id "activation-id" -region "region
Troubleshooting SSM Agent installation on non-EC2 Linux machines

Use the following information to help you troubleshoot problems installing SSM Agent on hybrid-
activated Linux machines in a hybrid and multicloud environment.

You receive DeliveryTimedOut error

Problem: While configuring a machine in one AWS account as a managed node for a separate AWS
account, you receive DeliveryTimedOut after running the commands to install SSM Agent on the
target machine.
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Solution: DeliveryTimedOut is the expected response code for this scenario. The command to
install SSM Agent on the target node changes the node ID of the source node. Because the node
ID has changed, the source node isn't able to reply to the target node that the command failed,
completed, or timed out while executing.

Unable to load node associations

Problem: After running the install commands, you see the following error in the SSM Agent error
logs:

Unable to load instance associations, unable to retrieve
associations unable to retrieve associations error occurred in
RequestManagedInstanceRoleToken: MachineFingerprintDoesNotMatch:
Fingerprint doesn't match

You see this error when the machine ID doesn't persist after a reboot.

Solution: To solve this problem, run the following command. This command forces the machine ID
to persist after a reboot.

umount /etc/machine-id
systemd-machine-id-setup

Step 4: Install SSM Agent for a hybrid and multicloud environment
(Windows)

This topic describes how to install SSM Agent on Windows Server machines for a hybrid and
multicloud environment. If you plan to use non-EC2 Linux machines in a hybrid and multicloud
environment, see the previous step, Step 3: Install SSM Agent for a hybrid and multicloud

environment (Linux).

/A Important

This procedure is non-EC2 (Amazon Elastic Compute Cloud) machines in hybrid and
multicloud environment. To download and install SSM Agent on an EC2 instance for
Windows Server, see Working with SSM Agent on EC2 instances for Windows Server.
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Before you begin, locate the Activation Code and Activation ID that were sent to you after you
completed the hybrid activation earlier in Step 2: Create a hybrid activation for a hybrid and

multicloud environment. You specify the Code and ID in the following procedure.

To install SSM Agent on non-EC2 Windows Server machines in a hybrid and multicloud
environment
1. Log on to a server or VM in your hybrid and multicloud environment.

2. If youuse an HTTP or HTTPS proxy, you must set the http_proxy or https_proxy
environment variables in the current shell session. If you aren't using a proxy, you can skip this
step.

For an HTTP proxy server, set this variable:

http_proxy=http://hostname:port
https_proxy=http://hostname:port

For an HTTPS proxy server, set this variable:

http_proxy=http://hostname:port
https_proxy=https://hostname:port
3. Open Windows PowerShell in elevated (administrative) mode.

4. Copy and paste the following command block into Windows PowerShell. Replace each
example resource placeholder with your own information. For example, the Activation
Code and Activation ID generated when you create a hybrid activation, and with the identifier
of the AWS Region you want to download SSM Agent from.

(® Note

Note the following important details:

e ssm-setup-cli supports amanifest-url option that determines the source
where the agent is downloaded from. Don't specify a value for this option unless
required by your organization.

» You can use the script provided here to validate the signature of ssm-setup-cli.
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« When registering instances, only use the provided download link provided for ssm-
setup-cli. ssm-setup-cli shouldn't be stored separately for future use.

region represents the identifier for an AWS Region supported by AWS Systems Manager, such
as us-east-2 for the US East (Ohio) Region. For a list of supported region values, see the
Region column in Systems Manager service endpoints in the Amazon Web Services General

Reference.

Additionally, ssm-setup-cli includes the following options:

« version - Valid values are 1atest and stable.
« downgrade - Reverts the agent to an earlier version.

» skip-signature-validation - Skips the signature validation during the download and
installation of the agent.

64-bit

[System.Net.ServicePointManager]: :SecurityProtocol = 'TLS12'

$code = "activation-code"
$id = "activation-id"
$region = "us-east-1"

$dir = $env:TEMP + "\ssm"

New-Item -ItemType directory -Path $dir -Force

cd $dir

(New-Object System.Net.WebClient).DownloadFile("https://amazon-ssm-$region.s3.
$region.amazonaws.com/latest/windows_amd64/ssm-setup-cli.exe", $dir + "\ssm-
setup-cli.exe")

./ssm-setup-cli.exe -register -activation-code="$code" -activation-id="$id" -
region="$region"

Get-Content ($env:ProgramData + "\Amazon\SSM\InstanceData\registration")
Get-Service -Name "AmazonSSMAgent"

32-bit

"[System.Net.ServicePointManager]: :SecurityProtocol = 'TLS12"'"

$code = "activation-code"
$id = "activation-id"
$region = "us-east-1"
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$dir = $env:TEMP + "\ssm"
New-Item -ItemType directory -Path $dir -Force
cd $dir

(New-Object System.Net.WebClient).DownloadFile("https://amazon-ssm-$region.s3.
$region.amazonaws.com/latest/windows_386/ssm-setup-cli.exe", $dir + "\ssm-setup-

cli.exe")

./ssm-setup-cli.exe -register -activation-code="$code" -activation-id="$id" -

region="$region"
Get-Content ($env:ProgramData + "\Amazon\SSM\InstanceData\registration")
Get-Service -Name "AmazonSSMAgent"

5. Press Enter.

The command does the following:

« Downloads and installs SSM Agent onto the machine.
 Registers the machine with the Systems Manager service.

« Returns a response to the request similar to the following:

Directory: C:\Users\ADMINI~1\AppData\Local\Temp\2

Mode LastWriteTime Length Name

d----- 07/07/2018 8:07 PM ssm
{"ManagedInstanceID":"mi-008d36be46EXAMPLE", "Region":"us-east-2"}

Status : Running
Name : AmazonSSMAgent
DisplayName : Amazon SSM Agent

The machine is now a managed node. These managed nodes are now identified with the
prefix "mi-". You can view managed nodes on the Managed node page in Fleet Manager, by
using the AWS CLI command describe-instance-information, or by using the API command
Describelnstancelnformation.
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Setting up private key auto rotation

To strengthen your security posture, you can configure AWS Systems Manager Agent (SSM Agent)
to automatically rotate the private key for a hybrid and multicloud environment. You can access
this feature using SSM Agent version 3.0.1031.0 or later. Turn on this feature using the following
procedure.

To configure SSM Agent to rotate the private key for a hybrid and multicloud environment

1. Navigate to /etc/amazon/ssm/ on a Linux machine or C:\Program Files\Amazon\SSM
for a Windows Server machine.

2. Copy the contents of amazon-ssm-agent. json.template to a new file named amazon-
ssm-agent. json. Save amazon-ssm-agent. json in the same directory where amazon-
ssm-agent.json.template is located.

3. Find Profile, KeyAutoRotateDays. Enter the number of days that you want between
automatic private key rotations.

4. Restart SSM Agent.

Every time you change the configuration, restart SSM Agent.

You can customize other features of SSM Agent using the same procedure. For an up-to-date list of
the available configuration properties and their default values, see Config Property Definitions.

Deregister and reregister a managed node

You can deregister a managed node by calling the DeregisterManagedInstance APl operation from

either the AWS CLI or Tools for Windows PowerShell. Here's an example CLI command:
aws ssm deregister-managed-instance --instance-id "mi-1234567890"

To remove the remaining registration information for the agent, remove the
IdentityConsumptionOxrder key in the amazon-ssm-agent. json file. Then run the following
command:

amazon-ssm-agent -register -clear

You can reregister a machine after you deregister it. Use the following procedure to reregister a
machine as a managed node. After you complete the procedure, your managed node is displayed
again in the list of managed nodes.
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To reregister a managed node on a Windows hybrid machine

1. Connect to your machine.

2. Run the following command. Be sure to replace the placeholder values with the Activation
Code and Activation ID generated when you create a hybrid activation, and with the identifier
of the Region you want to download the SSM Agent from.

yes' | & Start-Process ./ssm-setup-cli.exe -ArgumentlList @("-register",
activation-code=$code", "-activation-id=$id", "-region=$region") -Wait
Get-Content ($env:ProgramData + "\Amazon\SSM\InstanceData\registration")
Get-Service -Name "AmazonSSMAgent"

Setting up AWS Systems Manager for edge devices

This section describes the setup tasks that account and system administrators perform to enable
configuration and management of AWS loT Greengrass core devices. After you complete these
tasks, users who have been granted permissions by the AWS account administrator can use AWS
Systems Manager to configure and manage their organization's AWS loT Greengrass core devices.

(® Note

« SSM Agent for AWS loT Greengrass isn't supported on macOS and Windows 10. You can't
use Systems Manager capabilities to manage and configure edge devices that use these
operating systems.

« Systems Manager also supports edge devices that aren't configured as AWS loT
Greengrass core devices. To use Systems Manager to manage AWS loT Core devices and
non-AWS edge devices, you must configure them using a hybrid activation. For more
information, see Setting up Systems Manager for hybrid and multicloud environments.

» To use Session Manager and Microsoft application patching with your edge devices,
you must enable the advanced-instances tier. For more information, see Turning on the

advanced-instances tier.

Before you begin

Verify that your edge devices meet the following requirements.

Setting up edge devices
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» Your edge devices must meet the requirements to be configured as AWS loT Greengrass core
devices. For more information, see Setting up AWS loT Greengrass core devices in the AWS loT
Greengrass Version 2 Developer Guide.

» Your edge devices must be compatible with AWS Systems Manager Agent (SSM Agent). For more
information, see Supported operating systems for Systems Manager.

» Your edge devices must be able to communicate with the Systems Manager service in the cloud.
Systems Manager doesn't support disconnected edge devices.

About setting up edge devices

Setting up AWS loT Greengrass devices for Systems Manager involves the following processes.

® Note

For information about uninstalling SSM Agent from an edge device, see Uninstall the AWS
Systems Manager Agent in the AWS loT Greengrass Version 2 Developer Guide.

Step 1: Create an IAM service role for edge devices

AWS loT Greengrass core devices require an AWS Identity and Access Management (IAM) service
role to communicate with AWS Systems Manager. The role grants AWS Security Token Service (AWS
STS) AssumeRole trust to the Systems Manager service. You only need to create the service role
once for each AWS account. You will specify this role for the RegistrationRole parameter when
you configure and deploy the SSM Agent component to your AWS loT Greengrass devices. If you
already created this role while setting up non-EC2 nodes for a hybrid and multicloud environment,

you can skip this step.

(® Note

Users in your company or organization who will use Systems Manager on your edge devices
must be granted permission in IAM to call the Systems Manager API.

S3 bucket policy requirement

If either of the following cases are true, you must create a custom IAM permission policy for
Amazon Simple Storage Service (Amazon S3) buckets before completing this procedure:
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« Case 1: You're using a VPC endpoint to privately connect your VPC to supported AWS services
and VPC endpoint services powered by AWS PrivateLink.

« Case 2: You plan to use an S3 bucket that you create as part of your Systems Manager
operations, such as for storing output for Run Command commands or Session Manager sessions
to an S3 bucket. Before proceeding, follow the steps in Create a custom S3 bucket policy for
an instance profile. The information about S3 bucket policies in that topic also applies to your
service role.

(® Note

If your devices are protected by a firewall and you plan to use Patch Manager, the firewall
must allow access to the patch baseline endpoint arn:aws:s3:::patch-baseline-
snapshot-region/*.

region represents the identifier for an AWS Region supported by AWS Systems
Manager, such as us-east-2 for the US East (Ohio) Region. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the
Amazon Web Services General Reference.

AWS CLI
To create an IAM service role for an AWS loT Greengrass environment (AWS CLI)

1. Install and configure the AWS Command Line Interface (AWS CLI), if you haven't already.

For information, see Installing or updating the latest version of the AWS CLI.

2. Onyour local machine, create a text file with a name such as SSMService-Trust. json
with the following trust policy. Make sure to save the file with the . json file extension.

® Note

Make a note of the name. You will specify it when you deploy SSM Agent to your
AWS loT Greengrass core devices.

"Version": "2012-10-17",
"Statement": {
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"Effect": "Allow",
"Principal": {
"Service": "ssm.amazonaws.com"

iy

"Action": "sts:AssumeRole"

3. Open the AWS CLI, and in the directory where you created the JSON file, run the create-

role command to create the service role. Replace each example resource placeholder

with your own information.

Linux & macOS

aws iam create-role \
--role-name SSMServiceRole \
--assume-role-policy-document file://SSMService-Trust.json

Windows

aws iam create-role ~
--role-name SSMServiceRole *
--assume-role-policy-document file://SSMService-Trust.json

4. Run the attach-role-policy command as follows to allow the service role you just created

to create a session token. The session token gives your edge devices permission to run
commands using Systems Manager.

(® Note

The policies you add for a service profile for edge devices are the same policies
used to create an instance profile for Amazon Elastic Compute Cloud (Amazon
EC2) instances. For more information about the IAM policies used in the following
commands, see Configure instance permissions for Systems Manager.

(Required) Run the following command to allow an edge device to use AWS Systems
Manager service core functionality.

Linux & macOS
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aws iam attach-role-policy \
--role-name SSMServiceRole \
--policy-arn arn:aws:iam::aws:policy/AmazonSSMManagedInstanceCore

Windows

aws iam attach-role-policy #
--role-name SSMServiceRole ~
--policy-arn arn:aws:iam::aws:policy/AmazonSSMManagedInstanceCore

If you created a custom S3 bucket policy for your service role, run the following command
to allow AWS Systems Manager Agent (SSM Agent) to access the buckets you specified in
the policy. Replace account_ID and my_bucket_policy_name with your AWS account ID
and your bucket name.

Linux & macOS

aws iam attach-role-policy \
--role-name SSMServiceRole \
--policy-arn arn:aws:iam::account_ID:policy/my_bucket_policy_name

Windows

aws iam attach-role-policy #
--role-name SSMServiceRole *
--policy-arn arn:aws:iam::account_id:policy/my_bucket_policy_name

(Optional) Run the following command to allow SSM Agent to access AWS Directory Service
on your behalf for requests to join the domain from edge devices. The service role needs
this policy only if you join your edge devices to a Microsoft AD directory.

Linux & macOS

aws iam attach-role-policy \
--role-name SSMServiceRole \
--policy-arn arn:aws:iam::aws:policy/AmazonSSMDirectoryServiceAccess

Windows
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aws iam attach-role-policy ~
--role-name SSMServiceRole *

--policy-arn arn:aws:iam::aws:policy/AmazonSSMDirectoryServiceAccess

(Optional) Run the following command to allow the CloudWatch agent to run on your edge
devices. This command makes it possible to read information on a device and write it to
CloudWatch. Your service role needs this policy only if you will use services such as Amazon
EventBridge or Amazon CloudWatch Logs.

aws iam attach-role-policy \
--role-name SSMServiceRole \
--policy-arn arn:aws:iam::aws:policy/CloudWatchAgentServerPolicy

Tools for PowerShell

To create an IAM service role for an AWS loT Greengrass environment (AWS Tools for
Windows PowerShell)

1. Install and configure the AWS Tools for PowerShell (Tools for Windows PowerShell), if you
haven't already.

For information, see Installing the AWS Tools for PowerShell.

2. Onyour local machine, create a text file with a name such as SSMService-Trust.json
with the following trust policy. Make sure to save the file with the . json file extension.

(® Note

Make a note of the name. You will specify it when you deploy SSM Agent to your
AWS loT Greengrass core devices.

"Version": "2012-10-17",
"Statement": {
"Effect": "Allow",
"Principal": {

"Service": "ssm.amazonaws.com"
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}I

"Action": "sts:AssumeRole"

3. Open PowerShell in administrative mode, and in the directory where you created the JSON
file, run New-IAMRole as follows to create a service role.

New-IAMRole °
-RoleName SSMServiceRole °
-AssumeRolePolicyDocument (Get-Content -raw SSMService-Trust.json)

4. Use Register-IAMRolePolicy as follows to allow the service role you created to create a

session token. The session token gives your edge devices permission to run commands
using Systems Manager.

(@ Note

The policies you add for a service role for edge devices in an AWS loT Greengrass
environment are the same policies used to create an instance profile for EC2
instances. For more information about the AWS policies used in the following
commands, see Configure instance permissions for Systems Manager.

(Required) Run the following command to allow an edge device to use AWS Systems
Manager service core functionality.

Register-IAMRolePolicy °
-RoleName SSMServiceRole °
-PolicyArn arn:aws:iam::aws:policy/AmazonSSMManagedInstanceCore

If you created a custom S3 bucket policy for your service role, run the following command
to allow SSM Agent to access the buckets you specified in the policy. Replace account_1ID
and my_bucket_policy_name with your AWS account ID and your bucket name.

Register-IAMRolePolicy °
-RoleName SSMServiceRole °
-PolicyArn arn:aws:iam::account_ID:policy/my_bucket_policy_name
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(Optional) Run the following command to allow SSM Agent to access AWS Directory Service
on your behalf for requests to join the domain from edge devices. The service role needs
this policy only if you join your edge devices to a Microsoft AD directory.

Register-IAMRolePolicy °
-RoleName SSMServiceRole °
-PolicyArn arn:aws:iam::aws:policy/AmazonSSMDirectoryServiceAccess

(Optional) Run the following command to allow the CloudWatch agent to run on your edge
devices. This command makes it possible to read information on a device and write it to
CloudWatch. Your service role needs this policy only if you will use services such as Amazon
EventBridge or Amazon CloudWatch Logs.

Register-IAMRolePolicy °
-RoleName SSMServiceRole °
-PolicyArn arn:aws:iam::aws:policy/CloudWatchAgentServerPolicy

Step 2: Set up AWS loT Greengrass

Set up your edge devices as AWS loT Greengrass core devices. The setup process involves verifying
supported operating systems and system requirements, as well as installing and configuring the
AWS loT Greengrass Core software on your devices. For more information, see Setting up AWS loT

Greengrass core devices in the AWS IoT Greengrass Version 2 Developer Guide.

Step 3: Update the AWS loT Greengrass token exchange role and install
SSM Agent on your edge devices

The final step for setting up and configuring your AWS loT Greengrass core devices for Systems
Manager requires you to update the AWS loT Greengrass AWS Identity and Access Management
(IAM) device service role, also called the token exchange role, and deploy AWS Systems Manager
Agent (SSM Agent) to your AWS loT Greengrass devices. For information about these processes, see
Install the AWS Systems Manager Agent in the AWS loT Greengrass Version 2 Developer Guide.

After you deploy SSM Agent to your devices, AWS loT Greengrass automatically registers your
devices with Systems Manager. No additional registration is necessary. You can begin using Systems
Manager capabilities to access, manage, and configure your AWS loT Greengrass devices.
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® Note

Your edge devices must be able to communicate with the Systems Manager service in the
cloud. Systems Manager doesn't support disconnected edge devices.

Setting up a delegated administrator for Systems Manager

When you set up an organization in AWS Organizations, you assign a management account to
perform all administrative tasks for all AWS services. The management account user can assign

a delegated administrator account only for Systems Manager to perform administrative tasks

for Change Manager, Explorer, and OpsCenter. AWS Organizations is an account management
service that you can use to create an organization and assign AWS accounts to manage these
accounts centrally. For information about AWS Organizations, see AWS Organizations in the AWS
Organizations User Guide.

Change Manager, Explorer, and OpsCenter, capabilities of AWS Systems Manager, work with AWS
Organizations to perform tasks on all member accounts of your organization. You can assign only
one delegated administrator for all Systems Manager capabilities. The delegated administrator
account must be the member of the organizational to which it's assigned.

Topics

» Delegated administrator for Change Manager

» Delegated administrator for Explorer

» Delegated administrator for OpsCenter

Delegated administrator for Change Manager

Change Manager is an enterprise change management framework for requesting, approving,
implementing, and reporting on operational changes to your application configuration and
infrastructure.

If you use Change Manager across an organization, assign a delegated administrator account to
manage change templates, approvals, and reporting for all member accounts. Using Quick Setup,
you can set up Change Manager to use with an organization and select the delegated administrator
account. If you use Change Manager with a single AWS account, the delegated administrator
account isn't required.
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By default, Change Manager displays all change-related tasks in the delegated administrator
account. For instructions on configuring a delegated administrator while setting up Change
Manager for an organization, see Setting up Change Manager for an organization (management

account).

/A Important

If you use Change Manager across an organization, we recommend always making changes
from the delegated administrator account. Although you can make changes from other
accounts in the organization, those changes won't be reported in or viewable from the
delegated administrator account.

Delegated administrator for Explorer

Explorer is a customizable operations dashboard that reports aggregated view of operations data
(OpsData) for your AWS accounts, across AWS Regions.

You can configure a delegated administrator account for Systems Manager to aggregate Explorer
data from multiple Regions and accounts by using resource data sync with AWS Organizations.

A delegated administrator can search, filter, and aggregate Explorer data using the AWS
Management Console, the AWS Command Line Interface (AWS CLI), or AWS Tools for Windows
PowerShell.

When you use a delegated administrator account for Explorer, you limit the number of
administrators who can create or delete multi-account and Region resource data syncs to an
individual AWS account.

You can synchronize operations data across all AWS accounts in your organization by using
Explorer. For information on how to assign a delegated administrator from Explorer, see
Configuring a delegated administrator.

Delegated administrator for OpsCenter

OpsCenter provides a central location where operations engineers and IT professionals can

manage operational work items (Opsltems) related to AWS resources. If you want to use OpsCenter
to manage Opsltems centrally across accounts, you must set up the organization in AWS
Organizations.
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Using Quick Setup for OpsCenter, you can assign a delegated administrator account and configure
OpsCenter to manage Opsltems centrally. For more information, see (Optional) Configure
OpsCenter to manage Opsltems across accounts by using Quick Setup.
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Getting started with AWS Systems Manager

Use this tutorial to get started with AWS Systems Manager. You'll learn how to launch an Amazon
Elastic Compute Cloud (Amazon EC2) instance that is managed by Systems Manager, and how to
connect to the managed instance.

Because Systems Manager is a collection of multiple capabilities, no single walkthrough or tutorial
can introduce the entire service. This tutorial provides an introduction to some of the capabilities.

Prerequisites

Before you begin, be sure that you've completed the steps in Setting up Systems Manager for EC2
instances.

Launch an instance using an AMI with SSM Agent preinstalled

You can launch an Amazon EC2 instance using the AWS Management Console as described in
the following procedure. This tutorial is intended to help you launch your first managed instance
quickly, so it doesn't cover all possible options.

To launch an instance

1. Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

2. From the EC2 console dashboard, in the Launch instance box, choose Launch instance, and
then choose Launch instance from the options that appear.

For Name and tags, for Name, enter a descriptive name for your instance.

4. For Application and OS Images (Amazon Machine Image), do the following:

a. Choose the Quick Start tab, and then choose Amazon Linux. This is the operating system
(OS) for your instance.

b. For Amazon Machine Image (AMI), choose an HVM version of Amazon Linux 2.

5. For Instance type, from the Instance type list, choose the hardware configuration for your
instance. Choose the t2.micro instance type, which is selected by default. The t2.micro
instance type is eligible for the AWS Free Tier. In AWS Regions where t2.micro is unavailable,
you can use a t3.micro instance under the Free Tier. For more information, see AWS Free
Tier.
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6. For Key pair (login), for Key pair name, choose a key pair.

7. For Network settings, choose Edit. For Security group name, notice that the wizard created

and selected a security group for you. You can use this security group, or alternatively you can

select a security group that you created previously using the following steps:

a. Choose Select existing security group.

b. From Common security groups, choose your security group from the list of existing
security groups.

8. If you aren't using Default Host Management Configuration, expand the Advanced details
section, and for IAM instance profile, choose the instance profile that you created when
getting set up in Step 1: Configure instance permissions for Systems Manager.

9. Keep the default selections for the other configuration settings for your instance.

10. Review a summary of your instance configuration in the Summary pane. When you're ready,
choose Launch instance.

11. A confirmation page informs you that your instance is launching. Choose View all instances to

close the confirmation page and return to the console.

12. On the Instances screen, you can view the status of the launch. It takes a short time for an
instance to launch.

13. It can take a few minutes for the instance to show as managed and be ready for you to connect

to it. To check that your instance passed its status checks, view this information in the Status
check column.

Connect to your managed instance

To connect to your managed instance

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Fleet Manager.

_Or_

If the AWS Systems Manager home page opens first, choose the menu icon
(=

to open the navigation pane, and then choose Fleet Manager in the navigation pane.

Connect to your managed instance
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3. Choose the button next to the instance that you want to connect to using RDP.
4. Inthe Node actions menu, choose Start terminal session.

5. Select Connect.

Clean up your instance

If you're done working with the managed instance that you created for this tutorial, terminate it.
Terminating an instance effectively deletes it.

To terminate your instance

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

1

2. Inthe navigation pane, choose Instances. In the list of instances, select the instance.
3. Choose Instance state, Terminate instance.
4

Choose Terminate when prompted for confirmation.

Amazon EC2 shuts down and terminates your instance. After your instance is terminated, it
remains visible on the console briefly, and then the entry is deleted automatically. You can't
remove the terminated instance from the console display yourself.
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Working with SSM Agent

AWS Systems Manager Agent (SSM Agent) is Amazon software that runs on Amazon Elastic
Compute Cloud (Amazon EC2) instances, edge devices, on-premises servers, and virtual machines
(VMs). SSM Agent makes it possible for Systems Manager to update, manage, and configure these
resources. The agent processes requests from the Systems Manager service in the AWS Cloud, and
then runs them as specified in the request. SSM Agent then sends status and execution information
back to the Systems Manager service by using the Amazon Message Delivery Service (service prefix:

ec2messages) or the Amazon Message Gateway Service (ssmmessages).

If you monitor traffic, you will see that your managed nodes communicate with ec2messages. *
or ssmmessages. * endpoints. For more information, see Reference: ec2messages, ssmmessages,

and other APl operations. For information about porting SSM Agent logs to Amazon CloudWatch

Logs, see Monitoring AWS Systems Manager.

Contents

» SSM Agent technical reference

« Amazon Machine Images (AMls) with SSM Agent preinstalled

« Working with SSM Agent on EC2 instances for Linux

« Working with SSM Agent on EC2 instances for macOS

» Working with SSM Agent on EC2 instances for Windows Server

« Working with SSM Agent on edge devices

o Checking SSM Agent status and starting the agent

o Checking the SSM Agent version number

« Viewing SSM Agent logs

» Restricting access to root-level commands through SSM Agent

« Automating updates to SSM Agent

« Subscribing to SSM Agent notifications

o SSM Agent communications with AWS managed S3 buckets

« Troubleshooting SSM Agent
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SSM Agent technical reference

Use the information in this topic to help you implement AWS Systems Manager Agent (SSM Agent)
and understand how the agent works.

Topics

« SSM Agent version 3.2.x.x credential behavior

» SSM Agent credentials precedence

« About the local ssm-user account

« SSM Agent and the Instance Metadata Service (IMDS)

» Keeping SSM Agent up-to-date

» Ensuring that the SSM Agent installation directory is not modified, moved, or deleted

« SSM Agent rolling updates by AWS Regions

« Installing SSM Agent on VMs and on-premises instances

 Validating hybrid-activated machines using a hardware fingerprint

« SSM Agent on GitHub

SSM Agent version 3.2.x.x credential behavior

SSM Agent stores a set of temporary credentials at /var/1ib/amazon/ssm/credentials (for
Linux and macOS) or SPROGRAMFILES%\Amazon\SSM\credentials (for Windows Server) when
an instance is onboarded using the Default Host Management Configuration in Quick Setup. The
temporary credentials have the permissions you specify for the IAM role you chose for Default
Host Management Configuration. On Linux, only the root account can access these credentials. On
Windows Server, only the SYSTEM account and local Administrators can access these credentials.

SSM Agent credentials precedence

This topic describes important information about how SSM Agent is granted permission to perform
actions on your resources.

(@ Note

Support for edge devices differs slightly. You must configure your edge devices to use AWS
loT Greengrass Core software, configure an AWS Identity and Access Management (IAM)
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service role, and deploy SSM Agent to your devices by using AWS loT Greengrass. For more
information, see Setting up AWS Systems Manager for edge devices.

When SSM Agent is installed on an machine, it requires permissions in order to communicate

with the Systems Manager service. On Amazon Elastic Compute Cloud (Amazon EC2) instances,
these permissions are provided in an instance profile that is attached to the instance. On a non-
EC2 machine, SSM Agent normally gets the needed permissions from the shared credentials

file, located at /root/.aws/credentials (Linux and macOS) or SUSERPROFILE%\ . aws
\credentials (Windows Server). The needed permissions are added to this file during the hybrid
activation process.

In rare cases, however, a machine might end up with permissions added to more than one of the
locations where SSM Agent checks for permissions to run its tasks.

For example, say that you have configured an EC2 instance to be managed by Systems Manager.
That configuration includes attaching an instance profile. But then you decide to also use that
instance for developer or end-user tasks and install the AWS Command Line Interface (AWS CLI)
on it. This installation results in additional permissions being added to a credentials file on the
instance.

When you run a Systems Manager command on the instance, SSM Agent might try to use
credentials different from the ones you expect it to use, such as from a credentials file instead of
an instance profile. This is because SSM Agent looks for credentials in the order prescribed for the
default credential provider chain.

® Note

On Linux and macOS, SSM Agent runs as the root user. Therefore, the environment
variables and credentials file that SSM Agent looks for in this process are those of the
root user only (/root/.aws/credentials). SSM Agent doesn't look at the environment
variables or credentials file of any other users on the instance during the search for
credentials.

The default provider chain looks for credentials in the following order:

1. Environment variables, if configured (AWS_ACCESS_KEY_ID and AWS_SECRET_ACCESS_KEY).
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2. Shared credentials file ($HOME/ . aws/credentials for Linux and macOS or SUSERPROFILES%
\.aws\credentials for Windows Server) with permissions provided by, for example, a hybrid
activation or an AWS CLI installation.

3. An AWS Identity and Access Management (IAM) role for tasks if an application is present
that uses an Amazon Elastic Container Service (Amazon ECS) task definition or RunTask API
operation.

4. An instance profile attached to an Amazon EC2 instance.

5. The IAM role chosen for Default Host Management Configuration.

For related information, see the following topics:

Instance profiles for EC2 instances — Configure instance permissions for Systems Manager

Hybrid activations — Create a managed-node activation for a hybrid environment

AWS CLI credentials — Configuration and credential file settings in the AWS Command Line
Interface User Guide

Default credential provider chain - Specifying Credentials in the AWS SDK for Go Developer Guide

(@ Note

This topic in the AWS SDK for Go Developer Guide describes the default provider chain in
terms of the SDK for Go; however, the same principles apply to evaluating credentials for
SSM Agent.

About the local ssm-user account

Starting with version 2.3.50.0 of SSM Agent, the agent creates a local user account called ssm-
user and adds it to the /etc/sudoers.d directory (Linux and macQOS) or to the Administrators
group (Windows Server). On agent versions before 2.3.612.0, the account is created the first
time SSM Agent starts or restarts after installation. On version 2.3.612.0 and later, the ssm-
user account is created the first time a session is started on an instance. This ssm-user is the
default OS user when a session starts in Session Manager, a capability of AWS Systems Manager.
You can change the permissions by moving ssm-user to a less-privileged group or by changing
the sudoers file. The ssm-user account isn't removed from the system when SSM Agent is
uninstalled.
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On Windows Server, SSM Agent handles setting a new password for the ssm-user account when
each session starts. No passwords are set for ssm-user on Linux managed instances.

Starting with SSM Agent version 2.3.612.0, the ssm-user account isn't created automatically on
Windows Server machines that are being used as domain controllers. To use Session Manager on
a Windows Server domain controller, create the ssm-user account manually if it isn't already
present, and assign Domain Administrator permissions to the user.

/A Important

In order for the ssm-user account to be created, the instance profile attached to the
instance must provide the necessary permissions. For information, see Step 2: Verify or add

instance permissions for Session Manager.

SSM Agent and the Instance Metadata Service (IMDS)

Systems Manager relies on EC2 instance metadata to function correctly. Systems Manager can
access instance metadata using either version 1 or version 2 of the Instance Metadata Service
(IMDSv1 and IMDSv2). Your instance must be able to access IPv4 address of the instance metadata
service: 169.254.169.254. For more information, see Instance metadata and user data in the

Amazon EC2 User Guide for Linux Instances.
Keeping SSM Agent up-to-date

An updated version of SSM Agent is released whenever new capabilities are added to Systems
Manager or updates are made to existing capabilities. Failing to use the latest version of the agent
can prevent your managed node from using various Systems Manager capabilities and features.
For that reason, we recommend that you automate the process of keeping SSM Agent up to date
on your machines. For information, see Automating updates to SSM Agent. Subscribe to the SSM

Agent Release Notes page on GitHub to get notifications about SSM Agent updates.

(® Note

An updated version of SSM Agent is released whenever new capabilities are added to
Systems Manager or updates are made to existing capabilities. Failing to use the latest
version of the agent can prevent your managed node from using various Systems Manager
capabilities and features. For that reason, we recommend that you automate the process
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of keeping SSM Agent up to date on your machines. For information, see Automating
updates to SSM Agent. Subscribe to the SSM Agent Release Notes page on GitHub to get
notifications about SSM Agent updates.

Amazon Machine Images (AMils) that include SSM Agent by default can take up to two
weeks to be updated with the newest version of SSM Agent. We recommend that you
configure even more frequent automated updates to SSM Agent.

Ensuring that the SSM Agent installation directory is not modified,
moved, or deleted

SSM Agent is installed at /var/1ib/amazon/ssm/ (Linux and macOS) and %$PROGRAMFILES%
\Amazon\SSM\ (Windows Server). These installation directories contain critical files and folders
used by SSM Agent, such as a credentials file, resources for inter-process communication (IPC),
and orchestration folders. Nothing within the installation directory should be modified, moved, or
deleted. Otherwise, SSM Agent might cease to function properly.

SSM Agent rolling updates by AWS Regions

After an SSM Agent update is made available in its GitHub repository, it can take up to two weeks
until the updated version is rolled out to all AWS Regions at different times. For this reason, you
might receive the "Unsupported on current platform" or "updating amazon-ssm-agent to an older
version, please turn on allow downgrade to proceed" error when trying to deploy a new version of
SSM Agent in a Region.

To determine the version of SSM Agent available to you, you can run a curl command.

To view the version of the agent available in the global download bucket, run the following
command.

curl https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/latest/VERSION

To view the version of the agent available in a specific Region, run the following command,
substituting region with the Region you're working in, such as us-east-2 for the US East (Ohio)
Region.

curl https://s3.region.amazonaws.com/amazon-ssm-region/latest/VERSION
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You can also open the VERSION file directly in your browser without a curl command.

Installing SSM Agent on VMs and on-premises instances

For information about installing SSM Agent on non-EC2 machines for a hybrid and multicloud

environment, see Install SSM Agent for a hybrid environment (Linux) and Install SSM Agent for a

hybrid environment (Windows).

Validating hybrid-activated machines using a hardware fingerprint

When non-EC2 machines in a hybrid and multicloud environment, SSM Agent gathers a number

of system attributes (referred to as the hardware hash) and uses these attributes to compute a
fingerprint. The fingerprint is an opaque string that the agent passes to certain Systems Manager
APIs. This unique fingerprint associates the caller with a particular hybrid-activated managed node.
The agent stores the fingerprint and hardware hash on the local disk in a location called the Vault.

The agent computes the hardware hash and fingerprint when the machine is registered for use
with Systems Manager. Then, the fingerprint is passed back to the Systems Manager service when
the agent sends a RegisterManagedInstance command.

Later, when sending a RequestManagedInstanceRoleToken command, the agent checks
the fingerprint and hardware hash in the Vault to make sure that the current machine
attributes match with the stored hardware hash. If the current machine attributes do match
the hardware hash stored in the Vault, the agent passes in the fingerprint from the Vault to
RegisterManagedInstance, resulting in a successful call.

If the current machine attributes don't match the stored hardware hash, SSM Agent

computes a new fingerprint, stores the new hardware hash and fingerprint in the Vault,

and passes the new fingerprint to RequestManagedInstanceRoleToken. This causes
RequestManagedInstanceRoleToken to fail, and the agent won't be able to obtain a role token
to connect to the Systems Manager service.

This failure is by design and is used as a verification step to prevent multiple managed nodes from
communicating with the Systems Manager service as the same managed node.

When comparing the current machine attributes to the hardware hash stored in the Vault, the
agent uses the following logic to determine whether the old and new hashes match:

o If the SID (system/machine ID) is different, then no match.

« Otherwise, if the IP address is the same, then match.
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« Otherwise, the percentage of machine attributes that match is computed and compared with the
user-configured similarity threshold to determine whether there is a match.

The similarity threshold is stored in the Vault, as part of the hardware hash.

The similarity threshold can be set after an instance is registered using a command like the
following.

On Linux machines:

sudo amazon-ssm-agent -fingerprint -similarityThreshold 1

On Windows Server machines using PowerShell:

cd "C:\Program Files\Amazon\SSM\" °
.\amazon-ssm-agent.exe -fingerprint -similarityThreshold 1

/A Important

If one of the components used to calculate the fingerprint changes, this can cause the
agent to hibernate. To help avoid this hibernation, set the similarity threshold to a low
value, such as 1.

SSM Agent on GitHub

The source code for SSM Agent is available on GitHub so that you can adapt the agent to meet
your needs. We encourage you to submit pull requests for changes that you would like to have
included. However, Amazon Web Services doesn't provide support for running modified copies of
this software.

Amazon Machine Images (AMIs) with SSM Agent preinstalled

AWS Systems Manager Agent (SSM Agent) is preinstalled on some Amazon Machine Images (AMls)
provided by AWS and trusted third-parties.

For example, when you launch an Amazon Elastic Compute Cloud (Amazon EC2) instance created
from an AMI with one of the following operating systems, you'll likely find that the SSM Agent is
already installed:
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« AlmaLinux

« Amazon Linux 1 Base AMiIs dated 2017.09 and later
« Amazon Linux 2

o Amazon Linux 2 ECS-Optimized Base AMIs

« Amazon Linux 2023 (AL2023)

« Amazon EKS-Optimized Amazon Linux AMls

« macOS 10.14.x (Mojave), 10.15.x (Catalina), 11.x (Big Sur), 12.x (Monterey), 13.x (Ventura), and
14.x (Sonoma)

o SUSE Linux Enterprise Server (SLES) 12 and 15

o Ubuntu Server 16.04, 18.04, 20.04, and 22.04

« Windows Server 2008-2012 R2 AMIs published in November 2016 or later
« Windows Server 2016, 2019, and 2022

® Note

SSM Agent might be preinstalled on AWS managed AMIs that aren't on this list. This
typically indicates that the operating system (OS) is not fully supported by all Systems
Manager capabilities.

SSM Agent might also be preinstalled on AMlIs found in AWS Marketplace or in the
Community AMls repository, but AWS doesn’t support these AMils.

Verify the status of SSM Agent

Depending on when it was initialized, an instance created from an AMI on the preceding list might
not have SSM Agent preinstalled. It's also possible that an instance has the agent preinstalled, but
the agent isn't running. Therefore, we recommend that you check the status of SSM Agent before
you try to use Systems Manager on an instance for the first time.

Use the following procedure to verify that SSM Agent is installed and running on an instance. If
you find that the agent is not installed, you can manually install it on Linux, macOS, and Windows
Server instances.

To verify installation of SSM Agent on an instance

1. After launching a new instance, wait a few minutes for it to initialize.
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2. Connect to the instance using your preferred method. For example, you can use SSH to
connect to Linux instances or use Remote Desktop to connect to Windows Server instances.

3. Check the status of SSM Agent by running the command for your instance's operating system

type.

Operating system
Amazon Linux 1

Amazon Linux 2 and Amazon Linux 2023

macOS

SUSE Linux Enterprise Server

Ubuntu Server (32-bit)

Ubuntu Server (64-bit - Deb)

Ubuntu Server (64-bit - Snap)

Windows Server

® Tip

Command
sudo status amazon-ssm-agent

sudo systemctl status amazon-ss
m-agent

There is no command to check SSM Agent
status on macOS. You can check the status
by locating and evaluating the agent log
file /var/log/amazon/ssm/amazon-
ssm-agent.log

sudo systemctl status amazon-ss
m-agent

sudo status amazon-ssm-agent

sudo systemctl status amazon-ss
m-agent

sudo systemctl status snap.amaz
on-ssm-agent.amazon-ssm-age
nt.service

Get-Service AmazonSSMAgent

To view the commands for checking SSM Agent status on all operating system types

supported by Systems Manager, see Checking SSM Agent status and starting the agent.

Verify the status of SSM Agent
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4. Evaluate the command output to learn the status of the SSM Agent.
Status: Installed and running
In most cases, the command output indicates that the agent is installed and running.

The following example shows that SSM Agent is installed and running on an Amazon Linux 2
instance.

amazon-ssm-agent.service - amazon-ssm-agent

Loaded: loaded (/usr/lib/systemd/system/amazon-ssm-agent.service; enabled; vendor
preset: enabled)

Active: active (running) since Wed 2021-10-20 19:09:29 UTC; 4min 6s ago
--truncated--

The following example shows that SSM Agent is installed and running on a Windows Server

instance.
Status Name DisplayName
Running AmazonSSMAgent Amazon SSM Agent

Status: Installed but not running
In some cases, the command output indicates that the agent is installed but not running.

The following example shows that SSM Agent is installed but not running on an Amazon Linux
2 instance.

amazon-ssm-agent.service - amazon-ssm-agent

Loaded: loaded (/usr/lib/systemd/system/amazon-ssm-agent.service; enabled; vendor
preset: enabled)

Active: inactive (dead) since Wed 2021-10-20 22:16:41 UTC; 18s ago

--truncated--

The following example shows that SSM Agent is installed but not running on a Windows
Server instance.
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Status Name

Stopped AmazonSSMAgent

DisplayName

Amazon SSM Agent

If the agent is installed but not running, you can activate it manually using the commands for

your instance's operating system type.

Operating system
Amazon Linux 1

Amazon Linux 2 and Amazon Linux 2023

macOS

SUSE Linux Enterprise Server

Ubuntu Server (32-bit)

Ubuntu Server (64-bit - Deb)

Command
sudo start amazon-ssm-agent

sudo systemctl enable amazon-ss
m-agent

sudo systemctl start amazon-ssm-
agent

sudo launchctl load -w /Library/
LaunchDaemons/com.amazon.aw
s.ssm.plist

sudo launchctl start com.amazo
N.aws.ssm

sudo systemctl enable amazon-ss
m-agent

sudo systemctl start amazon-ssm-
agent

sudo start amazon-ssm-agent

sudo systemctl enable amazon-ss
m-agent

sudo systemctl start amazon-ssm-
agent

Verify the status of SSM Agent
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Operating system Command
Ubuntu Server (64-bit - Snap) sudo snap start amazon-ssm-agent
Windows Server Run the following command in PowerShell.

Start-Service AmazonSSMAgent

Status: Not installed

In some cases, the command output indicates that the agent is not installed.

The following example shows that SSM Agent is not installed on an Amazon Linux 2 instance.

Unit amazon-ssm-agent.service could not be found.

The following example shows that SSM Agent is not installed on a Windows Server instance.

Get-Service : Cannot find any service with service name 'AmazonSSMAgent'.
--truncated--

If the agent isn't installed, you can install it manually using the procedure for your operating

system type:

o Manually installing SSM Agent on EC2 instances for Linux

o Manually installing SSM Agent on EC2 instances for macOS

« Manually installing SSM Agent on EC2 instances for Windows Server

Working with SSM Agent on EC2 instances for Linux

AWS Systems Manager Agent (SSM Agent) processes Systems Manager requests and configures
your machine as specified in the request. Use the procedures in following topics to install,
configure, or uninstall SSM Agent on Linux operating systems.

Topics

» Verifying the signature of SSM Agent

» Manually installing SSM Agent on EC2 instances for Linux

Working with SSM Agent on EC2 instances for Linux
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» Configuring SSM Agent to use a proxy (Linux)

« Uninstalling SSM Agent from Linux instances

Verifying the signature of SSM Agent

The AWS Systems Manager Agent (SSM Agent) deb and rpm installer packages for Linux instances
are cryptographically signed. You can use a public key to verify that the agent package is original
and unmodified. If there is any damage or alteration to the files, the verification fails. You can
verify the signature of the installer package using either RPM or GPG. The following information is
for SSM Agent versions 3.1.1141.0 or later.

/A Important

The public key shown later in this topic expires on 2025-02-17 (February 17, 2025).
Systems Manager will publish a new public key in this topic before the old one expires. We
encourage you to subscribe to the RSS feed for this topic to get a notification when the
new key is available.

To find the correct signature file for your instance's architecture and operating system, see the
following table.

region represents the identifier for an AWS Region supported by AWS Systems Manager, such as
us-east-2 for the US East (Ohio) Region. For a list of supported region values, see the Region
column in Systems Manager service endpoints in the Amazon Web Services General Reference.

Architecture Operating system Signature file URL Agent download file
name
x86_64 AlmaLinux, Amazon https://s amazon-ssm-
Linux 1, Amazon 3. region.amazonaw agent.rpm
Linux 2, Amazon s.com/amazon-
Linux 2023, CentOS, ssm-region/
CentOS Stream, latest/1
RHEL, Oracle Linux, inux_amd64/
Rocky Linux, SLES amazon-ssm-

agent.rpm.sig
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Architecture

x86_64

Operating system

Debian Server,
Ubuntu Server

Signature file URL

https://s
3.amazona
ws.com/ec2-
downloads-
windows/SSMAgen
t/latest/
linux_amd64/
amazon-ssm-agen
t.rpm.sig

https://s

3. region.amazonaw

s.com/amazon-
ssm-region/
latest/d
ebian_amd64/
amazon-ssm-agen
t.deb.sig

https://s
3.amazona
ws.com/ec2-
downloads-
windows/SSMAgen
t/latest/
debian_amd64/
amazon-ssm-age
nt.deb.sig

Agent download file
name

amazon-ssm-
agent.deb
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Architecture

x86

Operating system

Amazon Linux 1,
Amazon Linux 2,
Amazon Linux 2023,
CentOS, RHEL

Signature file URL

https://s

3. region.amazonaw

s.com/amazon-
ssm-region/
latest/1
inux_386/
amazon-ssm-
agent.rpm.sig

https://s
3.amazona
ws.com/ec2-
downloads-
windows/SSMAgen
t/latest/
linux_386/
amazon-ssm-
agent.rpm.sig

Agent download file
name

amazon-ssm-
agent.rpm
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Architecture

x86

Operating system

Ubuntu Server

Signature file URL

https://s

3. region.amazonaw

s.com/amazon-
ssm-region/
latest/d
ebian_386/
amazon-ssm-
agent.deb.sig

https://s
3.amazona
ws.com/ec2-
downloads-
windows/SSMAgen
t/latest/
debian_386/
amazon-ssm-
agent.deb.sig

Agent download file
name

amazon-ssm-
agent.deb

Verifying the signature of SSM Agent

97



AWS Systems Manager User Guide

Architecture Operating system Signature file URL Agent download file
name
ARM64 Amazon Linux 1, https://s amazon-ssm-
Amazon Linux 2, 3. region.amazonaw agent.rpm
Amazon Linux 2023, s.com/amazon-
CentOS, RHEL ssm-region/
latest/1

inux_armé4/
amazon-ssm-
agent.rpm.sig

https://s
3.amazona
ws.com/ec2-
downloads-
windows/SSMAgen
t/latest/
linux_armé64/
amazon-ssm-agen
t.rpm.sig

GPG
To verify the SSM Agent package on a Linux server

1. Copy the following public key, and save it to a file named amazon-ssm-agent.gpg.

Version: GnuPG v2.0.22 (GNU/Linux)

mQENBGTtIoIBCAD2M1aoGIE@FXynAHM/jtuvdAVVaX3Q4ZejTqrX+Iq8ELAMhxy0
GzHu2CDtCYxtVxXK3unptLVt2kGgJwNbhYC393jDeZx5dCda4sNk2YXX1UK3P4611
axuuXRzMYvfM4RZn+7bJTu635tA07q9Xm6MGD4TCTvsjBfViOxbrx0g50zWbJIdSw
fSR8MwUrRfmFpAefR1YfCEuZ8FHywa9U6jLeWt20/kqrZ1iJOAGjGzXtB7EZkqgKb
faCCxikjjvhFlawdEqSK4DQorC/0vQc4I5kP5y2CIbtXvX073QH2yE75IMDIIX9x
r0sIRU0STK3UrWaOVUANEEN5ueKzZNqGG1I1ABEBAAGOIINTTSBBZ2VudCA8c3Nt
LWFNZW5@LXNpZ251ckBhbWF6b24uY29tPokBPwQTAQIAKQUCZ00@iggIbLwUIAsaY
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gAcLCQgHAwWIBBhUIAgkKCwQWAgMBAh4BAheAAAOJELWTSVyX3QTt+icH/A//tIsW
I+7Ay8FGIh8dIPNy++HIBjVSFAGNIFWNbw1lZ8uZcazHEcUCH3FhW4CLQLTZ30VPz
qvFwzDtRDVIN/Y9EGDhLMFvimrE+/z401WsJ5DANT6BNX8I5UNIcRt5d8SWH1BE]
2FWIBZFgKyTDI6XzRC5x4ahtgpOVAGeeKDehs+wh6Ga4Wo/K4GsviP1Kyr+Ic2br
NAIq@q@IHyN1q9zam3YQ+jKwEuUNmTj+Bjyzshyv/X8S0@JIWwWoXJIhkexkOvWeBYNNt
5wI4QcSteyfIzp6K1QF8gllHzz9D9WaPfcBEYyhq7vLEARobkbQMBzpkmaZua241l
@RaWG5@HRvrgm4aJAhwEEAECAAYFAMTtIoMACgkQfdCXo9rX9fwwqBAAzkTgYJI38
sWgxpn7Ux/81F2BWR1sVkmP79i++fXyJ1KI8xtcIFQZhzeUos69KBUCy7mgx5bYU
P7NA509DUbwz/QS0ilCqmé4+jtF1XOMXe4FikXcqfDPnnzN8mVB2H+fa43iHR1PuH
GgUWuNdxzSoIYRmLZXWmeN5YXPcmix1hLzcE2TOQn1mOKcu2fKdLtBQ8KiEkmjiu
naoLxnUcyklzMhaha+LzEkQdOyasix@ggylN2ViwVnlmfy@niuXDxW@qZWPdLStF
00DiX3iqGmkH3rDfy6nvxxBR4GIs+MGD72fpWzzrINDgkGI2i2t1+QAX/mps3aTy
+ftlgrim8stYWB58XXDAbOvad@6sNye5/zDzfr@I9HupJxrTzFhaYJQjwPaS1INto
LDInBXohiUIPRYRcy/k@®120FHDWZHT3H6CyY jKOUD5U1xA9H7dsJurANs6FOVRe+7
34ulyxDZ/W7zLG4AVGOzxibrUS0oalxwc0jVPVsQAlrwG/GTs7tcAccsIqbI1Py/w
9AgJ18VU2qc8P0sHNXk348gjP7C8PDNGMpZFzr9f5INctRushpiv7onX+aWIVX7T
n2uX/TP3LCyH/MsrNJrJOQnMYFRLQitciP@E+F+eA3v9CY6MDuyb8ISx5HUGGUSG
S4bKBOcA8vimEpwPoT8CE7fdsZ3Qkwdu+pw=

=zr5w

2. Import the public key into your keyring, and note the returned key value.

gpg --import amazon-ssm-agent.gpg

3. Verify the fingerprint. Be sure to replace key-value with the value from the preceding
step. We recommend that you use GPG to verify the fingerprint even if you use RPM to
verify the installer package.

gpg --fingerprint key-value

This command returns output similar to the following.

pub  2048R/97DDQ4ED 2023-08-28 [expires: 2025-02-17]
Key fingerprint = DE92 C7DA 3E56 E923 31D6 2A36 BC1F 495C 97DD Q4ED
uid SSM Agent <ssm-agent-signer@amazon.com>

The fingerprint should match the following.
DE92 C7DA 3E56 E923 31D6 2A36 BC1F 495C 97DD Q4ED

If the fingerprint doesn't match, don't install the agent. Contact AWS Support.
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4.

RPM

Download the signature file according to your instance's architecture and operating system

if you haven't already done so.

Verify the installer package signature. Be sure to replace the signature-filename
and agent-download-filename with the values you specified when downloading the
signature file and agent, as listed in the table earlier in this topic.

gpg --verify signature-filename agent-download-filename

For example, for the x86_64 architecture on Amazon Linux 2:

gpg --verify amazon-ssm-agent.rpm.sig amazon-ssm-agent.rpm

This command returns output similar to the following.

gpg: Signature made Thu 31 Aug 2023 07:46:49 PM UTC using RSA key ID 97DD@4ED
gpg: Good signature from "SSM Agent <ssm-agent-signer@amazon.com>"

gpg: WARNING: This key is not certified with a trusted signature!

gpg: There is no indication that the signature belongs to the owner.
Primary key fingerprint: DE92 C7DA 3E56 E923 31D6 2A36 BC1lF 495C 97DD Q4ED

If the output includes the phrase BAD signature, check whether you performed the
procedure correctly. If you continue to get this response, contact AWS Support and don't
install the agent. The warning message about the trust doesn't mean that the signature
isn't valid, only that you haven't verified the public key. A key is trusted only if you or
someone who you trust has signed it. If the output includes the phrase Can't check
signature: No public key, verify you downloaded SSM Agent version 3.1.1141.0 or
later.

To verify the SSM Agent package on a Linux server

1.

Copy the following public key, and save it to a file named amazon-ssm-agent.gpg.

Version: GnuPG v2.0.22 (GNU/Linux)

mQENBGTtIoIBCAD2M1aoGIE@FXynAHM/jtuvdAVVaX3Q4ZejTqrX+Iq8ELAMhxy0
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GzHu2CDtCYXxtVxXK3unptLVt2kGgIwNbhYC393jDeZx5dCda4Nk2YXX1UK3P4611
axuuXRzMYvfM4RZn+7bJTu635tA07q9Xm6MGD4TCTVs jBfViOxbrx0g50zWbJdSw
fSR8MwUrRfmFpAefR1YfCEUuZ8FHywa9U6jLeWt20/kqrZ1iJOAGjGzXtB7EZkqgKb
faCCxikjjvhFlawdEqSK4DQorC/0vQc4I5SkP5y2CIbtXvX073QH2yE75IMDIIX9x
r0sIRU0STK3UrWaOVUANEEN5ueKzZNqGG1J1ABEBAAGOIINTTSBBZ2VudCA8c3Nt
LWFNZW5@LXNpZ251ckBhbWF6b24uY29tPokBPwQTAQIAKQUCZ00®iggIbLwUIAsaY
gAcLCQgHAwWIBBhUIAgkKCwQWAgMBAh4BAheAAAOJELWTSVyX3QTt+icH/A//tIsW
I+7Ay8FGIh8dIPNy++HIBjVSFAGNIFWNbw1lZ8uZcazHEcUCH3FhW4CLQLTZ30VPz
qvFwzDtRDVIN/Y9EGDhLMFvimrE+/z401WsJ5DANT6BNX8I5UNIcRt5d8SWH1BE]
2FWIBZFgKyTDI6XzRC5x4ahtgpOVAGeeKDehs+wh6Ga4Wo,/K4GsviP1Kyr+Ic2br
NAIq@q@IHYN1q9zam3YQ+jKwEUNmTj+Bjyzshyv/X8S0@IWwWoXJIhkexkOvWeBYNNt
5wI4QcSteyfIzp6K1QF8gllHzz9D9WaPfcBEYyhq7vLEARobkbQMBzpkmaZua241l
@RaWG5@HRvrgm4aJAhwEEAECAAYFAMTtIoMACgkQfdCXo9rX9fwwqBAAzkTgYI38
sWgxpn7Ux/81F2BWR1sVkmP79i++fXyJ1KI8xtcIFQZhzeUos69KBUCy7mgx5bYU
P7NA509DUbwz/QS0QilCqmé4+jtF1XOMXe4FikXcqfDPnnzN8mVB2H+fa43iHR1PuH
GgUWuNdxzSoIYRmLZXWmeN5YXPcmix1hLzcE2TOQn1mOKcu2fKdLtBQ8KiEkmjiu
naoLxnUcyklzMhaha+LzEkQdOyasix@ggylN2ViwVnlmfy@niuXDxW@qZWPdLStF
00DiX3iqGmkH3rDfy6nvxxBR4GIs+MGD72fpWzzrINDgkGI2i2t1+QAX/mps3aTy
+ftlgrim8stYWB58XXDAbOvad@6sNye5/zDzfr@I9HupJxrTzFhaYJQjwPaS1INto
LDInBXohiUIPRYRcy/k@®120FHDWZHT3H6CyY jKOUD5U1xA9H7dsJurANs6FOVRe+7
34ulyxDZ/W7zLG4AVGOzxibrUSoalxwc0jVPVsQAlrwG/GTs7tcAccsIqbI1Py/w
9AgJ18VU2qc8P0sHNXk348gjP7C8PDNGMpZFzr9f5INctRushpiv7onX+aWIVX7T
n2uX/TP3LCyH/MsrNJIrJOQnMYFRLQitciP@E+F+eA3v9CY6MDuyb8ISx5HUGGUSG
S4bKBOcA8vimEpwPoT8CE7fdsZ3Qkwdu+pw=

=zr5w

2. Import the public key into your keyring, and note the returned key value.

rpm --import amazon-ssm-agent.gpg

3. Verify the fingerprint. Be sure to replace key-value with the value from the preceding
step. We recommend that you use GPG to verify the fingerprint even if you use RPM to
verify the installer package.

gpg --fingerprint key-value

This command returns output similar to the following.

pub  2048R/97DDQ4ED 2023-08-28 [expires: 2025-02-17]
Key fingerprint = DE92 C7DA 3E56 E923 31D6 2A36 BC1F 495C 97DD Q4ED
uid SSM Agent <ssm-agent-signer@amazon.com>
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The fingerprint should match the following.
DE92 C7DA 3E56 E923 31D6 2A36 BC1F 495C 97DD Q4ED

If the fingerprint doesn't match, don't install the agent. Contact AWS Support.

4. \Verify the installer package signature. Be sure to replace the signature-filename
and agent-download-filename with the values you specified when downloading the
signature file and agent, as listed in the table earlier in this topic.

rpm --checksig signature-filename agent-download-filename

For example, for the x86_64 architecture on Amazon Linux 2:

rpm --checksig amazon-ssm-agent.rpm.sig amazon-ssm-agent.rpm

This command returns output similar to the following.

amazon-ssm-agent-3.1.1141.0-1.amzn2.x86_64.rpm: rsa shal (md5) pgp md5 OK

If pgp is missing from the output and you have imported the public key, then the agent
isn't signed. If the output contains the phrase NOT 0K (MISSING KEYS: (MD5) key-
id), check whether you performed the procedure correctly and verify you downloaded
SSM Agent version 3.1.1141.0 or later. If you continue to get this response, contact AWS
Support and don't install the agent.

Manually installing SSM Agent on EC2 instances for Linux

Before you manually install AWS Systems Manager Agent (SSM Agent) on an Amazon Elastic
Compute Cloud (Amazon EC2) Linux operating system, review the following information.

SSM Agent installation file URLs

You can access the installation files for SSM Agent that are stored in any commercial AWS Region.
We also provide installation files in a globally available Amazon Simple Storage Service (Amazon
S3) bucket that you can use as an alternative or backup source of files.
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If you're manually installing the agent on a instance or two, you can use the commands in
the Quick installation procedures we provide to save time. The commands provided in these
procedures can also be passed to Amazon EC2 instances as scripts through user data.

If you're creating a script or template to use for installing the agent on multiple instances,

we recommend that you use the installation files in or near an AWS Region where you're
geographically located. For bulk installations, this can increase the speed of your downloads and
reduce latency. In these cases, we recommend using the Create custom installation commands
procedures in the installation topics.

Amazon Machine Images with the agent preinstalled

SSM Agent is preinstalled on some Amazon Machine Images (AMiIs) provided by AWS. For
information, see Amazon Machine Images (AMIs) with SSM Agent preinstalled.

Installation on other machine types

If you need to install the agent on an on-premises server or a virtual machine (VM) so that it
can be used with Systems Manager, see Install SSM Agent for a hybrid environment (Linux). For

information about installing the agent on edge devices, see Setting up AWS Systems Manager for
edge devices.

Keeping the agent up to date

An updated version of SSM Agent is released whenever new capabilities are added to Systems
Manager or updates are made to existing capabilities. Failing to use the latest version of the agent
can prevent your managed node from using various Systems Manager capabilities and features.
For that reason, we recommend that you automate the process of keeping SSM Agent up to date
on your machines. For information, see Automating updates to SSM Agent. Subscribe to the SSM
Agent Release Notes page on GitHub to get notifications about SSM Agent updates.

Choose your operating system

To view the procedure for manually installing SSM Agent on the specified operating system, choose
a link from the following list:

(® Note

For a list of supported versions of each of the following operating systems, see Supported
operating systems for Systems Manager.
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« AlmaLinux

« Amazon Linux 2 and Amazon Linux 2023

« Amazon Linux 1 1
e CentOS
e CentOS Stream

« Debian Server

e Oracle Linux
« Red Hat Enterprise Linux

» Rocky Linux
o SUSE Linux Enterprise Server

« Ubuntu Server

Manually install SSM Agent on AlmaLinux instances

Use the information in this section to help you manually install or reinstall SSM Agent on an
AlmalLinux instance.

Before you begin
Before you install SSM Agent on an AlmaLinux instance, note the following:

« Ensure that Python 3 is installed on your AlmaLinux instance. This is required in order for SSM
Agent to work properly.

« For important information that applies to installation of SSM Agent on all Linux-based operating
systems, see Manually installing SSM Agent on EC2 instances for Linux.

Topics

e Quick installation commands for SSM Agent on AlmalLinux

» Create custom agent installation commands for AlmaLinux in your Region

Quick installation commands for SSM Agent on AlmaLinux

Use the following steps to manually install SSM Agent on a single instance. This procedure uses
globally available installation files.
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Before you begin

Before you install SSM Agent on a AlmaLinux instance, note the following:

« Ensure that Python 3 is installed on your AlmaLinux instance. This is required in order for SSM
Agent to work properly.

To install SSM Agent on AlmaLinux

1. Connect to your AlmaLinux instance using your preferred method, such as SSH.

2. Copy the command for your instance's architecture and run it on the instance.

® Note

Even though URLs in the following commands include an ec2-downloads-windows
directory, these are the correct global installation files for AlmaLinux.

x86_64 instances

sudo dnf install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_amd64/amazon-ssm-agent.rpm

ARMG64 instances

sudo dnf install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_arm64/amazon-ssm-agent.rpm

3. (Recommended) Run the following command to verify that the agent is running.

sudo systemctl status amazon-ssm-agent

In most cases, the command reports that the agent is running, as shown in the following
example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/etc/systemd/system/amazon-ssm-agent.service; enabled; vendo>
Active: active (running) since Tue 2022-04-19 16:40:41 UTC; 9s ago
Main PID: 4898 (amazon-ssm-agen)
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Tasks: 14 (limit: 4821)
Memory: 34.6M
CGroup: /system.slice/amazon-ssm-agent.service
##4898 /usr/bin/amazon-ssm-agent
##4954 Jusr/bin/ssm-agent-worker
--truncated--

In rare cases, the command reports that the agent is installed but not running, as shown in the
following example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/etc/systemd/system/amazon-ssm-agent.service; enabled; vendo>
Active: inactive (dead) since Tue 2022-04-19 16:42:05 UTC; 2s ago
--truncated--

To activate the agent in these cases, run the following commands.

sudo systemctl enable amazon-ssm-agent

sudo systemctl start amazon-ssm-agent

Create custom agent installation commands for AlmaLinux in your Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the
US East (Ohio) Region (us-east-2).

® Tip
You can also replace a global URL in the procedure Quick installation commands for SSM
Agent on AlmaLinux earlier in this topic with a custom Regional URL you construct.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web

Services General Reference.
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x86_64

sudo dnf install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_amd64/amazon-ssm-agent.rpm

See the following example.

sudo dnf install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_amd64/amazon-ssm-agent.rpm

ARM64

sudo dnf install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_arm64/amazon-ssm-agent.rpm

See the following example.

sudo dnf install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_arm64/amazon-ssm-agent.rpm

Manually installing SSM Agent on Amazon Linux 2 and Amazon Linux 2023
instances

/A Important

This topic provides commands for working with SSM Agent on Amazon Linux 2 and
Amazon Linux 2023 instances. Some of these commands aren't supported on Amazon
Linux 1 instances. Before continuing, ensure you're viewing the correct topic for your
instance type. For commands to run on Amazon Linux 1 instances, see Manually installing

SSM Agent on Amazon Linux 1 instances.

In most cases, the Amazon Machine Images (AMIs) for Amazon Linux 2 and Amazon Linux 2023
that are provided by AWS come with AWS Systems Manager Agent (SSM Agent) preinstalled by
default. For more information, see Amazon Machine Images (AMIs) with SSM Agent preinstalled.
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In the event that SSM Agent isn't preinstalled on a new Amazon Linux 2 or Amazon Linux 2023
instance, or if you need to manually reinstall the agent, use the information on this page to help
you.

Before you begin

Before you install SSM Agent on an Amazon Linux 2 or Amazon Linux 2023 instance, note the
following:

« For important information that applies to installation of SSM Agent on all Linux-based operating
systems, see Manually installing SSM Agent on EC2 instances for Linux.

 If you use a yum command to update SSM Agent on a managed node after the agent has been
installed or updated using the SSM document AWS-UpdateSSMAgent, you might see the
following message: "Warning: RPMDB altered outside of yum." This message is expected and can
be safely ignored.

Topics

» Quick installation commands for SSM Agent on Amazon Linux 2 or Amazon Linux 2023

» Create custom agent installation commands for Amazon Linux 2 or Amazon Linux 2023 in your

Region

Quick installation commands for SSM Agent on Amazon Linux 2 or Amazon Linux 2023

Use the following steps to manually install SSM Agent on a single instance. This procedure uses
globally available installation files.

To install SSM Agent on Amazon Linux 2 or Amazon Linux 2023 using quick copy and paste
commands

1. Connect to your Amazon Linux 2 or Amazon Linux 2023 instance using your preferred method,
such as SSH.

2. Copy the command for your instance’s architecture and run it on the instance.
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® Note

Even though URLs in the following commands include an ec2-downloads-windows
directory, these are the correct global installation files for Amazon Linux 2 and Amazon
Linux 2023.

x86_64

sudo yum install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_amd64/amazon-ssm-agent.rpm

ARM64

sudo yum install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_arm64/amazon-ssm-agent.rpm

3. (Recommended) Run the following command to verify that the agent is running.

sudo systemctl status amazon-ssm-agent

In most cases, the command reports that the agent is running, as shown in the following
example.

amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/usr/lib/systemd/system/amazon-ssm-agent.service; enabled; vendor
preset: enabled)
Active: active (running) since Wed 2021-10-20 19:09:29 UTC; 4min 6s ago
--truncated--

In rare cases, the command reports that the agent is installed but not running, as shown in the
following example.

amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/usr/lib/systemd/system/amazon-ssm-agent.service; enabled; vendor
preset: enabled)
Active: inactive (dead) since Wed 2021-10-20 22:16:41 UTC; 18s ago
--truncated--
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To activate the agent in these cases, run the following command.

sudo systemctl start amazon-ssm-agent

Create custom agent installation commands for Amazon Linux 2 or Amazon Linux 2023 in your
Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the
US East (Ohio) Region (us-east-2).

® Tip

You can also replace a global URL in the procedure Quick installation commands for SSM

Agent on Amazon Linux 1 earlier in this topic with a custom Regional URL you construct.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web

Services General Reference.

x86_64

sudo yum install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_amd64/amazon-ssm-agent.rpm

See the following example.

sudo yum install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_amd64/amazon-ssm-agent.xrpm

ARM64

sudo yum install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_arm64/amazon-ssm-agent.rpm
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See the following example.

sudo yum install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_arm64/amazon-ssm-agent.rpm

Manually installing SSM Agent on Amazon Linux 1 instances

/A Important

Amazon Linux 1 reached the end of its standard support on December 31, 2020, and
reached end of life on December 31, 2023, as announced in Update on Amazon Linux AMI
end-of-life on the AWS News Blog. AWS no longer provides Amazon Machine Images (AMls)
for this operating system. AWS Systems Manager continues to provide support, however,
for existing Amazon Linux 1 instances.

This topic provides commands for working with SSM Agent on Amazon Linux 1 instances.

Some of these commands aren't supported on Amazon Linux 2 and Amazon Linux 2023
instances. Before continuing, verify that you're viewing the correct topic for your instance
type. For commands to run on Amazon Linux 2 or Amazon Linux 2023 instances, see
Manually installing SSM Agent on Amazon Linux 2 and Amazon Linux 2023 instances.

In most cases, the Amazon Machine Images (AMls) for Amazon Linux 1 that are provided by
AWS come with AWS Systems Manager Agent (SSM Agent) preinstalled by default. For more
information, see Amazon Machine Images (AMIs) with SSM Agent preinstalled.

In the event that you need to manually reinstall the agent on Amazon Linux 1, use the information
on this page to help you.

Before you begin

Before you install SSM Agent on an Amazon Linux 1 instance, note the following:

« For important information that applies to installation of SSM Agent on all Linux-based operating
systems, see Manually installing SSM Agent on EC2 instances for Linux.

« Managed nodes created from an Amazon Linux 1 AMI that use a proxy must run a current version
of the Python requests module to support Patch Manager operations. For more information,
see Upgrading the Python requests module on Amazon Linux 1 instances that use a proxy server.
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If you use a yum command to update SSM Agent on a managed node after the agent has been
installed or updated using the SSM document AWS-UpdateSSMAgent, you might see the
following message: "Warning: RPMDB altered outside of yum." This message is expected and can
be safely ignored.

Topics

e Quick installation commands for SSM Agent on Amazon Linux 1

» Create custom agent installation commands for Amazon Linux 1 in your Region

Quick installation commands for SSM Agent on Amazon Linux 1

Use the following steps to manually install SSM Agent on a single instance. This procedure uses

globally available installation files.

To install SSM Agent on Amazon Linux 1 using quick copy and paste commands

1.
2.

Connect to your Amazon Linux 1 instance using your preferred method, such as SSH.

Copy the command for your instance’s architecture and run it on the instance.

(@ Note

Even though URLs in the following commands include an ec2-downloads-windows
directory, these are the correct global installation files for Amazon Linux 1.

x86_64

sudo yum install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_amd64/amazon-ssm-agent.rpm

x86

sudo yum install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_386/amazon-ssm-agent.rpm
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ARM64

sudo yum install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_arm64/amazon-ssm-agent.rpm

(Recommended) Run the command for your instance’s architecture to verify that the agent is
running.

x86_64 and x86
sudo status amazon-ssm-agent
ARM64

sudo systemctl status amazon-ssm-agent

In most cases, the command reports that the agent is running, as shown in the following
examples.

x86_64 and x86
amazon-ssm-agent start/running, process 12345
ARM64

amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/usr/lib/systemd/system/amazon-ssm-agent.service; enabled;
vendor preset: enabled)
Active: active (running) since Wed 2021-10-20 19:09:29 UTC; 4min 6s ago
--truncated--

In rare cases, the command reports that the agent is installed but not running, as shown in the
following examples.

x86_64 and x86

amazon-ssm-agent stop/waiting
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ARM64

amazon-ssm-agent.service - amazon-ssm-agent

Loaded: loaded (/usr/lib/systemd/system/amazon-ssm-agent.service; enabled;

vendor preset: enabled)

Active: inactive (dead) since Wed 2021-10-20 22:16:41 UTC; 18s ago
--truncated--

To activate the agent in these cases, run the command for your instance's architecture.

x86_64 and x86

sudo start amazon-ssm-agent

ARM64

sudo systemctl start amazon-ssm-agent

Create custom agent installation commands for Amazon Linux 1 in your Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the
US East (Ohio) Region (us-east-2).

® Tip
You can also replace a global URL in the procedure Quick installation commands for SSM
Agent on Amazon Linux 1 earlier in this topic with a custom Regional URL you construct.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web

Services General Reference.
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x86_64

sudo yum install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_amd64/amazon-ssm-agent.xrpm

See the following example.

sudo yum install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_amd64/amazon-ssm-agent.rpm

x86

sudo yum install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_386/amazon-ssm-agent.xrpm

See the following example.

sudo yum install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_386/amazon-ssm-agent.rpm

ARM64

sudo yum install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_arm64/amazon-ssm-agent.rpm

See the following example.

sudo yum install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_arm64/amazon-ssm-agent.rpm

Manually installing SSM Agent on CentOS instances

The Amazon Machine Images (AMiIs) for CentOS that are provided by AWS do not come with AWS
Systems Manager Agent (SSM Agent) preinstalled by default. For a list of AWS managed AMls
on which the agent might be preinstalled, see Amazon Machine Images (AMls) with SSM Agent

preinstalled.

Use the information in this section to help you manually install or reinstall SSM Agent on a CentOS
instance.
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Before you begin
Before you install SSM Agent on a CentOS instance, note the following:

« For important information that applies to installation of SSM Agent on all Linux-based operating
systems, see Manually installing SSM Agent on EC2 instances for Linux.

« If you use a yum command to update SSM Agent on a managed node after the agent has been
installed or updated using the SSM document AWS-UpdateSSMAgent, you might see the
following message: "Warning: RPMDB altered outside of yum." This message is expected and can
be safely ignored.

Topics

« Install SSM Agent on CentOS 8.x
« Install SSM Agent on CentOS 7.x
« Install SSM Agent on CentOS 6.x

Install SSM Agent on CentOS 8.x

The Amazon Machine Images (AMis) for CentOS 8 that are provided by AWS do not come with AWS
Systems Manager Agent (SSM Agent) preinstalled by default. Use the information on this page to
help you install or reinstall the agent on CentOS 8 instances.

Before you begin
Before you install SSM Agent on a CentOS 8 instance, note the following:
« Ensure that either Python 2 or Python 3 is installed on your CentOS 8 instance. This is required in

order for SSM Agent to work properly.

Topics

o Quick installation commands for SSM Agent on CentOS 8

» Create custom agent installation commands for CentOS 8 in your Region

Quick installation commands for SSM Agent on CentOS 8

Use the following steps to manually install SSM Agent on a single instance. This procedure uses
globally available installation files.
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To install SSM Agent on CentOS 8.x

1. Connect to your CentOS 8 instance using your preferred method, such as SSH.

2. Copy the command for your instance's architecture and run it on the instance.

® Note

Even though URLs in the following commands include an ec2-downloads-windows
directory, these are the correct global installation files for CentOS 8.

x86_64 instances

sudo dnf install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_amd64/amazon-ssm-agent.rpm

ARMG64 instances

sudo dnf install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_arm64/amazon-ssm-agent.rpm

3. (Recommended) Run the following command to verify that the agent is running.

sudo systemctl status amazon-ssm-agent

In most cases, the command reports that the agent is running, as shown in the following
example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/etc/systemd/system/amazon-ssm-agent.service; enabled; vendo>
Active: active (running) since Tue 2022-04-19 15:48:54 UTC; 19s ago
--truncated--

In rare cases, the command reports that the agent is installed but not running, as shown in the
following example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/etc/systemd/system/amazon-ssm-agent.service; disabled; vend>

Active: inactive (dead)
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--truncated--

To activate the agent in these cases, run the following commands.

sudo systemctl enable amazon-ssm-agent

sudo systemctl start amazon-ssm-agent

Create custom agent installation commands for CentOS 8 in your Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the
US East (Ohio) Region (us-east-2).

® Tip
You can also replace a global URL in the procedure Quick installation commands for SSM
Agent on CentOS 8 earlier in this topic with a custom Regional URL you construct.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web

Services General Reference.

x86_64

sudo dnf install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_amd64/amazon-ssm-agent.rpm

See the following example.

sudo dnf install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_amd64/amazon-ssm-agent.rpm
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ARM64

sudo dnf install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_arm64/amazon-ssm-agent.rpm

See the following example.

sudo dnf install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_arm64/amazon-ssm-agent.rpm

Install SSM Agent on CentOS 7.x

The Amazon Machine Images (AMis) for CentOS 7 that are provided by AWS do not come with AWS
Systems Manager Agent (SSM Agent) preinstalled by default. Use the information on this page to
help you install or reinstall the agent on CentOS 7 instances.

Topics

o Quick installation commands for SSM Agent on CentQS 7

» Create custom agent installation commands for CentOS 7 in your Region

Quick installation commands for SSM Agent on CentOS 7

Use the following steps to manually install SSM Agent on a single instance. This procedure uses
globally available installation files.

To install SSM Agent on CentOS 7.x

1. Connect to your CentOS 7 instance using your preferred method, such as SSH.

2. Copy the command for your instance's architecture and run it on the instance.

(® Note

Even though URLs in the following commands include an ec2-downloads-windows
directory, these are the correct global installation files for CentOS 7.
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x86_64 instances

sudo yum install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_amd64/amazon-ssm-agent.rpm

ARMG64 instances

sudo yum install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_arm64/amazon-ssm-agent.rpm

3. (Recommended) Run the following command to verify that the agent is running.

sudo systemctl status amazon-ssm-agent

In most cases, the command reports that the agent is running, as shown in the following
example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/etc/systemd/system/amazon-ssm-agent.service; enabled; vendor
preset: disabled)
Active: active (running) since Tue 2022-04-19 15:57:27 UTC; 6s ago
--truncated--

In rare cases, the command reports that the agent is installed but not running, as shown in the
following example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/etc/systemd/system/amazon-ssm-agent.service; enabled; vendor
preset: disabled)
Active: inactive (dead) since Tue 2022-04-19 15:58:44 UTC; 2s ago
--truncated--

To activate the agent in these cases, run the following commands.

sudo systemctl enable amazon-ssm-agent

sudo systemctl start amazon-ssm-agent
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Create custom agent installation commands for CentOS 7 in your Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the

US East (Ohio) Region (us-east-2).

® Tip

You can also replace a global URL in the procedure Quick installation commands for SSM

Agent on CentOS 7 earlier in this topic with a custom Regional URL you construct.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web

Services General Reference.

x86_64

sudo yum install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_amd64/amazon-ssm-agent.rpm

See the following example.

sudo yum install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_amd64/amazon-ssm-agent.rpm

ARM64

sudo yum install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_arm64/amazon-ssm-agent.rpm

See the following example.

sudo yum install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_arm64/amazon-ssm-agent.rpm
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Install SSM Agent on CentOS 6.x

The Amazon Machine Images (AMis) for CentOS 6 that are provided by AWS do not come with AWS
Systems Manager Agent (SSM Agent) preinstalled by default. Use the information on this page to
help you install or reinstall the agent on CentOS 6 instances.

Topics

» Quick installation commands for SSM Agent on CentOS 6

» Create custom agent installation commands for CentOS 6 in your Region

Quick installation commands for SSM Agent on CentOS 6

Use the following steps to manually install SSM Agent on a single instance. This procedure uses
globally available installation files.

To install SSM Agent on CentOS 6.x

1. Connect to your CentOS 6 instance using your preferred method, such as SSH.

2. Copy the command for your instance's architecture and run it on the instance.

(® Note

Even though URLs in the following commands include an ec2-downloads-windows
directory, these are the correct global installation files for CentOS 6.

The following commands specify the version directory 3.0.1479.0 instead of a
latest directory. This is because SSM Agent version 3.1 and later are not supported
for CentOS 6.

x86_64 instances

sudo yum install -y https://s3.amazonaws.com/ec2-downloads-windows/
SSMAgent/3.0.1479.0/1inux_amd64/amazon-ssm-agent.rpm

x86 instances

sudo yum install -y https://s3.amazonaws.com/ec2-downloads-windows/
SSMAgent/3.0.1479.0/1inux_386/amazon-ssm-agent.rpm
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3. (Recommended) Run the following command to verify that the agent is running.

sudo status amazon-ssm-agent

In most cases, the command reports that the agent is running, as shown in the following
example.

amazon-ssm-agent start/running, process 1744

In rare cases, the command reports that the agent is installed but not running, as shown in the
following example.

amazon-ssm-agent stop/waiting

To activate the agent in these cases, run the following command.

sudo start amazon-ssm-agent

Create custom agent installation commands for CentOS 6 in your Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the
US East (Ohio) Region (us-east-2).

® Tip
You can also replace a global URL in the procedure Quick installation commands for SSM
Agent on CentOS 6 earlier in this topic with a custom Regional URL you construct.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web

Services General Reference.
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® Note

The following commands specify the version directory 3.0.1390.0 instead of a latest
directory. This is because SSM Agent version 3.1 and later are not supported for CentOS 6.

x86_64

sudo yum install -y https://s3.region.amazonaws.com/amazon-ssm-region/3.0.1479.0/
linux_amd64/amazon-ssm-agent.rpm

See the following example.

sudo yum install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-
east-2/3.0.1479.0/1inux_amd64/amazon-ssm-agent.rpm

x86

sudo yum install -y https://s3.region.amazonaws.com/amazon-ssm-region/3.0.1479.0/
linux_386/amazon-ssm-agent.xrpm

See the following example.

sudo yum install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-
east-2/3.0.1479.0/1inux_386/amazon-ssm-agent.rpm

Manually install SSM Agent on CentOS Stream instances

The Amazon Machine Images (AMls) for CentOS Stream that are provided by AWS do not come
with AWS Systems Manager Agent (SSM Agent) preinstalled by default. For a list of AWS managed
AMIs on which the agent might be preinstalled, see Amazon Machine Images (AMls) with SSM
Agent preinstalled.

Use the information in this section to help you manually install or reinstall SSM Agent on a CentOS
Stream instance.

Before you begin
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Before you install SSM Agent on a CentOS Stream instance, note the following:

« For important information that applies to installation of SSM Agent on all Linux-based operating
systems, see Manually installing SSM Agent on EC2 instances for Linux.

Topics

o Quick installation commands for SSM Agent on CentOS Stream

» Create custom agent installation commands for CentOS Stream in your Region

Quick installation commands for SSM Agent on CentOS Stream

Use the following steps to manually install SSM Agent on a single instance. This procedure uses
globally available installation files.

Before you begin

Before you install SSM Agent on a CentOS Stream instance, note the following:

» Ensure that either Python 2 or Python 3 is installed on your CentOS Stream 8 instance. This is
required in order for SSM Agent to work properly.

To install SSM Agent on CentOS Stream

1. Connect to your CentOS Stream instance using your preferred method, such as SSH.

2. Copy the command for your instance's architecture and run it on the instance.

® Note

Even though URLs in the following commands include an ec2-downloads-windows

directory, these are the correct global installation files for CentOS Stream.

x86_64 instances

sudo dnf install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_amd64/amazon-ssm-agent.rpm
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ARMG64 instances

sudo dnf install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_arm64/amazon-ssm-agent.rpm

3. (Recommended) Run the following command to verify that the agent is running.

sudo systemctl status amazon-ssm-agent

In most cases, the command reports that the agent is running, as shown in the following
example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/etc/systemd/system/amazon-ssm-agent.service; enabled; vendo>
Active: active (running) since Tue 2022-04-19 16:4@:41 UTC; 9s ago
Main PID: 4898 (amazon-ssm-agen)
Tasks: 14 (limit: 4821)
Memory: 34.6M
CGroup: /system.slice/amazon-ssm-agent.service
##4898 /usr/bin/amazon-ssm-agent
##4954 Jusr/bin/ssm-agent-worker
--truncated--

In rare cases, the command reports that the agent is installed but not running, as shown in the
following example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/etc/systemd/system/amazon-ssm-agent.service; enabled; vendo>
Active: inactive (dead) since Tue 2022-04-19 16:42:05 UTC; 2s ago
--truncated--

To activate the agent in these cases, run the following commands.

sudo systemctl enable amazon-ssm-agent

sudo systemctl start amazon-ssm-agent
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Create custom agent installation commands for CentOS Stream in your Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the
US East (Ohio) Region (us-east-2).

® Tip
You can also replace a global URL in the procedure Quick installation commands for SSM
Agent on CentOS Stream earlier in this topic with a custom Regional URL you construct.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web

Services General Reference.

x86_64

sudo dnf install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_amd64/amazon-ssm-agent.rpm

See the following example.

sudo dnf install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_amd64/amazon-ssm-agent.rpm

ARM64

sudo dnf install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_arm64/amazon-ssm-agent.rpm

See the following example.

sudo dnf install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_arm64/amazon-ssm-agent.rpm
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Manually installing SSM Agent on Debian Server instances

The Amazon Machine Images (AMls) for Debian Server that are provided by AWS do not come with
AWS Systems Manager Agent (SSM Agent) preinstalled by default. For a list of AWS managed AMls
on which the agent might be preinstalled, see Amazon Machine Images (AMls) with SSM Agent

preinstalled.

Use the information in this section to help you manually install or reinstall SSM Agent on a Debian
Server instance.

Before you begin

Before you install SSM Agent on a Debian Server instance, note the following:

« For important information that applies to installation of SSM Agent on all Linux-based operating
systems, see Manually installing SSM Agent on EC2 instances for Linux.

Topics

» Quick installation commands for SSM Agent on Debian Server

» Create custom agent installation commands for Debian Server in your Region

Quick installation commands for SSM Agent on Debian Server

Use the following steps to manually install SSM Agent on a single instance. This procedure uses
globally available installation files.

To install SSM Agent on Debian Server

1. Connect to your Debian Server instance using your preferred method, such as SSH.

2. Run the following command to create a temporary directory on the instance.

mkdir /tmp/ssm

3. Run the following command to change to the temporary directory.

cd /tmp/ssm

4. Copy the command for your instance's architecture and run it on the instance.
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® Note

Even though URLs in the following commands include an ec2-downloads-windows

directory, these are the correct global installation files for Debian Server.

For Debian Server 8, only the x86_64 architecture is supported.

x86_64 instances

wget https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/latest/
debian_amd64/amazon-ssm-agent.deb

ARMG64 instances

wget https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/latest/
debian_arm64/amazon-ssm-agent.deb

5.  Run the following command.

sudo dpkg -i amazon-ssm-agent.deb

6. (Recommended) Run the following command to verify that the agent is running.

sudo systemctl status amazon-ssm-agent

In most cases, the command reports that the agent is running, as shown in the following

example.

# amazon-ssm-agent.service - amazon-ssm-agent

Loaded:
Active:
Main PID:
CGroup:

loaded (/lib/systemd/system/amazon-ssm-agent.service; enabled; vendor
active (running) since Tue 2022-04-19 16:25:03 UTC; 4s ago
628 (amazon-ssm-agen)
/system.slice/amazon-ssm-agent.service
##628 /usr/bin/amazon-ssm-agent
##650 /usr/bin/ssm-agent-worker
--truncated--
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In rare cases, the command reports that the agent is installed but not running, as shown in the
following example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/lib/systemd/system/amazon-ssm-agent.service; enabled; vendor
Active: inactive (dead) since Tue 2022-04-19 16:26:30 UTC; 5s ago
Main PID: 628 (code=exited, status=0/SUCCESS)
--truncated--

To activate the agent in these cases, run the following commands.

sudo systemctl enable amazon-ssm-agent

sudo systemctl start amazon-ssm-agent

Create custom agent installation commands for Debian Server in your Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the
US East (Ohio) Region (us-east-2).

® Tip
You can also replace a global URL in the procedure Quick installation commands for SSM
Agent on Debian Server earlier in this topic with a custom Regional URL you construct.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web

Services General Reference.

(® Note

For Debian Server 8, only the x86_64 architecture is supported.
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x86_64

wget https://s3.region.amazonaws.com/amazon-ssm-region/latest/debian_amd64/amazon-
ssm-agent.deb

sudo dpkg -i amazon-ssm-agent.deb

See the following example.

wget https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/debian_amd64/
amazon-ssm-agent.deb

sudo dpkg -i amazon-ssm-agent.deb
ARM64

wget https://s3.region.amazonaws.com/amazon-ssm-region/latest/debian_arm64/amazon-
ssm-agent.deb

sudo dpkg -i amazon-ssm-agent.deb

See the following example.

wget https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/debian_armé64/
amazon-ssm-agent.deb

sudo dpkg -i amazon-ssm-agent.deb

Manually installing SSM Agent on Oracle Linux instances

The Amazon Machine Images (AMis) for Oracle Linux that are provided by AWS do not come with
AWS Systems Manager Agent (SSM Agent) preinstalled by default. For a list of AWS managed AMIs
on which the agent might be preinstalled, see Amazon Machine Images (AMIs) with SSM Agent

preinstalled.

Use the information in this section to help you manually install or reinstall SSM Agent on an Oracle
Linux instance.
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Before you begin

Before you install SSM Agent on an Oracle Linux instance, note the following:

« For important information that applies to installation of SSM Agent on all Linux-based operating
systems, see Manually installing SSM Agent on EC2 instances for Linux.

 If you use a yum command to update SSM Agent on a managed node after the agent has been
installed or updated using the SSM document AWS-UpdateSSMAgent, you might see the
following message: "Warning: RPMDB altered outside of yum." This message is expected and can
be safely ignored.

Topics

e Quick installation commands for SSM Agent on Oracle Linux

» Create custom agent installation commands for Oracle Linux in your Region

Quick installation commands for SSM Agent on Oracle Linux

Use the following steps to manually install SSM Agent on a single instance. This procedure uses
globally available installation files.

To install SSM Agent on Oracle Linux using quick copy and paste commands

1. Connect to your Oracle Linux instance using your preferred method, such as SSH.

2. Copy the following command and run it on the instance.

(@ Note

Even though URL in the following command includes an ec2-downloads-windows
directory, these are the correct global installation files for Oracle Linux.

x86_64

sudo yum install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_amd64/amazon-ssm-agent.rpm

3. (Recommended) Run the following command to verify that the agent is running.
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sudo systemctl status amazon-ssm-agent

In most cases, the command reports that the agent is running, as shown in the following
example.

amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/usr/lib/systemd/system/amazon-ssm-agent.service; enabled; vendor
preset: enabled)
Active: active (running) since Wed 2021-10-20 19:09:29 UTC; 4min 6s ago
--truncated--

In rare cases, the command reports that the agent is installed but not running, as shown in the
following example.

amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/usr/lib/systemd/system/amazon-ssm-agent.service; enabled; vendor
preset: enabled)
Active: inactive (dead) since Wed 2021-10-20 22:16:41 UTC; 18s ago
--truncated--

To activate the agent in these cases, run the following commands.

sudo systemctl enable amazon-ssm-agent

sudo systemctl start amazon-ssm-agent

Create custom agent installation commands for Oracle Linux in your Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the
US East (Ohio) Region (us-east-2).
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® Tip
You can also replace a global URL in the procedure Quick installation commands for SSM
Agent on Oracle Linux earlier in this topic with a custom Regional URL you construct.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web
Services General Reference.

x86_64

sudo yum install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_amd64/amazon-ssm-agent.rpm

See the following example.

sudo yum install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_amd64/amazon-ssm-agent.rpm

Manually installing SSM Agent on Red Hat Enterprise Linux instances

The Amazon Machine Images (AMiIs) for Red Hat Enterprise Linux (RHEL) that are provided by AWS
do not come with AWS Systems Manager Agent (SSM Agent) preinstalled by default. For a list of
AWS managed AMIs on which the agent might be preinstalled, see Amazon Machine Images (AMIs)
with SSM Agent preinstalled.

Use the information in this section to help you manually install or reinstall SSM Agent on a RHEL
instance.

Before you begin
Before you install SSM Agent on a RHEL instance, note the following:

» For important information that applies to installation of SSM Agent on all Linux-based operating
systems, see Manually installing SSM Agent on EC2 instances for Linux.

« If you use a yum command to update SSM Agent on a managed node after the agent has been
installed or updated using the SSM document AWS-UpdateSSMAgent, you might see the
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following message: "Warning: RPMDB altered outside of yum." This message is expected and can
be safely ignored.

Topics

« Install SSM Agent on RHEL 8.x and 9.x

« Install SSM Agent on RHEL 7.x

« Install SSM Agent on RHEL 6.x

Install SSM Agent on RHEL 8.x and 9.x

The Amazon Machine Images (AMiIs) for RHEL 8 and 9 that are provided by AWS do not come with
AWS Systems Manager Agent (SSM Agent) preinstalled by default. Use the information on this
page to help you install or reinstall the agent on RHEL 8 and 9 instances.

Before you begin

Before you install SSM Agent on a RHEL 8 or 9 instance, note the following:
« Ensure that either Python 2 or Python 3 is installed on your RHEL 8 or 9 instance. This is required

in order for SSM Agent to work properly.

Topics

o Quick installation commands for SSM Agent on RHEL 8 or 9

» Create custom agent installation commands for RHEL 8 and 9 in your Region

Quick installation commands for SSM Agent on RHEL 8 or 9

Use the following steps to manually install SSM Agent on a single instance. This procedure uses
globally available installation files.

To install SSM Agent on RHEL 8.x or 9.x

1. Connect to your RHEL 8 or 9 instance using your preferred method, such as SSH.

2. Copy the command for your instance's architecture and run it on the instance.
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® Note

Even though URLs in the following commands include an ec2-downloads-windows
directory, these are the correct global installation files for RHEL 8 and 9.

x86_64 instances

sudo dnf install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_amd64/amazon-ssm-agent.rpm

ARMG64 instances

sudo dnf install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_arm64/amazon-ssm-agent.rpm

3. (Recommended) Run the following command to verify that the agent is running.

sudo systemctl status amazon-ssm-agent

In most cases, the command reports that the agent is running, as shown in the following
example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/etc/systemd/system/amazon-ssm-agent.service; enabled; vendo>
Active: active (running) since Tue 2022-04-19 16:40:41 UTC; 9s ago
Main PID: 4898 (amazon-ssm-agen)
Tasks: 14 (limit: 4821)
Memory: 34.6M
CGroup: /system.slice/amazon-ssm-agent.service
##4898 /usr/bin/amazon-ssm-agent
##4954 Jusr/bin/ssm-agent-worker
--truncated--

In rare cases, the command reports that the agent is installed but not running, as shown in the
following example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/etc/systemd/system/amazon-ssm-agent.service; enabled; vendo>

Manually installing SSM Agent on EC2 instances for Linux 136



AWS Systems Manager User Guide

Active: inactive (dead) since Tue 2022-04-19 16:42:05 UTC; 2s ago
--truncated--

To activate the agent in these cases, run the following commands.

sudo systemctl enable amazon-ssm-agent

sudo systemctl start amazon-ssm-agent

Create custom agent installation commands for RHEL 8 and 9 in your Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the
US East (Ohio) Region (us-east-2).

® Tip
You can also replace a global URL in the procedure Quick installation commands for SSM
Agent on RHEL 8 or 9 earlier in this topic with a custom Regional URL you construct.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web

Services General Reference.

x86_64

sudo dnf install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_amd64/amazon-ssm-agent.rpm

See the following example.

sudo dnf install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_amd64/amazon-ssm-agent.xrpm
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ARM64

sudo dnf install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_arm64/amazon-ssm-agent.rpm

See the following example.

sudo dnf install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_arm64/amazon-ssm-agent.rpm

Install SSM Agent on RHEL 7.x

The Amazon Machine Images (AMis) for RHEL 7 that are provided by AWS do not come with AWS
Systems Manager Agent (SSM Agent) preinstalled by default. Use the information on this page to
help you install or reinstall the agent on RHEL 7 instances.

Topics

o Quick installation commands for SSM Agent on RHEL 7

» Create custom agent installation commands for RHEL 7 in your Region

Quick installation commands for SSM Agent on RHEL 7

Use the following steps to manually install SSM Agent on a single instance. This procedure uses
globally available installation files.

To install SSM Agent on RHEL 7.x

1. Connect to your RHEL 7 instance using your preferred method, such as SSH.

2. Copy the command for your instance's architecture and run it on the instance.

(® Note

Even though URLs in the following commands include an ec2-downloads-windows
directory, these are the correct global installation files for RHEL 7.
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x86_64 instances

sudo yum install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_amd64/amazon-ssm-agent.rpm

ARMG64 instances

sudo yum install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_arm64/amazon-ssm-agent.rpm

3. (Recommended) Run the following command to verify that the agent is running.

sudo systemctl status amazon-ssm-agent

In most cases, the command reports that the agent is running, as shown in the following
example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/etc/systemd/system/amazon-ssm-agent.service; enabled; vendor
preset: disabled)
Active: active (running) since Tue 2022-04-19 16:47:36 UTC; 22s ago
Main PID: 1342 (amazon-ssm-agen)
CGroup: /system.slice/amazon-ssm-agent.service
##1342 /usr/bin/amazon-ssm-agent
##1362 /usr/bin/ssm-agent-worker
--truncated--

In rare cases, the command reports that the agent is installed but not running, as shown in the
following example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/etc/systemd/system/amazon-ssm-agent.service; enabled; vendor
preset: disabled)
Active: inactive (dead) since Tue 2022-04-19 16:48:56 UTC; 5s ago
Process: 1342 ExecStart=/usr/bin/amazon-ssm-agent (code=exited, status=0/SUCCESS)
Main PID: 1342 (code=exited, status=0/SUCCESS)
--truncated--

To activate the agent in these cases, run the following commands.
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sudo systemctl enable amazon-ssm-agent

sudo systemctl start amazon-ssm-agent

Create custom agent installation commands for RHEL 7 in your Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the
US East (Ohio) Region (us-east-2).

® Tip
You can also replace a global URL in the procedure Quick installation commands for SSM
Agent on RHEL 7 earlier in this topic with a custom Regional URL you construct.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web

Services General Reference.

x86_64

sudo yum install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_amd64/amazon-ssm-agent.rpm

See the following example.

sudo yum install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_amd64/amazon-ssm-agent.rpm

ARM64

sudo yum install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_arm64/amazon-ssm-agent.rpm

See the following example.
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sudo yum install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_arm64/amazon-ssm-agent.rpm

Install SSM Agent on RHEL 6.x

The Amazon Machine Images (AMiIs) for RHEL 6 that are provided by AWS do not come with AWS
Systems Manager Agent (SSM Agent) preinstalled by default. Use the information on this page to
help you install or reinstall the agent on RHEL 6 instances.

Topics

» Quick installation commands for SSM Agent on RHEL 6

» Create custom agent installation commands for RHEL 6 in your Region

Quick installation commands for SSM Agent on RHEL 6

Use the following steps to manually install SSM Agent on a single instance. This procedure uses
globally available installation files.

To install SSM Agent on RHEL 6.x

1. Connect to your RHEL 6 instance using your preferred method, such as SSH.

2. Copy the command for your instance’s architecture and run it on the instance.

(® Note

Even though URLs in the following commands include an ec2-downloads-windows
directory, these are the correct global installation files for RHEL 6.

The following commands specify the version directory 3.0.1479.0 instead of a
latest directory. This is because SSM Agent version 3.1 and later are not supported
for RHEL 6.

x86_64 instances

sudo yum install -y https://s3.amazonaws.com/ec2-downloads-windows/
SSMAgent/3.0.1479.0/1linux_amd64/amazon-ssm-agent.rpm
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x86 instances

sudo yum install -y https://s3.amazonaws.com/ec2-downloads-windows/
SSMAgent/3.0.1479.0/1inux_386/amazon-ssm-agent.rpm

3. (Recommended) Run the following command to verify that the agent is running.

sudo status amazon-ssm-agent

In most cases, the command reports that the agent is running, as shown in the following
example.

amazon-ssm-agent start/running, process 1788

In rare cases, the command reports that the agent is installed but not running, as shown in the
following example.

amazon-ssm-agent stop/waiting

To activate the agent in these cases, run the following command.

sudo start amazon-ssm-agent

Create custom agent installation commands for RHEL 6 in your Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the

US East (Ohio) Region (us-east-2).

® Tip

You can also replace a global URL in the procedure Quick installation commands for SSM

Agent on RHEL 6 earlier in this topic with a custom Regional URL you construct.
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In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web
Services General Reference.

(® Note

The following commands specify the version directory 3.0.1390.0 instead of a 1latest
directory. This is because SSM Agent version 3.1 and later are not supported for RHEL 6.

x86_64

sudo yum install -y https://s3.region.amazonaws.com/amazon-ssm-region/3.0.1479.0/
linux_amd64/amazon-ssm-agent.rpm

See the following example.

sudo yum install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-
east-2/3.0.1479.0/1linux_amd64/amazon-ssm-agent.rpm

x86

sudo yum install -y https://s3.region.amazonaws.com/amazon-ssm-region/3.0.1479.0/
linux_386/amazon-ssm-agent.xrpm

See the following example.

sudo yum install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-
east-2/3.0.1479.0/1inux_386/amazon-ssm-agent.rpm

Manually install SSM Agent on Rocky Linux instances

The Amazon Machine Images (AMils) for Rocky Linux that are provided by AWS do not come with
AWS Systems Manager Agent (SSM Agent) preinstalled by default. For a list of AWS managed AMIs
on which the agent might be preinstalled, see Amazon Machine Images (AMIs) with SSM Agent

preinstalled.

Use the information in this section to help you manually install or reinstall SSM Agent on an Rocky
Linux instance.
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Before you begin
Before you install SSM Agent on a Rocky Linux instance, note the following:

« For important information that applies to installation of SSM Agent on all Linux-based operating
systems, see Manually installing SSM Agent on EC2 instances for Linux.

Topics

» Quick installation commands for SSM Agent on Rocky Linux

» Create custom agent installation commands for Rocky Linux in your Region

Quick installation commands for SSM Agent on Rocky Linux

Use the following steps to manually install SSM Agent on a single instance. This procedure uses
globally available installation files.

Before you begin

Before you install SSM Agent on a Rocky Linux instance, note the following:

« Ensure that either Python 2 or Python 3 is installed on your Rocky Linux instance. This is required
in order for SSM Agent to work properly.

To install SSM Agent on Rocky Linux

1. Connect to your Rocky Linux instance using your preferred method, such as SSH.

2. Copy the command for your instance's architecture and run it on the instance.

@ Note

Even though URLs in the following commands include an ec2-downloads-windows
directory, these are the correct global installation files for Rocky Linux.

x86_64 instances

sudo dnf install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_amd64/amazon-ssm-agent.rpm
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ARMG64 instances

sudo dnf install -y https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/
latest/linux_arm64/amazon-ssm-agent.rpm

3. (Recommended) Run the following command to verify that the agent is running.

sudo systemctl status amazon-ssm-agent

In most cases, the command reports that the agent is running, as shown in the following
example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/etc/systemd/system/amazon-ssm-agent.service; enabled; vendo>
Active: active (running) since Tue 2022-04-19 16:4@:41 UTC; 9s ago
Main PID: 4898 (amazon-ssm-agen)
Tasks: 14 (limit: 4821)
Memory: 34.6M
CGroup: /system.slice/amazon-ssm-agent.service
##4898 /usr/bin/amazon-ssm-agent
##4954 Jusr/bin/ssm-agent-worker
--truncated--

In rare cases, the command reports that the agent is installed but not running, as shown in the
following example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/etc/systemd/system/amazon-ssm-agent.service; enabled; vendo>
Active: inactive (dead) since Tue 2022-04-19 16:42:05 UTC; 2s ago
--truncated--

To activate the agent in these cases, run the following commands.

sudo systemctl enable amazon-ssm-agent

sudo systemctl start amazon-ssm-agent
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Create custom agent installation commands for Rocky Linux in your Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the

US East (Ohio) Region (us-east-2).

® Tip

You can also replace a global URL in the procedure Quick installation commands for SSM

Agent on Rocky Linux earlier in this topic with a custom Regional URL you construct.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web

Services General Reference.

x86_64

sudo dnf install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_amd64/amazon-ssm-agent.rpm

See the following example.

sudo dnf install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_amd64/amazon-ssm-agent.rpm

ARM64

sudo dnf install -y https://s3.region.amazonaws.com/amazon-ssm-region/latest/
linux_arm64/amazon-ssm-agent.rpm

See the following example.

sudo dnf install -y https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
linux_arm64/amazon-ssm-agent.rpm
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Manually install SSM Agent on SUSE Linux Enterprise Server instances

In most cases, the Amazon Machine Images (AMIs) for SUSE Linux Enterprise Server (SLES) that are
provided by AWS come with AWS Systems Manager Agent (SSM Agent) preinstalled by default. For
more information, see Amazon Machine Images (AMls) with SSM Agent preinstalled.

In the event that SSM Agent isn't preinstalled on a new SLES instance, or if you need to manually
reinstall the agent, use the information on this page to help you.

Before you begin
Before you install SSM Agent on a SLES instance, note the following:

« For important information that applies to installation of SSM Agent on all Linux-based operating
systems, see Manually installing SSM Agent on EC2 instances for Linux.

Topics

o Quick installation commands for SSM Agent on SLES

» Create custom agent installation commands for SLES in your Region

Quick installation commands for SSM Agent on SLES

Use the following steps to manually install SSM Agent on a single instance. This procedure uses
globally available installation files.

To install SSM Agent on SLES using quick copy and paste commands

1. Connect to your SLES instance using your preferred method, such as SSH.

2. Option 1: Use a zypper command:

e Run the following command:
sudo zypper install amazon-ssm-agent

« Entery in response to any prompts.

Option 2: Use an rpm command.

« Create a temporary directory on the instance.
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mkdir /tmp/ssm

« Change to the temporary directory.

cd /tmp/ssm

« Run the following commands one at a time to download and run the SSM Agent installer.

(® Note

Even though URLs in the following commands include an ec2-downloads-
windows directory, these are the correct global installation files for SLES.

x86_64 instances:

wget https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/latest/linux_amd64/
amazon-ssm-agent.rpm

ARMG64 instances:

wget https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/latest/linux_armé64/
amazon-ssm-agent.rpm

e Run the following command.

sudo rpm --install amazon-ssm-agent.rpm

» (Recommended) Run the following command to verify that the agent is running.

sudo systemctl status amazon-ssm-agent

In most cases, the command reports that the agent is running, as shown in the following
example.

# amazon-ssm-agent.service - amazon-ssm-agent

Loaded: loaded (/usr/lib/systemd/system/amazon-ssm-agent.service; enabled;
vendor preset: disabled)

Active: active (running) since Mon 2022-02-21 23:13:28 UTC; 7s ago
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Main PID: 2102 (amazon-ssm-agen)

Tasks: 15 (limit: 512)

CGroup: /system.slice/amazon-ssm-agent.service

##2102 /usr/sbin/amazon-ssm-agent

##2107 /usr/sbin/ssm-agent-worker
--truncated--

In rare cases, the command reports that the agent is installed but not running, as shown in
the following example.

# amazon-ssm-agent.service - amazon-ssm-agent
Loaded: loaded (/usr/lib/systemd/system/amazon-ssm-agent.service; disabled;
vendor preset: disabled)
Active: inactive (dead)
--truncated--

To activate the agent in these cases, run the following commands.

sudo systemctl enable amazon-ssm-agent

sudo systemctl start amazon-ssm-agent

Create custom agent installation commands for SLES in your Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the
US East (Ohio) Region (us-east-2).

® Tip
You can also replace a global URL in the procedure Quick installation commands for SSM
Agent on Amazon Linux 1 earlier in this topic with a custom Regional URL you construct.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web

Services General Reference.
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x86_64

wget https://s3.region.amazonaws.com/amazon-ssm-region/latest/linux_amd64/amazon-

ssm-agent.rpm

sudo rpm --install amazon-ssm-agent.rpm

See the following example.

wget https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/linux_amd64/

amazon-ssm-agent.rpm

sudo rpm --install amazon-ssm-agent.rpm

ARM64

wget https://s3.region.amazonaws.com/amazon-ssm-region/latest/linux_arm64/amazon-

ssm-agent.rpm

sudo rpm --install amazon-ssm-agent.rpm

See the following example.

wget https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/linux_armé64/

amazon-ssm-agent.rpm

sudo rpm --install amazon-ssm-agent.rpm

Manually installing SSM Agent on Ubuntu Server instances

/A Important
Before you install SSM Agent on a 64-bit version of Ubuntu Server, ensure that you are
using the correct installation tools. Beginning with Amazon Machine Images (AMIs) that
are identified with 20180627, SSM Agent is pre-installed on version 16.04 using Snap
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packages. On instances created from earlier AMIs, SSM Agent must be installed using deb
installer packages. For more information, see Determining the correct SSM Agent version to
install on 64-bit Ubuntu Server 16.04 instances.

In most cases, the Amazon Machine Images (AMls) for Ubuntu Server that are provided by
AWS come with AWS Systems Manager Agent (SSM Agent) preinstalled by default. For more
information, see Amazon Machine Images (AMIs) with SSM Agent preinstalled.

In the event that SSM Agent isn't preinstalled on a new Ubuntu Server instance, or if you need to
manually reinstall the agent, use the information in this section to help you.

Before you begin
Before you install SSM Agent on an Ubuntu Server instance, note the following:

« For important information that applies to installation of SSM Agent on all Linux-based operating
systems, see Manually installing SSM Agent on EC2 instances for Linux.

Topics
« Install SSM Agent on Ubuntu Server 22.04 LTS, 20.10 STR & 20.04, 18.04, and 16.04 LTS 64-bit

(Snap)
« Install SSM Agent on Ubuntu Server 16.04 and 14.04 64-bit (deb)

« Install SSM Agent on Ubuntu Server 16.04 and 14.04 32-bit

» Determining the correct SSM Agent version to install on 64-bit Ubuntu Server 16.04 instances

Install SSM Agent on Ubuntu Server 22.04 LTS, 20.10 STR & 20.04, 18.04, and 16.04 LTS 64-bit
(Snap)

Before you begin

Before you install SSM Agent on an Ubuntu Server 22.04 LTS, 20.10 STR & 20.04, 18.04, and 16.04
LTS 64-bit (Snap), note the following:

Version 16.04 installation by Snaps or deb installers

On Ubuntu Server 16.04, SSM Agent is installed using either Snaps or deb installation packages,
depending on the version of the 16.04 AMI.
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SSM Agent installer files locations

On Ubuntu Server22.04 LTS, 20.10 STR & 20.04, 18.04, and 16.04 LTS (with Snap), SSM Agent
installer files, including agent binaries and config files, are stored in the following directory: /
snap/amazon-ssm-agent/current/. If you make changes to any configuration files in this
directory, then you must copy these files from the /snap directory to the /etc/amazon/ssm/
directory. Log and library files haven't changed (/var/lib/amazon/ssm, /var/log/amazon/
ssm).

Using the Snap candidate channel
The candidate channel in the Snap store contains the latest version of SSM Agent (including all

of the latest bug fixes); not the stable channel. To to learn more about the differences between
the candidate and stable channels, see Risk-levels at https://snapcraft.io/docs/channels.

If you want to track SSM Agent version information on the candidate channel, run the following
command on your Ubuntu Server 20.10 STR & 20.04, 18.04, and 16.04 LTS 64-bit instances.

sudo snap switch --channel=candidate amazon-ssm-agent

Snaps recommended on versions 18.04 and later

On Ubuntu Server 22.04 LTS, 20.10 STR & 20.04 and 18.04 LTS, we recommend you only use
Snaps. Also verify that only one instance of the agent is installed and running on your instances.
If you want to use SSM Agent without Snaps, uninstall the SSM Agent. Then install the SSM
Agent as a debian package using the instructions for installing SSM Agent on Ubuntu Server
16.04 and 14.04 64-bit (deb). Before installing, ensure you don't have any Snaps installed that
overlap with the list of packages you want managed as debian packages.

Maximum timeout exceeded error message

Because of a known issue with Snap, you might see a Maximum timeout exceeded error with
snap commands. If you get this error, run the following commands one at a time to start the
agent, stop it, and check its status:

sudo systemctl start snap.amazon-ssm-agent.amazon-ssm-agent.service

sudo systemctl stop snap.amazon-ssm-agent.amazon-ssm-agent.service

sudo systemctl status snap.amazon-ssm-agent.amazon-ssm-agent.service
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To install SSM Agent on Ubuntu Server 22.04 LTS, 20.10 STR & 20.04, 18.04, and 16.04 LTS 64-
bit instances (with Snap package)

1.

SSM Agent is installed, by default, on Ubuntu Server 22.04 LTS, 20.04, 18.04, and 16.04 LTS
64-bit AMIs with an identifier of 20180627 or later.

You can use the following script if you need to install SSM Agent on an on-premises server or
if you need to reinstall the agent. You don't need to specify a URL for the download, because
the snap command automatically downloads the agent from the Snap app store at https://

snapcraft.io.

sudo snap install amazon-ssm-agent --classic

Run the following command to determine if SSM Agent is running.

sudo snap list amazon-ssm-agent

Run the following command to start the service if the previous command returned amazon-
ssm-agent is stopped, inactive, or disabled.

sudo snap start amazon-ssm-agent

Check the status of the agent.

sudo snap services amazon-ssm-agent

Install SSM Agent on Ubuntu Server 16.04 and 14.04 64-bit (deb)

/A Important

Before you install SSM Agent on a 64-bit version of Ubuntu Server, ensure that you are
using the correction installation tools. Beginning with Amazon Machine Images (AMls)

that are identified with 20180627, SSM Agent is pre-installed on version 16.04 using Snap
packages. On instances created from earlier AMIs, SSM Agent must be installed using deb
installer packages. For more information, see Determining the correct SSM Agent version to

install on 64-bit Ubuntu Server 16.04 instances.If SSM Agent is installed on your instance in

conjunction with a Snap and you install or update SSM Agent using a deb installer package,
the installation or SSM Agent operations might fail.
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In most cases, the Amazon Machine Images (AMIs) Ubuntu Server 16.04 that are provided by
AWS come with AWS Systems Manager Agent (SSM Agent) preinstalled by default. For more
information, see Amazon Machine Images (AMIs) with SSM Agent preinstalled.

In the event that SSM Agent isn't preinstalled on a new Ubuntu Server 16.04 instance prior to
version 20180627, you are installing on Ubuntu Server 14.04, or you need to manually reinstall the
agent, use the information on this page to help you.

Quick installation commands for SSM Agent on Ubuntu Server 16.04 and 14.04 64-bit (deb)

Use the following steps to manually install SSM Agent on a single instance. This procedure uses
globally available installation files.

To install SSM Agent on Ubuntu Server 16.04 and 14.04 64-bit (deb) using quick copy and paste
commands

1. Connect to your Ubuntu Server instance using your preferred method, such as SSH.

2. Run the following command to create a temporary directory on the instance.

mkdir /tmp/ssm

3. Change to the temporary directory.

cd /tmp/ssm

4. Run the following commands.

(@ Note

Even though URLs in the following commands include an ec2-downloads-windows
directory, these are the correct global installation files for Ubuntu Server 16.04 and
14.04 64-bit.

wget https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/latest/debian_amd64/
amazon-ssm-agent.deb

sudo dpkg -i amazon-ssm-agent.deb

5. (Recommended) Run one of the following commands to determine if SSM Agent is running.
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Ubuntu Server 16.04

sudo systemctl status amazon-ssm-agent

Ubuntu Server 14.04

sudo status amazon-ssm-agent

In most cases, the command reports that the agent is running.

In rare cases, the command reports that the agent is installed but not running, as shown in the
following example.

6. Run one of the following commands to start the service if the previous command returned
amazon-ssm-agent is stopped, inactive, or disabled.

Ubuntu Server 16.04:

sudo systemctl enable amazon-ssm-agent

Ubuntu Server 14.04:

sudo start amazon-ssm-agent

Create custom installation commands for SSM Agent on Ubuntu Server 16.04 and 14.04 64-bit
(deb) in your Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the
US East (Ohio) Region (us-east-2).
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® Tip
You can also replace a global URL in the procedure Quick installation commands for SSM
Agent on Ubuntu Server 16.04 and 14.04 64-bit (deb) earlier in this topic with a custom
Regional URL you construct.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web

Services General Reference.

wget https://s3.region.amazonaws.com/amazon-ssm-region/latest/debian_amd64/amazon-ssm-
agent.deb

sudo dpkg -i amazon-ssm-agent.deb

See the following example.

wget https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/debian_amd64/
amazon-ssm-agent.deb

sudo dpkg -i amazon-ssm-agent.deb

Install SSM Agent on Ubuntu Server 16.04 and 14.04 32-bit

In most cases, the Amazon Machine Images (AMIs) Ubuntu Server 16.04 that are provided by
AWS come with AWS Systems Manager Agent (SSM Agent) preinstalled by default. For more
information, see Amazon Machine Images (AMIs) with SSM Agent preinstalled.

In the event that SSM Agent isn't preinstalled on a new Ubuntu Server 16.04 instance, you are
installing on Ubuntu Server 14.04, or you need to manually reinstall the agent, use the information
on this page to help you.

Quick installation commands for SSM Agent on Ubuntu Server 16.04 and 14.04 32-bit (deb)

Use the following steps to manually install SSM Agent on a single instance. This procedure uses
globally available installation files.
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To install SSM Agent on Ubuntu Server 16.04 and 14.04 32-bit (deb) using quick copy and paste
commands

—

Connect to your Ubuntu Server instance using your preferred method, such as SSH.

2. Run the following command to create a temporary directory on the instance.

mkdir /tmp/ssm

W

Change to the temporary directory.

cd /tmp/ssm

4. Run the following commands.

(® Note

Even though URLs in the following commands include an ec2-downloads-windows
directory, these are the correct global installation files for Ubuntu Server 16.04 and
14.04 32-bit.

wget https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/latest/debian_386/
amazon-ssm-agent.deb

sudo dpkg -i amazon-ssm-agent.deb

5. (Recommended) Run one of the following commands to determine if SSM Agent is running.

Ubuntu Server 16.04
sudo systemctl status amazon-ssm-agent
Ubuntu Server 14.04

sudo status amazon-ssm-agent

In most cases, the command reports that the agent is running.
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In rare cases, the command reports that the agent is installed but not running, as shown in the
following example.

6. Run one of the following commands to start the service if the previous command returned
amazon-ssm-agent is stopped, inactive, or disabled.

Ubuntu Server 16.04:

sudo systemctl enable amazon-ssm-agent

Ubuntu Server 14.04:

sudo start amazon-ssm-agent

Create custom installation commands for SSM Agent on Ubuntu Server 16.04 and 14.04 32-bit
(deb) in your Region

When you install SSM Agent on multiple instances using a script or template, we recommended
using installation files that are stored in the AWS Region you're working in.

For the following commands, we provide examples that use a publicly accessible S3 bucket in the
US East (Ohio) Region (us-east-2).

® Tip
You can also replace a global URL in the procedure Quick installation commands for SSM
Agent on Ubuntu Server 16.04 and 14.04 32-bit (deb) earlier in this topic with a custom
Regional URL you construct.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon Web

Services General Reference.

wget https://s3.region.amazonaws.com/amazon-ssm-region/latest/debian_386/amazon-ssm-
agent.deb

sudo dpkg -i amazon-ssm-agent.deb
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See the following example.

wget https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/debian_386/amazon-
ssm-agent.deb

sudo dpkg -i amazon-ssm-agent.deb

Determining the correct SSM Agent version to install on 64-bit Ubuntu Server 16.04 instances

/A Important

Before you install SSM Agent on a 64-bit version of Ubuntu Server, ensure that you are
using the correction installation tools. Beginning with Amazon Machine Images (AMils)

that are identified with 20180627, SSM Agent is pre-installed on version 16.04 using Snap
packages. On instances created from earlier AMIs, SSM Agent must be installed using deb
installer packages. For more information, see Determining the correct SSM Agent version to
install on 64-bit Ubuntu Server 16.04 instances

Be aware that if an instance has more than one installation of the SSM Agent (for example,

one installed using a Snap and one installed using a deb installer), your agent operations
won't work correctly.

You can verify the source AMI ID creation date for an instance using either of the following
methods. These procedures apply only to AWS managed AMls.

Verify a source AMI ID creation date (console)

1.

2
3.
4

Open the Amazon EC2 console at https://console.aws.amazon.com/ec2/.

In the left navigation pane, choose Instances.
Select an instance.

On the Details tab, check for a YYYYMMDD identifier in the value under AMI name field. For
example: ubuntu/images/hvm-ssd/ubuntu-xenial-16.04-amd64-server-20180627.

Verify a source AMI ID creation date (AWS CLI)

Run the following command.
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aws ec2 describe-images --image-ids ami-id

ami-id represents the ID of an AMI provided by AWS, such as ami-07c8bc5clce9598c3.

If successful, the command returns information like the following, in which you can check the
CreationDate and Name fields for information.

{
"Images": [
{
"Architecture": "x86_64",
"CreationDate": "2020-07-24T20:40:27.000Z",
"ImageId": "ami-07c8bc5c1ce9598c3",
-- truncated --
"ImageOwnerAlias": "amazon",
"Name": "amzn2-ami-hvm-2.0.20200722.0-x86_64-gp2",
"RootDeviceName": "/dev/xvda",
"RootDeviceType": "ebs",
"SriovNetSupport": "simple",
"VirtualizationType": "hvm"
}
]
}

Configuring SSM Agent to use a proxy (Linux)

You can configure AWS Systems Manager Agent (SSM Agent) to communicate through an HTTP
proxy by creating an override configuration file and adding http_proxy, https_proxy, and
no_proxy settings to the file. An override file also preserves the proxy settings if you install newer
or older versions of SSM Agent. This section includes procedures for creating an override file in
both upstart and systemd environments. If you intend to use Session Manager, note that HTTPS
proxy servers aren't supported.

(® Note

Managed nodes created from an Amazon Linux 1 AMI that use a proxy must run a current
version of the Python requests module to support Patch Manager operations. For more
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information, see Upgrading the Python requests module on Amazon Linux 1 instances that

USE a Proxy Server.

Topics

» Configure SSM Agent to use a proxy (upstart)

» Configure SSM Agent to use a proxy (systemd)

» Upgrading the Python requests module on Amazon Linux 1 instances that use a proxy server

Configure SSM Agent to use a proxy (upstart)

Use the following procedure to create an override configuration file for an upstart environment.
To configure SSM Agent to use a proxy (upstart)

1. Connect to the managed instance where you installed SSM Agent.

2. Open asimple editor like VIM, and depending on whether you're using an HTTP proxy server or
HTTPS proxy server, add one of the following configurations.

For an HTTP proxy server:

env http_proxy=http://hostname:port
env https_proxy=http://hostname:port
env no_proxy=169.254.169.254

For an HTTPS proxy server:

env http_proxy=http://hostname:port
env https_proxy=https://hostname:port
env no_proxy=169.254.169.254

® Note

Add the no_proxy setting to the file and specify the IP address listed here. It's the
instance metadata endpoint for Systems Manager. Without this IP address, calls to
Systems Manager fail.
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3. Save the file with the name amazon-ssm-agent.override in the following location: /etc/
init/
4. Stop and restart SSM Agent using the following commands.

sudo service stop amazon-ssm-agent
sudo service start amazon-ssm-agent

(® Note
For more information about working with .override files in Upstart environments, see
init: Upstart init daemon job configuration.

Configure SSM Agent to use a proxy (systemd)
Use the following procedure to configure SSM Agent to use a proxy in a systemd environment.
(@ Note

Some of the steps in this procedure contain explicit instructions for Ubuntu Server
instances where SSM Agent was installed using Snap.

1. Connect to the instance where you installed SSM Agent.

2.  Run one of the follow commands, depending on the operating system type.

« On Ubuntu Server instances where SSM Agent is installed by using a snap:

sudo systemctl edit snap.amazon-ssm-agent.amazon-ssm-agent

On other operating systems:

sudo systemctl edit amazon-ssm-agent

3. Open asimple editor like VIM, and depending on whether you're using an HTTP proxy server or
HTTPS proxy server, add one of the following configurations.
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Ensure that you enter the information above the comment that says "### Lines below
this comment will be discarded", asindicated in the following image.

GNU nano 5.8 /etc/systemd/system/amazon-ssm-agent.service

| Enter new content in this area }

For an HTTP proxy server:

[Service]
Environment="http_proxy=http://hostname:port"
Environment="https_proxy=http://hostname:port"
Environment="no_proxy=169.254.169.254"

For an HTTPS proxy server:

[Service]
Environment="http_proxy=http://hostname:port"
Environment="https_proxy=https://hostname:port"
Environment="no_proxy=169.254.169.254"

(@ Note

Add the no_proxy setting to the file and specify the IP address listed here. It's the
instance metadata endpoint for Systems Manager. Without this IP address, calls to

Systems Manager fail.

4. Save your changes. The system automatically creates one of the following files, depending on

the operating system type.
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o On Ubuntu Server instances where SSM Agent is installed by using a snap:

/etc/systemd/system/snap.amazon-ssm-agent.amazon-ssm-
agent.service.d/override.conf

« On Amazon Linux 2 and Amazon Linux 2023 instances:

/etc/systemd/system/amazon-ssm-agent.service.d/override.conf

« On other operating systems:

/etc/systemd/system/amazon-ssm-agent.service.d/amazon-ssm-
agent.override

5. Restart SSM Agent by using one of the following commands, depending on the operating
system type.

« On Ubuntu Server instances installed by using a snap:

sudo systemctl daemon-reload && sudo systemctl restart snap.amazon-ssm-
agent.amazon-ssm-agent

« On other operating systems:

sudo systemctl daemon-reload && sudo systemctl restart amazon-ssm-agent

(® Note

For more information about working with .override files in systemd environments, see
Modifying Existing Unit Files in the Red Hat Enterprise Linux 7 System Administrator's Guide.

Upgrading the Python requests module on Amazon Linux 1 instances that use a
proxy server

To patch an instance that is using a proxy and that was created from an Amazon Linux 1 AMI, Patch
Manager, a capability of AWS Systems Manager, requires a recent version of the Python requests
module to be installed on the instance. We recommend always upgrading to the most recently
released version.
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To ensure the latest version of the Python requests module is installed, follow these steps:

1.

Sign in to the Amazon Linux 1 instance, or use the AWS Systems Manager document (SSM
document) AWS-RunShellScript in Run Command, a capability of AWS Systems Manager,
and run the following command on the instance.

pip list | grep requests

« If the module is installed, the request returns the version number in a response similar to the
following.

requests (1.2.3)

« If the module isn't installed, run the following command to install it.

pip install requests

o If pip itself isn't installed, run the following command to install it.

sudo yum install -y python-pip

If the module is installed, but the version listed is earlier than 2.18.4 (suchas 1.2.3 shown
in the previous step), run the following command to upgrade to the latest version of the
Python requests module.

pip install requests --upgrade

Uninstalling SSM Agent from Linux instances

Use the following commands to uninstall AWS Systems Manager Agent (SSM Agent).

Amazon Linux 1, Amazon Linux 2, Amazon Linux 2023, CentOS, Oracle Linux, and Red Hat

Enterprise Linux

sudo yum erase amazon-ssm-agent --assumeyes

Debian Server
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sudo dpkg -r amazon-ssm-agent

SUSE Linux Enterprise Server (SLES)

« zypper command installations:

sudo zypper remove amazon-ssm-agent

« rpm command installations:

sudo rpm --erase amazon-ssm-agent

Ubuntu Server

» deb package installations:

sudo dpkg -r amazon-ssm-agent

« snap package installations:

sudo snap remove amazon-ssm-agent

Working with SSM Agent on EC2 instances for macOS

AWS Systems Manager (SSM Agent) processes Systems Manager requests and configures your
machine as specified in the request. Use the following procedures to install, configure, or uninstall

SSM Agent for macOS.

(® Note

SSM Agent is preinstalled, by default, on Amazon Machine Images (AMIs) for macOS.

You don't need to install SSM Agent on an Amazon Elastic Compute Cloud (Amazon EC2)

instance for macOS unless you have uninstalled it.
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The source code for SSM Agent is available on GitHub so that you can adapt the agent to meet
your needs. We encourage you to submit pull requests for changes that you would like to have
included. However, AWS doesn't provide support for running modified copies of this software.

(@ Note

To view details about the different versions of SSM Agent, see the release notes.

Before you manually install SSM Agent on a macOS operating system, review the following
information.
« SSM Agent is installed by default on the following EC2 instances and Amazon Machine Images:
« macOS 10.14.x (Mojave)
« macOS 10.15.x (Catalina)
« macOS 11.x (BigSur)
« macOS 12.x (Monterey)
« macOS 13.x (Ventura)

 macOS 14.x (Sonoma)

SSM Agent doesn't need to be manually installed on macOS EC2 instances unless it has been
uninstalled.

« EC2 instances for macOS are not supported in all AWS Regions. For lists of Regions where x86-
based and M1 EC2 instances for macOS are supported, see macOS workloads in the Amazon EC2
FAQs.

« An updated version of SSM Agent is released whenever new capabilities are added to Systems
Manager or updates are made to existing capabilities. Failing to use the latest version of the
agent can prevent your managed node from using various Systems Manager capabilities and
features. For that reason, we recommend that you automate the process of keeping SSM Agent
up to date on your machines. For information, see Automating updates to SSM Agent. Subscribe
to the SSM Agent Release Notes page on GitHub to get notifications about SSM Agent updates.

Topics

« Manually installing SSM Agent on EC2 instances for macOS

» Configure SSM Agent to use a proxy (macQS)
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» Uninstall SSM Agent from macQOS instances

Manually installing SSM Agent on EC2 instances for macOS

Connect to your macOS instance and perform the following steps to install AWS Systems Manager
Agent (SSM Agent). Perform these steps on each instance that will run commands using Systems
Manager. The commands provided in this procedure can also be passed to Amazon EC2 instances as
scripts through user data.

To install SSM Agent on macOS

1. Download the agent installer file using the following command.

In the following command, replace region with your own information. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the Amazon

Web Services General Reference.

sudo wget https://s3.region.amazonaws.com/amazon-ssm-region/latest/darwin_amd64/
amazon-ssm-agent.pkg

Here is an example.

sudo wget https://s3.us-east-2.amazonaws.com/amazon-ssm-us-east-2/latest/
darwin_amd64/amazon-ssm-agent.pkg

2. Use the following command to run the SSM Agent installer.

x86_64:

sudo installer -pkg amazon-ssm-agent.pkg -target /
3. Check the status of the agent.

To determine if SSM Agent is running, check the agent log at /var/log/amazon/ssm/
amazon-ssm-agent.log.

4. Run the following command to start the service if the the agent log indicates that "amazon-
ssm-agent is stopped.”
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sudo launchctl load -w /Library/LaunchDaemons/com.amazon.aws.ssm.plist && sudo
launchctl start com.amazon.aws.ssm

/A Important

An updated version of SSM Agent is released whenever new capabilities are added to
Systems Manager or updates are made to existing capabilities. Failing to use the latest
version of the agent can prevent your managed node from using various Systems Manager
capabilities and features. For that reason, we recommend that you automate the process
of keeping SSM Agent up to date on your machines. For information, see Automating
updates to SSM Agent. Subscribe to the SSM Agent Release Notes page on GitHub to get
notifications about SSM Agent updates.

Configure SSM Agent to use a proxy (macOS)

You can configure AWS Systems Manager Agent (SSM Agent) to communicate through an
HTTP proxy by adding web proxy, secure web proxy, and bypass proxy settings to the Network
configuration on macOS Amazon Elastic Compute Cloud (Amazon EC2) instances. For more
information, consult your macOS user documentation.

Uninstall SSM Agent from macOS instances

macOS doesn't natively support uninstallation of PKG files. To uninstall AWS Systems Manager
Agent (SSM Agent) from an Amazon Elastic Compute Cloud (Amazon EC2) instance for macQS, you
can use the AWS managed script from the following location.

https://github.com/aws/amazon-ssm-agent/blob/mainline/Tools/src/update/darwin/uninstall.sh

Working with SSM Agent on EC2 instances for Windows Server

AWS Systems Manager Agent (SSM Agent) is preinstalled, by default, on the Amazon Machine
Images (AMlIs) for Windows Server that are provided by AWS. Support is provided for the following
operating system (OS) versions.

» Windows Server 2008-2012 R2 AMIs published in November 2016 or later
« Windows Server 2016, 2019, and 2022

Configure SSM Agent to use a proxy (macOS) 169


https://github.com/aws/amazon-ssm-agent/blob/mainline/RELEASENOTES.md
https://github.com/aws/amazon-ssm-agent/blob/mainline/Tools/src/update/darwin/uninstall.sh

AWS Systems Manager User Guide

Support notes for previous versions

Windows Server AMIs published before November 2016 use the EC2Config service to process
requests and configure instances.

Unless you have a specific reason for using the EC2Config service, or an earlier version of SSM
Agent, to process Systems Manager requests, we recommend that you download and install
the latest version of SSM Agent to each of your Amazon Elastic Compute Cloud (Amazon
EC2) instances or non-EC2 machines that are configured for Systems Manager in a hybrid and
multicloud environment.

As of January 14, 2020, Windows Server 2008 is no longer supported for feature or security
updates from Microsoft. Legacy Amazon Machine Images (AMls) for Windows Server 2008 and
2008 R2 still include version 2 of SSM Agent preinstalled, but Systems Manager no longer officially
supports 2008 versions and no longer updates the agent for these versions of Windows Server.

In addition, SSM Agent version 3 might not be compatible with all operations on Windows Server
2008 and 2008 R2. The final officially supported version of SSM Agent for Windows Server 2008
versions is 2.3.1644.0.

Keeping SSM Agent up to date

An updated version of SSM Agent is released whenever new capabilities are added to Systems
Manager or updates are made to existing capabilities. Failing to use the latest version of the agent
can prevent your managed node from using various Systems Manager capabilities and features.
For that reason, we recommend that you automate the process of keeping SSM Agent up to date
on your machines. For information, see Automating updates to SSM Agent. Subscribe to the SSM

Agent Release Notes page on GitHub to get notifications about SSM Agent updates.

To view details about the different versions of SSM Agent, see the release notes.

Topics

« Manually installing SSM Agent on EC2 instances for Windows Server

» Configure SSM Agent to use a proxy for Windows Server instances

Manually installing SSM Agent on EC2 instances for Windows Server

AWS Systems Manager Agent (SSM Agent) is preinstalled, by default, on the following Amazon
Machine Images (AMls) for Windows Server provided by Amazon:
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« Windows Server 2008-2012 R2 AMIs published in November 2016 or later
« Windows Server 2016, 2019, and 2022

If necessary, you can manually download and install the latest version of SSM Agent on your
Amazon Elastic Compute Cloud (Amazon EC2) instance for Windows Server by using the following
procedure. The commands provided in this procedure can also be passed to Amazon EC2 instances
as scripts through user data.

SSM Agent requires Windows PowerShell 3.0 or later to run certain AWS Systems Manager
documents (SSM documents) on Windows Server instances (for example, the legacy AWS -
ApplyPatchBaseline document). Verify that your Windows Server instances are running
Windows Management Framework 3.0 or later. This framework includes Windows PowerShell. For
more information, see Windows Management Framework 3.0.

(@ Note

This procedure applies to installing or reinstalling SSM Agent on an EC2 instance for
Windows Server. If you need to install the agent on an on-premises server or a virtual
machine (VM) so it can be used with Systems Manager, see Install SSM Agent for a hybrid
environment (Windows).

To manually install the latest version of SSM Agent on EC2 instances for Windows Server

1. Connect to your instance by using Remote Desktop or Windows PowerShell. For more
information, see Connect to your instance in the Amazon EC2 User Guide for Windows

Instances.

2. Download the latest version of SSM Agent to your instance. You can download using either
PowerShell commands or a direct download link.

(@ Note

The URLs in this step let you download SSM Agent from any AWS Region. If you want
to download the agent from a specific Region, use a Region-specific URL instead:
https://amazon-ssm-region.s3.region.amazonaws.com/latest/
windows_amd64/AmazonSSMAgentSetup.exe
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region represents the identifier for an AWS Region supported by AWS Systems
Manager, such as us-east-2 for the US East (Ohio) Region. For a list of supported
region values, see the Region column in Systems Manager service endpoints in the
Amazon Web Services General Reference.

PowerShell

Run the following three PowerShell commands in order. These commands allow you to
download SSM Agent without adjusting Internet Explorer (IE) Enhanced Security settings,
and then install the agent and remove the installation file.

64-bit

[System.Net.ServicePointManager]: :SecurityProtocol = 'TLS12'
$progressPreference = 'silentlyContinue'

Invoke-WebRequest °
https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/latest/

windows_amd64/AmazonSSMAgentSetup.exe °
-OutFile $env:USERPROFILE\Desktop\SSMAgent_latest.exe

32-bit

[System.Net.ServicePointManager]::SecurityProtocol = 'TLS12'
$progressPreference = 'silentlyContinue'

Invoke-WebRequest °
https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/latest/

windows_386/AmazonSSMAgentSetup.exe °
-OutFile $env:USERPROFILE\Desktop\SSMAgent_latest.exe

Start-Process °
-FilePath $env:USERPROFILE\Desktop\SSMAgent_latest.exe °

-ArgumentList "/S"

rm -Force $env:USERPROFILE\Desktop\SSMAgent_latest.exe

Direct download

Download the latest version of SSM Agent to your instance by using the following link. If
you want, update this URL with an AWS Region-specific URL.
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https://s3.amazonaws.com/ec2-downloads-windows/SSMAgent/latest/windows_amd64/

AmazonSSMAgentSetup.exe

Run the downloaded AmazonSSMAgentSetup. exe file to install SSM Agent.
3. Start or restart SSM Agent by sending the following command in PowerShell:

Restart-Service AmazonSSMAgent

Uninstall SSM Agent

To uninstall the SSM Agent from a Windows instance, open Control Panel, Programs. Choose the
Uninstall a program option. Open the context (right-click) menu for Amazon SSM Agent and
choose Uninstall.

Configure SSM Agent to use a proxy for Windows Server instances

The information in this topic applies to Windows Server instances created on or after November
2016 that do not use the Nano installation option. If you intend to use Session Manager, note that
HTTPS proxy servers aren't supported.

If your instance is a Windows Server 2008-2012 R2 instance created before November 2016,

then EC2Config processes AWS Systems Manager requests on your instance. We recommend

that you upgrade your existing instances to use the latest version of EC2Config. By using the
latest EC2Config installer, you install AWS Systems Manager Agent (SSM Agent) side-by-side with
EC2Config. This side-by-side version of SSM Agent is compatible with your instances created from
earlier Windows Amazon Machine Images (AMIs) and allows you to use Systems Manager features
published after November 2016. For information about how to install the latest version of the
EC2Config service, see Install the latest version of EC2Config in the Amazon EC2 User Guide for
Windows Instances. If you don't upgrade to the latest version of EC2Config and use EC2Config to

process Systems Manager requests, configure proxy settings for EC2Config. For information about
configuring EC2Config to use a proxy, see Configure proxy settings for the EC2Config service in the
Amazon EC2 User Guide for Windows Instances.

(@ Note

As of January 14, 2020, Windows Server 2008 is no longer supported for feature or security
updates from Microsoft. Legacy Amazon Machine Images (AMls) for Windows Server 2008
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and 2008 R2 still include version 2 of SSM Agent preinstalled, but Systems Manager no
longer officially supports 2008 versions and no longer updates the agent for these versions
of Windows Server. In addition, SSM Agent version 3 might not be compatible with all
operations on Windows Server 2008 and 2008 R2. The final officially supported version of
SSM Agent for Windows Server 2008 versions is 2.3.1644.0.

To configure SSM Agent to use a proxy

1. Using Remote Desktop or Windows PowerShell, connect to the instance that you would like to
configure to use a proxy.

2. Run the following command block in PowerShell. Replace hostname and port with the
information about your proxy.

$serviceKey = "HKLM:\SYSTEM\CurrentControlSet\Services\AmazonSSMAgent"

$keyInfo = (Get-Item -Path $serviceKey).GetValue("Environment")

$proxyVariables = @("http_proxy=hostname:port", "https_proxy=hostname:port",
"no_proxy=169.254.169.254")

if ($keyInfo -eq $null) {
New-ItemProperty -Path $serviceKey -Name Environment -Value $proxyVariables -
PropertyType MultiString -Force

}
else {

Set-ItemProperty -Path $serviceKey -Name Environment -Value $proxyVariables
}

Restart-Service AmazonSSMAgent

After running the preceding command, you can review the SSM Agent logs to confirm the proxy
settings were applied. Entries in the logs look similar to the following. For more information about
SSM Agent logs, see Viewing SSM Agent logs.

2020-02-24 15:31:54 INFO Getting IE proxy configuration for current user: The operation
completed successfully.

2020-02-24 15:31:54 INFO Getting WinHTTP proxy default configuration: The operation
completed successfully.

2020-02-24 15:31:54 INFO Proxy environment variables:

2020-02-24 15:31:54 INFO http_proxy: hostname:port
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2020-02-24 15:31:54 INFO https_proxy: hostname:port

2020-02-24 15:31:54 INFO no_proxy: 169.254.169.254

2020-02-24 15:31:54 INFO Starting Agent: amazon-ssm-agent - v2.3.871.0
2020-02-24 15:31:54 INFO 0S: windows, Arch: amd64

To reset SSM Agent proxy configuration

1. Using Remote Desktop or Windows PowerShell, connect to the instance to configure.
2. If you connected using Remote Desktop, launch PowerShell as an administrator.

3. Run the following command block in PowerShell.

Remove-ItemProperty -Path HKLM:\SYSTEM\CurrentControlSet\Services\AmazonSSMAgent -
Name Environment
Restart-Service AmazonSSMAgent

SSM Agent proxy setting precedence

When configuring proxy settings for the SSM Agent on Windows Server instances, it's important
to understand these settings are evaluated and applied to the agent configuration when the
SSM Agent is started. How you configure your proxy settings for a Windows Server instance can
determine whether other settings might supersede your intended settings.

/A Important

SSM Agent communicates using the HTTPS protocol. For this reason, you must configure
the HTTPS proxy parameter by using one of the following settings options.

SSM Agent proxy settings are evaluated in the following order.

1. AmazonSSMAgent Registry settings (HKLM:\SYSTEM\CurrentControlSet\Services
\AmazonSSMAgent)

System environment variables (http_proxy, https_proxy, no_proxy)

LocalSystem user account environment variables http_proxy, https_proxy, no_proxy)

Internet Explorer settings (HTTP, secure, exceptions)

LA O

WinHTTP proxy settings (http=, https=, bypass-1list=)
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SSM Agent proxy settings and Systems Manager services

If you configured the SSM Agent to use a proxy and are using AWS Systems Manager capabilities,
such as Run Command and Patch Manager, that use PowerShell or the Windows Update client
during their execution on Windows Server instances, configure additional proxy settings.
Otherwise, the operation might fail because proxy settings used by PowerShell and the Windows
Update client aren't inherited from the SSM Agent proxy configuration.

For Run Command, configure WinINet proxy settings on your Windows Server instances. The
[System.Net.WebRequest] commands provided are per-session. To apply these configurations
to subsequent network commands that are run in Run Command, these commands must precede
other PowerShell commands in the same aws : runPowershellScript plugin input.

The following PowerShell commands return the current WinINet proxy settings, and apply your
proxy settings to WinINet.

[System.Net.WebRequest]: :DefaultWebProxy

$proxyServer = "http://hostname:port"

$proxyBypass = "169.254.169.254"

$WebProxy = New-Object System.Net.WebProxy($proxyServer,$true, $proxyBypass)

[System.Net.WebRequest]: :DefaultWebProxy = $WebProxy

For Patch Manager, configure system-wide proxy settings so the Windows Update client can scan
for and download updates. We recommend that you use Run Command to run the following
commands because they run on the SYSTEM account, and the settings apply system-wide. The
following netsh commands return the current proxy settings, and apply your proxy settings to the
local system.

netsh winhttp show proxy

netsh winhttp set proxy proxy-server="hostname:port" bypass-list="169.254.169.254"

For more information about using Run Command, see AWS Systems Manager Run Command.

Working with SSM Agent on edge devices

Systems Manager supports installing and running SSM Agent on AWS loT Greengrass core devices,
AWS loT, and non-AWS loT devices. The SSM Agent installation and configuration process for
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AWS loT Greengrass core devices is different than AWS IoT and non-AWS loT devices. For more
information, see Setting up AWS Systems Manager for edge devices.

® Note

For information about uninstalling SSM Agent from an edge device, see Uninstall the AWS
Systems Manager Agent in the AWS loT Greengrass Version 2 Developer Guide.

Checking SSM Agent status and starting the agent

This topic lists the commands to check whether AWS Systems Manager Agent (SSM Agent) is
running on each supported operating system. It also provides the commands to start the agent if it

isn't running.

Operating system

Amazon Linux 1

Amazon Linux 2 and Amazon

Linux 2023

CentOS 6.x

CentOS 7.x and CentOS 8.x

Debian Server 8, 9, and 10

Command to check SSM
Agent status

sudo status amazon-ss
m-agent

sudo systemctl status
amazon-ssm-agent

sudo status amazon-ss
m-agent

sudo systemctl status
amazon-ssm-agent

sudo systemctl status
amazon-ssm-agent

Command to start SSM
Agent

sudo start amazon-ss
m-agent

sudo systemctl enable
amazon-ssm-agent

sudo systemctl start
amazon-ssm-agent

sudo start amazon-ss
m-agent

sudo systemctl enable
amazon-ssm-agent

sudo systemctl start
amazon-ssm-agent

sudo systemctl enable
amazon-ssm-agent
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Operating system

macOS

Oracle Linux

Red Hat Enterprise Linux
(RHEL) 6.x

Red Hat Enterprise Linux
(RHEL) 7.x and 8.x

SUSE Linux Enterprise Server
(SLES)

Ubuntu Server 14.04 (all) and
16.04 (32-bit)

Command to check SSM
Agent status

Check the agent log file at /
var/log/amazon/ssm/
amazon-ssm-agent.log

sudo systemctl status
amazon-ssm-agent

sudo status amazon-ss
m-agent

sudo systemctl status
amazon-ssm-agent

sudo systemctl status
amazon-ssm-agent

sudo status amazon-ss
m-agent

Command to start SSM
Agent

sudo systemctl start
amazon-ssm-agent

sudo launchctl load -
w /Library/LaunchDae
mons/com.amazon.aw
s.ssm.plist

sudo launchctl start
CcOom.amazon.aws.ssm

sudo systemctl enable
amazon-ssm-agent

sudo systemctl start
amazon-ssm-agent

sudo start amazon-ss
m-agent

sudo systemctl enable
amazon-ssm-agent

sudo systemctl start
amazon-ssm-agent

sudo systemctl enable
amazon-ssm-agent

sudo systemctl start
amazon-ssm-agent

sudo start amazon-ss
m-agent
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Operating system

Ubuntu Server 16.04 64-
bit instances (deb package
installation)

Ubuntu Server 16.04, 18.04,
and 20.04 LTS, 20.10 STR
64-bit, and 22.04 LTS (Snap
package installation)

Windows Server

More info

Command to check SSM
Agent status

sudo systemctl status
amazon-ssm-agent

sudo systemctl status
snap.amazon-ssm-ag
ent.amazon-ssm-age
nt.service

Run in PowerShell:

Get-Service AmazonSSM
Agent

« Working with SSM Agent on EC2 instances for Linux

Command to start SSM
Agent

sudo systemctl enable
amazon-ssm-agent

sudo systemctl start
amazon-ssm-agent

sudo snap start
amazon-ssm-agent

Run in PowerShell Administr
ator mode:

Start-Service
AmazonSSMAgent

« Working with SSM Agent on EC2 instances for Windows Server

« Checking the SSM Agent version number

Checking the SSM Agent version number

Certain AWS Systems Manager functionalities have prerequisites that include a minimum Systems

Manager Agent (SSM Agent) version be installed on your managed nodes. You can get the currently

installed SSM Agent version on your managed nodes using the Systems Manager console, or by
logging in to your managed nodes.

The following procedures describe how to get the currently installed SSM Agent version on your

managed nodes.
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To check the version number of SSM Agent installed on a managed node

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Fleet Manager.

_Or_

If the AWS Systems Manager home page opens first, choose the menu icon
(=

to open the navigation pane, and then choose Fleet Manager in the navigation pane.

3. Inthe SSM Agent version column, note the Agent version number.

To get the currently installed SSM Agent version from within the operating system

Choose from the following tabs to get the currently installed SSM Agent version from within an
operating system.

Amazon Linux 1, Amazon Linux 2, and Amazon Linux 2023

(@ Note

This command varies depending on the package manager for your operating system.

1. Log in to your managed node.

2.  Run the following command.

yum info amazon-ssm-agent

This command returns output similar to the following.

Loaded plugins: extras_suggestions, langpacks, priorities, update-motd
Installed Packages

Name : amazon-ssm-agent
Arch : X86_64
Version : 3.0.655.0
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CentOS

1. Log in to your managed node.

2. Run the following command for CentOS 6 and 7.
yum info amazon-ssm-agent

This command returns output similar to the following.

Loaded plugins: extras_suggestions, langpacks, priorities, update-motd
Installed Packages

Name : amazon-ssm-agent
Arch : x86_64
Version : 3.0.655.0

Debian Server
1. Log in to your managed node.

2. Run the following command.

apt list amazon-ssm-agent

This command returns output similar to the following.

apt list amazon-ssm-agent
Listing... Done
amazon-ssm-agent/now 3.0.655.0-1 amd64 [installed,local]

3.0.655.0 is the version of SSM agent

macOS

1. Log in to your managed node.

2. Run the following command.

pkgutil --pkg-info com.amazon.aws.ssm
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RHEL

1. Log in to your managed node.

2. Run the following command for RHEL 6, 7, 8, and 9.

yum info amazon-ssm-agent

This command returns output similar to the following.

Loaded plugins: extras_suggestions, langpacks, priorities, update-motd
Installed Packages

Name : amazon-ssm-agent
Arch : x86_64
Version : 3.0.655.0

Run the following command for the DNF package utility.

dnf info amazon-ssm-agent

SLES

1. Log in to your managed node.

2. Run the following command for SLES 12 and 15.

zypper info amazon-ssm-agent

This command returns output similar to the following.

Loading repository data...

Reading installed packages...

Information for package amazon-ssm-agent:
Repository : @System

Name : amazon-ssm-agent

Version : 3.0.655.0-1
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Ubuntu Server

® Note

To check if your Ubuntu Server 16.04 instance uses deb or Snap packages, see Manually
installing SSM Agent on Ubuntu Server instances.

1. Log in to your managed node.

2. Run the following command for Ubuntu Server 16.04 and 14.04 64-bit (with deb installer
package).

apt list amazon-ssm-agent

This command returns output similar to the following.

apt list amazon-ssm-agent
Listing... Done
amazon-ssm-agent/now 3.0.655.0-1 amd64 [installed,local]

3.0.655.0 is the version of SSM agent

Run the following command for Ubuntu Server 22.04 LTS, 20.10 STR and 20.04, 18.04, and
16.04 LTS 64-bit instances (with Snap package).

sudo snap list amazon-ssm-agent

This command returns output similar to the following.

snap list amazon-ssm-agent
Name Version Rev Tracking Publisher Notes
amazon-ssm-agent 3.0.529.0 3552 latest/stable/.. aws# classic-

3.0.529.0 is the version of SSM agent

Windows

1. Log in to your managed node.
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2. Run the following PowerShell command.

& "C:\Program Files\Amazon\SSM\amazon-ssm-agent.exe" -version

This command returns output similar to the following.

SSM Agent version: 3.1.804.0

We recommend using the latest version of the SSM Agent so you can benefit from new or updated
capabilities. To ensure your managed instances are always running the most up-to-date version of
the SSM Agent, you can automate the process of updating the SSM Agent. For more information,
see Automating updates to SSM Agent.

Viewing SSM Agent logs

AWS Systems Manager Agent (SSM Agent) writes information about executions, commands,
scheduled actions, errors, and health statuses to log files on each managed node. You can view log
files by manually connecting to a managed node, or you can automatically send logs to Amazon
CloudWatch Logs. For more information about sending logs to CloudWatch Logs, see Monitoring
AWS Systems Manager.

You can view SSM Agent logs on managed nodes in the following locations.

Linux and macOS

/var/log/amazon/ssm/

Windows

%PROGRAMDATA%\Amazon\SSM\Logs\

For Linux managed nodes, the SSM Agent stderr and stdout files are written to the following
directory: /var/lib/amazon/ssm/.

For Windows managed nodes, the SSM Agent stderr and stdout files are written to the
following directory: SPROGRAMDATA%\Amazon\SSM\InstanceData\.

For information about allowing SSM Agent debug logging, see Allowing SSM Agent debug logging.
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For more information about cihub/seelog configuration, see the Seelog Wiki on GitHub. For
examples of cihub/seelog configurations, see the cihub/seelog examples repository on GitHub.

Allowing SSM Agent debug logging

Use the following procedure to allow SSM Agent debug logging on your managed nodes.
Linux and macOS
To allow SSM Agent debug logging on Linux and macOS managed nodes

1. Either use Session Manager, a capability of AWS Systems Manager, to connect to the
managed node where you want to allow debug logging, or log on to the managed node.
For more information, see Working with Session Manager.

2. Locate the seelog.xml.template file.
Linux:

On most Linux managed node types, the file is located in the directory /etc/amazon/
ssm/seelog.xml.template.

On Ubuntu Server 20.10 STR & 20.04, 18.04, and 16.04 LTS, the file is located in the
directory /snap/amazon-ssm-agent/current/seelog.xml.template. Copy this file
from the /snap/amazon-ssm-agent/current/ directory to the /etc/amazon/ssm/
directory before making any changes.

macOS:

On macOS instance types, the file is located in the directory /opt/aws/ssm/
seelog.xml.template.

3. Change the file name from seelog.xml.template to seelog.xml.

(® Note

On Ubuntu Server 20.10 STR & 20.04, 18.04, and 16.04 LTS, the file seelog.xml
must be created in the directory /etc/amazon/ssm/. You can create this directory
and file by running the following commands.

sudo mkdir -p /etc/amazon/ssm
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sudo cp -p /snap/amazon-ssm-agent/current/seelog.xml.template /etc/
amazon/ssm/seelog.xml

4. Edit the seelog.xml file to change the default logging behavior. Change the value of
minlevel from info to debug, as shown in the following example.
<seelog type="adaptive" mininterval="2000000" maxinterval="100000000"
critmsgcount="500" minlevel="debug">
5. (Optional) Restart SSM Agent using the following command.
Linux:
sudo service amazon-ssm-agent restart
macOS:
sudo /opt/aws/ssm/bin/amazon-ssm-agent restart
Windows

To allow SSM Agent debug logging on Windows Server managed nodes

1.

Either use Session Manager to connect to the managed node where you want to allow
debug logging, or log on to the managed nodes. For more information, see Working with

Session Manager.

Make a copy of the seelog.xml.template file. Change the name of the copy to seelog.xml.
The file is located in the following directory.

%PROGRAMFILES%\Amazon\SSM\seelog.xml.template

Edit the seelog. xml file to change the default logging behavior. Change the value of
minlevel from info to debug, as shown in the following example.

<seelog type="adaptive" mininterval="2000000" maxinterval="100000000"
critmsgcount="500" minlevel="debug">

Locate the following entry.
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filename="{{LOCALAPPDATA}}\Amazon\SSM\Logs\{{EXECUTABLENAME}}.log"
Change this entry to use the following path.

filename="C:\ProgramData\Amazon\SSM\Logs\amazon-ssm-agent.log"

5. Locate the following entry.
filename="{{LOCALAPPDATA}}\Amazon\SSM\Logs\errors.log"
Change this entry to use the following path.

filename="C:\ProgramData\Amazon\SSM\Logs\errors.log"

6. Restart SSM Agent using the following PowerShell command in Administrator mode.

Restart-Service AmazonSSMAgent

Restricting access to root-level commands through SSM Agent

AWS Systems Manager Agent (SSM Agent) runs on Amazon Elastic Compute Cloud (Amazon EC2)
instances and other machine types in hybrid and multicloud environments using root permissions
(Linux) or SYSTEM permissions (Windows Server). Because these are the highest level of system
access permissions, any trusted entity that has been granted permission to send commands to
SSM Agent has root or SYSTEM permissions. (In AWS, a trusted entity that can perform actions and
access resources in AWS is called a principal. A principal can be an AWS account root user, user, or a
role.)

This level of access is required for a principal to send authorized Systems Manager commands
to SSM Agent, but also makes it possible for a principal to run malicious code by exploiting any
potential vulnerabilities in SSM Agent.

In particular, permissions to run the commands SendCommand and StartSession should be

carefully restricted. A good first step is to grant permissions for each command only to select
principals in your organization. However, we recommend tightening your security posture even
further by restricting which managed nodes a principal can run these commands on. This can be
done in the IAM policy assigned to the principal. In the 1AM policy, you can include a condition that
limits the user to running commands only on managed nodes that are tagged with specific tags or
a combination of tags.
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For example, say you have two fleets of servers, one for testing, one for production. In the IAM
policy applied to junior engineers, you specify that they can run commands only on instances
tagged with ssm: resourceTag/testServer. But, for a smaller group of lead engineers,
who should have access to all instances, you grant access to instances tagged with both
ssm:resourceTag/testServer and ssm:resourceTag/productionServer.

Using this approach, if junior engineers attempt to run a command on a production instance, they
will be denied access because their assigned IAM policy doesn't provide explicit access to instances
tagged with ssm:resourceTag/productionServer.

For more information and examples, see the following topics:

» Restricting Run Command access based on tags

» Restrict session access based on instance tags

Automating updates to SSM Agent

AWS releases a new version of AWS Systems Manager Agent (SSM Agent) when we add or update
Systems Manager capabilities. If your managed nodes use an older version of the agent, then

you can't use the new capabilities or benefit from the updated capabilities. For these reasons, we
recommend that you automate the process of updating SSM Agent on your managed nodes using
any of the following methods.

Agent updates on the Bottlerocket operating system

SSM Agent on the Bottlerocket operating system can't be updated using the Systems Manager
Command document AWS-UpdateSSMAgent. Updates are managed within the Bottlerocket
control container. For more information, see Bottlerocket Control Container and Bottlerocket

update infrastructure on GitHub.

macOS version requirement

If an instance is running macOS version 11.0 (Big Sur) or later, the instance must have the SSM
Agent version 3.1.941.0 or higher to run the AWS-UpdateSSMAgent document. If the instance
is running a version of SSM Agent released before 3.1.941.0, update your SSM Agent to run the
AWS-UpdateSSMAgent by running brew update and brew upgrade amazon-ssm-agent
commands.
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Method

One-click automated update on all managed
nodes (Recommended)

Global or selective update

Global or selective update for new environme
nts

Details

You can configure all managed nodes in your
AWS account to automatically check for and
download new versions of SSM Agent. To do
this, choose Auto update SSM Agent on the
Settings tab in Fleet Manager, as described
later in this topic.

You can use State Manager, a capability of
AWS Systems Manager, to create an associati
on that automatically downloads and installs
SSM Agent on your managed nodes. If you
want to limit the disruption to your workloads,
you can create a Systems Manager maintenan
ce window to perform the installation during
designated time periods. Both methods

allow you to create either a global update
configuration for all of your managed nodes
or selectively choose which instances get
updated. For information about creating a
State Manager association, see Walkthrou

gh: Automatically update SSM Agent (CLI).
For information about using a maintenance

window, see Walkthrough: Create a maintenan
ce window to update SSM Agent (AWS CLI)
and Walkthrough: Create a maintenance

window to automatically update SSM Agent

(console).

If you're getting started with Systems
Manager, we recommend that you use the
Update Systems Manager (SSM) Agent every
two weeks option in Quick Setup, a capability
of AWS Systems Manager. Quick Setup allows
you to create either a global update configura
tion for all of your managed nodes or selective

Automating updates to SSM Agent

189



AWS Systems Manager User Guide

Method Details

ly choose which managed nodes get updated.
For more information, see Amazon EC2 host

management.

If you prefer to update SSM Agent on your managed nodes manually, you can subscribe to
notifications that AWS publishes when a new version of the agent is released. For information,
see Subscribing to SSM Agent notifications. After you subscribe to notifications, you can use Run
Command to manually update one or more managed nodes with the latest version. For more
information, see Updating the SSM Agent using Run Command.

Automatically updating SSM Agent

You can configure Systems Manager to automatically update SSM Agent on all Linux-based and
Windows-based managed nodes in your AWS account. If you turn on this option, then Systems
Manager automatically checks every two weeks for a new version of the agent. If there is a new
version, then Systems Manager automatically updates the agent to the latest released version
using the SSM document AWS-UpdateSSMAgent. We encourage you to choose this option to
ensure that your managed nodes are always running the most up-to-date version of SSM Agent.

® Note

If you use a yum command to update SSM Agent on a managed node after the agent has
been installed or updated using the SSM document AWS-UpdateSSMAgent, you might
see the following message: "Warning: RPMDB altered outside of yum." This message is
expected and can be safely ignored.

To automatically update SSM Agent

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Fleet Manager.

_or_
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If the AWS Systems Manager home page opens first, choose the menu icon

(=

to open the navigation pane, and then choose Fleet Manager in the navigation pane.
3. Choose the Settings tab.

4. Inthe Agent auto update area, choose Auto update SSM Agent.

To change the version of SSM Agent your fleet updates to, choose Edit under Agent auto update
on the Settings tab. Then enter the version number of SSM Agent you want to update to in
Version under Parameters. If not specified, the agent updates to the latest version.

To stop automatically deploying updated versions of SSM Agent to all managed nodes in your
account, choose Delete under Agent auto update on the Settings tab. This action deletes the State
Manager association that automatically updates SSM Agent on your managed nodes.

Subscribing to SSM Agent notifications

Amazon Simple Notification Service (Amazon SNS) can notify you when new versions of AWS
Systems Manager Agent (SSM Agent) are released. Use the following procedure to subscribe to
these notifications.

® Tip
You can also subscribe to notifications by watching the SSM Agent Release Notes page on
GitHub.

To subscribe to SSM Agent notifications

1. Open the Amazon SNS console at https://console.aws.amazon.com/sns/v3/home.

2. From the Region selector in the navigation bar, choose US East (N. Virginia), if it isn't selected
already. You must select this AWS Region because the Amazon SNS notifications for SSM
Agent that you're subscribing to are generated from this Region only.

3. In the navigation pane, choose Subscriptions.
4. Choose Create subscription.

5. For Create subscription, do the following:
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a. For Topic ARN, use the following Amazon Resource Name (ARN):

arn:aws:sns:us-east-1:720620558202:SSM-Agent-Update
b. For Protocol, choose Email or SMS.

c. For Endpoint, depending on whether you chose Email or SMS in the previous step, enter
an email address or an area code and number to receive notifications.

d. Choose Create subscription.

6. If you chose Email, you will receive an email message asking you to confirm your subscription.
Open the message, and follow the directions to complete your subscription.

Whenever a new version of SSM Agent is released, we send notifications to subscribers. If you no
longer want to receive these notifications, use the following procedure to unsubscribe.

To unsubscribe from SSM Agent notifications

1. Open the Amazon SNS console.
2. In the navigation pane, choose Subscriptions.

3. Select the subscription, and then choose Delete. When prompted for confirmation, choose
Delete.

SSM Agent communications with AWS managed S3 buckets

In the course of performing various Systems Manager operations, AWS Systems Manager Agent
(SSM Agent) accesses a number of Amazon Simple Storage Service (Amazon S3) buckets. These S3
buckets are publicly accessible, and by default, SSM Agent connects to them using HTTP calls.

However, if you're using a virtual private cloud (VPC) endpoint in your Systems Manager
operations, you must provide explicit permission in an Amazon Elastic Compute Cloud (Amazon
EC2) instance profile for Systems Manager, or in a service role for non-EC2 machines a hybrid and
multicloud environment. Otherwise, your resources can't access these public buckets.

To grant your managed nodes access to these buckets when you are using a VPC endpoint, you
create a custom Amazon S3 permissions policy, and then attach it to your instance profile (for EC2
instances) or your service role (for non-EC2 managed nodes).
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For information about using a virtual private cloud (VPC) endpoint in your Systems Manager
operations, see Create VPC endpoints.

® Note

These permissions only provide access to the AWS managed buckets required by SSM
Agent. They don't provide the permissions that are necessary for other Amazon S3
operations. They also don't provide permission to your own S3 buckets.

For more information, see the following topics:

« Configure instance permissions for Systems Manager

» Create an IAM service role for a hybrid environment

Contents

» Required bucket permissions

« Example

Required bucket permissions

The following table describes each of the S3 buckets that SSM Agent might need to access for
Systems Manager operations.

® Note

region represents the identifier for an AWS Region supported by AWS Systems Manager,
such as us-east-2 for the US East (Ohio) Region. For a list of supported region values,
see the Region column in Systems Manager service endpoints in the Amazon Web Services

General Reference.

Amazon S3 permissions required by SSM Agent
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S3 bucket ARN

arn:aws:s3:::aws-windows-do
wnloads- region/*

arn:aws:s3:::amazon-ssm- region/*

arn:aws:s3:::amazon-ssm-pac
kages- region/*

arn:aws:s3:::
prod/*

region-birdwatcher-

arn:aws:s3:::aws-ssm-distri

butor-file- region/*

Description

Required for some SSM documents that
support only Windows Server operating
systems, plus some for cross-platform
support, such as AWSEC2-ConfigureSTIG

Required for updating SSM Agent installat
ions. These buckets contain the SSM Agent
installation packages, and the installation
manifests that are referenced by the AWS -
UpdateSSMAgent
If these permissions aren't provided, the SSM
Agent makes an HTTP call to download the
update.

document and plugin.

Required for using versions of SSM Agent prior
t0 2.2.45.0 to run the SSM document AWS -
ConfigureAWSPackage

Provides access to the distribution service used
by version 2.2.45.0 and later of SSM Agent.
This service is used to run the document AWS -
ConfigureAWSPackage

This permission is needed for all AWS Regions
except the Africa (Cape Town) Region (af-south
-1) and the Europe (Milan) Region (eu-south
-1).

Provides access to the distribution service used
by version 2.2.45.0 and later of SSM Agent.
This service is used to run the SSM document
AWS-ConfigureAWSPackage

This permission is needed only for the Africa
(Cape Town) Region (af-south-1) and the
Europe (Milan) Region (eu-south-1).
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S3 bucket ARN Description

arn:aws:s3:::aws-ssm-document- Provides access to the S3 bucket containing

attachments- region/* the packages for Distributor, a capability of
AWS Systems Manager, that are owned by
AWS.
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S3 bucket ARN

arn:aws:s3:::patch-baseline-
snapshot- region/*

Description

Provides access to the S3 bucket containing
patch baseline snapshots. This is required if
you use any of the following SSM documents:

AWS-RunPatchBaseline
AWS-RunPatchBaselineAssocia
tion
AWS-RunPatchBaselineWithHooks

AWS-ApplyPatchBaseline (alegacy
SSM document)

(® Note

In the Middle East (Bahrain) Region
(me-south-1) only, this S3 bucket uses
a different naming convention. For this
AWS Region only, use the following
bucket instead.

o patch-baseline-snapshot-
me-south-1-uduvl7q8

In the Africa (Cape Town) Region (af-
south-1) only, this S3 bucket uses a
different naming convention. For this
AWS Region only, use the following
bucket instead.

» patch-baseline-snapshot-
af-south-1-tbxdb5b9
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S3 bucket ARN

For Linux and Windows Server managed
nodes: arn:aws:s3:::aws-s
sm- region/*

For Amazon EC2 instances for macOS:
arn:aws:s3:::aws-patchmanager-
macos- region/*

Description

Provides access to the S3 bucket containing

modules required for use with certain Systems

Manager documents (SSM documents). For
example:

e arn:aws:s3:::aws-ssm-us-eas
t-2/*

e aws-patchmanager-macos-us-e
ast-2/*

Exceptions

The S3 bucket names in a few AWS Regions

use an extended naming convention, as shown

by their ARNs. For these Regions, use the
following ARNs instead:

« Middle East (Bahrain) Region (me-south
-1)): aws-patch-manager-me-south-
1-a53fc9dce

 Africa (Cape Town) Region (af-south-1):

aws-patch-manager-af-south-1-
bdd5f65a9

« Europe (Milan) Region (eu-south-1): aws -

patch-manager-eu-south-1-
c52f3f594

« Asia Pacific (Osaka) Region (ap-north
east-3): aws-patch-manager-ap-
northeast-3-67373598a

SSM documents

The following are some commonly used SSM

documents stored in these buckets.
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S3 bucket ARN

Example

The following example illustrates how to provide access to the S3 buckets required for Systems
Manager operations in the US East (Ohio) Region (us-east-2). In most cases, you need to provide
these permissions explicitly in an instance profile or service role only when using a VPC endpoint.

Description

Inarn:aws:s3:::aws-ssm- region/:

« AWS-RunPatchBaseline

e AWS-RunPatchBaselineAssocia
tion

o AWS-RunPatchBaselineWithHooks

e AWS-InstanceRebootWithHooks

« AWS-ConfigureWindowsUpdate

e AWS-FindWindowsUpdates

» AWS-PatchAsgInstance

 AWS-PatchInstanceWithRollback

» AWS-UpdateSSMAgent

o AWS-UpdateEC2Config

Inarn:aws:s3:::aws-patchmanager-
macos- region/:

e AWS-RunPatchBaseline

« AWS-RunPatchBaselineAssocia
tion

« AWS-RunPatchBaselineWithHooks

e AWS-InstanceRebootWithHooks

« AWS-PatchAsgInstance

« AWS-PatchInstanceWithRollback

Example
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/A Important

We recommend that you avoid using wildcard characters (*) in place of specific Regions

in this policy. For example, use arn:aws:s3:::aws-ssm-us-east-2/* and don't use
arn:aws:s3:::aws-ssm-*/*. Using wildcards could provide access to S3 buckets that
you don't intend to grant access to. If you want to use the instance profile for more than

one Region, we recommend repeating the first Statement block for each Region.

"Version": "2012-10-17",

"Statement": [
{

"Effect":

"Allow",
"Action": "s3:GetObject",

"Resource":

arn:
arn:
arn:
arn:
arn:
arn:
arn:
arn:

aws

aws
aws :
aws
aws :
aws
aws :
aws

L
1S3

s3::
s3::
s3::
s3::
s3::
s3::
s3::

:::aws-windows-downloads-us-east-2/*",
:amazon-ssm-us-east-2/*",
:amazon-ssm-packages-us-east-2/*",
:us-east-2-birdwatcher-prod/*",
:aws-ssm-document-attachments-us-east-2/*",
:patch-baseline-snapshot-us-east-2/*",
:aws-ssm-us-east-2/*",
:aws-patchmanager-macos-us-east-2/*"

Troubleshooting SSM Agent

If you experience problems running operations on your managed nodes, there might be a problem

with AWS Systems Manager Agent (SSM Agent). Use the following information to help you view

SSM Agent log files and troubleshoot the agent.

Topics

« SSM Agent is out of date

» Troubleshoot issues using SSM Agent log files

« Agent log files don't rotate (Windows)

Troubleshooting SSM Agent
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» Unable to connect to SSM endpoints

» Use ssm-cli to troubleshoot managed node availability

SSM Agent is out of date

An updated version of SSM Agent is released whenever new capabilities are added to Systems
Manager or updates are made to existing capabilities. Failing to use the latest version of the agent
can prevent your managed node from using various Systems Manager capabilities and features.
For that reason, we recommend that you automate the process of keeping SSM Agent up to date
on your machines. For information, see Automating updates to SSM Agent. Subscribe to the SSM

Agent Release Notes page on GitHub to get notifications about SSM Agent updates.

Troubleshoot issues using SSM Agent log files

SSM Agent logs information in the following files. The information in these files can also help you
troubleshoot problems. For more information about SSM Agent log files, including how to turn on
debug logging, see Viewing SSM Agent logs.

(® Note

If you choose to view these logs by using Windows File Explorer, be sure to allow the
viewing of hidden files and system files in Folder Options.

On Windows

« %PROGRAMDATA%\Amazon\SSM\Logs\amazon-ssm-agent.log
« %PROGRAMDATA%\Amazon\SSM\Logs\errors.log

On Linux and macOS

« /var/log/amazon/ssm/amazon-ssm-agent.log

« /var/log/amazon/ssm/errors.log

For Linux managed nodes, you might find more information in the messages file written to the
following directory: /var/log.
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For additional information about troubleshooting using agent logs, see How do | use SSM Agent
logs to troubleshoot issues with SSM Agent in my managed instance? in the AWS re:Post Knowledge

Center.

Agent log files don't rotate (Windows)

If you specify date-based log file rotation in the seelog.xml file (on Windows Server managed
nodes) and the logs don't rotate, specify the fullname=true parameter. Here is an example of a
seelog.xml configuration file with the fullname=true parameter specified.

<seelog type="adaptive" mininterval="2000000" maxinterval="100000000"
critmsgcount="500" minlevel="debug">
<exceptions>
<exception filepattern="test*" minlevel="error" />
</exceptions>
<outputs formatid="fmtinfo">
<console formatid="fmtinfo" />
<rollingfile type="date" datepattern="200601021504" maxrolls="4" filename="C:
\ProgramData\Amazon\SSM\Logs\amazon-ssm-agent.log" fullname=true />
<filter levels="error,critical" formatid="fmterror">
<rollingfile type="date" datepattern="200601021504" maxrolls="4" filename="C:
\ProgramData\Amazon\SSM\Logs\errors.log" fullname=true />
</filter>
</outputs>
<formats>
<format id="fmterror" format="%Date %Time %LEVEL [%FuncShort @ %File.%Line] %Msg
n" />
<format id="fmtdebug" format="%Date %Time %LEVEL [%FuncShort @ %File.%Line] %Msg
n" />
<format id="fmtinfo" format="%Date %Time %LEVEL %Msg%n" />
</formats>
</seelog>

o\

o\

Unable to connect to SSM endpoints
SSM Agent must allow HTTPS (port 443) outbound traffic to the following endpoints:

e SSm. region .dMazonaws.com
e ssmmessages. region .dMazonaws.com

« ec2messages.region.amazonaws.com
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® Note

region represents the identifier for an AWS Region supported by AWS Systems Manager,
such as us-east-2 for the US East (Ohio) Region. For a list of supported region values,
see the Region column in Systems Manager service endpoints in the Amazon Web Services

General Reference.

SSM Agent won't work if it can't communicate with the preceding endpoints, even if you use AWS
provided Amazon Machine Images (AMIs) such as Amazon Linux 2 or Amazon Linux 2023. Your
network configuration must have open internet access or you must have custom virtual private
cloud (VPC) endpoints configured. If you don't plan on creating a custom VPC endpoint, check your
internet gateways or NAT gateways. For more information about how to manage VPC endpoints,
see Step 2: Create VPC endpoints.

Use ssm-cli to troubleshoot managed node availability

Starting with SSM Agent version 3.1.5071.0, you can use ssm-cli to determine whether a managed
node meets the primary requirements to be managed by Systems Manager, and to appear in lists
of managed nodes in Fleet Manager. The ssm-c11i is a standalone command line tool included

in the SSM Agent installation. Preconfigured commands are included that gather the required
information to help you diagnose why an Amazon EC2 instance or non-EC2 machine that you have
confirmed is running isn't included in your lists of managed nodes in Systems Manager. These
commands are run when you specify the get-diagnostics option.

For more information, see Troubleshooting managed node availability using ssm-cli.
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AWS Systems Manager Quick Setup

Use Quick Setup, a capability of AWS Systems Manager, to quickly configure frequently

used Amazon Web Services services and features with recommended best practices. Quick

Setup simplifies setting up services, including Systems Manager, by automating common or
recommended tasks. These tasks include, for example, creating required AWS Identity and Access
Management (IAM) instance profile roles and setting up operational best practices, such as periodic
patch scans and inventory collection. There is no cost to use Quick Setup. However, costs can be
incurred based on the type of services you set up and the usage limits with no fees for the services
used to set up your service. To get started with Quick Setup, open the Systems Manager console. In
the navigation pane, choose Quick Setup.

® Note

If you were directed to Quick Setup to help you configure your instances to be managed by
Systems Manager, complete the procedure in Amazon EC2 host management.

What are the benefits of Quick Setup?

Benefits of Quick Setup include the following:
» Simplify service and feature configuration

Quick Setup walks you through configuring operational best practices and automatically deploys
those configurations. The Quick Setup dashboard displays a real-time view of your configuration
deployment status.

» Deploy configurations automatically across multiple accounts

You can use Quick Setup in an individual AWS account or across multiple AWS accounts and AWS
Regions by integrating with AWS Organizations. Using Quick Setup across multiple accounts
helps to ensure that your organization maintains consistent configurations.

« Eliminate configuration drift

Configuration drift occurs whenever a user makes any change to a service or feature that
conflicts with the selections made through Quick Setup. Quick Setup periodically checks for
configuration drift and attempts to remediate it.
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Who should use Quick Setup?

Quick Setup is most beneficial for customers who already have some experience with the services
and features they're setting up, and want to simplify their setup process. If you're unfamiliar with
the AWS service you're configuring with Quick Setup, we recommend that you learn more about
the service. Review the content in the relevant User Guide before you create a configuration with
Quick Setup.

Availability of Quick Setup in AWS Regions

In the following AWS Regions, you can use all Quick Setup configuration types for an entire
organization, as configured in AWS Organizations, or for only the organizational accounts and
Regions you choose. You can also use Quick Setup with just a single account in these Regions.

« US East (Ohio)

« US East (N. Virginia)

o US West (N. California)
» US West (Oregon)

« Asia Pacific (Mumbai)
» Asia Pacific (Seoul)

« Asia Pacific (Singapore)
« Asia Pacific (Sydney)

« Asia Pacific (Tokyo)

« Canada (Central)

» Europe (Frankfurt)

o Europe (Stockholm)

o Europe (Ireland)

o Europe (London)

o Europe (Paris)

« South America (S3o Paulo)

In the following Regions, only the Host Management configuration type is available for individual

accounts:
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» Europe (Milan)

« Asia Pacific (Hong Kong)
« Middle East (Bahrain)

« China (Beijing)

« China (Ningxia)

« AWS GovCloud (US-East)
« AWS GovCloud (US-West)

For a list of all supported Regions for Systems Manager, see the Region column in Systems
Manager service endpoints in the Amazon Web Services General Reference.

Getting started with Quick Setup

Use the information in this topic to help you prepare to use Quick Setup.

Topics

» Configure the home AWS Region

» IAM roles and permissions for Quick Setup onboarding

Configure the home AWS Region

To get started with Quick Setup, a capability of AWS Systems Manager, you must choose a home
AWS Region and then onboard with Quick Setup. The home Region is where Quick Setup creates
the AWS resources that are used to deploy your configurations. The home Region can't be changed
after you select it.

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose Quick Setup.

_or_

If the AWS Systems Manager home page opens first, choose the menu icon
(=

to open the navigation pane, and then choose Quick Setup in the navigation pane.
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3. For Choose a home Region,choose the AWS Region where you want Quick Setup to create the
AWS resources used to deploy your configurations.

4. Choose Get started.

To start using Quick Setup, choose a service or feature in the list of available configuration types.
A configuration type in Quick Setup is specific to an AWS service or feature. When you choose a
configuration type, you choose the options that you want to configure for that service or feature.
By default, configuration types help you set up the service or feature to use recommended best
practices.

After setting up a configuration, you can view details about it and its deployment status across
organizational units (OUs) and Regions. You can also view State Manager association status for the
configuration. State Manager is a capability of AWS Systems Manager. In the Configuration details
pane, you can view a summary of the Quick Setup configuration. This summary includes details
from all accounts and any detected configuration drift.

IAM roles and permissions for Quick Setup onboarding

During onboarding, Quick Setup creates the following AWS Identity and Access Management (IAM)
roles on your behalf:

o AWS-QuickSetup-StackSet-Local-ExecutionRole - Grants AWS CloudFormation
permissions to use any template.

o AWS-QuickSetup-StackSet-Local-AdministrationRole - Grants permissions to AWS
CloudFormation to assume AWS-QuickSetup-StackSet-Local-ExecutionRole.

If you're onboarding a management account—the account that you use to create an organization in
AWS Organizations—Quick Setup also creates the following roles on your behalf:

e AWS-QuickSetup-SSM-RoleForEnablingExplorer — Grants permissions to the AWS-
EnableExplorer automation runbook. The AWS-EnableExplorer runbook configures
Explorer, a capability of Systems Manager, to display information for multiple AWS accounts and
AWS Regions.

« AWSServiceRoleForAmazonSSM - A service-linked role that grants access to AWS resources
managed and used by Systems Manager.

» AWSServiceRoleForAmazonSSM_AccountDiscovery - A service-linked role
that grants permissions to Systems Manager to call AWS services to discover AWS
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account information when synchronizing data. For more information, see About the
AWSServiceRoleForAmazonSSM_AccountDiscovery role.

When onboarding a management account, Quick Setup enables trusted access between AWS
Organizations and CloudFormation to deploy Quick Setup configurations across your organization.
To enable trusted access, your management account must have administrator permissions. After
onboarding, you no longer need administrator permissions. For more information, see Enable
trusted access with Organizations.

For information about AWS Organizations account types, see AWS Organizations terminology and

concepts in the AWS Organizations User Guide.

® Note

Quick Setup uses AWS CloudFormation StackSets to deploy your configurations across
AWS accounts and Regions. If the number of target accounts multiplied by the number of
Regions exceeds 10,000, the configuration fails to deploy. We recommend reviewing your
use case and creating configurations that use fewer targets to accommodate the growth
of your organization. Stack instances aren't deployed to your organization's management
account. For more information, see Considerations when creating a stack set with service-

managed permissions.

If your user, group, or role has access to the API operations listed in the following table, you can
use all features of Quick Setup. There are two tabs of API operations, the first tab is permissions
required by all accounts and the second tab contains the additional permissions you need for the
management account of your organization.

Non-management account

"iam:CreateRole",
"iam:AttachRolePolicy",
"iam:PutRolePolicy",
"iam:GetRole",
"iam:ListRoles",
"iam:PassRole"
"ssm:ListAssociations",
"ssm:ListDocuments",
"ssm:GetDocument",

IAM roles and permissions for Quick Setup onboarding 207


https://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/stacksets-orgs-enable-trusted-access.html
https://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/stacksets-orgs-enable-trusted-access.html
https://docs.aws.amazon.com/organizations/latest/userguide/orgs_getting-started_concepts.html
https://docs.aws.amazon.com/organizations/latest/userguide/orgs_getting-started_concepts.html
https://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/stacksets-getting-started-create.html?icmpid=docs_cfn_console#stacksets-orgs-considerations
https://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/stacksets-getting-started-create.html?icmpid=docs_cfn_console#stacksets-orgs-considerations

AWS Systems Manager

User Guide

"ssm:DescribeAssociation",
"ssm:DescribeAutomationExecutions",

"cloudformation:
"cloudformation:
"cloudformation:
"cloudformation:
"cloudformation:
"cloudformation:
"cloudformation:
"cloudformation:
:ListStackSetOperationResults",
"cloudformation:
"cloudformation:
"cloudformation:
"cloudformation:
"cloudformation:
"cloudformation:
"cloudformation:

"cloudformation

Management account

DescribeStackSet",
DescribeStackInstance",
DescribeStacks",
DescribeStackResources",
ListStackSetOperations",
ListStackSets",
ListStacks",
ListStackInstances",

TagResource",
CreateStack",
DeleteStackSet",
UpdateStackSet",
CreateStackSet",
DeleteStackInstances",
CreateStackInstances"

ssm:createResourceDataSync",

"ssm:listResourceDataSync",

ssm:getOpsSummary",

"ssm:createAssociation",

ssm:createDocument",

"ssm:startAssociationsOnce",

ssm:startAutomationExecution",

"ssm:updateAssociation",

ssm:listAssociations",

"ssm:listDocuments",

ssm:getDocument",

"ssm:describeAssociation",

"organizations
"organizations
"organizations
"organizations

ssm:describeAutomationExecutions",

:ListRoots",
:DescribeOrganization",
:ListOrganizationalUnitsForParent"
:EnableAWSServiceAccess",

"cloudformation:describe*"
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Using Quick Setup

Quick Setup, a capability of AWS Systems Manager, displays the results of each configuration in the
Configurations table on the Quick Setup home page. From this page, you can View details of each
configuration, delete configurations from the Actions drop down, or Create configurations. The
Configurations table contains the following information:

» Configuration type — The configuration type chosen when creating the configuration.

« Deployment type - Indicates whether the deployment applies to the entire organization
(Organizational) or only your account (Local).

« Organizational units — Displays the organizational units (OUs) that the configuration is deployed
to if you chose a Custom set of targets. Organizational units and custom targets are only
available to the management account of your organization. The management account is the
account that you use to create an organization in AWS Organizations.

» Regions — The Regions that the configuration is deployed to if you chose a Custom set of targets
or targets within your Current account.

» Deployment status — The deployment status indicates if AWS CloudFormation successfully
deployed the target or stack instance. The target and stack instances contain the configuration
options that you chose during configuration creation.

» Association status — The association status is the state of all associations created by the
configuration that you created. The associations for all targets must run successfully; otherwise,
the status is Failed.

Quick Setup creates and runs a State Manager association for each configuration target. State

Manager is a capability of AWS Systems Manager.

Configuration details

The Configuration details page displays information about the deployment of the configuration
and its related associations. From this page, you can edit configuration options, update targets, or
delete the configuration. You can also view the details of each configuration deployment to get
more information about the associations.

Depending on the type of configuration, one or more of the following status graphs are displayed:
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Configuration deployment status

Displays the number of deployments that have succeeded, failed, or are running or pending.
Deployments occur in the specified target accounts and Regions that contain nodes affected by
the configuration.

Configuration association status

Displays the number of State Manager associations that have succeeded, failed, or are pending.
Quick Setup creates an association in each deployment for the configuration options selected.

Setup status

Displays the number of actions performed by the configuration type and their current statuses.

Resource compliance

Displays the number of resources that are compliant to the configurations specified policy.

The Configuration details table displays information about the deployment of your configuration.
You can view more details about each deployment by selecting the deployment and then choosing
View details. The details page of each deployment displays the associations deployed to the nodes
in that deployment.

Editing and deleting your configuration

You can edit configuration options of a configuration from the Configuration details page

by choosing Actions and then Edit configuration options. When you add new options to the
configuration, Quick Setup runs your deployments and creates new associations. When you
remove options from a configuration, Quick Setup runs your deployments and removes any related
associations.

(® Note

You can edit Quick Setup configurations for your account at anytime. To edit an
Organization configuration, the Configuration status must be Success or Failed.

You can also update the targets included in your configurations by choosing Actions and Add
OUs, Add Regions, Remove OUs, or Remove Regions. If you're account isn't configured as the
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management account or you created the configuration for only the current account, you can't
update the target organizational units (OUs). Removing a Region or OU removes the associations
from those Regions or OUs.

You can delete a configuration from Quick Setup by choosing the configuration, then Actions, and
then Delete configuration. Or, you can delete the configuration from the Configuration details
page under the Actions dropdown and then Delete configuration. Quick Setup then prompts you
to Remove all OUs and Regions which might take some time to complete. Deleting a configuration
also deletes all related associations. This two-step deletion process removes all deployed resources
from all accounts and Regions and then deletes the configuration.

Configuration compliance

You can view whether your instances are compliant with the associations created by your
configurations in either Explorer or Compliance, which are both capabilities of AWS Systems
Manager. To learn more about compliance, see Working with Compliance. To learn more about

viewing compliance in Explorer, see AWS Systems Manager Explorer.

Supported Quick Setup configuration types

Supported configuration types

Quick Setup provides support for the following configuration types.

« Amazon EC2 host management

o Default Host Management for an organization

« AWS Config configuration recorder

« AWS Config conformance pack deployment

« Patch Manager organization patching configuration

« Change Manager organization setup

» DevOps Guru configuration

 Distributor package deployment

« Amazon EC2 instance resource scheduling

» OpsCenter organization setup

» AWS Resource Explorer configuration
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Amazon EC2 host management

Use Quick Setup, a capability of AWS Systems Manager, to quickly configure required security
roles and commonly used Systems Manager capabilities on your Amazon Elastic Compute Cloud
(Amazon EC2) instances. You can use Quick Setup in an individual account or across multiple
accounts and AWS Regions by integrating with AWS Organizations. These capabilities help

you manage and monitor the health of your instances while providing the minimum required
permissions to get started.

If you're unfamiliar with Systems Manager services and features, we recommend that you review
the AWS Systems Manager User Guide before creating a configuration with Quick Setup. For more
information about Systems Manager, see What is AWS Systems Manager?.

/A Important

Quick Setup might not be the right tool to use for EC2 management if either of the
following applies to you:

» You're trying to create an EC2 instance for the first time to try out AWS capabilities.

» You're still new to EC2 instance management.

Instead, we recommend that you explore the following content:

o Getting Started with Amazon EC2

» Launch an instance using the new launch instance wizard in the Amazon EC2 User Guide

for Linux Instances

» Launch an instance using the new launch instance wizard in the Amazon EC2 User Guide

for Windows Instances

o Tutorial: Get started with Amazon EC2 Linux instances in the Amazon EC2 User Guide for

Linux Instances

If you're already familiar with EC2 instance management and want to streamline
configuration and management for multiple EC2 instances, use Quick Setup. Whether your
organization has dozens, thousands, or millions of EC2 instances, use the following Quick
Setup procedure to configure multiple options for them, all at once.
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Prerequisites

The home Region for Quick Setup must already be specified before you complete the following
tasks. For information, see Configure the home AWS Region.

® Note

This configuration type lets you set multiple options for an entire organization defined in
AWS Organizations, only some organizational accounts and Regions, or a single account.
One of these options is to check for and apply updates to SSM Agent every two weeks. If
you are an organization administrator, you can also choose to update all EC2 instances in
your organization with agent updates every two weeks using the Default Host Management
Configuration type. For information, see Default Host Management for an organization.

Configuring host management options for EC2 instances

To set up host management, perform the following tasks in the AWS Systems Manager Quick
Setup console.

To open the Host Management configuration page

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Quick Setup.

_Or_

If the AWS Systems Manager home page opens first, choose the menu icon
(=

to open the navigation pane, and then choose Quick Setup in the navigation pane.

3. On the Host Management card, choose Create.

® Tip
If you already have one or more configurations in your account, first choose the
Library tab or the Create button in the Configurations section to view the cards.
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To configure Systems Manager host management options

« To configure Systems Manager functionality, in the Configuration options section, choose the
options in the Systems Manager group that you want to enable for your configuration:

Update Systems Manager (SSM) Agent every two weeks

Enables Systems Manager to check every two weeks for a new version of the agent. If

there is a new version, then Systems Manager automatically updates the agent on your
managed node to the latest released version. Quick Setup doesn't install the agent on
instances where it's not already present. For information about which AMIs have SSM Agent
preinstalled, see Amazon Machine Images (AMls) with SSM Agent preinstalled.

We encourage you to choose this option to ensure that your nodes are always running the
most up-to-date version of SSM Agent. For more information about SSM Agent, including
information about how to manually install the agent, see Working with SSM Agent.

Collect inventory from your instances every 30 minutes

Enables Quick Setup to configure collection of the following types of metadata:
« AWS components — EC2 driver, agents, versions, and more.
« Applications — Application names, publishers, versions, and more.

» Node details — System name, operating system (OS) name, OS version, last boot, DNS,
domain, work group, OS architecture, and more.

» Network configuration - IP address, MAC address, DNS, gateway, subnet mask, and
more.

« Services — Name, display name, status, dependent services, service type, start type, and
more (Windows Server nodes only).

« Windows roles — Name, display name, path, feature type, installed state, and more
(Windows Server nodes only).

« Windows updates — Hotfix ID, installed by, installed date, and more (Windows Server
nodes only).

For more information about Inventory, a capability of AWS Systems Manager, see AWS
Systems Manager Inventory.
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® Note

The Inventory collection option can take up to 10 minutes to complete, even if you
only selected a few nodes.

Scan instances for missing patches daily

Enables Patch Manager, a capability of Systems Manager, to scan your nodes daily and
generate a report in the Compliance page. The report shows how many nodes are patch-
compliant according to the default patch baseline. The report includes a list of each node
and its compliance status.

For information about patching operations and patch baselines, see AWS Systems
Manager Patch Manager.

For information about patch compliance, see the Systems Manager Compliance page.

For information about patching managed nodes in multiple accounts and Regions in one
configuration, see Using Quick Setup patch policies and Patch Manager organization

patching configuration.

/A Important

Systems Manager supports several methods for scanning managed nodes for patch
compliance. If you implement more than one of these methods at a time, the patch
compliance information you see is always the result of the most recent scan. Results
from previous scans are overwritten. If the scanning methods use different patch
baselines, with different approval rules, the patch compliance information can
change unexpectedly. For more information, see Avoiding unintentional patch

compliance data overwrites.

To configure Amazon CloudWatch host management options

« To configure CloudWatch functionality, in the Configuration options section, choose the
options in the Amazon CloudWatch group that you want to enable for your configuration:
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Install and configure the CloudWatch agent

Installs the basic configuration of the unified CloudWatch agent on your Amazon EC2
instances. The agent collects metrics and log files from your instances for Amazon
CloudWatch. This information is consolidated so you can quickly determine the health of
your instances. For more information about the CloudWatch agent basic configuration,
see CloudWatch agent predefined metric sets. There might be added cost. For more
information, see Amazon CloudWatch pricing.

Update the CloudWatch agent once every 30 days

Enables Systems Manager to check every 30 days for a new version of the CloudWatch
agent. If there is a new version, Systems Manager updates the agent on your instance. We
encourage you to choose this option to ensure that your instances are always running the
most up-to-date version of the CloudWatch agent.

To configure Amazon EC2 Launch Agent host management options

o To configure Amazon EC2 Launch Agent functionality, in the Configuration options section,
choose the options in the Amazon EC2 Launch Agent group that you want to enable for your
configuration:

Update the EC2 launch agent once every 30 days

Enables Systems Manager to check every 30 days for a new version of the launch agent
installed on your instance. If a new version is available, Systems Manager updates the agent
on your instance. We encourage you to choose this option to ensure that your instances are
always running the most up-to-date version of the applicable launch agent. For Amazon
EC2 Windows instances, this option supports EC2Launch, EC2Launch v2, and EC2Config.
For Amazon EC2 Linux instances, this option supports cloud-init. For Amazon EC2 Mac
instances, this option supports ec2-macos-init. Quick Setup doesn't support updating
launch agents that are installed on operating systems not supported by the launch agent,
or on AL2023.

For more information about these initialization agents see the following topics:
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» Configure a Windows instance using EC2Launch v2

» Configure a Windows instance using EC2Launch

Configure a Windows instance using the EC2Config service

cloud-init Documentation

e ec2-macos-init

To select the EC2 instances to be updated by the host management configuration

« Inthe Targets section, choose the method to determine the accounts and Regions where the
configuration is to be deployed:

® Note

You can't create multiple Quick Setup Host Management configurations that target the
same AWS Region.

Entire organization

Your configuration is deployed to all organizational units (OUs) and AWS Regions in your
organization.

® Note

The Entire organization option is only available if you're configuring host
management from your organization's management account.

Custom
1. In the Target OUs section, select the OUs where you want to deploy this host
management configuration.

2. In the Target Regions section, select the Regions where you want to deploy this host
management configuration.
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Current account

Choose one of the Region options and follow the steps for that option.

Current Region

Choose how to target instances in the current Region only:

All instances — The host management configuration automatically targets every EC2
in the current Region.

Tag - Choose Add and enter the key and optional value that is added to the instances
to be targeted.

Resource group - For Resource group, select an existing resource group that contains
the EC2 instances to be targeted.

Manual - In the Instances section, select the check box of each EC2 instance to be
targeted.

Choose Regions

Choose how to target instances in the Region you specify by choosing one of the
following:

All instances — All instances in the Regions you specify are targeted.

Tag — Choose Add and enter the key and optional value that has been added to the
instances to be targeted.

In the Target Regions section, select the Regions where you want to deploy this host
management configuration.

To specify an instance profile option

»  Entire organization and Custom targets only.

In the Instance profile options section, choose whether you want to add the required IAM
policies to the existing instance profiles attached to your instances, or to allow Quick Setup to
create the IAM policies and instance profiles with the permissions needed for the configuration
you choose.
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After specifying all your configuration choices, choose Create.

Default Host Management for an organization

With Quick Setup, a capability of AWS Systems Manager, you can activate Default Host
Management Configuration for all accounts and Regions that have been added to your
organization in AWS Organizations. This ensures that SSM Agent is kept up to date on all Amazon
Elastic Compute Cloud (EC2) instances in the organization, and that they can connect to Systems
Manager.

Before you begin

Ensure that the following requirements are met before enabling this setting.

The home Region for Quick Setup must already be specified before you complete the follow
tasks. For information, see Configure the home AWS Region.

o The latest version of SSM Agent is already installed on all EC2 instances to be managed in your
organization.

» Your EC2 instances to be managed are using Instance Metadata Service Version 2 (IMDSv2).

« You are signed in to the management account for your organization, as specified in AWS
Organizations, using an AWS Identity and Access Management (IAM) identity (user, role, or
group) with administrator permissions.

Using the default EC2 instance management role

Default Host Management Configuration makes use of the default-ec2-instance-
management-role service setting for Systems Manager. This is a role with permissions that you
want made available to all accounts in your organization to allow communication between SSM
Agent on the instance and the Systems Manager service in the cloud.

If you have already set this role using the update-service-setting CLI command, Default Host

Management Configuration uses that role. If you have not set this role yet, Quick Setup will create
and apply the role for you.

To check whether this role has already been specified for your organization, use the get-service-
setting command.
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Enable automatic updates of SSM Agent every two weeks

Use the following procedure to enable the Default Host Management Configuration option for your
entire AWS Organizations organization.

To enable automatic updates of SSM Agent every two weeks

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose Quick Setup.

_Or_

If the AWS Systems Manager home page opens first, choose the menu icon
(=
to open the navigation pane, and then choose Quick Setup in the navigation pane.

3. On the Default Host Management Configuration card, choose Create.

® Tip
If you already have one or more configurations in your account, first choose the
Library tab or the Create button in the Configurations section to view the cards.

4. In the Configuration options section, select Enable automatic updates of SSM Agent every
two weeks.

5. Choose Create

AWS Config configuration recorder

With Quick Setup, a capability of AWS Systems Manager, you can quickly create a configuration
recorder powered by AWS Config. Use the configuration recorder to detect changes in your
resource configurations and capture the changes as configuration items. If you're unfamiliar with
AWS Config, we recommend learning more about the service by reviewing the content in the AWS
Config Developer Guide before creating a configuration with Quick Setup. For more information
about AWS Config, see What is AWS Config? in the AWS Config Developer Guide.

By default, the configuration recorder records all supported resources in the AWS Region where
AWS Config is running. You can customize the configuration so that only the resource types you
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specify are recorded. For more information, see Selecting which resources AWS Config records in
the AWS Config Developer Guide.

You're charged service usage fees when AWS Config starts recording configurations. For pricing
information, see AWS Config pricing.

® Note

If you've already created a configuration recorder, Quick Setup doesn't stop recording

or make any changes to resource types that you're already recording. If you choose to
record additional resource types using Quick Setup, the service appends them to your
existing recorder groups. Deleting the Quick Setup Config recording configuration type
doesn't stop the configuration recorder. Changes continue to be recorded, and service
usage fees apply until you stop the configuration recorder. To learn more about managing
the configuration recorder, see Managing the Configuration Recorder in the AWS Config
Developer Guide.

Prerequisites

The home Region for Quick Setup must already be specified before you complete the follow tasks.
For information, see Configure the home AWS Region.

To set up AWS Config recording, perform the following tasks in the AWS Systems Manager console.
To set up AWS Config recording with Quick Setup

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Quick Setup.

_or_

If the AWS Systems Manager home page opens first, choose the menu icon
(=

to open the navigation pane, and then choose Quick Setup in the navigation pane.

3. On the Config Recording card, choose Create.
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10.

11.

® Tip
If you already have one or more configurations in your account, first choose the
Library tab or the Create button in the Configurations section to view the cards.

In the Configuration options section, choose the AWS resource types you want to record and
whether you want to include global resources.

Choose the Region you want AWS Config to use when recording changes made to global
resources. The value you specify determines where API calls originate from when AWS Config
gathers information about global resources in your configuration. The Region you choose must
be a Region you specify later in Targets.

Create a new Amazon Simple Storage Service (Amazon S3) bucket, or choose an existing
bucket you want to send configuration snapshots to.

Choose the notification option you prefer. AWS Config uses Amazon Simple Notification
Service (Amazon SNS) to notify you about important AWS Config events related to your
resources. If you choose the Use existing SNS topics option, you must provide the AWS
account ID and name of the existing Amazon SNS topic in that account you want to use. If you
target multiple AWS Regions, the topic names must be identical in each Region.

In the Schedule section, choose how frequently you want Quick Setup to remediate changes
made to resources that differ from your configuration. The Default option runs once. If

you don't want Quick Setup to remediate changes made to resources that differ from your
configuration, choose Disable remediation under Custom.

In the Targets section, choose whether to allow AWS Config recording for your entire
organization, some of your organizational units (OUs), or the account you're logged in to.

If you choose Entire organization, continue to step 12.

If you choose Custom, continue to step 11.

In the Target OUs section, select the check boxes of the OUs and Regions where you want to
use AWS Config recording.

Choose Create.
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AWS Config conformance pack deployment

A conformance pack is a collection of AWS Config rules and remediation actions. With Quick Setup,
you can deploy a conformance pack as a single entity in an account and an AWS Region or across
an organization in AWS Organizations. This helps you manage configuration compliance of your
AWS resources at scale, from policy definition to auditing and aggregated reporting, by using a
common framework and packaging model.

Prerequisites

The home Region for Quick Setup must already be specified before you complete the follow tasks.
For information, see Configure the home AWS Region.

To deploy conformance packs, perform the following tasks in the AWS Systems Manager Quick
Setup console.

(® Note

You must enable AWS Config recording before deploying this configuration. For more
information, see Conformance packs in the AWS Config Developer Guide.

To deploy conformance packs with Quick Setup

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose Quick Setup.

_Or_

If the AWS Systems Manager home page opens first, choose the menu icon

(=

to open the navigation pane, and then choose Quick Setup in the navigation pane.

3. On the Conformance Packs card, choose Create.

® Tip
If you already have one or more configurations in your account, first choose the
Library tab or the Create button in the Configurations section to view the cards.
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4. In the Choose conformance packs section, choose the conformance packs you want to deploy.

5. In the Schedule section, choose how frequently you want Quick Setup to remediate changes
made to resources that differ from your configuration. The Default option runs once. If
you don't want Quick Setup to remediate changes made to resources that differ from your
configuration, choose Disabled under Custom.

6. Inthe Targets section, choose whether to deploy conformance packs to your entire
organization, some AWS Regions, or the account you're currently logged in to.

If you choose Entire organization, continue to step 8.

If you choose Custom, continue to step 7.

7. In the Target Regions section, select the check boxes of the Regions you want to deploy
conformance packs to.

8. Choose Create.

Patch Manager organization patching configuration

With Quick Setup, a capability of AWS Systems Manager, you can create patch policies powered
by Patch Manager. A patch policy defines the schedule and baseline to use when automatically
patching your Amazon Elastic Compute Cloud (Amazon EC2) instances and other managed nodes.
Using a single patch policy configuration, you can define patching for all accounts in multiple
AWS Regions in your organization, for only the accounts and Regions you choose, or for a single
account-Region pair. For more information about patch policies, see Using Quick Setup patch

policies.

Prerequisite

To define a patch policy for a node using Quick Setup, the node must be a managed node. For more
information about managing your nodes, see Setting up AWS Systems Manager.

/A Important

Patch compliance scanning methods - Systems Manager supports several methods

for scanning managed nodes for patch compliance. If you implement more than one of
these methods at a time, the patch compliance information you see is always the result

of the most recent scan. Results from previous scans are overwritten. If the scanning
methods use different patch baselines, with different approval rules, the patch compliance
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information can change unexpectedly. For more information, see Avoiding unintentional

patch compliance data overwrites.

Association compliance status and patch policies — The patching status for a managed
node that's under a Quick Setup patch policy matches the status of the State Manager
association execution for that node. If the association execution status is Compliant,
the patching status for the managed node is also marked Compliant. If the association

execution status is Non-Compliant, the patching status for the managed node is also
marked Non-Compliant.

Supported Regions for patch policy configurations

Patch policy configurations in Quick Setup are currently supported in the following Regions:

« US East (Ohio) (us-east-2)

« US East (N. Virginia) (us-east-1)

o US West (N. California) (us-west-1)

» US West (Oregon) (us-west-2)

« Asia Pacific (Mumbai) (ap-south-1)

« Asia Pacific (Seoul) (ap-northeast-2)

« Asia Pacific (Singapore) (ap-southeast-1)
« Asia Pacific (Sydney) (ap-southeast-2)
« Asia Pacific (Tokyo) (ap-northeast-1)
« Canada (Central) (ca-central-1)

o Europe (Frankfurt) (eu-central-1)

o Europe (Ireland) (eu-west-1)

o Europe (London) (eu-west-2)

» Europe (Paris) (eu-west-3)

» Europe (Stockholm) (eu-north-1)

e South America (Sdo Paulo) (sa-east-1)
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Permissions for the patch policy S3 bucket

When you create a patch policy, Quick Setup creates an Amazon S3 bucket that contains a file
named baseline_overrides. json. This file stores information about the patch baselines that
you specified for your patch policy.

The S3 bucket is named in the format aws-quicksetup-patchpolicy-account-id-quick-
setup-configuration-id.

For example: aws-quicksetup-patchpolicy-123456789012-abcde

If you're creating a patch policy for an organization, the bucket is created in your organization's
management account.

There are two use cases when you must provide other AWS resources with permission to access this
S3 bucket using AWS Identity and Access Management (IAM) policies:

» Case 1: Use your own instance profile or service role with your managed nodes instead of one
provided by Quick Setup

o Case 2: Use VPC endpoints to connect to Systems Manager

The permissions policy you need in either case is located in the section below, Policy permissions
for Quick Setup S3 buckets.

Case 1: Use your own instance profile or service role with your managed nodes instead of one
provided by Quick Setup

Patch policy configurations include an option to Add required IAM policies to existing instance
profiles attached to your instances.

If you don't choose this option but want Quick Setup to patch your managed nodes using this
patch policy, you must ensure that the following are implemented:

« The IAM managed policy AmazonSSMManagedInstanceCore must be attached to the IAM
instance profile or IAM service role that's used to provide Systems Manager permissions to your
managed nodes.

» You must add permissions to access your patch policy bucket as an inline policy to the IAM
instance profile or IAM service role. You can provide wildcard access to all aws-quicksetup-
patchpolicy buckets or only the specific bucket created for your organization or account, as
shown in the earlier code samples.
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» You must tag your IAM instance profile or IAM service role with the following key-value pair.

Key: QSConfiglId-quick-setup-configuration-id, Value: quick-setup-
configuration-id

quick-setup-configuration-id represents the value of the parameter applied to the AWS
CloudFormation stack that is used in creating your patch policy configuration. To retrieve this ID,
do the following:

1. Open the AWS CloudFormation console at https://console.aws.amazon.com/cloudformation.

2. Select the name of the stack that is used to create your patch policy. The nameisina
format such as StackSet-AWS-QuickSetup-PatchPolicy-LA-q4bkg-52cd2f06-
dof9-499e-9818-d887cEXAMPLE.

3. Choose the Parameters tab.

4. In the Parameters list, in the Key column, locate the key QSConfigurationld. In the Value
column for its row, locate the configuration ID, such as abcde.

In this example, for the tag to apply to your instance profile or service role, the key is

QSConfigId-abcde, and the value is abcde.

For information about adding tags to an IAM role, see Tagging IAM roles and Managing tags on
instance profiles (AWS CLI or AWS API) in the IAM User Guide.

Case 2: Use VPC endpoints to connect to Systems Manager

If you use VPC endpoints to connect to Systems Manager, your VPC endpoint policy for S3 must
allow access to your Quick Setup patch policy S3 bucket.

For information about adding permissions to a VPC endpoint policy for S3, see Controlling access
from VPC endpoints with bucket policies in the Amazon S3 User Guide.

Policy permissions for Quick Setup S3 buckets

You can provide wildcard access to all aws-quicksetup-patchpolicy buckets or only the
specific bucket created for your organization or account. To provide the necessary permissions for
the two cases described below, use either format.

All patch policy buckets
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"Version": "2012-10-17",
"Statement": [
{
"Sid": "AccessToAllPatchPolicyRelatedBuckets",
"Effect": "Allow",
"Action": "s3:GetObject",
"Resource": "arn:aws:s3:::aws-quicksetup-patchpolicy-*"

Specific patch policy bucket

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "AccessToMyPatchPolicyRelatedBucket",
"Effect": "Allow",
"Action": "s3:GetObject",
"Resource": "arn:aws:s3:::aws-quicksetup-patchpolicy-account-id-quick-setup-
configuration-
id"@
}
]
}

After the patch policy configuration is created, you can locate the full name of your bucket in
the S3 console. For example: aws-quicksetup-patchpolicy-123456789012-abcde

Random patch baseline IDs in patch policy operations

Patching operations for patch policies utilize the BaselineOverride parameter in the AWS-
RunPatchBaseline SSM Command document.

When you use AWS-RunPatchBaseline for patching outside of a patch policy, you

can use BaselineOverride to specify a list of patch baselines to use during the

operation that are different from the specified defaults. You create this list in a file named
baseline_overrides. json and manually add it to an Amazon S3 bucket that you own, as
explained in Using the BaselineOverride parameter.

Patch Manager organization patching configuration 228



AWS Systems Manager User Guide

For patching operations based on patch policies, however, Systems Manager automatically creates
an S3 bucket and adds a baseline_overrides. json file to it. Then, every time Quick Setup runs
a patching operation (using the Run Command) capability, the system generates a random ID for
each patch baseline. This ID is different for every patch policy patching operation, and the patch
baseline it represents is not stored or accessible to you in your account.

As a result, you will not see the ID of the patch baseline selected in your configuration in patching
logs. This applies to both AWS managed patch baselines and custom patch baselines you might
have selected. The baseline ID reported in the log is instead that one that was generated for that
specific patching operation.

In addition, if you attempt to view details in Patch Manager about a patch baseline that was
generated with a random ID, the system reports that the patch baseline doesn't exist. This is
expected behavior and can be ignored.

Creating a patch policy
Prerequisites

The home Region for Quick Setup must already be specified before you complete the follow tasks.
For information, see Configure the home AWS Region.

To create a patch policy, perform the following tasks in the Systems Manager console.
To create a patch policy with Quick Setup

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

If you are setting up patching for an organization, make sure you are signed in to the
management account for the organization. You can't set up the policy using the delegated
administrator account or a member account.

2. In the navigation pane, choose Quick Setup.
_or_

If the AWS Systems Manager home page opens first, choose the menu icon
(=
to open the navigation pane, and then choose Quick Setup in the navigation pane.

3. On the Patch Manager card, choose Create.
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® Tip
If you already have one or more configurations in your account, first choose the
Library tab or the Create button in the Configurations section to view the cards.

4. For Configuration name, enter a name to help identify the patch policy.

5. In the Scanning and installation section, under Patch operation, choose whether the patch
policy will Scan the specified targets or Scan and install patches on the specified targets.

6. Under Scanning schedule, choose Use recommended defaults or Custom scan schedule. The
default scan schedule will scan your targets daily at 1:00 AM UTC.
« If you choose Custom scan schedule, select the Scanning frequency.
« If you choose Daily, enter the time, in UTC, that you want to scan your targets.

 If you choose Custom CRON Expression, enter the schedule as a CRON expression. For more
information about formatting CRON expressions for Systems Manager, see Reference: Cron
and rate expressions for Systems Manager.

Also, select Wait to scan targets until first CRON interval. By default, Patch Manager
immediately scans nodes as they become targets.

7. If you chose Scan and install, choose the Installation schedule to use when installing patches
to the specified targets. If you choose Use recommended defaults, Patch Manager will install
weekly patches at 2:00 AM UTC on Sunday.

« If you choose Custom install schedule, select the Installation Frequency.

« If you choose Daily, enter the time, in UTC, that you want to install updates on your targets.

« If you choose Custom CRON expression, enter the schedule as a CRON expression. For more
information about formatting CRON expressions for Systems Manager, see Reference: Cron
and rate expressions for Systems Manager.

Also, clear Wait to install updates until first CRON interval to immediately install updates
on nodes as they become targets. By default, Patch Manager waits until the first CRON
interval to install updates.

» Choose Reboot if needed to reboot the nodes after patch installation. Rebooting after
installation is recommended but can cause availability issues.
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8.

9.

In the Patch baseline section, choose the patch baselines to use when scanning and updating

your targets.

By default, Patch Manager uses the predefined patch baselines. For more information, see

About predefined baselines.

If you choose Custom patch baseline, change the selected patch baseline for operating
systems that you don't want to use a predefined AWS patch baseline.

The patch baselines available in Quick Setup, whether you use AWS predefined patch baselines

or custom patch baselines, are those of the Home Region you selected.

® Note

If you use VPC endpoints to connect to Systems Manager, make sure your VPC
endpoint policy for S3 allows access to this S3 bucket. For more information, see
Permissions for the patch policy S3 bucket.

/A Important

If you are using a patch policy configuration in Quick Setup, updates you make to
custom patch baselines are synchronized with Quick Setup once an hour.

If a custom patch baseline that was referenced in a patch policy is deleted, a banner

displays on the Quick Setup Configuration details page for your patch policy. The

banner informs you that the patch policy references a patch baseline that no longer

exists, and that subsequent patching operations will fail. In this case, return to the

Quick Setup Configurations page, select the Patch Manager configuration , and choose
Actions, Edit configuration. The deleted patch baseline name is highlighted, and you

must select a new patch baseline for the affected operating system.

(Optional) In the Patching log storage section, select Write output to S3 bucket to store

patching operation logs in an Amazon S3 bucket.

® Note

If you are setting up a patch policy for an organization, the management account
for your organization must have at least read-only permissions for this bucket. All
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10.

11.

12.

organization units included in the policy must have write-access to the bucket. For
information about granting bucket access to different accounts, see Example 2: Bucket
owner granting cross-account bucket permissions in the Amazon Simple Storage Service
User Guide.

Choose Browse S3 to select the bucket that you want to store patch log output in. The
management account must have read access to this bucket. All non-management accounts and
targets configured in the Targets section must have write access to the provided S3 bucket for

logging.
In the Targets section, choose one of the following to identify the accounts and Regions for
this patch policy operation.

® Note

If you are working in a single account, options for working with organizations and
organizational units (OUs) are not available. You can choose whether to apply this
configuration to all AWS Regions in your account or only the Regions you choose.

 Entire organization - All accounts and Regions in your organization.
« Custom - Only the OUs and Regions that you specify.
« In the Target OUs section, select the OUs where you want to set up the patch policy.

« In the Target Regions section, select the Regions where you want to apply the patch
policy.
« Current account — Only the Regions you specify in the account you are currently signed into
are targeted. Choose one of the following:

« Current Region - Only managed nodes in the Region selected in the console are targeted.
« Choose Regions — Choose the individual Regions to apply the patch policy to.
For Choose how you want to target instances, choose one of the following to identify the
nodes to patch:
« All managed nodes — All managed nodes in the selected OUs and Regions.

» Specify the resource group — Choose the name of a resource group from the list to target its
associated resources.
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® Note

Currently, selecting resource groups is supported only for single account
configurations. To patch resources in multiple accounts, choose a different targeting
option.

» Specify a node tag — Only nodes tagged with the key-value pair that you specify are
patched in all accounts and Regions you have targeted.

o Manual - Choose managed nodes from all specified accounts and Regions manually from a
list.

® Note

This option currently supports only Amazon EC2 instances.

13. In the Rate control section, do the following:

« For Concurrency, enter a number or percentage of nodes to run the patch policy on at the
same time.

« For Error threshold, enter the number or percentage of nodes that can experience an error
before the patch policy fails.

14. (Optional) Select the Add required IAM policies to existing instance profiles attached to
your instances check box.

This selection applies the IAM policies created by this Quick Setup configuration to nodes that
already have an instance profile attached (EC2 instances) or a service role attached (hybrid-
activated nodes). We recommend this selection when your managed nodes already have an
instance profile or service role attached, but it doesn't contain all the permissions required for
working with Systems Manager.

Your selection here is applied to managed nodes created later in the accounts and Regions that
this patch policy configuration applies to.

/A Important

If you don't select this check box but want Quick Setup to patch your managed nodes
using this patch policy, you must do the following:
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Add permissions to your IAM instance profile or IAM service role to access the S3

bucket created for your patch policy
Tag your IAM instance profile or IAM service role with a specific key-value pair.
For information, see Case 1: Use your own instance profile or service role with your

managed nodes instead of one provided by Quick Setup.

15. Choose Create.

To review patching status after the patch policy is created, you can access the configuration
from the Quick Setup page.

DevOps Guru configuration

You can quickly configure DevOps Guru options by using Quick Setup. Amazon DevOps Guru is a
machine learning (ML) powered service that makes it easy to improve an application's operational
performance and availability. DevOps Guru detects behaviors that are different from normal
operating patterns so you can identify operational issues long before they impact your customers.
DevOps Guru automatically ingests operational data from your AWS applications and provides a
single dashboard to visualize issues in your operational data. You can get started with DevOps Guru
to improve application availability and reliability with no manual setup or machine learning
expertise.

Configuring DevOps Guru with Quick Setup is available in the following AWS Regions:

« US East (N. Virginia)

« US East (Ohio)

« US West (Oregon)

o Europe (Frankfurt)
 Europe (Ireland)

» Europe (Stockholm)

« Asia Pacific (Singapore)
« Asia Pacific (Sydney)

« Asia Pacific (Tokyo)

For pricing information, see Amazon DevOps Guru pricing.
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Prerequisites

The home Region for Quick Setup must already be specified before you complete the follow tasks.
For information, see Configure the home AWS Region.

To set up DevOps Guru, perform the following tasks in the AWS Systems Manager Quick Setup
console.

To set up DevOps Guru with Quick Setup

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Quick Setup.

_Or_

If the AWS Systems Manager home page opens first, choose the menu icon
(=

to open the navigation pane, and then choose Quick Setup in the navigation pane.

3. Onthe DevOps Guru card, choose Create.

® Tip
If you already have one or more configurations in your account, first choose the
Library tab or the Create button in the Configurations section to view the cards.

4. In the Configuration options section, choose the AWS resource types you want to analyze and
your notification preferences.

If you don't select the Analyze all AWS resources in all the accounts in my organization
option, you can choose AWS resources to analyze later in the DevOps Guru console.

DevOps Guru analyzes different AWS resource types (such as Amazon Simple Storage Service
(Amazon S3) buckets and Amazon Elastic Compute Cloud (Amazon EC2) instances), which are
categorized into two pricing groups. You pay for the AWS resource hours analyzed, for each
active resource. A resource is only active if it produces metrics, events, or log entries within an
hour. The rate you're charged for a specific AWS resource type depends on the price group.

If you select the Enable SNS notifications option, an Amazon Simple Notification Service
(Amazon SNS) topic is created in each AWS account in the organizational units (OUs) you
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target with your configuration. DevOps Guru uses the topic to notify you about important
DevOps Guru events, such as the creation of a new insight. If you don't enable this option, you
can add a topic later in the DevOps Guru console.

If you select the Enable AWS Systems Manager Opsltems option, operational work items
(Opsltems) will be created for related Amazon EventBridge events and Amazon CloudWatch
alarms.

5. In the Schedule section, choose how frequently you want Quick Setup to remediate changes
made to resources that differ from your configuration. The Default option runs once. If
you don't want Quick Setup to remediate changes made to resources that differ from your
configuration, choose Disabled under Custom.

6. In the Targets section, choose whether to allow DevOps Guru to analyze resources in some of
your organizational units (OUs), or the account you're currently logged in to.

If you choose Custom, continue to step 8.

If you choose Current account, continue to step 9.

7. Inthe Target OUs and Target Regions sections, select the check boxes of the OUs and Regions
where you want to use DevOps Guru.

8. Choose the Regions where you want to use DevOps Guru in the current account.

Choose Create.

Distributor package deployment

Distributor is a capability of AWS Systems Manager. A Distributor package is a collection of
installable software or assets that can be deployed as a single entity. With Quick Setup, you can
deploy a Distributor package in an AWS account and an AWS Region or across an organization in
AWS Organizations. Currently, only the EC2Launch v2 agent, Amazon Elastic File System (Amazon
EFS) utilities package and Amazon CloudWatch agent can be deployed with Quick Setup. For more
information about Distributor, see AWS Systems Manager Distributor.

Prerequisites

The home Region for Quick Setup must already be specified before you complete the follow tasks.
For information, see Configure the home AWS Region.

To deploy Distributor packages, perform the following tasks in the AWS Systems Manager Quick
Setup console.
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To deploy Distributor packages with Quick Setup

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose Quick Setup.

_Or_

If the AWS Systems Manager home page opens first, choose the menu icon
(=
to open the navigation pane, and then choose Quick Setup in the navigation pane.

3. On the Distributor card, choose Create.

® Tip
If you already have one or more configurations in your account, first choose the
Library tab or the Create button in the Configurations section to view the cards.

4. In the Configuration options section, choose the package you want to deploy.

In the Targets section, choose whether to deploy the package to your entire organization,
some of your organizational units (OUs), or the account you're currently logged in to.

If you choose Entire organization, continue to step 8.

If you choose Custom, continue to step 7.

6. Inthe Target OUs section, select the check boxes of the OUs and Regions you want to deploy
the package to.

7. Choose Create.

Amazon EC2 instance resource scheduling

With Quick Setup, a capability of AWS Systems Manager, you can configure Resource Scheduler to
automate the starting and stopping of Amazon Elastic Compute Cloud (Amazon EC2) instances.

This Quick Setup configuration helps you reduce operational costs by starting and stopping
instances according to the schedule that you specify. This capability helps you avoid incurring
unnecessary costs for running instances when they’re not needed. For example, you currently
might leave your instances running constantly, even though they're only used 10 hours a day, 5
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days a week. Instead, you can schedule your instances to stop every day after business hours. As a
result, there would be 70 percent savings for those instances because the running time is reduced
from 168 hours to 50 hours. There is no cost to use Quick Setup. However, costs can be incurred
by the resources you set up and the usage limits with no fees for the services used to set up your
configuration.

With Resource Scheduler, you can choose to automatically stop and start instances across multiple
AWS Regions and AWS accounts according to a schedule you define. The Quick Setup configuration
targets Amazon EC2 instances using the tag key and value that you specify. Only the instances with
a tag matching the value that you specify in your configuration are stopped or started by Resource
Scheduler.

An individual configuration supports scheduling up to 5,000 instances per Region. If your case
requires more than 5,000 instances to be scheduled in a given Region, you must create multiple
configurations. Tag your instances accordingly so each configuration is managing up to 5,000
instances. When creating multiple Resource Scheduler Quick Setup configurations, you must
specify different tag key values. For example, one configuration can use the tag key “Env"” with the
value “Prod”, while another uses “Env” and “Dev".

If you delete your configuration, instances are no longer stopped and started according to the
previously defined schedule. In rare cases, instances might not successfully stop or start due to API
operation failures.

Resource Scheduler starts the tagged instances only if they are in the stopped state. Similarly,
instances are only stopped if they are in the running state. Resource Scheduler operates on an
event driven model and only starts or stops instances at the times that you specify. For example,
you create a schedule that starts instances at 9 AM. Resource Scheduler starts all instances
associated with the tag you specify that are in the stopped state at 9 AM. If the instances are
manually stopped at a later time, Resource Scheduler will not start them again to maintain the
running state. Similarly, if an instance is started manually after it was stopped according to your
schedule, Resource Scheduler will not stop the instance again.

If you create a schedule with a start time that is later than the stop time, Resource Scheduler
assumes your instances run overnight. For example, you create a schedule that starts instances at
9 PM, and stops instances at 7 AM. Resource Scheduler starts all instances associated with the tag
you specify that are in the stopped state at 9 PM, and stops them at 7 AM the following day. For
overnight schedules, the start time applies to the days you select for your schedule. However, the
stop time applies to the following day in your schedule.
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Prerequisites

The home Region for Quick Setup must already be specified before you complete the follow tasks.
For information, see Configure the home AWS Region.

To set up scheduling for Amazon EC2 instances, perform the following tasks in the AWS Systems
Manager Quick Setup console.

To set up instance scheduling with Quick Setup

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose Quick Setup.

_or_

If the AWS Systems Manager home page opens first, choose the menu icon
(=
to open the navigation pane, and then choose Quick Setup in the navigation pane.

3. On the Resource Scheduler card, choose Create.

® Tip
If you already have one or more configurations in your account, first choose the
Library tab or the Create button in the Configurations section to view the cards.

4. Inthe Instance tag section, specify the tag key and value applied to the instances you want to
associate with your schedule.

5. In the Schedule options section, specify the time zone, days, and times you want to start and
stop your instances.

6. Inthe Targets section, choose whether to set scheduling for a Custom group of organizational
units (OUs), or the Current account you're signed in to:

o Custom - In the Target OUs section, select the OUs where you want to set up scheduling.
Next, in the Target Regions section, select the Regions where you want to set up scheduling.

» Current account — Select Current Region or Choose Regions. If you selected Choose
Regions, choose the Target Regions where you want to set up scheduling.

7. Verify the schedule information in the Summary section.
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8. Choose Create.

AWS Resource Explorer configuration

With Quick Setup, a capability of AWS Systems Manager, you can quickly configure AWS

Resource Explorer to search and discover resources in your AWS account or across an entire AWS
organization. You can search for your resources using metadata like names, tags, and IDs. AWS
Resource Explorer provides fast responses to your search queries by using indexes. Resource
Explorer creates and maintains indexes using a variety of data sources to gather information about
resources in your AWS account.

Quick Setup for Resource Explorer automates the index configuration process. For more
information about AWS Resource Explorer, see What is AWS Resource Explorer? in the AWS
Resource Explorer User Guide.

During Quick Setup, Resource Explorer does the following:

« Creates an index in every AWS Region in your AWS account.
» Updates the index in the Region you specify to be the aggregator index for the account.

» Creates a default view in the aggregator index Region. This view has no filters so it returns all
resources found in the index.

Minimum permissions

To perform the steps in the following procedure, you must have the following permissions:

« Action: resource-explorer-2:* — Resource: no specific resource (*)

o Action: iam:CreateServicelLinkedRole - Resource: no specific resource (*)

To configure Resource Explorer

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Quick Setup.

_Or_
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If the AWS Systems Manager home page opens first, choose the menu icon

(=

to open the navigation pane, and then choose Quick Setup in the navigation pane.
Choose a home Region and then choose Get started.

4. On the Resource Explorer card, choose Create.

In the Aggregator Index Region section, choose which Region you want to contain the
aggregator index. You should select the Region that is appropriate for the geographic location
for your users.

6. (Optional) Select the Replace existing aggregator indexes in Regions other than the one
selected above check box.

7. Inthe Targets section, choose the target organization or specific Organizational Units (OUs)
containing the resources you want to discover.

8. Inthe Regions section, choose which Regions to include in the configuration.

9. Review the configuration summary, and then choose Create.
On the Resource Explorer page, you can monitor the configuration status.

Troubleshooting Quick Setup results

Failed deployment

A deployment fails if the CloudFormation stack set failed during creation. Use the following
steps to investigate a deployment failure.

1. Navigate to the AWS CloudFormation console.

2. Choose the stack created by your Quick Setup configuration. The Stack name includes
QuickSetup followed by the type of configuration you chose, such as SSMHostMgmt.

(® Note

CloudFormation sometimes deletes failed stack deployments. If the stack isn't
available in the Stacks table, choose Deleted from the filter list.

3. View the Status and Status reason. For more information about stack statuses, see Stack
status codes in the AWS CloudFormation User Guide.
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4. To understand the exact step that failed, view the Events tab and review each event's
Status.

5. Review Troubleshooting in the AWS CloudFormation User Guide.

6. If you are unable to resolve the deployment failure using the CloudFormation
troubleshooting steps, delete the configuration and reconfigure it.

Failed association

The Configuration details table on the Configuration details page of your configuration
shows a Configuration status of Failed if any of the associations failed during set up. Use the
following steps to troubleshoot a failed association.

1. In the Configuration details table, choose the failed configuration and then choose View
Details.

Copy the Association name.
Navigate to State Manager and paste the association name into the search field.
Choose the association and choose the Execution history tab.

Under Execution ID, choose the association execution that failed.

o v A~ W N

The Association execution targets page lists all of the nodes where the association ran.
Choose the Output button for an execution that failed to run.

7. In the Output page, choose Step - Output to view the error message for that step in the
command execution. Each step can display a different error message. Review the error
messages for all steps to help troubleshoot the issue.

If viewing the step output doesn't solve the problem, then you can try to recreate the
association. To recreate the association, first delete the failing association in State Manager.
After deleting the association, edit the configuration and choose the option you deleted and
choose Update.

(® Note

To investigate Failed associations for an Organization configuration, you must sign
in to the account with the failed association and use the following failed association
procedure, previously described. The Association ID isn't a hyperlink to the target
account when viewing results from the management account.
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Drift status

When viewing a configuration's details page, you can view the drift status of each deployment.
Configuration drift occurs whenever a user makes any change to a service or feature that
conflicts with the selections made through Quick Setup. If an association has changed after the
initial configuration, the table displays a warning icon that indicates the number of items that
have drifted. You can determine what caused the drift by hovering over the icon.

When an association is deleted in State Manager, the related deployments display a drift
warning. To fix this, edit the configuration and choose the option that was removed when the
association was deleted. Choose Update and wait for the deployment to complete.
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Operations Management

Operations Management is a suite of capabilities that help you manage your AWS resources.

Topics

o AWS Systems Manager Incident Manager

o AWS Systems Manager Explorer

o AWS Systems Manager OpsCenter

o Amazon CloudWatch dashboards hosted by Systems Manager

AWS Systems Manager Incident Manager

Use Incident Manager, a capability of AWS Systems Manager, to manage incidents occurring in your
AWS hosted applications. Incident Manager combines user engagements, escalation, runbooks,
response plans, chat channels, and post-incident analysis to help your team triage incidents faster
and return your applications to normal. To learn more about Incident Manager, see the Incident
Manager User Guide.

AWS Systems Manager Explorer

AWS Systems Manager Explorer is a customizable operations dashboard that reports information
about your AWS resources. Explorer displays an aggregated view of operations data (OpsData) for
your AWS accounts and across AWS Regions. In Explorer, OpsData includes metadata about the
managed nodes in your hybrid and multicloud environment. OpsData also includes information
provided by other Systems Manager capabilities, including Patch Manager patch compliance

and State Manager association compliance details. To further simplify how you access OpsData,
Explorer displays information from supporting AWS services like AWS Config, AWS Trusted Advisor,
AWS Compute Optimizer, and AWS Support (support cases).

To raise operational awareness, Explorer also displays operational work items (Opsltems). Explorer
provides context about how Opsltems are distributed across your business units or applications,
how they trend over time, and how they vary by category. You can group and filter information

in Explorer to focus on items that are relevant to you and that require action. When you identify
high priority issues, you can use Systems Manager OpsCenter to run Automation runbooks and
quickly resolve those issues. To get started with Explorer, open the Systems Manager console. In

the navigation pane, choose Explorer.
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The following image shows some of the individual report boxes,

in Explorer.

called widgets, which are available

Instance count Managed Instances Instance by AMI
Group By = Tagkey: BUV 1>
1
AMIID Instance count
Groups Instance count ami-00eb20669e0990cb4 5
Financial 2 ami-027a14492d667b8f5 S
Engineering 1 ami-b70554¢8 3
Support 1 ami-0b898040803850657 2
ami-0000000321 1
corp ! I 8 Managed instances
ami-0000000458 1
I 17 Unmanaged instances
Open Opsltem summary Opsltems over time
Group By = Tag key: BusinessUnit ¥
Groups Total 0-30 days 31-60 days 61+ days Hint: Click o lngand Rams 16 1agole VSRARy of 43ch trandline
I Cost Availability [l Performance [ Security [ Recovery [ Other
Marketing 4 0 0 4 o0
600
Retail 1 0 0 1
500
Logistics 1 0 0 1 400
300
5
200 V\
100
o —}‘ e e e e e e

What are the features of Explorer?

Explorer includes the following features:

« Customizable display of actionable information: Explorer includes drag-and-drop widgets

that automatically display actionable information about your AWS resources. Explorer displays

information in two types of widgets.

« Informational widgets: These widgets summarize data from Amazon EC2, Patch Manager,
State Manager, and supporting AWS services like AWS Trusted Advisor, AWS Compute
Optimizer, and AWS Support. These widgets provide important context to help you

understand the state and operational risks of your AWS resources. Examples of informational

widgets include Instance count, Instance by AMI, Total noncompliant nodes (patching),

Noncompliant associations, and Support Center cases.
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« Opsltem widgets: A Systems Manager Opsitem is an operational work item that is related to
one or more AWS resources. Opsltems are a feature of Systems Manager OpsCenter. Opsltems
might require DevOps engineers to investigate and potentially remediate an issue. Examples
of possible Opsltems include high EC2 instance CPU utilization, detached Amazon Elastic
Block Store (Amazon EBS) volumes, AWS CodeDeploy deployment failure, or Systems Manager
Automation execution failure. Examples of Opsltem widgets include Open Opsitem summary,
Opslitem by status, and Opsltems over time.

« Filters: Each widget offers the ability to filter information based on AWS account, AWS Region,
and tag. Filters help you quickly refine the information displayed in Explorer.

» Direct links to service screens: To help you investigate issues with AWS resources, Explorer
widgets contain direct links to related service screens. Filters applied to a widget remain in effect
if you navigate to a related service screen.

« Groups: To help you understand the types of operational issues across your organization, some
widgets allow you to group data based on account, Region, and tag.

« Reporting tag keys: When you set up Explorer, you can specify up to five tag keys. These keys
help you group and filter data in Explorer. If a specified key matches a key on a resource that
generates an Opsltem, then the key and value are included in the Opsltems.

« Three modes of AWS account and AWS Region display: Explorer includes the following display
modes for OpsData and Opsltems in AWS accounts and AWS Regions:

» Single-account/single-Region: This is the default view. This mode allows users to view data and
Opsltems from their own account and the current Region.

 Single-account/multiple-Region: This mode requires you to create one or more resource data
syncs by using the Explorer Settings page. A resource data sync aggregates OpsData from one
or more Regions. After you create a resource data sync, you can toggle which sync to use on
the Explorer dashboard. You can then filter and group data based on Region.

o Multiple-account/multiple-Region: This mode requires that your organization or company use
AWS Organizations with All features turned on. After you configure AWS Organizations in
your computing environment, you can aggregate all account data in a management account.

You can then create resource data syncs so that you can filter and group data based on Region.
For more information about Organizations All features mode, see Enabling All Features in
Your Organization.

« Reporting: You can export Explorer reports as comma separated value (.csv) files to an
Amazon Simple Storage Service (Amazon S3) bucket. You receive an alert from Amazon Simple
Notification Service (Amazon SNS) when an export is complete.
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How does Explorer relate to OpsCenter?

Systems Manager OpsCenter provides a central location where operations engineers and IT
professionals view, investigate, and resolve Opsltems related to AWS resources. Explorer is a report
hub where DevOps managers view aggregated summaries of their operations data, including
Opsltems, across AWS Regions and accounts. Explorer helps users discover trends and patterns and,
if necessary, quickly resolve issues using Systems Manager Automation runbooks.

OpsCenter setup is now integrated with Explorer Setup. If you already set up OpsCenter, then
Explorer automatically displays operations data, including aggregated information about
Opsltems. If you haven't set up OpsCenter, then you can use Explorer Setup to get started with
both capabilities. For more information, see Getting started with Systems Manager Explorer and
OpsCenter.

What is OpsData?

OpsData is any operations data that is displayed in the Systems Manager Explorer dashboard.
Explorer retrieves OpsData from the following sources:

Amazon Elastic Compute Cloud (Amazon EC2)

Data displayed in Explorer includes: total number of nodes, total number of managed and
unmanaged nodes, and a count of nodes using a specific Amazon Machine Image (AMI).

« Systems Manager OpsCenter

Data displayed in Explorer includes: a count of Opsltems by status, a count of Opsltems by
severity, a count of open Opsltems across groups and across 30-day time periods, and historical
data of Opsltems over time.

« Systems Manager Patch Manager

Data displayed in Explorer includes a count of noncompliant and critical noncompliant nodes.

« AWS Trusted Advisor
Data displayed in Explorer includes: status of best practice checks for EC2 Reserved Instances in
the areas of cost optimization, security, fault tolerance, performance, and service limits.

o AWS Compute Optimizer
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Data displayed in Explorer includes: a count of Under provisioned and Over provisioned EC2
instances, optimization findings, on-demand pricing details, and recommendations for instance
type and price.

o AWS Support Center cases

Data displayed in Explorer includes: case ID, severity, status, created time, subject, service, and
category.

« AWS Config

Data displayed in Explorer includes: overall summary of compliant and non-compliant AWS
Config rules, the number of compliant and non-compliant resources, and specific details about
each (when you drill down into a non-compliant rule or resource).

« AWS Security Hub

Data displayed in Explorer includes: overall summary of Security Hub findings, the number of
each finding grouped by severity, and specific details about finding.

(@ Note

To view AWS Trusted Advisor and AWS Support Center cases in Explorer, you must have
either an Enterprise or Business account set up with AWS Support.

You can view and manage OpsData sources from the Explorer Settings page. For information about
setting up and configuring services that populate Explorer widgets with OpsData, see Setting up
related services.

Is there a charge to use Explorer?

Yes. When you turn on the default rules for creating Opsltems during Integrated Setup, you
initiate a process that automatically creates Opsltems. Your account is charged based on the
number of Opsltems created per month. Your account is also charged based on the number of
GetOpsItem, DescribeOpsItem, UpdateOpsItem, and GetOpsSummary API calls made per
month. Additionally, you can be charged for public API calls to other services that expose relevant
diagnostic information. For more information, see AWS Systems Manager Pricing.

Topics
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o Getting started with Systems Manager Explorer and OpsCenter

» Using Systems Manager Explorer

» Exporting OpsData from Systems Manager Explorer

» Troubleshooting Systems Manager Explorer

Getting started with Systems Manager Explorer and OpsCenter

AWS Systems Manager uses an integrated setup experience to help you get started with Systems
Manager Explorer and Systems Manager OpsCenter. In this documentation, Explorer and
OpsCenter Setup is called Integrated Setup. If you already set up OpsCenter, you still need to
complete Integrated Setup to verify settings and options. If you haven't set up OpsCenter, then you
can use Integrated Setup to get started with both capabilities.

(@ Note

Integrated Setup is only available in the Systems Manager console. You can't set up
Explorer or OpsCenter programmatically.

Integrated Setup performs the following tasks:

» Configures roles and permissions: Integrated Setup creates an AWS Identity and Access

Management (IAM) role that allows Amazon EventBridge to automatically create Opsltems
based on default rules. After setting up, you must configure user, group, or role permissions for
OpsCenter, as described in this section.

» Allows default rules for Opsltem creation: Integrated Setup creates default rules in EventBridge.

These rules automatically create Opsltems in response to events. Examples of these events
are: state change for an AWS resource, a change in security settings, or a service becoming
unavailable.

« Allows OpsData sources: Integrated Setup allows data sources that populate Explorer widgets.

« Allows you to specify reporting tag keys: Integrated Setup allows you to specify up to five

reporting tag keys to automatically assign to new Opsltems that meet specific criteria.

After you complete Integrated Setup, we recommend that you Set up Explorer to display data from

multiple Regions and accounts. Explorer and OpsCenter automatically synchronize OpsData and
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Opsltems for the AWS account and AWS Region you used when you completed Integrated Setup.
You can aggregate OpsData and Opsltems from other accounts and Regions by creating a resource
data sync.

(® Note

You can change setup configurations at any time on the Settings page.

Setting up related services

AWS Systems Manager Explorer and AWS Systems Manager OpsCenter collect information from, or
interact with, other AWS services and Systems Manager capabilities. We recommend that you set
up and configure these other services or capabilities before you use Integrated Setup.

The following table includes tasks that allow Explorer and OpsCenter to collect information from,
or interact with, other AWS services and Systems Manager capabilities.

Task Information
Verify permissions in Systems Manager Explorer and OpsCenter allow you to
Automation remediate issues with AWS resources by using

Systems Manager Automation runbooks. To
use this remediation capability, you must
have permission to run Systems Manager
Automation runbooks. For more information,
see Setting up Automation.

Set up and configure Systems Manager Patch Explorer includes a widget that provides

Manager information about patch compliance. To view
this data in Explorer, you must configure
patching. For more information, see AWS
Systems Manager Patch Manager.

Set up and configure Systems Manager State Explorer includes a widget that provides

Manager information about Systems Manager State
Manager association compliance. To view this
data in Explorer, you must configure State
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Task

Turn on AWS Config Configuration Recorder

Turn on AWS Trusted Advisor

Information

Manager. For more information, see AWS
Systems Manager State Manager.

Explorer uses data provided by AWS Config
configuration recorder to populate widgets
with information about your EC2 instances. To
view this data in Explorer, turn on AWS Config
configuration recorder. For more information,
see Managing the Configuration Recorder.

(® Note

After you allow configuration recorder,
Systems Manager can take up to

six hours to display data in Explorer
widgets that display information about
your EC2 instances.

Explorer uses data provided by Trusted Advisor
to display a status of best practice checks for
Amazon EC2 Reserved Instances in the areas
of cost optimization, security, fault tolerance

, performance, and service limits. To view this
data in Explorer, you must have a business or
enterprise support plan. For more information,
see AWS Support.
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Task Information

Turn on AWS Compute Optimizer Explorer uses data provided by Compute
Optimizer to display details a count of Under
provisioned and Over provisioned EC2
instances, optimization findings, on-demand
pricing details, and recommendations for
instance type and price. To view this data in
Explorer, turn on Compute Optimizer. For
more information, see Getting started with

AWS Compute Optimizer.

Turn on AWS Security Hub Explorer uses data provided by Security Hub to
populate widgets with information about your
security findings. To view this data in Explorer,
turn on Security Hub integration. For more
information, see What is AWS Security Hub.

Configuring roles and permissions for Systems Manager Explorer

Integrated Setup automatically creates and configures AWS Identity and Access Management (IAM)
roles for AWS Systems Manager Explorer and AWS Systems Manager OpsCenter. If you completed
Integrated Setup, then you don't need to perform any additional tasks to configure roles and
permissions for Explorer. However, you must configure permission for OpsCenter, as described later
in this topic.

Contents

« About the roles created by integrated setup

» Configuring permissions for Systems Manager OpsCenter

About the roles created by integrated setup

Integrated Setup creates and configures the following roles for working with Explorer and
OpsCenter.

« AWSServiceRoleForAmazonSSM: Provides access to AWS resources managed or used by
Systems Manager.
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e OpsItem-CWE-Role: Allows CloudWatch Events and EventBridge to create Opsltems in
response to common events.

« AWSServiceRoleForAmazonSSM_AccountDiscovery: Allows Systems
Manager to call other AWS services to discover AWS account information
when synchronizing data. For more information about this role, see About the
AWSServiceRoleForAmazonSSM_AccountDiscovery role.

« AmazonSSMExplorerExpoxrt: Allows Explorer to export OpsData to a comma-separated value
(CSv) file.

About the AWSSexrviceRoleForAmazonSSM_AccountDiscovery role

If you configure Explorer to display data from multiple accounts and Regions by using AWS
Organizations and a resource data sync, then Systems Manager creates a service-linked role.
Systems Manager uses this role to get information about your AWS accounts in AWS Organizations.
The role uses the following permissions policy.

{
"Version":"2012-10-17",
"Statement": [
{

"Effect":"Allow",

"Action":[
"organizations:DescribeAccount",
"organizations:DescribeOrganization",
"organizations:ListAccounts",
"organizations:ListAWSServiceAccessForOrganization",
"organizations:ListChildren",
"organizations:ListParents"

1,

"Resource":"*"

}
]
}

For more information about the AWSServiceRoleForAmazonSSM_AccountDiscovery role, see
Using roles to collect AWS account information for OpsCenter and Explorer.
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Configuring permissions for Systems Manager OpsCenter

After you complete Integrated Setup, you must configure user, group, or role permissions so that
users can perform actions in OpsCenter.

Before you begin

You can configure your OpsCenter to create and manage Opsltems across multiple accounts

or just a single account. If you configure OpsCenter to create and manage Opsltems across
multiple accounts, the AWS Organizations management account can create, view, or edit Opsltems
in other accounts manually. If required, you can also select the Systems Manager delegated
administrator account to create and manage Opsltems in member accounts. However, if you
configure OpsCenter for a single account, you can only view or edit Opsltems in the account where
Opsltems were created. You can't share or transfer Opsltems across AWS accounts. For this reason,
we recommend that you configure permissions for OpsCenter in the AWS account that is used to
run your AWS workloads. You can then create users or groups in that account. In this way, multiple
operations engineers or IT professionals can create, view, and edit Opsltems in the same AWS
account.

Explorer and OpsCenter use the following APl operations. You can use all features of Explorer
and OpsCenter if your user, group, or role has access to these actions. You can also create more
restrictive access, as described later in this section.

o CreateOpsltem

» CreateResourceDataSync

» DescribeOpsltems

» DeleteResourceDataSync

» GetOpsltem
o GetOpsSummary

» ListResourceDataSync

» UpdateOpsltem

« UpdateResourceDataSync

If you prefer, you can specify read-only permission by adding the following inline policy to your
account, group, or role.
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"Version": "2012-10-17",
"Statement": [
{

"Effect": "Allow",

"Action": [
"ssm:GetOpsItem",
"ssm:GetOpsSummary",
"ssm:DescribeOpsItems",
"ssm:GetServiceSetting",
"ssm:ListResourceDataSync"

]I

"Resource": "*"

For more information about creating and editing IAM policies, see Creating IAM Policies in the IAM

User Guide. For information about how to assign this policy to an IAM group, see Attaching a Policy

to an IAM Group.

Create a permission using the following and add it to your users, groups, or roles:

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"ssm:GetOpsItem",
"ssm:UpdateOpsItem",
"ssm:DescribeOpsItems",
"ssm:CreateOpsItem",
"ssm:CreateResourceDataSync",
"ssm:DeleteResourceDataSync",
"ssm:ListResourceDataSync",

ssm:UpdateResourceDataSync"

1,

"Resource": "*"
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Depending on the identity application that you are using in your organization,
you can select any of the following options to configure user access.

To provide access, add permissions to your users, groups, or roles:

« Users and groups in AWS IAM ldentity Center:

Create a permission set. Follow the instructions in Create a permission set in the AWS IAM
Identity Center User Guide.

« Users managed in IAM through an identity provider:

Create a role for identity federation. Follow the instructions in Creating a role for a third-party
identity provider (federation) in the IAM User Guide.

e |AM users:

» Create a role that your user can assume. Follow the instructions in Creating a role for an IAM
user in the IAM User Guide.

o (Not recommended) Attach a policy directly to a user or add a user to a user group. Follow the
instructions in Adding permissions to a user (console) in the JAM User Guide.

Restricting access to Opsltems by using tags

You can also restrict access to Opsltems by using an inline IAM policy that specifies tags. Here is

an example that specifies a tag key of Department and a tag value of Finance. With this policy, the
user can only call the GetOpsitem APl operation to view Opsltems that were previously tagged with
Key=Department and Value=Finance. Users can't view any other Opsltems.

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"ssm:GetOpsItem"
1,
"Resource": "*"
"Condition": { "StringEquals": { "ssm:resourceTag/Department": "Finance" } }
}
]
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}

Here is an example that specifies APl operations for viewing and updating Opsltems. This policy
also specifies two sets of tag key-value pairs: Department-Finance and Project-Unity.

"Version":"2012-10-17",
"Statement": [
{
"Effect":"Allow",
"Action": [
"ssm:GetOpsItem",
"ssm:UpdateOpsItem"
1,
"Resource":"*",
"Condition":{
"StringEquals":{
"ssm:resourceTag/Department" :"Finance",
"ssm:resourceTag/Project":"Unity"

For information about adding tags to an Opsltem, see Create Opsltems manually.

Turning on default rules

Integrated Setup automatically configures the following default rules in Amazon EventBridge.
These rules create Opsltems in AWS Systems Manager OpsCenter. If you don't want EventBridge to
create Opsltems for the following events, then clear this option in Integrated Setup. If you prefer,
you can specify OpsCenter as the target of specific EventBridge events. For more information, see
Configure EventBridge rules to create Opsltems. You can also turn off the default rules at any time
on the Settings page.

/A Important

You can't edit the Category and Severity values for default rules but you can edit these
values on Opsltems created from the default rules.
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Rule Category Severity

[E] CWE rules (11)

SSMOpsitems-Autoscaling-instance-launch-failure Availability 2-High
SSMOpsltems-Autoscaling-instance-termination-failure Availability 2-High
SSMOpsltems-EBS-snapshot-copy-failed Availability 2-High
SSMOpsItems-EBS-snapshot-creation-failed Availability 2-High
SSMOpsltems-EBS-volume-performance-issue Performance 3-Medium
SSMOpsltems-EC2-issue Availability 2-High
SSMOpsltems-EC2-scheduled-change Availability 3-Medium
SSMOpsltems-RDS-issue Availability 2-High 1
SSMOpsltems-RDS-scheduled-change Availability 3-Medium %
SSMOpsitems-SSM-maintenance-window-execution-failed Availability 3-Medium
SSMOpsltems-SSM-maintenance-window-execution-timedout Availability 2-High

P el s, [P Al el PN P o st o P ensP gl ol gttt franand

Configuring OpsData sources

Integrated Setup activates the following data sources that populate Explorer widgets.
o AWS Support Center (You must have either a Business or Enterprise Support plan to activate this
source.)

o AWS Compute Optimizer (You must have either a Business or Enterprise Support plan to activate
this source.)

« Systems Manager State Manager association compliance
« AWS Config Compliance

» Systems Manager OpsCenter

« Systems Manager Patch Manager patch compliance

« Amazon Elastic Compute Cloud (Amazon EC2)

« Systems Manager Inventory

o AWS Trusted Advisor (You must have either a Business or Enterprise Support plan to activate this
source.)

« AWS Security Hub
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Specifying tag keys

When you set up AWS Systems Manager Explorer, you can specify up to five reporting tag keys.
These tag keys should already exist on your AWS resources. These aren't new tag keys. After adding
the keys to the system, You can then filter Opsltems in Explorer by using these tag keys.

(@ Note

You can also specify reporting tag keys on the Settings page.

Setting up Systems Manager Explorer to display data from multiple accounts and
Regions

AWS Systems Manager uses an integrated setup experience to help you get started with AWS
Systems Manager Explorer and AWS Systems Manager OpsCenter. After completing Integrated
Setup, Explorer and OpsCenter automatically synchronize data. More specifically, these capabilities
synchronize OpsData and Opsltems for the AWS account and AWS Region you used when you
completed Integrated Setup. If you want to aggregate OpsData and Opsltems from other accounts
and Regions, you must create a resource data sync, as described in this topic.

(® Note

For more information about Integrated Setup, see Getting started with Systems Manager
Explorer and OpsCenter.

About resource data sync for Explorer

Resource data sync for Explorer offers two aggregation options:

» Single-account/Multiple-regions: You can configure Explorer to aggregate Opsltems and
OpsData data from multiple AWS Regions, but the data set is limited to the current AWS account.

o Multiple-accounts/Multiple-regions: You can configure Explorer to aggregate data from
multiple AWS Regions and accounts. This option requires that you set up and configure AWS
Organizations. After you set up and configure AWS Organizations, you can aggregate data in
Explorer by organizational unit (OU) or for an entire organization. Systems Manager aggregates
the data into the AWS Organizations management account before displaying it in Explorer. For
more information, see What is AWS Organizations? in the AWS Organizations User Guide.
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/A Warning

If you configure Explorer to aggregate data from an organization in AWS Organizations,
the system enables OpsData in all member accounts in the organization. Enabling OpsData
sources in all member accounts increases the number of calls to OpsCenter APIs like
CreateOpsltem and GetOpsSummary. You are charged for calls to these API actions.

The following diagram shows a resource data sync configured to work with AWS Organizations.
In this scenario, the user has two accounts defined in AWS Organizations. Resource data sync

aggregates data from both accounts and multiple AWS Regions into the AWS Organizations
management account where it's then displayed in Explorer.
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About multiple account and Region resource data syncs

This section describes important details about multiple account and multiple Region resource data
syncs that use AWS Organizations. Specifically, the information in this section applies if you choose
one of the following options in the Create resource data sync page:

« Include all accounts from my AWS Organizations configuration

 Select organization units in AWS Organizations

If you don't plan to use one of these options, you can skip this section.

When you create a resource data sync in the SSM console, if you choose one of the AWS
Organizations options, then Systems Manager automatically allows all OpsData sources in the
selected Regions for all AWS accounts in your organization (or in the selected organizational
units). For example, even if you haven't turned Explorer on in a Region, if you select an AWS
Organizations option for your resource data sync, then Systems Manager automatically collects
OpsData from that Region. To create a resource data sync without allowing OpsData sources,
specify EnableAllOpsDataSources as false when creating the data sync. For more information, see
EnableAllOpsDataSources in the Amazon EC2 Systems Manager API Reference.

If you don't choose one of the AWS Organizations options for a resource data sync, then you must
complete Integrated Setup in each account and Region where you want Explorer to access data. If
you don't, Explorer won't display OpsData and Opsltems for those accounts and Regions in which
you didn't complete Integrated Setup.

If you add a child account to your organization, Explorer automatically allows all OpsData sources
for the account. If, at a later time, you remove the child account from your organization, Explorer
continues to collect OpsData from the account.

If you update an existing resource data sync that uses one of the AWS Organizations options, the
system prompts you to approve collection of all OpsData sources for all accounts and Regions
affected by the change.

If you add a new service to your AWS account, and if Explorer collects OpsData for that service,
Systems Manager automatically configures Explorer to collect that OpsData. For example, if your
organization didn't use AWS Trusted Advisor when you previously created a resource data sync, but
your organization signs up for this service, Explorer automatically updates your resource data syncs
to collect this OpsData.
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/A Important

Note the following important information about multiple account and Region resource
data syncs:

» Deleting a resource data sync doesn't turn off an OpsData source in Explorer.

» To view OpsData and Opsltems from multiple accounts, you must have the AWS
Organizations All features mode turned on and you must be signed into the AWS
Organizations management account.

Creating a resource data sync

Before you configure resource data sync for Explorer, note the following details.

» Explorer supports a maximum of five resource data syncs.

« After you create a resource data sync for a Region, you can't change the account options for
that sync. For example, if you create a sync in the us-east-2 (Ohio) Region and you choose the
Include only the current account option, you can't edit that sync later and choose the Include
all accounts from my AWS Organizations configuration option. Instead, you must delete the
first resource data sync, and create a new one. For more information, see Deleting a Systems

Manager Explorer resource data sync

» OpsData viewed in Explorer is read-only.

Use the following procedure to create a resource data sync for Explorer.
To create a resource data sync

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

In the navigation pane, choose Explorer.

Choose Settings.
In the Configure resource data sync section, choose Create resource data sync.

For Resource data sync name, enter a name.

o v A WN

In the Add accounts section, choose an option.
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® Note

To use either of the AWS Organizations options, you must be logged into the AWS
Organizations management account or you must be logged into an Explorer delegated
administrator account. For more information about the delegated administrator
account, see Configuring a delegated administrator.

7. In the Regions to include section, choose one of the following options.
« Choose All current and future regions to automatically sync data from all current AWS
Regions and any new Regions that come online in the future.
» Choose All regions to automatically sync data from all current AWS Regions.
« Individually choose Regions that you want to include.

8. Choose Create resource data sync.

The system can take several minutes to populate Explorer with data after you create a resource
data sync. You can view the sync by choosing it from the Select a resource data sync list in
Explorer.

Configuring a delegated administrator

If you aggregate AWS Systems Manager Explorer data from multiple AWS Regions and accounts
by using resource data sync with AWS Organizations, then we recommend that you configure a
delegated administrator for Explorer.

A delegated administrator can use the following Explorer resource data sync APIs using the
console, SDK, AWS Command Line Interface (AWS CLI), or AWS Tools for Windows PowerShell:

CreateResourceDataSync

DeleteResourceDataSync

ListResourceDataSync

UpdateResourceDataSync

A delegated administrator can create a maximum of five resource data syncs for either an entire
organization or a subset of organizational units. Resource data syncs created by a delegated
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administrator are only available in the delegated administrator account. You can't view the syncs or
the aggregated data in the AWS Organizations management account.

For more information about resource data sync, see Setting up Systems Manager Explorer to

display data from multiple accounts and Regions. For more information about AWS Organizations,

see What is AWS Organizations? in the AWS Organizations User Guide.

Topics

» Configure an Explorer delegated administrator

« Deregister an Explorer delegated administrator

Configure an Explorer delegated administrator
Use the following procedure to register an Explorer delegated administrator.
To register an Explorer delegated administrator

1. Log into your AWS Organizations management account.

2. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
In the navigation pane, choose Explorer.

4. Choose Settings.

In the Delegated administrator for Explorer section, verify that you have configured the
required service-linked role and service access options. If necessary, choose the Create role
and Enable access buttons to configure these options.

6. For Account ID, enter the AWS account ID. This account must be a member account in AWS
Organizations.

7. Choose Register delegated administrator.

The delegated administrator now has access to the Include all accounts from my AWS
Organizations configuration and Select organization units in AWS Organizations options on the
Create resource data sync page.

Deregister an Explorer delegated administrator

Use the following procedure to deregister an Explorer delegated administrator. A delegated
administrator account can only be deregistered by the AWS Organizations management account.
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When a delegated administrator account is deregistered, the system deletes all AWS Organizations
resource data syncs created by the delegated administrator.

To deregister an Explorer delegated administrator

1. Log into your AWS Organizations management account.

2. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

3. In the navigation pane, choose Explorer.

4. Choose Settings.

5. In the Delegated administrator for Explorer section, choose Deregister. The system displays a
warning.

6. Enter the account ID and choose Remove.

The account no longer has access to the AWS Organizations resource data sync API operations. The
system deletes all AWS Organizations resource data syncs created by the account.

Using Systems Manager Explorer

This section includes information about how to customize AWS Systems Manager Explorer by
changing the widget layout and by changing the data that displays in the dashboard.

Contents

 Editing default rules for Opsltems

» Editing Systems Manager Explorer data sources

» Customizing the display and using filters

» Deleting a Systems Manager Explorer resource data sync

» Receiving findings from AWS Security Hub in Explorer

Editing default rules for Opsitems

When you complete Integrated Setup, the system allows more than a dozen rules in Amazon
EventBridge. These rules automatically create Opsitems in AWS Systems Manager OpsCenter. AWS
Systems Manager Explorer then displays aggregated information about the Opsltems.
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Each rule includes a preset Category and Severity value. When the system creates Opsltems from
an event, it automatically assigns the preset Category and Severity.

/A Important

You can't edit the Category and Severity values for default rules but you can edit these
values on Opsltems created from the default rules.

Rule Category Severity

[E] CWE rules (11)

SSMOpsitems-Autoscaling-instance-launch-failure Availability 2-High
SSMOpsltems-Autoscaling-instance-termination-failure Availability 2-High
SSMOpsltems-EBS-snapshot-copy-failed Availability 2-High
SSMOpsItems-EBS-snapshot-creation-failed Availability 2-High
SSMOpsltems-EBS-volume-performance-issue Performance 3-Medium
SSMOpsltems-EC2-issue Availability 2-High
SSMOpsltems-EC2-scheduled-change Availability 3-Medium
SSMOpsItems-RDS-issue Availability 2-High 1
SSMOpsltems-RDS-scheduled-change Availability 3-Medium %
SSMOpsitems-SSM-maintenance-window-execution-failed Availability 3-Medium
SSMOpsltems-SSM-maintenance-window-execution-timedout Availability 2-High

P el s, [P Al el PN P o st o P ensP gl ol gttt franand

To edit default rules for creating Opsltems

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

In the navigation pane, choose Explorer.

Choose Settings.
In the Opsltems rules section, choose Edit.
Expand CWE rules.

Clear the check box beside those rules that you don't want to use.

N o v M W DN

Use the Category and Severity lists to change this information for a rule.

Using Explorer 266


https://console.aws.amazon.com/systems-manager/
https://console.aws.amazon.com/systems-manager/

AWS Systems Manager User Guide

8. Choose Save.

Your changes take effect the next time the system creates an Opsltem.
Editing Systems Manager Explorer data sources

AWS Systems Manager Explorer displays data from the following sources. You can edit Explorer
settings to add or remove data sources:

« Amazon Elastic Compute Cloud (Amazon EC2)

« AWS Systems Manager OpsCenter

« AWS Systems Manager Patch Manager patch compliance

« AWS Systems Manager State Manager association compliance
« AWS Trusted Advisor

o AWS Compute Optimizer

o AWS Support Center cases

« AWS Config rule and resource compliance

» AWS Security Hub findings

® Note

« To view AWS Support Center cases in Explorer, you must have either an Enterprise or
Business account set up with AWS Support.

» You can't configure Explorer to stop displaying OpsCenter Opsltem data.

Before you begin

Verify that you set up and configured services that populate Explorer widgets with data. For more
information, see Setting up related services.

To edit data sources

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.
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In the navigation pane, choose Explorer.
Choose Settings.

In the OpsData sources section, choose Edit.
Expand OpsData sources.

Add or remove one or more sources.

N o v WD

Choose Save.

Customizing the display and using filters

You can customize widget layout in AWS Systems Manager Explorer by using a drag-and-drop
capability. You can also customize the OpsData and Opsltems displayed in Explorer by using filters,
as described in this topic.

Before you begin

Before you customize widget layout, verify that the widgets you want to view are currently
displayed in Explorer. To view some widgets in Explorer (such as the AWS Config compliance
widget), you must enable them on the Configure dashboard page.

To enable widgets to display in Explorer

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
In the navigation pane, choose Explorer.

Choose Dashboard actions, Configure dashboard.
Choose the Configure Dashboard tab.

Either choose Enable all or turn on an individual widget or data source.

o v A~ W N

Choose Explorer to view your changes.

Customizing widget layout
Use the following procedure to customize widget layout in Explorer.
To customize widget layout

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.
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2. Inthe navigation pane, choose Explorer.
3. Choose a widget that you want to move.

4. Click and hold the name of the widget and then drag it to its new location.

Open Opsltem summary
Group By = Ops Item Source ¥
Groups Total 0-30 days 31-60 days 61+ days

Opsltem by severity
EC2 12 7 2 3

SSM 1 1 0 0 I O critical (O High
Opslten 1 Medium 2 Low
Last Update Time: seconds ago
= LI=) I

Unresolved Open InProgress

Last Update Time: seconds ago Last Update Time: seconds ago

L

5. Repeat this process for each widget that you want to reposition.

If you decide that you don't like the new layout, choose Reset layout to move all widgets back to
their original location.

Using filters to the change the data displayed in Explorer

By default, Explorer displays data for the current AWS account and the current Region. If you create
one or more resource data syncs, you can use filters to change which sync is active. You can then
choose to display data for a specific Region or all Regions. You can also use the Search bar to filter
on different Opsltem and key-tag criteria.

To change the data displayed in Explorer by using filters

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

In the navigation pane, choose Explorer.

In the Filter section, use the Select a resource data sync list to choose a sync.

Use the Regions list to choose either a specific AWS Region or choose All Regions.

ok W

Choose the Search bar, and then choose the criteria on which to filter the data.
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Filter

| EngineeringEU ¥ H All Regions ¥ ‘

Filter by Opsltem source, tag keys, or tag values §
Q | 2

Opsltem Source

Related Resource Tag Key
Related Resource Tag Value
Opsltem Status

Opsltem Severity

6. Press Enter.

Explorer retains the filter options you selected if you close and reopen the page.
Deleting a Systems Manager Explorer resource data sync

In AWS Systems Manager Explorer, you can aggregate OpsData and Opsltems from other accounts
and Regions by creating a resource data sync.

You can't change the account options for a resource data sync. For example, if you created a
sync in the us-east-2 (Ohio) Region and you chose the Include only the current account option,
you can't edit that sync later and choose the Include all accounts from my AWS Organizations
configuration option. Instead, you must delete the resource data sync, and create a new one, as
described in the following procedure.

To delete a resource data sync

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Explorer.

3. Choose Settings.

Using Explorer 270


https://console.aws.amazon.com/systems-manager/
https://console.aws.amazon.com/systems-manager/

AWS Systems Manager User Guide

4. In the Configure resource data sync section, choose the resource data sync that you want to
delete.

5. Choose Delete.

Receiving findings from AWS Security Hub in Explorer

AWS Security Hub provides a comprehensive view of your security state in AWS. The service collects
security data, called findings, from across AWS accounts, services, and supported third-party
products. Security Hub findings can help you check your environment against security industry
standards and best practices, analyze your security trends, and identify the highest priority security

issues.

Security Hub sends findings to Amazon EventBridge, which uses an event rule to send the findings
to Explorer. After you enable integration, as described here, you can view Security Hub findings

in an Explorer widget and view finding details in OpsCenter Opsltems. The widget provides a
summary of all Security Hub findings based on severity. New findings in Security Hub are usually
visible in Explorer within seconds of being created.

/A Warning

Note the following important information:

» Explorer is integrated with OpsCenter, a capability of Systems Manager. After you enable
Explorer integration with Security Hub, OpsCenter automatically creates Opsltems for
Security Hub findings. Depending on your AWS environment, enabling integration can
result in large numbers of Opsltems, at a cost.

Before you continue, read about OpsCenter integration with Security Hub. The topic
includes specific details about how changes and updates to findings and Opsltems are
charged to your account. For more information, see AWS Security Hub. For OpsCenter

pricing information, see AWS Systems Manager Pricing.

« If you create a resource data sync in Explorer while logged into the administrator
account, Security Hub integration is automatically enabled for the administrator and all
member accounts in the sync. Once enabled, OpsCenter automatically creates Opsltems
for Security Hub findings, at a cost. For more information about creating a resource data
sync, see Setting up Systems Manager Explorer to display data from multiple accounts

and Regions.
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Types of findings that Explorer receives

Explorer receives all findings from Security Hub. You can see all findings based on severity in the
Explorer widget when you turn on the Security Hub default settings. By default, Explorer creates
Opsltems for critical and high severity findings. You can manually configure Explorer to create
Opsltems for medium and low severity findings.

Though Explorer doesn't create Opsltems for informational findings, you can view informational
operations data (OpsData) in the Security Hub findings summary widget. Explorer creates OpsData
for all findings regardless of severity. For more information about Security Hub severity levels, see
Severity in the AWS Security Hub API Reference.

Enabling integration

This section describes how to enable and configure Explorer to start receiving Security Hub
findings.

Before you begin

Complete the following tasks before you configure Explorer to start receiving Security Hub
findings.

« Enable and configure Security Hub. For more information, see Setting up Security Hub in the
AWS Security Hub User Guide.

« Log into the AWS Organizations management account. Systems Manager requires access to
AWS Organizations to create Opsltems from Security Hub findings. After you log in to the
management account, you're prompted to select the Enable access button on the Explorer
Configure dashboard tab, as described in the following procedure. If you don't log in to the AWS
Organizations management account, you can't allow access and Explorer can't create Opsltems
from Security Hub findings.

To start receiving Security Hub findings

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. Inthe navigation pane, choose Explorer.

Select Settings.
4. Select the Configure dashboard tab.

Using Explorer 272


https://docs.aws.amazon.com/securityhub/latest/userguide/securityhub-cwe-integration-types.html#securityhub-cwe-integration-types-all-findings
https://docs.aws.amazon.com/securityhub/1.0/APIReference/API_Severity.html
https://docs.aws.amazon.com/securityhub/latest/userguide/securityhub-settingup.html
https://console.aws.amazon.com/systems-manager/
https://console.aws.amazon.com/systems-manager/

AWS Systems Manager User Guide

5.
6.

Select AWS Security Hub.
Select the Disabled slider to turn on AWS Security Hub.

Critical and high severity findings are displayed by default. To display medium and low severity
findings, select the Disabled slider next to Medium,Low.

In the Opsltems created by Security Hub findings section, choose Enable access. If you don't
see this button, log in to the AWS Organizations management account and return to this page
to select the button.

How to view findings from Security Hub

The following procedure describes how to view Security Hub findings.

To view Security Hub findings

1.

Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

In the navigation pane, choose Explorer.

Find the AWS Security Hub findings summary widget. This displays your Security Hub
findings. You can select a severity level to view a detailed description of the corresponding
Opsltem.

How to stop receiving findings

The following procedure describes how to stop receiving Security Hub findings.

To stop receiving Security Hub findings

1.

ok W

Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

In the navigation pane, choose Explorer.

Select Settings.
Select the Configure dashboard tab.
Select the Enabled slider to turn off AWS Security Hub.
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Exporting OpsData from Systems Manager Explorer

You can export 5,000 OpsData items as a comma separated value (.csv) file to an Amazon Simple
Storage Service (Amazon S3) bucket from AWS Systems Manager Explorer. Explorer uses the
Export Ops Data to S3 automation runbook to export OpsData. When you export OpsData, the
system displays the automation runbook page where you can specify details, such as assumeRole,
Amazon S3 bucket name, SNS topic Arn, and Column fields to be exported.

For information about the AWS-ExportOpsDataToS3 automation runbook, see AWS-
ExportOpsDataToS3.

To export OpsData:
» Step 1: Specifying an SNS topic

» Step 2: (Optional) Configuring data export

» Step 3: Exporting OpsData

Step 1: Specifying an SNS topic

When you configure data export, you must specify an Amazon Simple Notification Service
(Amazon SNS) topic that exists in the same AWS Region where you want to export the data.
Systems Manager sends a notification to the Amazon SNS topic when an export is complete. For
information about creating an Amazon SNS topic, see Creating an Amazon SNS topic.

Step 2: (Optional) Configuring data export
You can configure data export settings from the Settings or Export Ops Data to S3 Bucket page.

To configure data export from Explorer

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

In the navigation pane, choose Explorer.

Choose Settings.

In the Configure data export section, choose Edit.

oA~ W

To upload the data export file to an existing Amazon S3 bucket, choose Select an existing S3
bucket and choose the bucket from the list.
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To upload the data export file to a new Amazon S3 bucket, choose Create a new S3 bucket
and enter the name that you want to use for the new bucket.

(@ Note

You can only edit the Amazon S3 bucket name and Amazon SNS topic ARN from the
page where you configured those settings for the first time in Explorer. If you set up
the Amazon S3 bucket and the Amazon SNS topic ARN from the Settings page, then
you can only modify those settings from the Settings page.

6. For Select an Amazon SNS topic ARN, choose the topic that you want to notify when the
export is complete.

7. Choose Create.

Step 3: Exporting OpsData

When you export Explorer data, Systems Manager creates an AWS Identity and Access Management
(IAM) role named AmazonSSMExplorerExportRole. This role uses the following IAM policy.

"Version": "2012-10-17",
"Statement": [

{

Iy

"Effect": "Allow",

"Action": [
"s3:PutObject"

1,

"Resource": [
"arn:aws:s3:::{{ExportDestinationS3BucketName}}/*"

"Effect": "Allow",

"Action": [
"s3:GetBucketAcl"

1,

"Resource": [
"arn:aws:s3:::{{ExportDestinationS3BucketName}}"
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{

"Effect": "Allow",

"Action": [
"sns:Publish"

1,

"Resource": [
"{{SnsTopicArn}}"

"Effect": "Allow",

"Action": [
"logs:DescribelogGroups",
"logs:DescribelLogStreams"

]I

"Resource": [

"

"Effect": "Allow",

"Action": [
"logs:CreatelLogGroup",
"logs:PutLogEvents",
"logs:CreatelLogStream

1,

"Resource": [

i n

"Effect": "Allow",
"Action": [
"ssm:GetOpsSummary"

]I

"Resource": [

"

The role includes the following trust entity.
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"Version": "2012-10-17",
"Statement": [

{
"Effect": "Allow",

"Principal": {
"Service": '"ssm.amazonaws.com"

+

"Action": "sts:AssumeRole"

To export OpsData from Explorer

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Explorer.

3. Choose Export Table.

(® Note

When you export OpsData for the first time, the system creates an assume role for the
export. You can't modify the default assume role.

4. For Amazon S3 Bucket Name, choose an existing bucket. You can choose Create to create
an Amazon S3 bucket if needed. If you can't change the S3 bucket name, it means that you
configured the bucket name from the Settings page. You can only change the bucket name
from the Settings page.

(® Note

You can only edit the Amazon S3 bucket name and Amazon SNS topic ARN from the
page where you configured those settings for the first time in Explorer.

5. For SNS Topic Arn, choose an existing Amazon SNS topic ARN to notify when the download
completes.
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If you can't change the Amazon SNS topic ARN, it means that you configured the Amazon SNS
topic ARN from the Settings page. You can only change the topic ARN from the Settings page.

6. (Optional) For SNS Success Message, specify a success message that you want to display when
the export is successfully completed.

7. Choose Submit. The system navigates to the previous page and displays the message Click to
view status of export process. View details.

You can choose View details to view the status of the runbook and progress in Systems
Manager Automation.
You can now export OpsData from Explorer to the specified Amazon S3 bucket.

If you can't export data by using this procedure, verify that your user, group, or role includes the
iam:CreatePolicyVersion and iam:DeletePolicyVersion actions. For information about
adding these actions to your user, group, or role, see Editing IAM policies in the IAM User Guide.

Troubleshooting Systems Manager Explorer

This topic includes information about how to troubleshoot common problems with AWS Systems
Manager Explorer.

Not able to filter AWS resources in Explorer after updating tags on the Settings page

If you update tags keys or other data settings in Explorer, the system can take up to six hours to
synchronize data based on your changes.

The AWS Organizations options on the Create resource data sync page are greyed out

The Include all accounts from my AWS Organizations configuration and Select organization
units in AWS Organizations options on the Create resource data sync page are only available if
you set up and configured AWS Organizations. If you set up and configured AWS Organizations,
then either the AWS Organizations management account or an Explorer delegated administrator
can create resource data syncs that use these options.

For more information, see Setting up Systems Manager Explorer to display data from multiple

accounts and Regions and Configuring a delegated administrator.

Explorer doesn't display any data at all
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 Verify that you completed Integrated Setup in each account and Region where you want Explorer
to access and display data. If you don't, Explorer won't display OpsData and Opsltems for those
accounts and Regions in which you didn't complete Integrated Setup. For more information, see
Getting started with Systems Manager Explorer and OpsCenter.

« When using Explorer to view data from multiple accounts and Regions, verify that you're logged
into the AWS Organizations management account. To view OpsData and Opsltems from multiple
accounts and Regions, you must be signed in to this account.

Widgets about Amazon EC2 instances don't display data

If widgets about Amazon Elastic Compute Cloud (Amazon EC2) instances, such as the Instance
count, Managed instances, and Instance by AMI widgets don't display data, then verify the
following:

 Verify that you waited several minutes. OpsData can take several minutes to display in Explorer
after you completed Integrated Setup.

 Verify that you configured AWS Config configuration recorder. Explorer uses data provided
by AWS Config configuration recorder to populate widgets with information about your EC2
instances. For more information, see Managing the Configuration Recorder.

» Verify that the Amazon EC2 OpsData source is active on the Settings page. Also, verify that
more than 6 hours have passed since you activated configuration recorder or since you made
changes to your instances. Systems Manager can take up to six hours to display data from AWS
Config in Explorer EC2 widgets after you initially activated configuration recorder or make
changes to your instances.

» Be aware that if an instance is either stopped or terminated, then Explorer stops showing those
instances after 24 hours.

« Verify that you're in the correct AWS Region where you configured your Amazon EC2 instances.
Explorer doesn't display data about on-premises instances.

« If you configured a resource data sync for multiple accounts and Regions, verify that you're
signed in to the Organizations management account.

Patch widget doesn't display data

The Non-compliant instances for patching widget only displays data about patch instances that
aren't compliant. This widget displays no data if your instances are compliant. If you suspect that
you have non-compliant instances, then verify that you set up and configured Systems Manager

Troubleshooting 279


https://docs.aws.amazon.com/config/latest/developerguide/stop-start-recorder.html

AWS Systems Manager User Guide

patching and use AWS Systems Manager Patch Manager to check your patch compliance. For more
information, see AWS Systems Manager Patch Manager.

Miscellaneous issues

Explorer doesn't let you edit or remediate Opsltems: Opsltems viewed across accounts or Regions
are read-only. They can only be updated and remediated from their home account or Region.

AWS Systems Manager OpsCenter

OpsCenter, a capability of AWS Systems Manager, provides a central location where operations
engineers and IT professionals can manage operational work items (Opsltems) related to AWS
resources. An Opsitem is any operational issue or interruption that needs investigation and
remediation. Using OpsCenter, you can view contextual investigation data about each Opsltem,
including related Opsltems and related resources. You can also run Systems Manager Automation
runbooks to resolve Opsltems.

Each Opsltem includes the relevant information, such as name and ID of the AWS resource that
generated the Opsltem, that is required to resolve an event. When you set up OpsCenter and
integrate it with other AWS services, it can create Opsltems automatically. If integrated with
these services, OpsCenter displays information from AWS Config, AWS CloudTrail, and Amazon
EventBridge to help you investigate an Opsltem. As a result, you don't have to navigate between
console pages for your investigation.

You can use OpsCenter to investigate and remediate issues with your on-premises managed nodes
that are configured for Systems Manager. For more information about setting up and configuring
on-premises servers and virtual machines for Systems Manager, see Setting up Systems Manager

for hybrid and multicloud environments.

You can work with OpsCenter by using the Systems Manager console, AWS Command Line
Interface (AWS CLI), AWS Tools for PowerShell, or the AWS SDK of your choice. Using AWS Identity
and Access Management (IAM) policies, you can decide which members of your organization can
create, view, list, and update Opsltems. You can assign tags to Opsitems and then create IAM
policies that give access to users and groups based on tags.

(® Note

There is a charge to use OpsCenter. For information, see AWS Systems Manager Pricing.
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You can view quotas for all Systems Manager capabilities in Systems Manager service

quotas in the Amazon Web Services General Reference. Unless otherwise noted, each quota
is Region-specific.

OpsCenter workflow

To set up and work with OpsCenter to remediate Opsltems, perform the following steps:

1. Set up OpsCenter. You can also set up OpsCenter to centrally manage Opsltems across

accounts.

2. Integrate OpsCenter with other AWS services. OpsCenter can integrate with Amazon
CloudWatch, Amazon CloudWatch Application Insights, Amazon EventBridge, Amazon
DevOps Guru, AWS Config, AWS Security Hub, and AWS Systems Manager Incident Manager.

Create Opsltems. You can create Opsltems automatically and manually.

4. Manage Opsltems by adding context on related resources, related Opsltems, and operational
data, and removing duplicate Opsltems.

5. Remediate Opsltems using Systems Manager Automation runbooks.

Set up OpsCenter

AWS Systems Manager uses an integrated setup experience to help you get started with OpsCenter
and Explorer, which are capabilities of Systems Manager. Explorer is a customizable operations
dashboard that reports information about your AWS resources. In this documentation, Explorer and
OpsCenter setup is called Integrated Setup.

You must use Integrated Setup to set up OpsCenter with Explorer. Integrated Setup is only
available in the AWS Systems Manager console. You can't set up Explorer and OpsCenter
programmatically. For more information, see Getting started with Systems Manager Explorer and

OpsCenter.

Default rules enabled by setup

When you set up OpsCenter, you enable default rules in Amazon EventBridge that automatically
create Opsltems. The following table describes the default EventBridge rules that automatically
create Opsltems. You can disable EventBridge rules in the OpsCenter Settings page under Opsltem
rules.
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/A Important

Your account is charged for Opsltems created by default rules. For more information, see

AWS Systems Manager Pricing.

Rule name

SSMOpsltems-Autoscaling-instance-launch-
failure

SSMOpsltems-Autoscaling-instance-ter
mination-failure

SSMOpsltems-EBS-snapshot-copy-failed

SSMOpsltems-EBS-snapshot-creation-failed

SSMOpsltems-EBS-volume-performance-issue

SSMOpsltems-EC2-issue

Description

This rule creates Opsltems when the launch of
an EC2 auto scaling instance failed.

This rule creates Opsltems when the terminati
on of an EC2 auto scaling instance failed.

This rule creates Opsltems when the system
failed to copy an Amazon Elastic Block Store
(Amazon EBS) snapshot.

This rule creates Opsltems when the system
failed to create an Amazon EBS snapshot.

This rule corresponds to an AWS Health
tracking rule. The rule creates Opsltems
whenever there is a performance issue
with an Amazon EBS volume (health event
= AWS_EBS_DEGRADED_EBS_VOLUME
_PERFORMANCE ).

This rule corresponds to an AWS Health
tracking rule for unexpected events that affect
AWS services or resources. The rule creates
Opsltems when, for example, a service sends
communications about operational issues that
are causing service degradation or to raise
awarness about localized resource-level issues.
For example, this rule creates an Opsltem for
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Rule name Description

the following event: AWS_EC2_OPERATIONA
L_ISSUE .

SSMOpsltems-EC2-scheduled-change This rule corresponds to an AWS Health
tracking rule. AWS can schedule events for
your instances, such as rebooting, stopping, or
starting instances. The rule creates Opsltems
for EC2 scheduled events. For more informati
on about scheduled events, see Scheduled
events for your instances in the Amazon EC2
User Guide for Linux Instances.

SSMOpsltems-RDS-issue This rule corresponds to an AWS Health
tracking rule for unexpected events that affect
AWS services or resources. The rule creates
Opsltems when, for example, a service sends
communications about operational issues that
are causing service degradation or to raise
awarness about localized resource-level issues.
For example, this rule creates an Opsltem for
the following events: AWS_RDS_MYSQL_DATA
BASE_CRASHING_REPEATEDLY
AWS_RDS_EXPORT_TASK_FAILED ,and
AWS_RDS_CONNECTIVITY_ISSUE
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Rule name

SSMOpsltems-RDS-scheduled-change

SSMOpsltems-SSM-maintenance-window-e
xecution-failed

SSMOpsltems-SSM-maintenance-window-e
xecution-timedout

Setting up OpsCenter

Use the following procedure to set up OpsCenter.

To set up OpsCenter

Description

This rule corresponds to an AWS Health
tracking rule. The rule creates Opsltems for
Amazon RDS scheduled events. Scheduled
events provide information about upcoming
changes to your Amazon RDS resources. Some
events might recommend that you take action
to avoid service disruptions. Other events
occur automatically without any action on
your part. Your resource might be temporari
ly unavailable during the scheduled change
activity. For example, this rule creates an
Opsltem for the following events: AWS_RDS_S
YSTEM_UPGRADE_SCHEDULED and
AWS_RDS_MAINTENANCE_SCHEDULED . For
more information about scheduled events, see
Event type categories in the AWS Health User
Guide.

This rule creates Opsltems when the processin
g of the Systems Manager maintenance
window failed.

This rule creates Opsltems when the launch
of the Systems Manager maintenance window
timed out.

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.

2. In the navigation pane, choose OpsCenter.
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3. On the OpsCenter home page, choose Get started.

4. On the OpsCenter setup page, choose Enable this option to have Explorer configure AWS
Config and Amazon CloudWatch events to automatically create Opslitems based on
commonly-used rules and events. If you don't choose this option, OpsCenter remains
disabled.

® Note

Amazon EventBridge (formerly Amazon CloudWatch Events) provides all functionality
of CloudWatch Events and some new features, such as custom event buses, third-party
event sources and schema registry.

5. Choose Enable OpsCenter.

After you enable OpsCenter, you can do the following from Settings:

» Create CloudWatch alarms using the Open CloudWatch console button. For more information,
see Configure CloudWatch alarms to create Opsltems.

» Enable operational insights. For more information, see Analyzing operational insights to reduce

Opsltems.
« Enable AWS Security Hub findings alarms. For more information, see AWS Security Hub.

Contents

» (Optional) Setting up OpsCenter to centrally manage Opsltems across accounts

o (Optional) Set up Amazon SNS to receive notifications about Opsltems

(Optional) Setting up OpsCenter to centrally manage Opsltems across accounts

You can use Systems Manager OpsCenter to centrally manage Opsltems across multiple AWS
accounts in a selected AWS Region. This feature is available after you set up your organization in
AWS Organizations. AWS Organizations is an account management service that enables you to
consolidate multiple AWS accounts into an organization that you create and centrally manage.
AWS Organizations includes account management and consolidated billing capabilities that enable
you to better meet the budgetary, security, and compliance needs of your business. For more
information, see What is AWS Organizations? in the AWS Organizations User Guide

Set up OpsCenter 285


https://docs.aws.amazon.com/organizations/latest/userguide/orgs_introduction.html

AWS Systems Manager User Guide

Users who belong to the AWS Organizations management account can set up a delegated
administrator account for Systems Manager. In the context of OpsCenter, delegated administrators
can create, edit, and view Opsltems in member accounts. The delegated administrator can also use
Systems Manager Automation runbooks to bulk resolve Opsltems or remediate issues with AWS
resources that are generating Opsltems.

® Note

You can assign only one account as the delegated administrator for Systems Manager. For
more information, see Setting up a delegated administrator for Systems Manager.

Systems Manager offers the following methods for setting up OpsCenter to centrally manage
Opsltems across multiple AWS accounts.

o Quick Setup: Quick Setup, a capability of Systems Manager, simplifies set up and configuration
tasks for Systems Manager capabilities. For more information, see AWS Systems Manager Quick

Setup.

Quick Setup for OpsCenter helps you complete the following tasks for managing Opsltems
across accounts:

» Registering an account as the delegated administrator (if the delegated administrator hasn't
already been designated)

» Creating required AWS ldentity and Access Management (IAM) policies and roles

» Specifying an AWS Organizations organization or organizational units (OUs) where a delegated
administrator can manage Opsltems across accounts

For more information, see (Optional) Configure OpsCenter to manage Opsltems across accounts

by using Quick Setup.

® Note

Quick Setup isn't available in all AWS Regions where Systems Manager is currently
available. If Quick Setup isn't available in a Region where you want to use it to configure
OpsCenter to centrally manage Opsltems across multiple accounts, then you must use
the manual method. To view a list of AWS Regions where Quick Setup is available, see
Availability of Quick Setup in AWS Regions.
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o Manual set up: If Quick Setup isn't available in the Region where you want to configure
OpsCenter to centrally manage Opsltems across accounts, then you can use the manual
procedure to do so. For more information, see (Optional) Setting up OpsCenter to centrally

manage Opsltems across accounts.

(Optional) Configure OpsCenter to manage Opsltems across accounts by using Quick Setup

Quick Setup, a capability of AWS Systems Manager, simplifies set up and configuration tasks for
Systems Manager capabilities. Quick Setup for OpsCenter helps you complete the following tasks
for managing Opsltems across accounts:

» Specifying the delegated administrator account

» Creating required AWS ldentity and Access Management (IAM) policies and roles

« Specifying an AWS Organizations organization, or a subset of member accounts, where a
delegated administrator can manage Opsltems across accounts

When you configure OpsCenter to manage Opsltems across accounts by using Quick Setup, Quick
Setup creates the following resources in the specified accounts. These resources give the specified
accounts permission to work with Opsltems and use Automation runbooks to fix issues with AWS

resources generating Opsltems.

Resources Accounts
AwWSServiceRoleForAmazonSSM_ AWS Organizations management account and
AccountDiscovery AWS Identity and delegated administrator account

Access Management (IAM) service-linked role

For more information about this role, see
Using roles to collect AWS account informati

on for OpsCenter and Explorer.

OpsItem-CrossAccountManagem Delegated administrator account
entRole IAMrole

AWS-SystemsManager-Automati
onAdministrationRole IAM role
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Resources Accounts

OpsItem-CrossAccountExecuti All AWS Organizations member accounts
onRole IAMrole

AWS-SystemsManager-Automati
onExecutionRole IAMrole

AWS: :SSM: :ResourcePolicy Systems
Manager resource policy for the default
Opsltem group (OpsItemGroup )

(® Note

If you previously configured OpsCenter to manage Opsltems across accounts using the
manual method, you must delete the AWS CloudFormation stacks or stack sets created

during Steps 4 and 5 of that process. If those resources exist in your account when you
complete the following procedure, Quick Setup fails to configure cross-account Opsltem
management properly.

To configure OpsCenter to manage Opsltems across accounts by using Quick Setup

1. Signin to the AWS Management Console using the AWS Organizations management account.

2. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

3. In the navigation pane, choose Quick Setup.

_Or_

If the AWS Systems Manager home page opens first, choose the menu icon

(=

to open the navigation pane, and then choose Quick Setup in the navigation pane.
4. Choose the Library tab.

5. Scroll to the bottom and locate the OpsCenter configuration tile. Choose Create.
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6. On the Quick Setup OpsCenter page, in the Delegated administrator section, enter an account
ID. If you are unable to edit this field, then a delegated administrator account has already been
specified for Systems Manager.

7. In the Targets section, choose an option. If you choose Custom, then select the organizational
units (OU) where you want to manage Opsltems across accounts.

8. Choose Create.

Quick Setup creates the OpsCenter configuration and deploys the required AWS resources to the
designated OUs.

® Note
If you don't want to manage Opsltems across multiple accounts, you can delete the
configuration from Quick Setup. When you delete the configuration, Quick Setup deletes
the following IAM policies and roles created when the configuration was originally
deployed:
e OpsItem-CrossAccountManagementRole from the delegated administrator account

e OpsItem-CrossAccountExecutionRole and SSM: :ResourcePolicy from all
Organizations member accounts

Quick Setup removes the configuration from all organizational units and AWS Regions
where the configuration was originally deployed.

Troubleshooting issues with a Quick Setup configuration for OpsCenter

This section includes information to help you troubleshoot issues when configuring cross-account
Opsltem management using Quick Setup.

Topics

» Deployment to these StackSets failed: delegatedAdmin

» Quick Setup configuration status shows Failed
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Deployment to these StackSets failed: delegatedAdmin

When creating an OpsCenter configuration, Quick Setup deploys two AWS CloudFormation stack
sets in the Organizations management account. The stack sets use the following prefix: AWS -
QuickSetup-SSMOpsCenter. If Quick Setup displays the following error: Deployment to
these StackSets failed: delegatedAdmin use the following procedure to fix this issue.

To troubleshoot a StackSets failed:delegatedAdmin error

1. If you received the Deployment to these StackSets failed: delegatedAdmin error
in a red banner in the Quick Setup console, sign in to the delegated administrator account and
the AWS Region designated as the Quick Setup home Region.

2. Open the AWS CloudFormation console at https://console.aws.amazon.com/cloudformation.

3. Choose the stack created by your Quick Setup configuration. The stack name includes the
following: AWS-QuickSetup-SSMOpsCenter.

(@ Note

Sometimes CloudFormation deletes failed stack deployments. If the stack isn't
available in the Stacks table, choose Deleted from the filter list.

4. View the Status and Status reason. For more information about stack statuses, see Stack

status codes in the AWS CloudFormation User Guide.

5. To understand the exact step that failed, view the Events tab and review each event's Status.
For more information, see Troubleshooting in the AWS CloudFormation User Guide.

(® Note

If you are unable to resolve the deployment failure using the CloudFormation
troubleshooting steps, delete the configuration and try again.

Quick Setup configuration status shows Failed

If the Configuration details table on the Configuration details page shows a configuration status
of Failed, signin to the AWS account and Region where it failed.
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To troubleshoot a Quick Setup failure to create an OpsCenter configuration

1. Signin to the AWS account and the AWS Region where the failure occured.

2. Open the AWS CloudFormation console at https://console.aws.amazon.com/cloudformation.

3. Choose the stack created by your Quick Setup configuration. The stack name includes the
following: AWS-QuickSetup-SSMOpsCenter.

® Note

Sometimes CloudFormation deletes failed stack deployments. If the stack isn't
available in the Stacks table, choose Deleted from the filter list.

4. View the Status and Status reason. For more information about stack statuses, see Stack
status codes in the AWS CloudFormation User Guide.

5. To understand the exact step that failed, view the Events tab and review each event's Status.
For more information, see Troubleshooting in the AWS CloudFormation User Guide.

Member account configuration shows ResourcePolicyLimitExceededException

If a stack status shows ResourcePolicyLimitExceededException, the account has previously
onboarded to OpsCenter cross-account management by using the manual method. To resolve this

issue, you must delete the AWS CloudFormation stacks or stack sets created during Steps 4 and
5 of the manual onboarding process. For more information, see Delete a stack set and Deleting a
stack on the AWS CloudFormation console in the AWS CloudFormation User Guide.

(Optional) Setting up OpsCenter to centrally manage Opsltems across accounts

This section describes how to manually configure OpsCenter for cross-account Opsltem
management. While this process is still supported, it has been replaced by a newer process that
uses Systems Manager Quick Setup. For more information, see (Optional) Configure OpsCenter to
manage Opsltems across accounts by using Quick Setup.

You can set up a central account to create manual Opsltems for member accounts, and manage
and remediate those Opsltems. The central account can be the AWS Organizations management
account, or both the AWS Organizations management account and Systems Manager delegated
administrator account. We recommend that you use the Systems Manager delegated administrator
account as a central account. You can only use this feature after you configure AWS Organizations.
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With AWS Organizations, you can consolidate multiple AWS accounts into an organization that you
create and manage centrally. The central account user can create Opsltems for all selected member
accounts simultaneously, and manage those Opsltems.

Use the process in this section to enable the Systems Manager service principal in Organizations
and configure AWS ldentity and Access Management (IAM) permissions for working with Opsltems
across accounts.

Topics

» Before you begin

» Step 1: Creating a resource data sync

» Step 2: Enabling the Systems Manager service principal in AWS Organizations

» Step 3: Creating the AWSServiceRoleForAmazonSSM_AccountDiscovery service-linked role

« Step 4: Configuring permissions to work with Opsltems across accounts

« Step 5: Configuring permissions to work with related resources across accounts

® Note

Only Opsltems of type /aws/issue are supported when working in OpsCenter across
accounts.

Before you begin

Before you set up OpsCenter to work with Opsltems across accounts, ensure that you have set up
the following:

« A Systems Manager delegated administrator account. For more information, see Configuring a
delegated administrator.

« One organization set up and configured in Organizations. For more information, see Creating
and managing an organization in the AWS Organizations User Guide.

» You configured Systems Manager Automation to run automation runbooks across multiple AWS
Regions and AWS accounts. For more information, see Running automations in multiple AWS
Regions and accounts.
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Step 1: Creating a resource data sync

After you set up and configure AWS Organizations, you can aggregate Opsltems in OpsCenter
for an entire organization by creating a resource data sync. For more information, see Creating a
resource data sync. When you create the sync, in the Add accounts section, be sure to choose the
Include all accounts from my AWS Organizations configuration option.

Step 2: Enabling the Systems Manager service principal in AWS Organizations

To enable a user to work with Opsltems across accounts, the Systems Manager service principal
must be enabled in AWS Organizations. If you previously configured Systems Manager for multi-
account scenarios using other capabilities, the Systems Manager service principal might already be
configured in Organizations. Run the following commands from the AWS Command Line Interface
(AWS CLI) to verify. If you haven't configured Systems Manager for other multi-account scenarios,
skip to the next procedure, To enable the Systems Manager service principal in AWS Organizations.

To verify the Systems Manager service principal is enabled in AWS Organizations

1. Install and configure the AWS Command Line Interface (AWS CLI), if you haven't already. For
information, see Installing CLI and Configuring CLI.

2. Download the latest version of the AWS CLI to your local machine.

3. Open the AWS CLI, and run the following command to specify your credentials and an AWS
Region.

aws configure

The system prompts you to specify the following. In the following example, replace each user
input placeholder with your own information.

AWS Access Key ID [None]: key_name

AWS Secret Access Key [None]: key_name
Default region name [None]: region
Default output format [None]: ENTER

4. Run the following command to verify that the Systems Manager service principal is enabled
for AWS Organizations.

aws organizations list-aws-service-access-for-organization
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The command returns information similar to that shown in the following example.

"EnabledServicePrincipals": [
{
"ServicePrincipal":
"member.org.stacksets.cloudformation.amazonaws.com",
"DateEnabled": "2020-12-11T16:32:27.732000-08:00"

1,

{
"ServicePrincipal": "opsdatasync.ssm.amazonaws.com",
"DateEnabled": "2022-01-19T12:30:48.352000-08:00"

1,

{
"ServicePrincipal": "ssm.amazonaws.com",
"DateEnabled": "2020-12-11T16:32:26.599000-08:00"

}

To enable the Systems Manager service principal in AWS Organizations

If you haven't previously configured the Systems Manager service principal for Organizations, use
the following procedure to do so. For more information about this command, see enable-aws-
service-access in the AWS CLI Command Reference.

1. Install and configure the AWS Command Line Interface (AWS CLI), if you haven't already. For
information, see Installing CLI and Configuring CLI.

2. Download the latest version of the AWS CLI to your local machine.

3. Open the AWS CLI, and run the following command to specify your credentials and an AWS
Region.

aws configure

The system prompts you to specify the following. In the following example, replace each user
input placeholder with your own information.

AWS Access Key ID [None]: key_name
AWS Secret Access Key [Nonel: key_name
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Default region name [None]: region
Default output format [None]: ENTER

4. Run the following command to enable the Systems Manager service principal for AWS
Organizations.

aws organizations enable-aws-service-access --service-principal "ssm.amazonaws.com"

Step 3: Creating the AWSServiceRoleForAmazonSSM_AccountDiscovery service-linked role

A service-linked role such as the AWSServiceRoleForAmazonSSM_AccountDiscovery role

is a unique type of IAM role that is linked directly to an AWS service, such as Systems Manager.
Service-linked roles are predefined by the service and include all the permissions that the

service requires to call other AWS services on your behalf. For more information about the
AwWSServiceRoleForAmazonSSM_AccountDiscovery service-linked role, see Service-linked role

permissions for Systems Manager account discovery.

Use the following procedure to create the AWSServiceRoleForAmazonSSM_AccountDiscovery
service-linked role by using the AWS CLI. For more information about the command used in this
procedure, see create-service-linked-role in the AWS CLI Command Reference.

To create the AWSServiceRoleForAmazonSSM_AccountDiscovery service-linked role

1. Sign in to the AWS Organizations management account.

2. While signed in to the Organizations management account, run the following command.

aws iam create-service-linked-role \

--aws-service-name accountdiscovery.ssm.amazonaws.com \

--description "Systems Manager account discovery for AWS Organizations service-
linked role"

Step 4: Configuring permissions to work with Opsltems across accounts

Use AWS CloudFormation stacksets to create an OpsItemGroup resource policy and an
IAM execution role that give users permission to work with Opsltems across accounts.
To get started, download and unzip the OpsCenterCrossAccountMembers. zip file.

This file contains the OpsCenterCrossAccountMembers.yaml AWS CloudFormation
template file. When you create a stack set by using this template, CloudFormation
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automatically creates the OpsItemCrossAccountResourcePolicy resource policy and the
OpsItemCrossAccountExecutionRole execution role in the account. For more information
about creating a stack set, see Create a stack set in the AWS CloudFormation User Guide.

/A Important

Note the following important information about this task:

» You must deploy the stackset while signed in to the AWS Organizations management
account.

» You must repeat this procedure while signed in to every account that you want to target
for working with Opsltems across accounts, including the delegated administrator
account.

« If you want to enable cross-account Opsltems administration in different AWS Regions,
choose Add all regions in the Specify regions section of the template. Cross-account
Opsltem administration isn't supported for opt-in Regions.

Step 5: Configuring permissions to work with related resources across accounts

An Opsltem can include detailed information about impacted resources such as Amazon Elastic
Compute Cloud (Amazon EC2) instances or Amazon Simple Storage Service (Amazon S3) buckets.
The OpsItemCrossAccountExecutionRole execution role, which you created in the previous
Step 4, provides OpsCenter with read-only permissions for member accounts to view related
resources. You must also create an IAM role to provide management accounts with permission to
view and interact with related resources, which you will complete in this task.

To get started, download and unzip the OpsCenterCrossAccountManagementRole. zip file.
This file contains the OpsCenterCrossAccountManagementRole.yaml AWS CloudFormation
template file. When you create a stack by using this template, CloudFormation automatically
creates the OpsCenterCrossAccountManagementRole IAM role in the account. For more
information about creating a stack, see Creating a stack on the AWS CloudFormation console in the
AWS CloudFormation User Guide.

/A Important

Note the following important information about this task:

Set up OpsCenter 296


https://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/stacksets-getting-started-create.html
https://docs.aws.amazon.com/systems-manager/latest/userguide/samples/OpsCenterCrossAccountManagementRole.zip
https://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/cfn-console-create-stack.html

AWS Systems Manager User Guide

« If you plan to specify an account as a delegated administrator for OpsCenter, be sure to
specify that AWS account when you create the stack.

» You must perform this procedure while signed in to the AWS Organizations management
account and again while signed in to the delegated administrator account.

(Optional) Set up Amazon SNS to receive notifications about Opsltems

You can configure OpsCenter to send notifications to an Amazon Simple Notification Service
(Amazon SNS) topic when the system creates an Opsltem or updates an existing Opsltem.

Complete the following steps to receive notifications for Opsltems.

Step 1: Creating and subscribing to an Amazon SNS topic

Step 2: Updating the Amazon SNS access policy

Step 3: Updating the AWS KMS access policy

(® Note

If you turn on AWS Key Management Service (AWS KMS) server-side encryption in Step 2,
then you must complete Step 3. Otherwise, you can skip Step 3.

Step 4: Turning on default Opsltems rules to send notifications for new Opsltems

Step 1: Creating and subscribing to an Amazon SNS topic

To receive notifications, you must create and subscribe to an Amazon SNS topic. For more
information, see Creating an Amazon SNS topic and Subscribing to an Amazon SNS topic in the
Amazon Simple Notification Service Developer Guide.

(® Note

If you're using OpsCenter in multiple AWS Regions or accounts, you must create and
subscribe to an Amazon SNS topic in each Region or account where you want to receive
Opsltem notifications.
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Step 2: Updating the Amazon SNS access policy

You have to associate an Amazon SNS topic with Opsltems. Use the following procedure to set up
an Amazon SNS access policy so that Systems Manager can publish Opsltems notifications to the
Amazon SNS topic that you created in Step 1.

1.

ok W

6.

Sign in to the AWS Management Console and open the Amazon SNS console at https://
console.aws.amazon.com/sns/v3/home.

In the navigation pane, choose Topics.
Choose the topic that you created in Step 1, and then choose Edit.
Expand Access policy.

Add the following Sid block to the existing policy. Replace each example resource
placeholder with your own information.

"Sid": "Allow OpsCenter to publish to this topic",
"Effect": "Allow",
"Principal": {

"Service": "ssm.amazonaws.com"
.
"Action": "SNS:Publish",
"Resource": "arn:aws:sns:region:account ID:topic name", // Account ID of the

SNS topic owner
"Condition": {
"StringEquals": {
"AWS:SourceAccount": "account ID" // Account ID of the OpsItem owner

}

® Note

The aws : SourceAccount global condition key protects against the confused deputy
scenario. To use this condition key, set the value to the account ID of the Opsltem
owner. For more information, see Confused Deputy in the IAM User Guide.

Choose Save changes.
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The system now sends notifications to the Amazon SNS topic when Opsltems are created or
updated.

/A Important

If you configure the Amazon SNS topic with an AWS Key Management Service (AWS KMS)
server-side encryption key in the Step 2, then complete Step 3. Otherwise, you can skip
Step 3.

Step 3: Updating the AWS KMS access policy

If you turned on AWS KMS server-side encryption for your Amazon SNS topic, you must also
update the access policy of the AWS KMS key that you chose when you configured the topic. Use
the following procedure to update the access policy so that Systems Manager can publish Opsltem
notifications to the Amazon SNS topic you created in Step 1.

® Note

OpsCenter doesn't support publishing Opsltems to an Amazon SNS topic that is configured
with an AWS managed key.

1. Open the AWS KMS console at https://console.aws.amazon.com/kms.

To change the AWS Region, use the Region selector in the upper-right corner of the page.
In the navigation pane, choose Customer managed keys.

Choose the ID of the KMS key that you chose when you created the topic.

In the Key policy section, choose Switch to policy view.

Choose Edit.

N o u M WD

Add the following Sid block to the existing policy. Replace each example resource
placeholder with your own information.

"Sid": "Allow OpsItems to decrypt the key",
"Effect": "Allow",
"Principal": {
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"Service": "ssm.amazonaws.com"

iy

"Action": ["kms:Decrypt", "kms:GenerateDataKey*"],
"Resource": "arn:aws:kms:region:account ID:key/key ID"

In the following example, the new block is entered at line 14.

Edit key policy

Key policy

"Principal": { ~
"AWS™: "arn:aws:iam::1234567890:root"
1,
"Action": "kms:*",
"Resource": "#"

¥

{
"Sid": "Allow OpsItems to decrypt the key",
"Effect”: "Allow",

"Principal™: {

"Service": "ssm.amazonaws.com"
b
"Action": ["kms:Decrypt", "kms:GenerateDataKey*"],

"Resource"”: "arn:aws:kms:us-west-1:1234567890:key/e888567c-a2b8-43da-9f3e-18b87d987ee8"
1 v

A W NIV VWL SN Y WV WPV W VY S Ve

Cancel Save changes
P v

8. Choose Save changes.

Step 4: Turning on default Opsltems rules to send notifications for new Opsitems

Default Opsltems rules in Amazon EventBridge aren't configured with an Amazon Resource Name
(ARN) for Amazon SNS notifications. Use the following procedure to edit a rule in EventBridge and
enteranotifications block.

To add a notifications block to a default Opsitem rule

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose OpsCenter.

3. Choose the Opsltems tab, and then choose Configure sources.

4. Choose the name of the source rule that you want to configure with a notifications block,
as shown in the following example.
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Opsltem rules Edit ?
Q

Rule Category Severity State é
SSMOpsltems-Autoscaling-instance-launch-failure Availability 2-High @ enabled )
SSMOpsltems-Autoscaling-instance-termination-failure Availability 2-High @ enabled
SSMOpsltems-EBS-snapshot-copy-failed Availability 2-High @ enabled
SSMOpsltems-EBS-snapshot-creation-failed Availability 2-High @ enabled
SSMOpsltems-EBS-volume-performance-issue Performance 3-Medium @ enabled
SSMOpsltems-EC2-issue Availability 2-High @ enabled

The rule opens in Amazon EventBridge.

5. On the rule details page, on the Targets tab, choose Edit.
6. Inthe Additional settings section, choose Configure input transformer.

7. Inthe Template box, add a notifications block in the following format.

"notifications":[{"arn":"arn:aws:sns:region:account ID:topic name"1}],

Here's an example.

"notifications":[{"arn":"arn:aws:sns:us-west-2:1234567890:MySNSTopic"}],

Enter the notifications block before the resources block, as shown in the following example
for the US West (Oregon) (us-west-2) Region.

"title": "EBS snapshot copy failed",
"description": "CloudWatch Event Rule SSMOpsItems-EBS-snapshot-copy-failed was
triggered. Your EBS snapshot copy has failed. See below for more details.",

"category": "Availability",
"severity": "2",
"source": "EC2",
"notifications": [{

"arn": "arn:aws:sns:us-west-2:1234567890:MySNSTopic"
1,
"resources'": <resources>,
"operationalData": {

"/aws/dedup": {

"type": "SearchableString",
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"value": "{\"dedupString\":\"SSMOpsItems-EBS-snapshot-copy-failed\"}"
.
"/aws/automations": {
"value": "[ { \"automationType\": \"AWS:SSM:Automation\",
\"automationId\": \"AWS-CopySnapshot\" } ]"

1,
"failure-cause": {
"value": <failure - cause>

I
"source": {
"value": <source>

1,
"start-time": {
"value": <start - time>

I
"end-time": {
"value": <end - time>

}

8. Choose Confirm.

9. Choose Next.

10. Choose Next.

11. Choose Update rule.

The next time that the system creates an Opsltem for the default rule, it publishes a notification to
the Amazon SNS topic.

Integrate OpsCenter with other AWS services

OpsCenter, a capability of AWS Systems Manager, integrates with multiple AWS services to
diagnose and remediate issues with AWS resources. You must set up the AWS service before you
integrate it with OpsCenter.

By default, the following AWS services are integrated with OpsCenter and can create Opsltems
automatically:

« Amazon CloudWatch

« Amazon CloudWatch Application Insights
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« Amazon EventBridge

« AWS Config
« AWS Systems Manager Incident Manager

You have to integrate the following services with OpsCenter to create Opsltems automatically:

» Amazon DevOps Guru

o AWS Security Hub

When any of these services create an Opsltem, you can manage and remediate the Opsltem from
OpsCenter. For more information, see Manage Opsltems and Remediate Opsltem issues.

For more information about each AWS service and how it integrates with OpsCenter, see the
following topics.

Topics

+« Amazon CloudWatch

« Amazon CloudWatch Application Insights

» Amazon DevOps Guru

« Amazon EventBridge

« AWS Config
o AWS Security Hub

 Incident Manager

Amazon CloudWatch

Amazon CloudWatch monitors your AWS resources and services, and displays metrics on every AWS
service that you use. CloudWatch creates an Opsltem when an alarm enters the alarm state. For
example, you can configure an alarm to automatically create an Opsltem if there is a spike in HTTP
errors generated by your Application Load Balancer.

Some alarms that you can configure in CloudWatch to create Opsltems are shown in the following
list:

« Amazon DynamoDB: database read and write actions reach a threshold
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Amazon EC2: CPU utilization reaches a threshold

AWS billing: estimated charges reach a threshold

Amazon EC2: an instance fails a status check

Amazon Elastic Block Store (EBS): disk space utilization reaches a threshold

You can either create an alarm or edit an existing alarm to create an Opsltem. For more
information, see Configure CloudWatch alarms to create Opsltems.

When you enable OpsCenter using Integrated Setup, it integrates CloudWatch with OpsCenter.
Amazon CloudWatch Application Insights

Using Amazon CloudWatch Application Insights, you can set up the most appropriate monitors

for your application resources to continuously analyze data for signs of problems with your
applications. When you configure application resources in CloudWatch Application Insights, you can
choose to have the system create Opsltems in OpsCenter. An Opsltem is created on the OpsCenter
console for every problem detected with the application. For information, see Set up, configure,
and manage your application for monitoring in the Amazon CloudWatch User Guide.

(® Note

Starting October 16, 2023, the title and description for Opsltems created by CloudWatch
Application Insights now use the following improved format:

OpsItem title: [<APPLICATION NAME>: <RESOURCE ID>] <PROBLEM SUMMARY>
OpsItem description:

CloudWatch Application Insights has detected a problem in application <APPLICATION
NAME> .

Problem summary: <PROBLEM SUMMARY>

Problem ID: <PROBLEM ID> (hyperlinks to the Application Insights problem summary page)
Problem Status: <PROBLEM STATUS>

Insight: <INSIGHT>

Here is an example:
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AWS Systems Manager OpsCenter [exampleApplication: exampleCluster] ECS: Network received bytes

[exampleApplication: exampleCluster] ECS: Network received bytes €

Set status v

Overview Related resource details

v Opsltem details: oi-aa11bb22cc33dd44 ‘ Edit ‘
Description
CloudWatch Application Insights has detected a problem in application exampleApplication.
Problem Summary: ECS: Network received bytes
Problem ID: p-aa11bb22-ccdd-eeff-33gg-aal1bb22cc33dd44 [A
Problem Status: RESOLVED
Insight: Unusual network received bytes can indicate misconfigured networks.
Opsltem ID Status
oi-aa11bb22cc33dd44 @ Open
Title Source
[exampleApplication: exampleCluster] ECS: Network received bytes Cloudwatch Application Insights
Created Last updated
2023-09-26T17:39:31Z 2023-09-29T08:25:26Z
Created by Account ID
arn:aws:sts::112233445566::application-insights 112233445566
Priority Notifications
2 -
Deduplication string Severity
p-aal11bb22-ccdd-eeff-33gg-aa11bb22cc33dd44 3 - Medium
Related resources (1) ‘ Add ‘
Q 1
Resource ARN Type

arn:aws:ecs.us-east-1: 112233445566:cluster/exampleCluster -

Amazon DevOps Guru

Amazon DevOps Guru applies machine learning to analyze your operational data, application

metrics, and application events to identify behaviors that deviate from normal operating patterns.
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If you enable DevOps Guru to generate an Opsltem in OpsCenter, each insight generates a new
Opsltem. You can use OpsCenter to manage your Opsltems.

DevOps Guru automatically creates Opsltems. You can enable Amazon DevOps Guru to create
Opsltems by using Quick Setup, which is a capability of Systems Manager. The system creates
Opsltems by using the AWSServiceRoleForDevOpsGuru AWS Identity and Access Management

(IAM) service-linked role.
To integrate OpsCenter with DevOps Guru

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
In the navigation pane, choose Quick Setup.

On the Customize DevOps Guru configuration options page, choose the Library tab.
In the DevOps Guru pane, choose Create.

For Configuration options, select Enable AWS Systems Manager Opsltems.

o v A WD

Select Create after you complete the setup.

Amazon EventBridge

Amazon EventBridge delivers a stream of events that describe changes in AWS resources. When you
enable OpsCenter using Integrated Setup, it integrates EventBridge with OpsCenter, and enables
default EventBridge rules. Based on these rules, EventBridge creates Opsltems. Using rules, you can
filter and route events to OpsCenter for investigation and remediation.

® Note

Amazon EventBridge (formerly Amazon CloudWatch Events) provides all functionality of
CloudWatch Events and some new features, such as custom event buses, third-party event
sources and schema registry.

Following are some rules that you can configure in EventBridge to create an Opsltem:

» Security Hub: security alert issued
« Amazon DynamoDB a throttling event

» Amazon Elastic Compute Cloud Auto Scaling: failure to launch an instance
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« Systems Manager: failure to run an automation
o AWS Health: an alert for scheduled maintenance

« Amazon EC2: instance state changed from running to stop

Based on your requirements, you can either create a rule or edit an existing rule to create an
Opsltems. For instructions on how to edit a rule to create an Opsltem, see Configure EventBridge

rules to create Opsltems.

AWS Config

AWS Config provides a detailed view of the configuration of AWS resources in your AWS account.

AWS Config does not integrate directly with OpsCenter. Instead, you create an AWS Config rule
that sends an event to Amazon EventBridge, such as when AWS Config detects a noncompliant
instance. Then EventBridge evaluates that event against an EventBridge rule you've created. If the
rule matches, EventBridge transforms the event to an Opsltem and transmits it to OpsCenter as
the destination target.

Using this Opsltem, you can track details of the noncompliant resource, record investigative
actions, and provide access to consistent remediation actions.

Related info

Configure EventBridge rules to create Opsltems

Using AWS Systems ManagerOpsCenter and AWS Config for compliance monitoring

AWS Security Hub

AWS Security Hub collects security data, called findings, from across AWS accounts and services.
Using a set of rules to detect and generate findings, Security Hub helps you identify, prioritize,
and remediate security issues for the resources you manage. After you configure integration, as
described in this topic, Systems Manager creates Opsltems for Security Hub findings in OpsCenter.

(® Note

OpsCenter has bidirectional integration with Security Hub. This means that if you update
the Status or Severity field for an Opsltem related to a security finding, the system
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synchronizes the changes with Security Hub. Likewise, any changes to a finding are
automatically updated in the corresponding Opsltems in OpsCenter.

By default, Systems Manager creates Opsltems for critical and high severity findings. You

can manually configure OpsCenter to create Opsltems for medium and low severity findings.
OpsCenter doesn't create Opsltems for informational findings as they don't require remediation.
For more information about Security Hub severity levels, see Severity in the AWS Security Hub API
Reference.

Before you begin

Before you configure OpsCenter to create Opsltems based on Security Hub findings, verify that you
completed the Security Hub set up tasks. For more information, see Setting up Security Hub in the
AWS Security Hub User Guide.

When you integrate Security Hub with OpsCenter, the system creates Opsltems by using the
AwWSServiceRoleForSystemsManagerOpsDataSync IAM service-linked role. For more
information about this role, see Using roles to create OpsData and Opsltems for Explorer.

/A Warning

Note the following important information about pricing for OpsCenter integration with
Security Hub:

« If you are logged into the Security Hub administrator account when you configure
OpsCenter and Security Hub integration, the system creates Opsltems for findings in the
administrator and all member accounts. The Opsltems are all created in the administrator
account. Depending on a variety of factors, this can lead to an unexpectedly large bill
from AWS.

If you are logged into a member account when you configure integration, the system
only creates Opsltems for findings in that individual account. For more information
about the Security Hub administrator account, member accounts, and their relation
to the EventBridge event feed for findings, see Types of Security Hub integration with
EventBridge in the AWS Security Hub User Guide.
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» For each finding that creates an Opsltem, you are charged the regular price for creating
the Opsltem. You are also charged if you edit the Opsltem or if the corresponding finding
is updated in Security Hub (which triggers an Opsltem update).

To configure OpsCenter to create Opsltems for Security Hub findings

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

In the navigation pane, choose OpsCenter.

Choose Settings.
In the Security Hub findings section, choose Edit.

Choose the slider to change Disabled to Enabled.

o v M WD

If you want the system to create Opsltems for medium or low severity findings, toggle these
options.

7. Choose Save to save your configuration.

Use the following procedure if you no longer want the system to create Opsltems for Security Hub
findings.

To stop receiving Opsitems for Security Hub findings

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

In the navigation pane, choose OpsCenter.

Choose Settings.

In the Security Hub findings section, choose Edit.

vk W

Choose the slider to change Enabled to Disabled. If you aren't able to toggle the slider,
Security Hub hasn't been enabled for your AWS account.

6. Choose Save to save your configuration. OpsCenter no longer creates Opsltems based on
Security Hub findings.
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/A Important

A Systems Manager delegated administrator or the AWS Organizations management
account can enable Security Hub findings in OpsCenter for multiple accounts and AWS
Regions by creating a resource data sync in Explorer. If the Security Hub source is enabled
in Explorer and a resource data sync exists that targets the member account where you
disabled Security Hub integration, then the settings selected by your administrator take
precedence. OpsCenter continues to create Opsltems for Security Hub findings. To stop
creating Opsltems for Security Hub findings in a member account targeted by a resource
data sync, contact your administrator and ask them to remove your account from the
resource data sync or turn off the Security Hub source in Explorer. For information about
changing settings in Explorer, see Editing Systems Manager Explorer data sources.

Incident Manager

Incident Manager, a capability of AWS Systems Manager, provides an incident management console
that helps you mitigate and recover from incidents affecting your AWS hosted applications. An
incident is any unplanned interruption or reduction in quality of services. After you set up and
configure Incident Manager, the system automatically creates Opsltems in OpsCenter.

When the system creates an incident in Incident Manager, it also creates an Opsltem in OpsCenter,
and displays the incident as a related item. If the Opsltem already exists, Incident Manager doesn't
create an Opsltem. The first Opsltem is known as the parent Opsltem. If an incident grows in scale
and scope, you can add incidents to an existing Opsltem. If required, you can manually create an
incident for an Opsltem. After an incident is closed, you can create an analysis in Incident Manager
to review and improve the remediation process for similar issues.

By default, OpsCenter integrates with Incident Manager. If Incident Manager is not set up, the
OpsCenter page displays a message to set up Incident Manager. When Incident Manager creates an
Opsltem, you can manage and remediate the Opsltem from OpsCenter. For instructions on creating
an incident for an Opsltem, see Creating an incident for an Opsltem.

Create Opsltems

After you set up OpsCenter, a capability of AWS Systems Manager, and integrate it with your
AWS services, your AWS services automatically create Opsltems based on default rules, events, or
alarms.
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You can view the statuses and severity levels of default Amazon EventBridge rules. If required, you
can create or edit these rules from Amazon EventBridge. You can also view alarms from Amazon
CloudWatch, and create or edit alarms. Using rules and alarms, you can configure events for which
you want to generate Opsltems automatically.

When the system creates an Opsltem, it's in the Open status. You can change the status to In
progress when you start investigation of the Opsltem and to Resolved after you remediate the
Opsltem. For more information about how to configure alarms and rules in AWS services to create
Opsltems and how to create Opsltems manually, see the following topics.

Topics

» Configure EventBridge rules to create Opsltems

» Configure CloudWatch alarms to create Opsltems

o Create Opsltems manually

Configure EventBridge rules to create Opsltems

When Amazon EventBridge receives an event, it creates a new Opsltem based on default rules. You
can create a rule or edit an existing rule to set OpsCenter as the target of an EventBridge event.
For information about how to create an event rule, see Creating a rule for an AWS service in the
Amazon EventBridge User Guide.

To configure an EventBridge rule to create Opsltems in OpsCenter

Open the Amazon EventBridge console at https://console.aws.amazon.com/events/.

In the navigation pane, choose Rules.
On the Rules page, for Event bus, choose default.

For Rules, choose a rule by selecting the check box next to its name.

i W=

Select the name of the rule to open its details page. In Rule details, verify that Status is set to
Enabled.

(® Note

If required, you can update the status using Edit in the upper-right corner of the page.

6. Choose the Targets tab.

N

On the Targets tab, choose Edit.
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8. For Target types, select AWS service.
9. For Select a target, choose Systems Manager Opsltem.

10. For many target types, EventBridge needs permission to send events to the target. In these
cases, EventBridge can create the AWS Identity and Access Management (IAM) role needed for
your rule to run:

« To create an IAM role automatically, choose Create a new role for this specific resource.

« To use an IAM role that you created to give EventBridge permission to create Opsltems in
OpsCenter, choose Use existing role.

11. In Additional settings, for Configure target input, choose Input Transformer.

You can use the Input transformer option to specify a deduplication string and other
important information for Opsltems, such as title and severity.

12. Choose Configure input transformer.

13. In Target input transformer, for Input path, specify the values to parse from the triggering
event. For example, to parse the start time, end time, and other details from the event that
triggers the rule, use the following JSON.

{
"end-time": "$.detail.EndTime",
"failure-cause": "$.detail.cause",
"resources": "$.resources",
"source": "$.detail.source",
"start-time": "$.detail.StartTime"
}

14. For Template, specify the information to send to the target. For example, use the following
JSON to pass information to OpsCenter. The information is used to create an Opsltem.

(® Note

If the input template is in the JSON format, then the object value in the template can't
include quotes. For example, the values for resources, failure-cause, source, start time,
and end time can't be in quotes.

"title": "EBS snapshot copy failed",
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"description": "CloudWatch Event Rule SSMOpsItems-EBS-snapshot-copy-failed was

triggered. Your EBS snapshot copy has failed. See below for more details.",

"category": "Availability",
"severity": "2",
"source": "EC2",
"resources": <resources>,
"operationalData": {

"/aws/dedup": {

"type": "SearchableString",

"value": "{\"dedupString\":\"SSMOpsItems-EBS-snapshot-copy-failed\"}"

},
"/aws/automations": {
"value": "[ { \"automationType\": \"AWS:SSM:Automation\",
\"automationId\": \"AWS-CopySnapshot\" } 1"
},
"failure-cause": {
"value": <failure-cause>
.
"source": {
"value": <source>
},
"start-time": {
"value": <start-time>
.
"end-time": {
"value": <end-time>

For more information about these fields, see Transforming target input in the Amazon
EventBridge User Guide.

15. Choose Confirm.
16. Choose Next.
17. Choose Next.

18. Choose Update rule.

After an Opsltem is created from an event, you can view the event details by opening the Opsltem

and scrolling down to the Private operational data section. For information about how to
configure the options in an Opsltem, see Manage Opsltems.
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Configure CloudWatch alarms to create Opsltems

During the integrated setup of OpsCenter, a capability of AWS Systems Manager, you enable
Amazon CloudWatch to automatically create Opsltems based on common alarms. You can create
an alarm or edit an existing alarm to create Opsltems in OpsCenter.

CloudWatch creates a new service-linked role in AWS Identity and Access Management

(IAM) when you configure an alarm to create Opsltems. The new role is named
AWSServiceRoleForCloudWatchAlarms_ActionSSM. For more information about CloudWatch
service-linked roles, see Using service-linked roles for CloudWatch in the Amazon CloudWatch User
Guide.

When a CloudWatch alarm generates an Opsltem, the Opsltem displays CloudWatch alarm -
'alarm_name' is in ALARM state.

To view details about a specific Opsltem, choose the Opsltem and then choose the Related
resource details tab. You can manually edit Opsltems to change details, such as the severity or
category. However, when you edit the severity or the category of an alarm, Systems Manager can't
update the severity or category of Opsltems that are already created from the alarm. If an alarm
created an Opsltem and if you specified a deduplication string, the alarm won't create additional
Opsltems even if you edit the alarm in CloudWatch. If the Opsltem is resolved in OpsCenter,
CloudWatch will create a new Opsltem.

For more information about configuring CloudWatch alarms, see the following topics.

Topics

» Configuring a CloudWatch alarm to create Opsltems (console)

» Configuring an existing CloudWatch alarm to create Opsltems (programmatically)

Configuring a CloudWatch alarm to create Opsltems (console)

You can manually create an alarm or update an existing alarm to create Opsltems from Amazon
CloudWatch.

To create a CloudWatch alarm and configure Systems Manager as a target of that alarm

1. Complete steps 1-9 as specified in Create a CloudWatch alarm based on a static threshold in
the Amazon CloudWatch User Guide.
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2. Inthe Systems Manager action section, choose Add Systems Manager OpsCenter action.

Choose Opsltems.

3

4. For Severity, choose from 1 to 4.

5. (Optional) For Category, choose a category for the Opsltem.
6

Complete steps 11-13 as specified in Create a CloudWatch alarm based on a static threshold in
the Amazon CloudWatch User Guide.

7. Choose Next and complete the wizard.

To edit an existing alarm and configure Systems Manager as a target of that alarm

1. Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.

2. In the navigation pane, choose Alarms.

3. Select the alarm, and then choose Actions, Edit.

4. (Optional) Change settings in the Metrics and Conditions sections, and then choose Next.
5. In the Systems Manager section, choose Add Systems Manager OpsCenter action.

6. For Severity, choose a number.

(@ Note

Severity is a user-defined value. You or your organization determine what each severity
value means and any service-level agreement associated with each severity.

7. (Optional) For Category, choose an option.

8. Choose Next and complete the wizard.

Configuring an existing CloudWatch alarm to create Opsltems (programmatically)

You can configure Amazon CloudWatch alarms to create Opsltems programmatically by using the
AWS Command Line Interface (AWS CLI), AWS CloudFormation templates, or Java code snippets.

Topics

» Before you begin

« Configuring CloudWatch alarms to create Opsltems (AWS CLI)

» Configuring CloudWatch alarms to create or update Opsltems (CloudFormation)
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» Configuring CloudWatch alarms to create or update Opsltems (Java)

Before you begin

If you edit an existing alarm programmatically or create an alarm that creates Opsltems, you must
specify an Amazon Resource Name (ARN). This ARN identifies Systems Manager OpsCenter as the
target for Opsltems created from the alarm. You can customize the ARN so that Opsitems created
from the alarm include specific information such as severity or category. Each ARN includes the
information described in the following table.

Parameter Details

Region (required) The AWS Region where the alarm exists. For
example: us-west-2 . For information about
AWS Regions where you can use OpsCenter
, see AWS Systems Manager endpoints and

quotas.

account_ID (required) The same AWS account ID used to create the
alarm. For example: 123456789012 . The
account ID must be followed by a colon (:)
and the parameter opsitem as shown in the
following examples.

severity (required) A user-defined severity level for Opsitems
created from the alarm. Valid values: 1, 2, 3, 4

Category(optional) A category for Opsltems created from the
alarm. Valid values: Availability , Cost,
Performance , Recovery, and Security.

Create the ARN by using the following syntax. This ARN doesn't include the optional Category
parameter.

arn:aws:ssm:Region:account_ID:opsitem:severity

Following is an example.
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arn:aws:ssm:us-west-2:123456789012:0psitem:3

To create an ARN that uses the optional Category parameter, use the following syntax.

arn:aws:ssm:Region:account_ID:opsitem:severity#CATEGORY=category_name

Following is an example.

arn:aws:ssm:us-west-2:123456789012:opsitem:3#CATEGORY=Security

Configuring CloudWatch alarms to create Opsitems (AWS CLI)

This command requires that you specify an ARN for the alarm-actions parameter. For
information about how to create the ARN, see Before you begin.

To configure a CloudWatch alarm to create Opsitems (AWS CLI)
1. Install and configure the AWS Command Line Interface (AWS CLI), if you haven't already.

For information, see Installing or updating the latest version of the AWS CLI.

2. Run the following command to collect information about the alarm that you want to
configure.

aws cloudwatch describe-alarms --alarm-names "alarm name"

3.  Run the following command to update an alarm. Replace each example resource
placeholder with your own information.

aws cloudwatch put-metric-alarm --alarm-name name \
--alarm-description "description" \
--metric-name name --namespace namespace \
--statistic statistic --period value --threshold value \
--comparison-operator value \
--dimensions "dimensions" --evaluation-periods value \

--alarm-actions
arn:aws:ssm:Region:account_ID:opsitem:severity#CATEGORY=category name \
--unit unit

Here's an example.
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Linux & macOS

aws cloudwatch put-metric-alarm --alarm-name cpu-mon \

--alarm-description "Alarm when CPU exceeds 7@ percent" \

--metric-name CPUUtilization --namespace AWS/EC2 \

--statistic Average --period 300 --threshold 70 \

--comparison-operator GreaterThanThreshold \

--dimensions "Name=Instanceld,Value=i-12345678" --evaluation-periods 2 \
--alarm-actions arn:aws:ssm:us-east-1:123456789012:0psitem:3#CATEGORY=Security \
--unit Percent

Windows

aws cloudwatch put-metric-alarm --alarm-name cpu-mon A

--alarm-description "Alarm when CPU exceeds 70 percent" A

--metric-name CPUUtilization --namespace AWS/EC2 *

--statistic Average --period 300 --threshold 70 ~

--comparison-operator GreaterThanThreshold ~

--dimensions "Name=Instanceld,Value=i-12345678" --evaluation-periods 2 A
--alarm-actions arn:aws:ssm:us-east-1:123456789012:opsitem:3#CATEGORY=Security ~
--unit Percent

Configuring CloudWatch alarms to create or update Opsltems (CloudFormation)

This section includes AWS CloudFormation templates that you can use to configure CloudWatch
alarms to automatically create or update Opsltems. Each template requires that you specify an
ARN for the AlarmActions parameter. For information about how to create the ARN, see Before

you begin.

Metric alarm - Use the following CloudFormation template to create or update a CloudWatch
metric alarm. The alarm specified in this template monitors Amazon Elastic Compute Cloud
(Amazon EC2) instance status checks. If the alarm enters the ALARM state, it creates an Opsltem in
OpsCenter.

{
"AWSTemplateFormatVersion": "2010-09-09",
"Parameters" : {
"RecoveryInstance" : {
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"Description" : "The EC2 instance ID to associate this alarm with.",
"Type" : "AWS::EC2::Instance::Id"
}
I
"Resources": {
"RecoveryTestAlarm": {
"Type": "AWS::CloudWatch::Alarm",
"Properties": {
"AlarmDescription": "Run a recovery action when instance status check fails
for 15 consecutive minutes.",
"Namespace": "AWS/EC2" ,
"MetricName": "StatusCheckFailed_System",

"Statistic": "Minimum",

"Period": "60",

"EvaluationPeriods": "15",
"ComparisonOperator": "GreaterThanThreshold",

"Threshold": "0@",
"AlarmActions": [ {"Fn::Join" : ["",
["arn:arn:aws:ssm:Region:account_ID:opsitem:severity#CATEGORY=category_name",

{ "Ref" : "AWS::Partition" }, ":ssm:", { "Ref" : "AWS::Region" }, { "Ref" : "AWS::
AccountId" }, ":opsitem:3" 113} 1,
"Dimensions": [{"Name": "InstanceId","Value": {"Ref": "RecoverylInstance"}}]
}
}
}
}

Composite alarm - Use the following CloudFormation template to create or update a composite
alarm. A composite alarm consists of multiple metric alarms. If the alarm enters the ALARM state, it
creates an Opsltem in OpsCenter.

"Resources":{
"HighResourceUsage": {
"Type":"AWS: :CloudWatch: :CompositeAlarm",
"Properties":{
"AlarmName":"HighResourceUsage",
"AlarmRule":"(ALARM(HighCPUUsage) OR ALARM(HighMemoryUsage)) AND NOT
ALARM(DeploymentInProgress)",

"AlarmActions":"arn:aws:ssm:Region:account_ID:opsitem:severity#CATEGORY=category_name",
"AlarmDescription":"Indicates that the system resource usage is high while
no known deployment is in progress"

}I
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"DependsOn": [
"DeploymentInProgress",
"HighCPUUsage",
"HighMemoryUsage"

I
"DeploymentInProgress":{
"Type":"AWS: :CloudwWatch: :CompositeAlarm",
"Properties":{
"AlarmName":"DeploymentInProgress",
"AlarmRule":"FALSE",

"AlarmDescription":"Manually updated to TRUE/FALSE to disable other

alarms"

},
"HighCPUUsage": {
"Type":"AWS: :CloudwWatch::Alarm",
"Properties":{
"AlarmDescription":"CPUusageishigh",
"AlarmName":"HighCPUUsage",
"ComparisonOperator":"GreaterThanThreshold",
"EvaluationPeriods":1,
"MetricName" :"CPUUsage",
"Namespace":"CustomNamespace",
"Period":60,
"Statistic":"Average",
"Threshold":70,
"TreatMissingData":"notBreaching"

I
"HighMemoryUsage":{
"Type":"AWS: :CloudwWatch::Alarm",
"Properties":{
"AlarmDescription":"Memoryusageishigh",
"AlarmName" :"HighMemoryUsage",
"ComparisonOperator":"GreaterThanThreshold",
"EvaluationPeriods":1,
"MetricName":"MemoryUsage",
"Namespace":"CustomNamespace",
"Period":60,
"Statistic":"Average",
"Threshold":65,
"TreatMissingData":"breaching"
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}

Configuring CloudWatch alarms to create or update Opsltems (Java)

This section includes Java code snippets that you can use to configure CloudWatch alarms to
automatically create or update Opsltems. Each snippet requires that you specify an ARN for the
validSsmActionStr parameter. For information about how to create the ARN, see Before you

begin.

A specific alarm - Use the following Java code snippet to create or update a CloudWatch alarm.
The alarm specified in this template monitors Amazon EC2 instance status checks. If the alarm
enters the ALARM state, it creates an Opsltem in OpsCenter.

import com.amazonaws.services.cloudwatch.AmazonCloudWatch;
import com.amazonaws.services.cloudwatch.AmazonCloudWatchClientBuilder;
import com.amazonaws.services.cloudwatch.model.ComparisonOperator;
import com.amazonaws.services.cloudwatch.model.Dimension;
import com.amazonaws.services.cloudwatch.model.PutMetricAlarmRequest;
import com.amazonaws.services.cloudwatch.model.PutMetricAlarmResult;
import com.amazonaws.services.cloudwatch.model.StandardUnit;
import com.amazonaws.services.cloudwatch.model.Statistic;

private void putMetricAlarmWithSsmAction() {
final AmazonCloudWatch cw =
AmazonCloudWatchClientBuilder.defaultClient();

Dimension dimension = new Dimension()
.withName("InstanceId")
.withValue(instanceld);

String validSsmActionStr =
"arn:aws:ssm:Region:account_ID:opsitem:severity#CATEGORY=category_name";

PutMetricAlarmRequest request = new PutMetricAlarmRequest()
.withAlarmName(alarmName)
.withComparisonOperator(

ComparisonOperator.GreaterThanThreshold)

.withEvaluationPeriods(1)
.withMetricName("CPUUtilization")
.withNamespace("AWS/EC2")
.withPeriod(60)
.withStatistic(Statistic.Average)
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.withThreshold(70.0)
.withActionsEnabled(false)
.withAlarmDescription(

"Alarm when server CPU utilization exceeds 70%")
.withUnit(StandardUnit.Seconds)
.withDimensions(dimension)
.withAlarmActions(validSsmActionStr);

PutMetricAlarmResult response = cw.putMetricAlarm(request);

Update all alarms - Use the following Java code snippet to update all CloudWatch alarms in your

AWS account to create Opsltems when an alarm enters the ALARM state.

import com.

import
import
import
import

amazonaws.services.cloudwatch.AmazonCloudWatch;
com.amazonaws.services.cloudwatch.AmazonCloudWatchClientBuilder;
com.amazonaws.services.cloudwatch.model.DescribeAlarmsRequest;
com.amazonaws.services.cloudwatch.model.DescribeAlarmsResult;
com.amazonaws.services.cloudwatch.model.MetricAlarm;

private void listMetricAlarmsAndAddSsmAction() {
final AmazonCloudWatch cw = AmazonCloudWatchClientBuilder.defaultClient();

boolean done = false;
DescribeAlarmsRequest request = new DescribeAlarmsRequest();

String validSsmActionStr =
"arn:aws:ssm:Region:account_ID:opsitem:severity#CATEGORY=category_name";

while(!done) {

DescribeAlarmsResult response = cw.describeAlarms(request);
for(MetricAlarm alarm : response.getMetricAlarms()) {
// assuming there are no alarm actions added for the metric alarm
alarm.setAlarmActions(ImmutablelList.of(validSsmActionStr));

request.setNextToken(response.getNextToken());

if(response.getNextToken() == null) {
done = true;
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}

Create Opsltems manually

When you find an operational issue, you can manually create an Opsltem from OpsCenter, a
capability of AWS Systems Manager, to manage and resolve the issue.

If you set up OpsCenter for cross-account administration, a Systems Manager delegated
administrator or AWS Organizations management account can create Opsltems for member
accounts. For more information, see (Optional) Setting up OpsCenter to centrally manage

Opsltems across accounts.

You can create Opsltems by using the AWS Systems Manager console, the AWS Command Line
Interface (AWS CLI), or AWS Tools for Windows PowerShell.

Topics

o Creating Opsltems manually (console)

» Creating Opsltems manually (AWS CLI)

» Creating Opsltems manually (PowerShell)

Creating Opsltems manually (console)

You can manually create Opsltems using the AWS Systems Manager console. When you create

an Opsltem, it's displayed in your OpsCenter account. If you set up OpsCenter for cross-account
administration, OpsCenter provides the delegated administrator or management account with the
option to create Opsltems for selected member accounts. For more information, see (Optional)
Setting up OpsCenter to centrally manage Opsltems across accounts.

To create an Opsltem using the AWS Systems Manager console

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose OpsCenter.

3. Choose Create Opsltem. If you don't see this button, choose the Opsltems tab, and then
choose Create Opsltem.
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4.

10.

11.

12.

13.

14.

(Optional) Choose Other account, and then choose the account where you want to create the
Opsltem.

(® Note

This step is required if you're creating Opsltems for a member account.

For Title, enter a descriptive name to help you understand the purpose of the Opsltem.

For Source, enter the type of impacted AWS resource or other source information to help users
understand the origin of the Opsltem.

® Note

You can't edit the Source field after you create the Opsltem.

(Optional) For Priority, choose the priority level.
(Optional) For Severity, choose the severity level.
(Optional) For Category, choose a category.

For Description, enter information about this Opsltem including (if applicable) steps for
reproducing the issue.

(® Note

The console supports most markdown formatting in the Opsltem description field. For
more information, see Using Markdown in the Console in the Getting Started with the
AWS Management Console Getting Started Guide.

For Deduplication string, enter words that the system can use to check for duplicate
Opsltems. For more information about deduplication strings, see Managing duplicate

Opsltems.
(Optional) For Notifications, specify the Amazon Resource Name (ARN) of the Amazon SNS

topic where you want notifications sent when this Opsltem is updated. You must specify an
Amazon SNS ARN that is in the same AWS Region as the Opsltem.

(Optional) For Related resources, choose Add to specify the ID or ARN of the impacted
resource and any related resources.

Choose Create Opsltem.
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If successful, the page displays the Opsltem. When a delegated administrator or management
account creates an Opsltem for selected member accounts, the new Opsltems are displayed in the
OpsCenter of the administrator and members accounts. For information about how to configure
the options in an Opsltem, see Manage Opsltems.

Creating Opsltems manually (AWS CLI)

The following procedure describes how to create an Opsltem by using the AWS Command Line
Interface (AWS CLI).

To create an Opsltem using the AWS CLI

1. Install and configure the AWS Command Line Interface (AWS CLI), if you haven't already.

For information, see Installing or updating the latest version of the AWS CLI.

2. Open the AWS CLI and run the following command to create an Opsltem. Replace each
example resource placeholder with your own information.

aws ssm create-ops-item \
--title "Descriptive_title" \
--description "Information_about_the_issue" \
--priority Number_between_1_and_5 \
--source Source_of_the_issue \
--operational-data Up_to_20@0 KB _of_data_or_path_to_JSON_file \
--notifications Arn="SNS_ARN_in_same_Region" \
--tags "Key=key_name,Value=a_value"

Specify operational data from a file

When you create an Opsltem, you can specify operational data from a file. The file must be a
JSON file, and the contents of the file must use the following format.

{
"key_name": {
"Type": "SearchableString",
"Value": "Up to 20 KB of data"
}
}

Here is an example.
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aws ssm create-ops-item A
--title "EC2 instance disk full" »
--description "Log clean up may have failed which caused the disk to be full" A
--priority 2 ~
--source ec2 A
--operational-data file:///Users/TestUserl/Desktop/OpsItems/opsData.json A
--notifications Arn="arn:aws:sns:us-west-1:12345678:TestUserl" A
--tags "Key=EC2,Value=Production"

(@ Note
For information about how to enter JSON-formatted parameters on the command line
on different local operating systems, see Using quotation marks with strings in the
AWS CLI in the AWS Command Line Interface User Guide.

The system returns information like the following.

"OpsItemId": "oi-la2b3c4d5e6f"
}

3.  Run the following command to view details about the Opsltem that you created.
aws ssm get-ops-item --ops-item-id ID

The system returns information like the following.

{
"OpsItem": {
"CreatedBy": "arn:aws:iam::12345678:user/TestUser",
"CreatedTime": 1558386334.995,
"Description": "Log clean up may have failed which caused the disk to be
full",

"LastModifiedBy": "arn:aws:iam::12345678:user/TestUser",
"LastModifiedTime": 1558386334.995,
"Notifications": [

{

"Arn": "arn:aws:sns:us-west-1:12345678:TestUser"
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1,

"Priority": 2,

"RelatedOpsItems": [],

"Status": "Open",

"OpsItemId": "oi-la2b3c4d5e6f",
"Title": "EC2 instance disk full",

"Source": "ec2",
"OperationalData": {
"EC2": {

"Value": "12345",
"Type": "SearchableString"

}

4. Run the following command to update the Opsitem. This command changes the status from
Open (the default) to InProgress.

aws ssm update-ops-item --ops-item-id ID --status InProgress

The command has no output.

5.  Run the following command again to verify that the status changed to InProgress.

aws ssm get-ops-item --ops-item-id ID

Examples of creating an Opsitem

The following code examples show you how to create an Opsltem by using the Linux management
portal, macOS, or Windows.

Linux management portal or macOS

The following command creates an Opsltem when an Amazon Elastic Compute Cloud (Amazon
EC2) instance disk is full.

aws ssm create-ops-item \
--title "EC2 instance disk full" \
--description "Log clean up may have failed which caused the disk to be full" \
--priority 2 \
--source ec2 \

Create Opsltems 327



AWS Systems Manager User Guide

--operational-data '{"EC2":{"Value":"12345","Type":"SearchableString"}}' \
--notifications Arn="arn:aws:sns:us-west-1:12345678:TestUserl" \
--tags "Key=EC2,Value=ProductionServers"

The following command uses the /aws/resources key in OperationalData to create an
Opsltem with an Amazon DynamoDB related resource.

aws ssm create-ops-item \

--title "EC2 instance disk full" \

--description "Log clean up may have failed which caused the disk to be full" \

--priority 2 \

--source ec2 \

--operational-data '{"/aws/resources":{"Value":"[{\"arn\": \"arn:aws:dynamodb:us-
west-2:12345678:table/OpsItems\"}]", "Type":"SearchableString"}}' \

--notifications Arn="arn:aws:sns:us-west-2:12345678:TestUser"

The following command uses the /aws/automations key in OperationalData to create an
Opsltem that specifies the AWS-ASGEnterStandby document as an associated Automation
runbook.

aws ssm create-ops-item \
--title "EC2 instance disk full" \
--description "Log clean up may have failed which caused the disk to be full" \
--priority 2 \
--source ec2 \
--operational-data '{"/aws/automations":{"Value":"[{\"automationId
\": \"AWS-ASGEnterStandby\", \"automationType\": \"AWS::SSM::Automation
\"}]1","Type":"SearchableString"}}"' \
--notifications Arn="arn:aws:sns:us-west-2:12345678:TestUser"

Windows

The following command creates an Opsltem when an Amazon Relational Database Service
(Amazon RDS) instance is not responding.

aws ssm create-ops-item A
--title "RDS instance not responding" *
--description "RDS instance not responding to ping" #
--priority 1 »
--source RDS A~
--operational-data={\"RDS\":{\"Value\":\"abcd\",\"Type\":\"SearchableString\"}} ~
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--notifications Arn="arn:aws:sns:us-west-1:12345678:TestUserl" A
--tags "Key=RDS,Value=ProductionServers"

The following command uses the /aws/resources key in OperationalData to create an
Opsltem with an Amazon EC2 instance related resource.

aws ssm create-ops-item A
--title "EC2 instance disk full" 2
--description "Log clean up may have failed which caused the disk to be full" »
--priority 2 ~
--source ec2 "
--operational-data={\"/aws/resources\": {\"Value\" :\"[{\\"""arn\\""":\
\"""arn:aws:ec2:us-east-1:123456789012:instance/i-1234567890abcdefO\\"""}I\",\"Type\":
\"SearchableString\"}}

The following command uses the /aws/automations key in OperationalData to create an
Opsltem that specifies the AWS-RestartEC2Instance runbook as an associated Automation
runbook.

aws ssm create-ops-item A
--title "EC2 instance disk full" »
--description "Log clean up may have failed which caused the disk to be full" 2
--priority 2 ~
--source ec2 N
--operational-data={\"/aws/automations\":{\"Value\":\"[{\\"""automationId\\""":
\\"""AWS-RestartEC2Instance\\”"",\\"""automationType\\""" :\\"""AWS: :SSM: :Automation\
\"""FIN\",\"Type\":\"SearchableString\"}}

Creating Opsltems manually (PowerShell)

The following procedure describes how to create an Opsltem by using AWS Tools for Windows
PowerShell.

To create an Opsitem using AWS Tools for Windows PowerShell

1. Open AWS Tools for Windows PowerShell and run the following command to specify your
credentials.

Set-AWSCredentials -AccessKey key-name -SecretKey key-name

2.  Run the following command to set the AWS Region for your PowerShell session.
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Set-DefaultAWSRegion -Region Region

3. Run the following command to create a new Opsltem. Replace each example resource
placeholder with your own information. This command specifies a Systems Manager
Automation runbook for remediating this Opsltem.

$opsItem = New-Object Amazon.SimpleSystemsManagement.Model.OpsItemDataValue
$opsItem.Type = [Amazon.SimpleSystemsManagement.OpsItemDataType]::SearchableString
$opsItem.Value = '[{\"automationId\":\"runbook_name\",\"automationType\":

\"AWS: :SSM: : Automation\"}]"

$newHash = @{" /aws/
automations"=[Amazon.SimpleSystemsManagement.Model.OpsItemDataValue]$opsItem}

New-SSMOpsItem °
-Title "title" °
-Description "description"
-Priority priority_number °
-Source AWS_service °
-OperationalData $newHash

If successful, the command outputs the ID of the new Opsltem.

The following example specifies the Amazon Resource Name (ARN) of an impaired Amazon Elastic
Compute Cloud (Amazon EC2) instance.

$opsItem = New-Object Amazon.SimpleSystemsManagement.Model.OpsItemDataValue
$opsItem.Type = [Amazon.SimpleSystemsManagement.OpsItemDataType]::SearchableString
$opsItem.Value = '[{\"arn\":\"arn:aws:ec2:us-east-1:123456789012:instance/
i-1234567890abcdefo\"}]"
$newHash = @{" /aws/
resources"=[Amazon.SimpleSystemsManagement.Model.OpsItemDataValue]$opsItem}
New-SSMOpsItem -Title "EC2 instance disk full still" -Description "Log clean up may
have failed which caused the disk to be full" -Priority 2 -Source ec2 -OperationalData
$newHash

Manage Opsltems

OpsCenter, a capability of AWS Systems Manager, tracks Opsltems from their creation to
resolution. If you set up OpsCenter for cross-account administration, a delegated administrator
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or management account can manage Opsltems from their account. For more information, see
(Optional) Setting up OpsCenter to centrally manage Opsltems across accounts.

You can view and manage Opsltems by using the following pages in the Systems Manager console:

« Summary - Displays a count of open and in-progress Opsltems, count of Opsltems by source and
age, and operational insights. You can filter Opsltems by source and Opsltems status.

« Opsltems - Displays a list of Opsltems with multiple fields of information, such as title, ID,
priority, description, the source of the Opsltem, and the date and time of last update. Using this
page, you can manually create Opsltems, configure sources, change the status of an Opsltem,
and filter Opsltems by new incidents. You can choose an Opsltem to display its Opsltems details

page.

« Opsltem details — Provides detailed insights and tools that you can use to manage an Opsltem.
The Opsltems details page has the following tabs:

» Overview - Displays related resources, runbooks that ran in the last 30 days, and a list of
available runbooks that you can run. You can also view similar Opsltems, add operational data,
and add related Opsltems.

» Related resource details — Displays information about the resource from several AWS services.
Expand the Resource details section to view information about this resource as provided by
the AWS service that hosts it. You can also toggle through other related resources associated
with this Opsltem by using the Related resources list.

For more information about how to manage Opsltems, see the following topics.

Topics

» Viewing details of an Opsltem

« Editing an Opsltem

« Adding related resources to an Opsltem

« Adding related Opsltems to an Opsltem

» Adding operational data to an Opsltem

» Creating an incident for an Opsltem

« Managing duplicate Opsltems

« Analyzing operational insights to reduce Opsltems
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» Viewing OpsCenter logs and reports

Viewing details of an Opsitem

To get a comprehensive view of an Opsltem, use the Opsltem details page in the OpsCenter
console. The Overview page displays the following information:

» Opsltems details- Displays general information for the selected Opsltem.

» Related Resources — A related resource is the impacted resource or the resource that initiated
the event that created the Opsltem.

« Automation executions in the last 30 days - A list of runbooks that ran in last 30 days.
e Runbooks - You can choose a runbook from a list of available runbooks.

« Similar Opsltems - This is a system-generated list of Opsltems that might be related or of
interest to you. To generate the list, the system scans the titles and descriptions of all Opsltems
and returns Opsltems that use similar words.

« Operational data — Operational data is custom data that provides useful reference details about
the Opsltem. For example, you can specify log files, error strings, license keys, troubleshooting
tips, or other relevant data.

» Related Opsltems - You can specify the IDs of Opsltems that are in some way related to the
current Opsltem.

» Related Resource Details — Displays data providers, including Amazon CloudWatch metrics and
alarms, AWS CloudTrail logs, and details from AWS Config.

To view details of an Opsitem

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose OpsCenter.

3. Choose an Opsltem to view its details.

Editing an Opsltem

The Opsltem details section includes information about an Opsltem,
including the description, title, source, Opsltem ID, and the status.
You can edit a single Opsltem or you can select multiple Opsltems and edit the
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following fields: Status, Priority,
Severity, Category.

When Amazon EventBridge creates an Opsltem, it populates the Title, Source, and Description
fields. You can edit the Title and Description fields, but you can't edit the Source field.

® Note

The console supports most markdown formatting in the Opsitem description field. For
more information, see Using Markdown in the Console in the Getting Started with the AWS
Management Console Getting Started Guide.

Generally, you can edit the following configurable data for an Opsitem:

« Title - Name of the Opsltem. The source creates the title of the Opsltem.

» Description - Information about this Opsltem including (if applicable) steps for reproducing the
issue.

« Status - Status of an Opsltem can be Open, In progress, or Resolved.

« Priority — Priority of an Opsltem can be between 1 and 5. We recommend that your organization
determine what each priority level means and a corresponding service level agreement for each
level.

» Severity — Severity of an Opsltem can be between 1 to 4, where 1 is critical, 2 is high, 3 is
medium, and 4 is low.

» Category - Category of an Opsltem can be availability, cost, performance, recovery, or security.

» Notifications — When you edit an Opsltem, you can specify the Amazon Resource Name (ARN) of
an Amazon Simple Notification Service topic in the Notifications field. By specifying an ARN, you
ensure that all stakeholders receive a notification when the Opsltem is edited, including a status
change. For more information, see the Amazon Simple Notification Service Developer Guide.

/A Important

The Amazon SNS topic must exist in the same AWS Region as the Opsltem. If the topic
and the Opsltem are in different Regions, the system returns an error.
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OpsCenter has bidirectional integration with AWS Security Hub. When you update an Opsltem
status and severity related to a security finding, those changes are automatically sent to Security
Hub to ensure you always see the latest and correct information.

To edit Opsitem details

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose OpsCenter.

3. Choose an Opsltem ID to open the details page or choose multiple Opsltems. If you choose
multiple Opsltems, you can only edit the status, priority, severity, or category. If you edit
multiple Opsltems, OpsCenter updates and saves your changes as soon as you choose the new
status, priority, severity, or category.

4. In the Opsltem details section, choose Edit.

Edit the details of the Opsltem according to the requirements and guidelines specified by your
organization.

6. When you're finished, choose Save.

Adding related resources to an Opsitem

Each Opsltem includes a Related resources section that lists the Amazon Resource Name (ARN) of
the related resource. A related resource is the impacted AWS resource that needs to be investigated.

If Amazon EventBridge creates the Opsltem, the system automatically populates the Opsltem

with the ARN of the resource. You can manually specify ARNs of related resources. For certain ARN
types, OpsCenter automatically creates a deep link that displays details about the resource directly
in the OpsCenter console. For example, if you specify the ARN of an Amazon Elastic Compute
Cloud (Amazon EC2) instance as a related resource, then OpsCenter pulls in details about that EC2
instance. This allows you to view detailed information about your impacted AWS resources without
having to leave OpsCenter.

To view and add related resources to an Opsitem

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose OpsCenter.

3. Choose the Opsltems tab.
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4.

w K N o

Choose an Opsltem ID.

ID

0i-a80f1dbb4464

0i-0cdb512b47ed

Title

EC2 instance stopped

EC2 instance terminated

Status Source

@ Open EC2
@ Open EC2

EC2

To view information about the impacted resource, choose the Related resources details tab.

EC2 instance terminated &

Overview Related resource details
Related resource: | i-05d918a
Expand all ‘ I Open session \ I Run automation ¥

View resource in original console [4

v CloudWatch Metrics

~ CPU Utilization (Percen;! . Network In (Byte;) Netyork gut (Byt;it ;‘

A SNt BN ARG ANy /™

This tab displays information about the resource from several AWS services. Expand the

Resource details section to view information about this resource as provided by the AWS

service that hosts it. You can also toggle through other related resources associated with this

Opsltem by using the Related resources list.
To add additional related resources, choose the Overview tab.
In the Related resources section, choose Add.

For Resource type, choose a resource from the list.

For Resource ID, enter either the ID or the Amazon Resource Name (ARN). The type of
information you choose depends on the resource that you chose in the previous step.
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® Note

You can manually add the ARNs of additional related resources. Each Opsltem can list a
maximum of 100 related resource ARNSs.

The following table lists the resource types that automatically create deep links to related
resources.

Supported resource types

Resource name ARN format

AWS Certificate Manager certificate . .
arn:aws:acm: region:account-i

d :certificate/ certificate-id

Amazon EC2 Auto Scaling group arn:aws:autoscaling: region:account-i

d :autoScalingGroup: groupid:autoScal
ingGroupName/ groupfriendlyname

Amazon CloudFront distribution arn:aws:cloudfront:: account-id :*

AWS CloudFormation stack
arn:aws:cloudforma

tion: region:account-i
d :stack/stackname /additionalidentifi
er

Amazon CloudWatch alarm . :
arn:aws:cloudwatch: region:account-i

d :alarm:alarm-name

AWS CloudTrail trail

arn:aws:cloudtrail: region:account-i
d :trail/trailname

AWS CodeBuild project

arn:aws:codebuild: region:account-i
d :resourcetype /resource
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Resource name

AWS CodePipeline

Amazon DevOps Guru insight

Amazon DynamoDB table

Amazon Elastic Compute Cloud (Amazon EC2)

customer gateway

Amazon EC2 elastic IP

Amazon EC2 Dedicated Host

Amazon EC2 instance

Amazon EC2 internet gateway

Amazon EC2 network access control list

(network ACL)

Amazon EC2 network interface

ARN format

arn:aws:codepipeline: region:account-1i
d :resource-specifier

arn:aws:devops-guru: region:account-
id :insight/ proactive or
reactive/resource-id

arn:aws:dynamodb: region:account-1i
d :table/tablename

arn:aws:ec2: region:account-i
d :customer-gateway/ cgw-id

arn:aws:ec2: region:account-i
d :eip/eipalloc-id

arn:aws:ec2: region:account-i
d :dedicated-host/ host-id

arn:aws:ec2: region:account-i
d :instance/ instance-id

arn:aws:ec2: region:account-i
d :internet-gateway/ igw-id

arn:aws:ec2: region:account-i
d :network-acl/ nacl-id

arn:aws:ec2: region:account-i
d :network-interface/ eni-id
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Resource name

Amazon EC2 route table

Amazon EC2 security group

Amazon EC2 subnet

Amazon EC2 volume

Amazon EC2 VPC

Amazon EC2 VPN connection

Amazon EC2 VPN gateway

AWS Elastic Beanstalk application

Elastic Load Balancing (Classic Load Balancer)

ARN format

arn:aws:ec2: region:account-id :route-

table/ route-table-id

arn:aws:ec2: region:

account-1i

d :security-group/ security-group-id

arn:aws:ec2: region:

d :subnet/subnet-id

arn:aws:ec2: region:

d :volume/volume-id

arn:aws:ec2: region:

d :vpc/vpc-id

arn:aws:ec2: region:

connection/ vpn-id

arn:aws:ec2: region:

gateway/ vgw-id

arn:aws:elasticbea

account-1i

account-1i

account-i

account-id :vpn-

account-id :vpn-

nstalk: region:account-id :applicat

ion/ applicationname

arn:aws:elasticloadbalancin
g: region:account-id :loadbala

ncer/ name
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Resource name

Elastic Load Balancing (Application Load
Balancer)

Elastic Load Balancing (Network Load
Balancer)

AWS Identity and Access Management (IAM)

group

IAM policy

IAM role

IAM user

AWS Lambda function

Amazon Relational Database Service (Amazon

RDS) cluster

Amazon RDS database instance

ARN format

arn:aws:elasticloadbalancin

g: region:account-id :loadbalancer/
app/ load-balancer-name /load-bala
ncer-id

arn:aws:elasticloadbalancin

g: region:account-id :loadbalancer/
net/ load-balancer-name /load-bala
ncer-id

arn:aws:iam:: account-id :group/group-
name

arn:aws:iam:: account-1i
d :policy/policy-name

arn:aws:iam:: account-id :role/role-
name

arn:aws:iam:: account-id :user/user-
name

arn:aws:lambda: region:account-i
d :function: function-name

arn:aws:rds: region:account-1i
d :cluster: db-cluster-name

arn:aws:rds: region:account-id :db:db-
instance-name
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Resource name

Amazon RDS subscription

Amazon RDS security group

Amazon RDS cluster snapshot

Amazon RDS subnet group

Amazon Redshift cluster

Amazon Redshift parameter group

Amazon Redshift security group

Amazon Redshift cluster snapshot

Amazon Redshift subnet group

Amazon Simple Storage Service (Amazon S3)
bucket

ARN format

arn:aws:rds: region:account-i
d :es:subscription-name

arn:aws:rds: region:account-1i
d :secgrp:security-group-name

arn:aws:rds: region:account-i
d :cluster-snapshot: cluster-s

napshot-name

arn:aws:rds: region:account-i
d :subgrp:subnet-group-name

arn:aws:redshift: region:account-i
d :cluster: cluster-name

arn:aws:redshift: region:account-i
d :parametergroup: parameter-group-na
me

arn:aws:redshift: region:account-1i
d :securitygroup: security-group-name

arn:aws:redshift: region:account-i
d :snapshot: cluster-name /snapshot-
name

arn:aws:redshift: region:account-i
d :subnetgroup: subnet-group-name

arn:aws:s3::: bucket_name
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Resource name ARN format

AWS Config recording of AWS Systems

arn:aws:ssm: region:account-i
Manager managed node inventory

d :managed-instance-inventory
/ node_id

Systems Manager State Manager association . ;
arn:aws:ssm: region: account-1i

d :association/ association_ID

Adding related Opsltems to an Opsitem

By using Related Opsltems of the Opsltems Details page, you can investigate operations issues
and provide context for an issue. Opsltems can be related in different ways, including a parent-
child relationship between Opsltems, a root cause, or a duplicate. You can associate one Opsltem
with another to display it in the Related Opsltem section.You can specify a maximum of 10 IDs for

other Opsltems that are related to the current Opsltem.

Related Opsitems (2) (
ID Status Title Source
0i-Ocdb512b47ed @ Open EC2 instance terminated EC2
0i-06f350858b55 @ Open EC2 instance terminated EC2

To add a related Opsltem

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
In the navigation pane, choose OpsCenter.

Choose an Opsltem ID to open the details page.
In the Related Opsltem section, choose Add.
For Opsltem ID, specify an ID.

Choose Add.

o v A W N
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Adding operational data to an Opsitem

Operational data is custom data that provides useful reference details about an Opsltem. You can
enter multiple key-value pairs of operational data. For example, you can specify log files, error
strings, license keys, troubleshooting tips, or other relevant data. The maximum length of the key
can be 128 characters, and the maximum size of the value can be 20 KB.

Operational data

Enter one or more key names and values. Ops Center supports searching and filtering Opsltems by using key names and values that are marked searchable

Key Value

event-time 2019-06-04T00:33:35Z (D searchable Remove

instance-state stopped o Searchable Remove

Log data 6093] ata1: PATA max MWDMAZ ¢ind ~ @ searchable Remove
0x1f0 ctl 0x3f6 bmdma 0xc100 irg 14

Add item

You can make the data searchable by other users in the account, or you can restrict search access.
Searchable data means that all users with access to the Opsltem Overview page (as provided by
the DescribeOpsltems API operation) can view and search on the specified data. Operational data
that isn't searchable is only viewable by users who have access to the Opsitem (as provided by the
GetOpsltem API operation).

To add operational data to an Opsitem

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

In the navigation pane, choose OpsCenter.

Choose an Opsltem ID to open its details page.

Expand Operational data.

i A W

If no operational data exists for the Opsltem, choose Add. If operational data already exists for
the Opsltem, choose Manage.
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After you create operational data, you can edit the key and the value, remove the operational
data, or add additional key-value pairs by choosing Manage.

6. For Key, specify a word or words to help users understand the purpose of the data.

/A Important

Operational data keys can't begin with the following: amazon, aws, amzn, ssm, /
amazon, /aws, /amzn, /ssm.

7. For Value, specify the data.

8. Choose Save.

(® Note

You can filter Opsltems by using the Operational data operator on the Opsltems
page. In the Search box, choose Operational data, and then enter a key-value
pair in JSON. You must enter the key-value pair by using the following format:
{"key":"key_name","value":"a_value"}

Creating an incident for an Opsltem

Use the following procedure to manually create an incident for an Opsltem to track and manage
it in AWS Systems Manager Incident Manager, which is a capability of AWS Systems Manager. An
incident is any unplanned interruption or reduction in quality of services. For more information
about Incident Manager, see the section called “Integrate OpsCenter with other AWS services".

To manually create an incident for an Opsltem

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose OpsCenter.

3. If Incident Manager created an Opsltem for you, choose it and go to step 5. If not, choose
Create Opsltem and complete the form. If you don't see this button, choose the Opsltems tab,
and then choose Create Opsitem.

4. If you created an Opsltem, open it.
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5. Choose Start Incident.

6. For Response plan, choose the Incident Manager response plan that you want to assign to this
incident.

7. (Optional) For Title, enter a descriptive name to help other team members understand the
nature of the incident. If you don't enter a new title, OpsCenter creates the Opsltem and the
corresponding incident in Incident Manager using the title in the response plan.

8. (Optional) For Incident impact, choose an impact level for this incident. If you don't choose
an impact level, OpsCenter creates the Opsltem and the corresponding incident in Incident
Manager using the impact level in the response plan.

9. Choose Start.

Managing duplicate Opsltems

OpsCenter can receive multiple duplicate Opsltems for a single source from multiple AWS services.
OpsCenter uses a combination of built-in logic and configurable deduplication strings to avoid
creating duplicate Opsltems. AWS Systems Manager applies deduplication built-in logic when the
CreateOpsltem API operation is called.

AWS Systems Manager uses the following deduplication logic:

1. When creating the Opsltem, Systems Manager creates and stores a hash based on the
deduplication string and the resource that initiated the Opsltem.

2. When another request is made to create an Opsltem, the system checks the deduplication string
of the new request.

3. If a matching hash exists for this deduplication string, Systems Manager checks the status of the
existing Opsltem. If the status of an existing Opsltem is open or in progress, the Opsltem is not
created. If the existing Opsltem is resolved, Systems Manager creates a new Opsltem.

After you create an Opsltem, you can't edit or change the deduplication strings in that Opsltem.

To manage duplicate Opsltems, you can do the following:

« Edit the deduplication string for an Amazon EventBridge rule that targets OpsCenter. For more
information, see Editing a deduplication string in a default EventBridge rule.

» Specify a deduplication string when you manually create an Opsltem. For more information, see
Specifying a deduplication string using AWS CLI.
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» Review and resolve duplicate Opsltems using operational insights. You can use runbooks to

resolve duplicate Opsltems.

To help you resolve duplicate Opsltems and reduce the number of Opsltems created by a source,
Systems Manager provides automation runbooks. For information, see Resolving duplicate
Opsltems based on insights.

Editing a deduplication string in a default EventBridge rule

Use the following procedure to specify a deduplication string for an EventBridge rule that targets

OpsCenter.

To edit a deduplication string for an EventBridge rule

1.

o U~ W

Sign in to the AWS Management Console and open the Amazon EventBridge console at
https://console.aws.amazon.com/events/.

In the navigation pane, choose Rules.

Choose a rule, and then choose Edit.

Go to the Select target(s) page.

In the Additional settings section, choose Configure input transformer.

In the Template box, locate the "operationalData": { "/aws/dedup" JSON entry and
the deduplication strings that you want to edit.

The deduplication string entry in EventBridge rules uses the following JSON format.

"operationalData": { "/aws/dedup": {"type": "SearchableString","value":
"{\"dedupString\":\"Words the system should use to check for duplicate
OpsItems\"}"}}

Here is an example.

"operationalData": { "/aws/dedup": {"type": "SearchableString","value":
"{\"dedupString\":\"SSMOpsCenter-EBS-volume-performance-issue\"}"}}

Edit the deduplication strings, and then choose Confirm.
Choose Next.

Choose Next.

Manage Opsltems 345


https://console.aws.amazon.com/events/

AWS Systems Manager User Guide

10. Choose Update rule.

Specifying a deduplication string using AWS CLI

You can specify a deduplication string when you manually create a new Opsltem by using either
the AWS Systems Manager console or the AWS CLI. For information about entering deduplication
strings when you manually create an Opsitem in the console, see Create Opsltems manually.

If you're using the AWS CLI, you can enter the deduplication string for the OperationalData
parameter. The parameter syntax uses JSON, as shown in the following example.

--operational-data '{"/aws/dedup":{"Value":"{\"dedupString\": \"Words the system should
use to check for duplicate OpsItems\"}","Type":"SearchableString"}}'

Here is an example command that specifies a deduplication string of disk full.

Linux & macOS

aws ssm create-ops-item \

--title "EC2 instance disk full" \

--description "Log clean up may have failed which caused the disk to be full" \

--priority 1 \

--source ec2 \

--operational-data '{"/aws/dedup":{"Value":"{\"dedupString\": \"disk full
\"}","Type":"SearchableString"}}"' \

--tags "Key=EC2,Value=ProductionServers" \

--notifications Arn="arn:aws:sns:us-west-1:12345678:TestUser"

Windows

aws ssm create-ops-item #

--title "EC2 instance disk full" »

--description "Log clean up may have failed which caused the disk to be full" 2

--priority 1 ~

--source EC2 ~

--operational-data={\"/aws/dedup\":{\"Value\" :\"{\\"""dedupString\\""":\\"""disk
Full\\"""I\",\"Type\":\"SearchableString\"}} »

--tags "Key=EC2,Value=ProductionServers" --notifications Arn="arn:aws:sns:us-
west-1:12345678:TestUser"
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Analyzing operational insights to reduce Opsitems

OpsCenter operational insights display information about duplicate Opsltems. OpsCenter
automatically analyzes Opsltems in your account and generates three types of insights. You can
view this information in the Operational insights section of the OpsCenter Summary tab.

« Duplicate Opsltems - An insight is generated when eight or more Opsltems have the same title
for the same resource.

o Most common titles — An insight is generated when more than 50 Opsltems have the same title.

» Resources generating the most Opsltems — An insight is generated when an AWS resource has
more than 10 open Opsltems. These insights and their corresponding resources are displayed in
the Resources generating the most Opsltems table on the OpsCenter Summary tab. Resources
are listed in decreasing order of Opsltem count.

(® Note

OpsCenter creates Resources generating the most Opsltems insights for the following
resource types:

« Amazon Elastic Compute Cloud (Amazon EC2) instances

« Amazon EC2 security groups

« Amazon EC2 Auto Scaling group

« Amazon Relational Database Service (Amazon RDS) database
« Amazon RDS cluster

« AWS Lambda function

« Amazon DynamoDB table

« Elastic Load Balancing load balancer

« Amazon Redshift cluster

« AWS Certificate Manager certificate

« Amazon Elastic Block Store volume

OpsCenter enforces a limit of 15 insights per type. If a type reaches this limit, OpsCenter stops
displaying more insights for that type. To view additional insights, you must resolve all Opsltems
associated with an Opslnsight of that type. If a pending insight is prevented from being displayed
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in the console because of the 15-insight limit, that insight becomes visible after another insight is
closed.

When you choose an insight, OpsCenter displays information about the affected Opsltems and
resources. The following screenshot shows an example with the details of a duplicate Opsitem
insight.

Duplicate Opsltems: 1122334455

Insight details

Insight type Status

Duplicate Opsltems @ Open

Affected Opsltems Date created

100 [4 14 Aug 2020 20:00:00 GMT
Affected resources Last updated

i-06bd38270 5 Sep 2020 20:00:00 GMT
Description

Multiple unresolved Opsltems have the same title ‘EC2 Instance Launch
Unsuccessful’ and involve the same resource ‘i-06bd38270

Recommended runbooks (1)

Document name Description Execution ID Start time

Bulk resolve all unresolved Opsltems
with the title ‘EC2 Instance Launch

Operational insights are turned off by default. For more information about working with
operational insights, see the following topics.

Topics

« Enabling operational insights

» Resolving duplicate Opsltems based on insights

« Disabling operational insights
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Enabling operational insights

You can enable operational insights on the OpsCenter page in the Systems Manager console.
When you enable operational insights, Systems Manager creates an AWS Identity and Access
Management (IAM) service-linked role called AWSServiceRoleForAmazonSSM_OpsInsights.
A service-linked role is a unique type of IAM role that is linked directly to Systems

Manager. Service-linked roles are predefined and include all the permissions that the

service requires to call other AWS services on your behalf. For more information about the
AwWSServiceRoleForAmazonSSM_OpsInsights service-linked role, see Using roles to create

operational insight Opsltems in Systems Manager OpsCenter.

(@ Note

Note the following important information:

» Your AWS account is charged for operational insights. For more information, see AWS
Systems Manager Pricing.

« OpsCenter periodically refreshes insights using a batch process. This means the list of
insights displayed in OpsCenter might be out of sync.

Use the following procedure to enable and view operational insights in OpsCenter.
To enable and view operational insights

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose OpsCenter.

3. Inthe Operational insight is available message box, choose Enable. If you don't see this
message, scroll down to the Operational insights section and choose Enable.

4. After you enable this feature, on the Summary tab, scroll down to the Operational insights
section.

5. To view a filtered list of insights, choose the link beside Duplicate Opsltems, Most common
titles, or Resources generating the most Opsltems. To view all insights, choose View all
operational insights.

6. Choose aninsight ID to view more information.
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Resolving duplicate Opsltems based on insights

To resolve insights, you must first resolve all Opsltems associated with an insight. You can use
the AWS-BulkResolveOpsItemsForInsight runbook to resolve Opsltems associated with an
insight.

To help you resolve duplicate Opsltems and reduce the number of Opsltems created by a source,
Systems Manager provides the following automation runbooks:
« The AWS-BulkResolveOpsItems runbook resolves Opsltems that match a specified filter.

e The AWS-AddOpsItemDedupStringToEventBridgeRule runbook adds a deduplication string
for all Opsltem targets that are associated with a specific Amazon EventBridge rule. This runbook
doesn't add a deduplication string if a rule already has one.

« The AWS-DisableEventBridgeRule turns off a rule in EventBridge if the rule is generating
dozens or hundreds of Opsltems.

To resolve an operational insight

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

In the navigation pane, choose OpsCenter.

On the Overview tab, scroll down to Operational insights.
Choose View all operational insights.

Choose an insight ID to view more information.

o v M W N

Choose a runbook and choose Execute.

Disabling operational insights

When you turn off operational insights, the system stops creating new insights and stops
displaying insights in the console. Any active insights remain unchanged in the system, although
you won't see them displayed in the console. If you enable this feature again, the system displays
previously unresolved insights and starts creating new insights. Use the following procedure to
turn off operational insights.
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To turn off operational insights

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

In the navigation pane, choose OpsCenter.

Choose Settings.

In the Operational insights section, choose Edit and then toggle the Disable option.

Lok W

Choose Save.

Viewing OpsCenter logs and reports

AWS CloudTrail logs AWS Systems Manager OpsCenter API calls to the console, the AWS Command
Line Interface (AWS CLI), and the SDK. You can view the information in the CloudTrail console or

in an Amazon Simple Storage Service (Amazon S3) bucket. Amazon S3 uses one bucket to store all
CloudTrail logs for your account.

Logs of OpsCenter actions show create, update, get, and describe Opsltem activities. For more
information about viewing and using CloudTrail logs of Systems Manager activity, see Logging AWS
Systems Manager API calls with AWS CloudTrail.

AWS Systems Manager OpsCenter provides you with the following information about Opsltems:
» Opsltem status summary - Provides a summary of Opsltems by status (Open and In progress,
Open, or In Progress).

» Sources with most open Opsltems - Provides a breakdown of the top AWS services with open
Opsltems.

» Opsltems by source and age - Provides a count of Opsltems, grouped by source and days since
creation.

To view the OpsCenter summary report

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose OpsCenter.

3. On the Opsltems Overview page, choose Summary.
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4. Under Opsltems by source and age, choose the Search bar to filter Opsltems according to
Source. Use the list to filter according to Status.

Delete Opsitems

You can delete an individual Opsltem by calling the DeleteOpsltem APl operation using the AWS
Command Line Interface or the AWS SDK. You can't delete an Opsltem in the AWS Management

Console. To delete an Opsltem, your AWS Identity and Access Management (IAM) user, group, or

role must have either administrator permission or you must have been granted permission to call
the DeleteOpsItem API operation.

/A Important

Note the following important information about this operation.

» Deleting an Opsltem is irreversible. You can't restore a deleted Opsitem.

» This operation uses an eventual consistency model, which means the system can take a
few minutes to complete this operation. If you delete an Opsltem and immediately call,
for example, GetOpsltem, the deleted Opsltem might still appear in the response.

» This operation is idempotent. The system doesn't throw an exception if you repeatedly
call this operation for the same Opsltem. If the first call is successful, all additional calls
return the same successful response as the first call.

» This operation doesn't support cross-account calls. A delegated administrator or
management account can't delete Opsltems in other accounts, even if OpsCenter has
been set up for cross-account administration. For more information about cross-account
administration, see (Optional) Setting up OpsCenter to centrally manage Opsltems
across accounts.

« If you receive the OpsItemLimitExceededException, you can delete one or more
Opsltems to reduce your total number of Opsltems below the quota limits. For more
information about this exception, see Troubleshooting issues with OpsCenter.

Deleting an Opsltem

Use the following procedure to delete an Opsltem.

Delete Opsltems 352


https://docs.aws.amazon.com/systems-manager/latest/APIReference/API_DeleteOpsItem.html
https://docs.aws.amazon.com/systems-manager/latest/APIReference/API_GetOpsItem.html

AWS Systems Manager User Guide

To delete an Opsitem

1. Install and configure the AWS CLlI, if you haven't already. For more information, see Installing
or updating the latest version of the AWS CLI.

2. Run the following command. Replace ID with the ID of the Opsltem you want to delete.

aws ssm delete-ops-item --OpsItemId ID

If successful, the command returns no data.

Remediate Opsitem issues

Using AWS Systems Manager Automation runbooks, you can remediate issues with AWS resources
that are identified in an Opsltem. Automation uses predefined runbooks to remediate common
issues with AWS resources.

Each Opsltem includes the Runbooks section that provides a list of runbooks that you can use for
remediation. When you choose an Automation runbook from the list, OpsCenter automatically
displays some of the fields required to run the document. When you run an Automation

runbook, the system associates the runbook with the related resource of the Opsltem. If Amazon
EventBridge creates an Opsltem, it associates a runbook with the Opsltem. OpsCenter keeps a 30-
day record of Automation runbooks for an Opsltem.

You can choose a status to view important details about the runbook, such as the reason why
an automation failed and which step of the Automation runbook was running when the failure
occurred, as shown in the following example.
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Latest automation results for AWS-RestartEC2Instance

Execution Time
Mon, Jul 13, 2020, 4:14:07 AM UTC

y:jg
Response
{
"AutomationExecution": {
"AutomationExecutionId": "bdeb7@fa-4fb2-45ca-bee3-909b1f9f22dd",

"DocumentName": "AWS-RestartEC2Instance",
"DocumentVersion": "1",

"ExecutionStartTime": "2020-07-13T04:14:07.663Z",
"ExecutionEndTime": "2020-07-13T04:14:08.113Z",
"AutomationExecutionStatus": "Failed",
"StepExecutions": [

{

"StepName": "stopInstances”,

"Action": "aws:changeInstanceState”,

"ExecutionStartTime": "2828-87-13T04:14:08.069Z",

"ExecutionEndTime": "2028-07-13T04:14:08.069Z",

"StepStatus": "Failed",

"Inputs": {},

"FailureMessage": "Step fails when it is validating and
resolving the step inputs.
com.amazonaws.amiaserviceworker.exception.ActionInputsResolvingExcepti
on: Input Instancelds String pattern validation fails. Expected regex
pattern: (Ai-(\\w{8}|\\w{17})$)|(2op-\\w{17}$). Actual value: oi-

c55bfe1de226. Please refer to Automation Service Troubleshootineg Guide
Dismiss Save to operational data

Fp—— - gt M

The Related resource details page for a selected Opsltem includes the Run automation list. You
can choose recent or resource-specific Automation runbooks and run them to remediate issues.
This page also includes data providers, including Amazon CloudWatch metrics and alarms, AWS
CloudTrail logs, and details from AWS Config.
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Overview Related resource details
Related resource: | i-0cc012¢6449135d53 v
Expand all | | Open session | | Execute automation ¥ View resource in original console [4
v CloudWatch Metrics
1h
CPU Utilization (Percent) Network In (Bytes) Network Out (Bytes)
Percent Bytes Bytes
1.2 72.7k 123k
0.634 36.6k 61.5k g
0.066 556 466
19:00 20:00 21:00 19:00 20:00 21:00 19:00 20:00 21:00
@ CPuUtilization @ Networkin @ NetworkOut

You can view information about an Automation runbook by either choosing its name in the console
or by using the Systems Manager Automation runbook reference.

Remediating an Opsltem using a runbook
Before you use an Automation runbook to remediate an Opsltem issue, do the following:

« Verify that you have permission to run Systems Manager Automation runbooks. For more
information, see Setting up Automation.

« Collect resource-specific ID information for the automation that you want to run. For example, if
you want to run an automation that restarts an EC2 instance, then you must specify the ID of the
EC2 instance to restart.

To run an Automation runbook to remediate an Opsltem issue

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.
2. In the navigation pane, choose OpsCenter.
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3.

Choose the Opsltem ID to open the details page.

ID Title Status Source

0i-a80f1dbb4464 EC2 instance stopped @ Open EC2

0i-0cdb512b47ed EC2 instance terminated @ Open EC2

EC2

Scroll to the Runbooks section.

Use the search bar or the numbers in the upper right to find the Automation runbook that you
want to run.

Choose a runbook, and then choose Execute.

Enter the required information for the runbook, and then choose Submit.

Once you start the runbook, the system returns to the previous screen and displays the status.

In the Automation executions in the last 30 days section, choose the Execution ID link to
view steps and the status of the execution.

Remediating an Opsltem using an associated runbook

After you run an Automation runbook from an Opsltem, OpsCenter associates the runbook with

the Opsltem. An associated runbook is ranked higher than other runbooks in the Runbooks list.

Use the following procedure to run an Automation runbook that has already been associated with

a related resource in an Opsltem. For information about adding related resources, see Manage
Opsltems.

To run a resource-associated runbook to remediate an Opsltem issue

1.

Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
In the navigation pane, choose OpsCenter.

Open the Opsltem.

In the Related resources section, choose the resource on which you want to run the
Automation runbook.

Choose Run automation, and then choose the associated Automation runbook that you want
to run.
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6. Enter the required information for the runbook, and then choose Execute.

Once you start the runbook, the system returns to the previous screen and displays the status.

7. In the Automation executions in the last 30 days section, choose the Execution ID link to
view steps and the status of the execution.

Viewing OpsCenter summary reports

AWS Systems Manager OpsCenter includes a summary page that automatically displays the
following information:
« Opsltem status summary — A summary of Opsltems by status, such as Open and In progress.

» Sources with most open Opsltems - A breakdown of the top AWS services that have open
Opsltems.

« Opsltems by source and age - A count of Opsltems, grouped by source and number of days
since creation.

To view OpsCenter summary reports

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose OpsCenter, and then choose the Summary tab.

3. In the Opsltems by source and age section, do the following:

1. (Optional) In the filter field, choose Source, select Equal, Begin With, or Not Equal, and
then enter a search parameter.

2. In the adjacent list, select one of the following status values:
e Open
e In progress
« Resolved
« Open and in progress

« All
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Troubleshooting issues with OpsCenter

This topic includes information to help you troubleshoot common errors and issues with
OpsCenter.

You receive the OpsltemLimitExceededException

If your AWS account has reached the maximum number of Opsltems allowed when you call the
CreateOpsltem API operation, you receive an OpsItemLimitExceededException. OpsCenter
returns the exception if your call would exceed the maximum number of Opsltems for either of the
following quotas:

« Total number of Opsltems per AWS account per Region (including Open and Resolved
Opsltems): 500,000

« Maximum number of Opsltems per AWS account per month: 10,000

These quotas apply to Opsltems created from any source except the following:

« Opsltems created by AWS Security Hub findings

« Opsltems that are auto-generated when an Incident Manager incident is opened

Opsltems created from these sources don't count against your Opsltem quotas, but you are
charged for each Opsltem.

If you receive an OpsItemLimitExceededException, you can manually delete Opsltems until
you are below the quota preventing you from creating a new Opsltem. Again, deleting Opsltems
created for Security Hub findings or Incident Manager incidents won't reduce your total number of
Opsltems enforced by the quotas. You must delete Opsltems from other sources. For information
about how to delete an Opsltem, see Delete Opsltems.

You receive a large bill from AWS for large numbers of auto-generated Opsltems

If you configured integration with AWS Security Hub, OpsCenter creates Opsltems for Security Hub
findings. Depending on the number of finding Security Hub generates and the account you were
logged into when you configured integration, OpsCenter can generate large numbers of Opsltems,
at a cost. Here are more specific details related to Opsltems generated by Security Hub findings:
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If you are logged into the Security Hub administrator account when you configure OpsCenter
and Security Hub integration, the system creates Opsltems for findings in the administrator and
all member accounts. The Opsltems are all created in the administrator account. Depending on a
variety of factors, this can lead to an unexpectedly large bill from AWS.

If you are logged into a member account when you configure integration, the system only
creates Opsltems for findings in that individual account. For more information about the Security
Hub administrator account, member accounts, and their relation to the EventBridge event feed
for findings, see Types of Security Hub integration with EventBridge in the AWS Security Hub
User Guide.

For each finding that creates an Opsltem, you are charged the regular price for creating the
Opsltem. You are also charged if you edit the Opsltem or if the corresponding finding is updated
in Security Hub (which triggers an Opsltem update).

/A Important

If you believe a large number of Opsltems were created in error and your AWS bill is
unwarranted, contact AWS Support.

Use the following procedure if you no longer want the system to create Opsltems for Security Hub
findings.

To stop receiving Opsltems for Security Hub findings

1.

Lok W

Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

In the navigation pane, choose OpsCenter.

Choose Settings.
In the Security Hub findings section, choose Edit.

Choose the slider to change Enabled to Disabled. If you aren't able to toggle the slider,
Security Hub hasn't been enabled for your AWS account.

Choose Save to save your configuration. OpsCenter no longer creates Opsltems based on
Security Hub findings.
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/A Important

If OpsCenter toggles the setting back to Enabled and continues to create Opsltems

for findings, log into the Systems Manager delegated administrator account or the

AWS Organizations management account and repeat this procedure. If you don't have
permission to log into either of those accounts, contact your administrator and ask them to
repeat this procedure to disable integration for your account.

Amazon CloudWatch dashboards hosted by Systems Manager

Amazon CloudWatch dashboards are customizable home pages in the CloudWatch console that
you can use to monitor your resources in a single view, even those resources that are spread across
different AWS Regions. You can use CloudWatch dashboards to create customized views of the
metrics and alarms for your AWS resources. With dashboards, you can create the following:

» Asingle view for selected metrics and alarms to help you assess the health of your resources and
applications across one or more AWS Regions. You can select the color used for each metric on
each graph, so that you can track the same metric across multiple graphs.

» An operational playbook that provides guidance for team members during operational events
about how to respond to specific incidents.

« A common view of critical resource and application measurements that can be shared by team
members for faster communication flow during operational events.

You can create dashboards by using the console, the AWS Command Line Interface (AWS CLI), or by
using the CloudWatch PutDashboard API. For more information, see Using Amazon CloudWatch
Dashboards in the Amazon CloudWatch User Guide.
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AWS Systems Manager Application Management

Application Management is a suite of capabilities that help you manage your applications running
in AWS.

Topics
o AWS Systems Manager Application Manager
« AWS AppConfig

» AWS Systems Manager Parameter Store

AWS Systems Manager Application Manager

Application Manager, a capability of AWS Systems Manager, helps DevOps engineers investigate
and remediate issues with their AWS resources in the context of their applications and clusters.
Application Manager aggregates operations information from multiple AWS services and Systems
Manager capabilities to a single AWS Management Console.

In Application Manager, an application is a logical group of AWS resources that you want to
operate as a unit. This logical group can represent different versions of an application, ownership
boundaries for operators, or developer environments, to name a few. Application Manager support
for container clusters includes both Amazon Elastic Kubernetes Service (Amazon EKS) and Amazon
Elastic Container Service (Amazon ECS) clusters.

When you choose Get started on the Application Manager home page, Application Manager
automatically imports metadata about your resources that were created in other AWS services

or Systems Manager capabilities. For applications, Application Manager imports metadata about
all of your AWS resources organized into resource groups. Each resource group is listed in the
Custom applications category as a unique application. Application Manager also automatically
imports metadata about resources that were created by AWS CloudFormation, AWS Launch Wizard,
Amazon ECS, and Amazon EKS. Application Manager then displays those resources in predefined
categories.

For Applications, the list includes the following:

o Custom applications
« Launch Wizard

+ CloudFormation stacks

Application Manager 361



AWS Systems Manager User Guide

« AppRegistry applications

For Container clusters, the list includes the following:

« Amazon ECS clusters

« Amazon EKS clusters

After import is complete, you can view operations information about your resources in these
predefined categories. Or, if you want to provide more context about a collection of resources,

you can manually create an application in Application Manager and move resources or groups of
resources into that application. This allows you to view operations information in the context of an
application.

After you set up and configure AWS services and Systems Manager capabilities, Application
Manager displays the following types of information about your resources:

« Information about the current state, status, and Amazon EC2 Auto Scaling health of the Amazon
Elastic Compute Cloud (Amazon EC2) instances in your application

« Alarms provided by Amazon CloudWatch

« Compliance information provided by AWS Config and State Manager (a component of Systems
Manager)

« Kubernetes cluster information provided by Amazon EKS

» Log data provided by AWS CloudTrail and Amazon CloudWatch Logs
« Opsltems provided by Systems Manager OpsCenter

» Resource details provided by the AWS services that host them.

» Container cluster information provided by Amazon ECS.

To help you remediate issues with components or resources, Application Manager also provides
runbooks that you can associate with your applications. To get started with Application Manager,
open the Systems Manager console. In the navigation pane, choose Application Manager.

What are the benefits of using Application Manager?

Application Manager reduces the time it takes for DevOps engineers to detect and investigate
issues with AWS resources. To do this, Application Manager displays many types of operations
information in the context of an application in one console. Application Manager also reduces the
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time it takes to remediate issues by providing runbooks that perform common remediation tasks
on AWS resources.

What are the features of Application Manager?

Application Manager includes the following features:
« Import your AWS resources automatically

During initial setup, you can choose to have Application Manager automatically import and
display resources in your AWS account that are based on CloudFormation stacks, AWS Resource
Groups, Launch Wizard deployments, AppRegistry applications, and Amazon ECS and Amazon
EKS clusters. The system displays these resources in predefined application or cluster categories.
Thereafter, whenever new resources of these types are added to your AWS account, Application
Manager automatically displays the new resources in the predefined application and cluster
categories.

» Create or edit CloudFormation stacks and templates

Application Manager helps you provision and manage resources for your applications by
integrating with CloudFormation. You can create, edit, and delete AWS CloudFormation

templates and stacks in Application Manager. Application Manager also includes a template
library where you can clone, create, and store templates. Application Manager and
CloudFormation display the same information about the current status of a stack. Templates and
template updates are stored in Systems Manager until you provision the stack, at which time the
changes are also displayed in CloudFormation.

« View information about your instances in the context of an application

Application Manager integrates with Amazon Elastic Compute Cloud (Amazon EC2) to display
information about your instances in the context of an application. Application Manager displays
instance state, status, and Amazon EC2 Auto Scaling health for a selected application in a
graphical format. The Instances tab also includes a table with the following information for each
instance in your application.

« Instance state (Pending, Stopping, Running, Stopped)

« Ping status for SSM Agent

 Status and name of the last Systems Manager Automation runbook processed on the instance
» A count of Amazon CloudWatch Logs alarms per state.

« ALARM - The metric or expression is outside of the defined threshold.
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» OK - The metric or expression is within the defined threshold.

o INSUFFICIENT_DATA - The alarm has just started, the metric is not available, or not
enough data is available for the metric to determine the alarm state.

» Auto Scaling group health for the parent and individual autoscaling groups

« View operational metrics and alarms for an application or cluster

Application Manager integrates with Amazon CloudWatch to provide real-time operational

metrics and alarms for an application or cluster. You can drill down into your application tree to
view alarms at each component level, or view alarms for an individual cluster.

» View log data for an application

Application Manager integrates with Amazon CloudWatch Logs to provide log data in the

context of your application without having to leave Systems Manager.

« View and manage Opsltems for an application or cluster

Application Manager integrates with AWS Systems Manager OpsCenter to provide a list

of operational work items (Opsltems) for your applications and clusters. The list reflects
automatically generated and manually created Opsltems. You can view details about the
resource that created an Opsltem and the Opsitem status, source, and severity.

» View resource compliance data for an application or cluster
Application Manager integrates with AWS Config to provide compliance and history details about

your AWS resources according to rules you specify. Application Manager also integrates with AWS
Systems Manager State Manager to provide compliance information about the state you want to

maintain for your Amazon Elastic Compute Cloud (Amazon EC2) instances.

« View Amazon ECS and Amazon EKS cluster infrastructure information

Application Manager integrates with Amazon ECS and Amazon EKS to provide information

about the health of your cluster infrastructures and a component runtime view of the compute,
networking, and storage resources in a cluster.

However, you can't manage or view operations information about your Amazon EKS pods or
containers in Application Manager. You can only manage and view operations information about
the infrastructure that is hosting your Amazon EKS resources.

» View resource cost details for an application
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Application Manager is integrated with AWS Cost Explorer, a feature of AWS Billing and Cost
Management, through the Cost widget. After you enable Cost Explorer in the Billing and Cost
Management console, the Cost widget in Application Manager shows cost data for a specific non-
container application or application component. You can use filters in the widget to view cost
data according to different time periods, granularities, and cost types in either a bar or line chart.

« View detailed resource information in one console

Choose a resource name listed in Application Manager and view contextual information and
operations information about that resource without having to leave Systems Manager.

» Receive automatic resource updates for applications

If you make changes to a resource in a service console, and that resource is part of an application
in Application Manager, then Systems Manager automatically displays those changes. For
example, if you update a stack in the AWS CloudFormation console, and if that stack is part

of an Application Manager application, then the stack updates are automatically reflected in
Application Manager.

» Discover Launch Wizard applications automatically

Application Manager is integrated with AWS Launch Wizard. If you used Launch Wizard to deploy
resources for an application, Application Manager can automatically import and display them in
a Launch Wizard section.

« Monitor application resources in Application Manager by using CloudWatch Application
Insights

Application Manager integrates with Amazon CloudWatch Application Insights. Application
Insights identifies and sets up key metrics, logs, and alarms across your application resources
and technology stack. Application Insights continuously monitors metrics and logs to detect
and correlate anomalies and errors. When the system detects errors or anomalies, Application
Insights generates CloudWatch Events that you can use to set up notifications or take actions.
You can enable and view Application Insights on the Overview and Monitoring tabs in
Application Manager. For more information about Application Insights, see What is Amazon
CloudWatch Application Insights in the Amazon CloudWatch User Guide.

+ Remediate issues with runbooks
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Application Manager includes predefined Systems Manager runbooks for remediating common
issues with AWS resources. You can execute a runbook against all of the applicable resources in
an application without having to leave Application Manager.

Is there a charge to use Application Manager?

Application Manager is available at no additional charge.

What are the resource quotas for Application Manager?

You can view quotas for all Systems Manager capabilities in the Systems Manager service quotas in

the Amazon Web Services General Reference. Unless otherwise noted, each quota is Region specific.

Topics

» Getting started with Systems Manager Application Manager

« Working with Application Manager

Getting started with Systems Manager Application Manager

Use the information in this section to help you set up and configure Application Manager, a
capability of AWS Systems Manager, to display operations information from different AWS services
and Systems Manager capabilities. This section also includes information about adding applications
and clusters to Application Manager.

Topics

» Setting up related services

« Configuring permissions for Systems Manager Application Manager

« Adding applications and clusters to Application Manager

Setting up related services

Application Manager, a capability of AWS Systems Manager, displays resources and information
from other AWS services and Systems Manager capabilities. To maximize the amount of operations
information displayed in Application Manager, we recommend that you set up and configure these
other services or capabilities before you use Application Manager.
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Topics

» Set up tasks for importing resources

» Set up tasks for viewing operations information about resources

Set up tasks for importing resources

The following setup tasks help you view AWS resources in Application Manager. After each of these
tasks is completed, Systems Manager can automatically import resources into Application Manager.
After your resources are imported, you can create applications in Application Manager and move
your imported resources into them. This helps you view operations information in the context of an
application.

(Optional) Organize your AWS resources by using tags

You can assign metadata to your AWS resources in the form of tags. Each tag is a label
consisting of a user-defined key and value. Tags can help you manage, identify, organize,
search for, and filter resources. You can create tags to categorize resources by purpose, owner,
environment, or other criteria.

(Optional) Organizes your AWS resources by using AWS Resource Groups

You can use resource groups to organize your AWS resources. Resource groups make it easier to
manage, monitor, and automate tasks on many resources at one time.

Application Manager automatically imports all of your resource groups and lists them in the
Custom applications category.

(Optional) Set up and deploy your AWS resources by using AWS CloudFormation

AWS CloudFormation allows you to create and provision AWS infrastructure deployments
predictably and repeatedly. It helps you use AWS services such as Amazon EC2, Amazon Elastic
Block Store (Amazon EBS), Amazon Simple Notification Service (Amazon SNS), Elastic Load
Balancing, and AWS Auto Scaling. With CloudFormation, you can build reliable, scalable,
cost-effective applications in the cloud without worrying about creating and configuring the
underlying AWS infrastructure.

Application Manager automatically imports all of your AWS CloudFormation resources and lists
them in the AWS CloudFormation stacks category. You can create CloudFormation stacks and

templates in Application Manager. Stack and template changes are automatically synchronized
between Application Manager and CloudFormation. You can also create applications in
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Application Manager and move stacks into them. This helps you view operations information
for resources in your stacks in the context of an application. For pricing information, see AWS
CloudFormation Pricing.

(Optional) Set up and deploy your applications by using AWS Launch Wizard

Launch Wizard guides you through the process of sizing, configuring, and deploying AWS
resources for third-party applications without the need to manually identify and provision
individual AWS resources.

Application Manager automatically imports all of your Launch Wizard resources and lists them
in the Launch Wizard category. For more information about AWS Launch Wizard, see Getting
started with AWS Launch Wizard for SQL Server. Launch Wizard is available at no additional
charge. You only pay for the AWS resources that you provision to run your solution.

(Optional) Set up and deploy your containerized applications by using Amazon ECS and
Amazon EKS

Amazon Elastic Container Service (Amazon ECS) is a highly scalable, fast container management
service that makes it easy to run, stop, and manage containers on a cluster. Your containers are
defined in a task definition that you use to run individual tasks or tasks within a service.

Amazon EKS is a managed service that helps you to run Kubernetes on AWS without needing

to install, operate, and maintain your own Kubernetes control plane or nodes. Kubernetes is an
open-source system for automating the deployment, scaling, and management of containerized
applications.

Application Manager automatically imports all of your Amazon ECS and Amazon EKS
infrastructure resources and lists them on the Container clusters tab. However, you can't
manage or view operations information about your Amazon EKS pods or containers in
Application Manager. You can only manage and view operations information about the
infrastructure that is hosting your Amazon EKS resources. For pricing information, see Amazon
ECS Pricing and Amazon EKS Pricing.

Set up tasks for viewing operations information about resources

The following setup tasks help you view operations information about your AWS resources in
Application Manager.
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(Recommended) Verify runbook permissions

You can remediate issues with AWS resources from Application Manager by using Systems
Manager Automation runbooks. To use this remediation capability, you must configure or verify
permissions. For pricing information, see AWS Systems Manager Pricing.

(Optional) Enable Cost Explorer

AWS Cost Explorer is a feature of AWS Cost Management that you can use to visualize your
cost data for further analysis. When you enable Cost Explorer, you can view cost information,
cost history, and cost optimization for your application's resources in the Application Manager
console.

(Optional) Set up and configure Amazon CloudWatch logs and alarms

CloudWatch is a monitoring and management service that provides data and actionable insights
for AWS, hybrid, and multicloud applications and infrastructure resources. With CloudWatch,
you can collect and access all your performance and operational data in the form of logs and
metrics from a single platform. To view CloudWatch logs and alarms for your resources in
Application Manager, you must set up and configure CloudWatch. For pricing information, see
CloudWatch Pricing.

® Note

CloudWatch Logs support applies to applications only, not to clusters.

(Optional) Set up and configure AWS Config

AWS Config provides a detailed view of the resources associated with your AWS account,
including how they're configured, how they're related to one another, and how the
configurations and their relationships have changed over time. You can use AWS Config

to evaluate the configuration settings of your AWS resources. You do this by creating AWS
Config rules, which represent your ideal configuration settings. While AWS Config continually
tracks the configuration changes that occur among your resources, it checks whether these
changes violate any of the conditions in your rules. If a resource violates a rule, AWS Config
flags the resource and the rule as noncompliant. Application Manager displays compliance
information about AWS Config rules. To view this data in Application Manager, you must set up
and configure AWS Config. For pricing information, see AWS Config Pricing.
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(Optional) Create State Manager associations

You can use Systems Manager State Manager to create a configuration that you assign to your
managed nodes. The configuration, called an association, defines the state that you want to
maintain on your nodes. To view association compliance data in Application Manager, you must
configure one or more State Manager associations. State Manager is offered at no additional
charge.

(Optional) Set up and configure OpsCenter

You can view operational work items (Opsltems) about your resources in Application Manager
by using OpsCenter. You can configure Amazon CloudWatch and Amazon EventBridge to
automatically send Opsltems to OpsCenter based on alarms and events. You can also enter
Opsltems manually. For pricing information, see AWS Systems Manager Pricing.

Configuring permissions for Systems Manager Application Manager

You can use all features of Application Manager, a capability of AWS Systems Manager, if your
AWS ldentity and Access Management (IAM) entity (such as a user, group, or role) has access to the
API operations listed in this topic. The API operations are separated into two tables to help you
understand the different functions they perform.

The following table lists the APl operations that Systems Manager calls if you choose a resource
in Application Manager because you want to view the resource details. For example, if Application
Manager lists an Amazon EC2 Auto Scaling group, and if you choose that group to view its details,
then Systems Manager calls the autoscaling:DescribeAutoScalingGroups APl operations.
If you don't have any Auto Scaling groups in your account, this APl operation isn't called from
Application Manager.

Resource details only

acm:DescribeCertificate
acm:ListTagsForCertificate
autoscaling:DescribeAutoScalingGroups
cloudfront:GetDistribution
cloudfront:ListTagsForResource
cloudtrail:DescribeTrails
cloudtrail:ListTags
cloudtrail:LookupEvents
codebuild:BatchGetProjects

Getting started 370


https://docs.aws.amazon.com/systems-manager/latest/userguide/systems-manager-state.html
https://docs.aws.amazon.com/systems-manager/latest/userguide/OpsCenter.html
https://aws.amazon.com/systems-manager/pricing/

AWS Systems Manager

User Guide

Resource details only

codepipeline:GetPipeline
codepipeline:ListTagsForResource
dynamodb:DescribeTable
dynamodb:ListTagsOfResource

ec2:
ec2:
ec2:
ec2:
ec2:
ec2:
ec2:
ec2:
ec2:
ec2:
:DescribeVpcs
ec2:
ec2:

ec?

elasticbeanstalk:DescribeApplications
elasticbeanstalk:ListTagsForResource
elasticloadbalancing:DescribeInstanceHealth
elasticloadbalancing:Describelisteners
elasticloadbalancing:DescribeloadBalancers

DescribeAddresses
DescribeCustomerGateways
DescribeHosts
DescribelnternetGateways
DescribeNetworkAcls
DescribeNetworkInterfaces
DescribeRouteTables
DescribeSecurityGroups
DescribeSubnets
DescribeVolumes

DescribeVpnConnections
DescribeVpnGateways

elasticloadbalancing:DescribeTags

iam
iam
iam
iam

GetGroup
GetPolicy
GetRole
GetUser

lambda:GetFunction

rds:
rds:
rds:
rds:
rds:
rds:
rds:
redshift
redshift

DescribeDBClusters
DescribeDBInstances
DescribeDBSecurityGroups
DescribeDBSnapshots
DescribeDBSubnetGroups
DescribeEventSubscriptions
ListTagsForResource

redshift:DescribeClusterSnapshots

redshift

redshift:DescribeClusters
s3:GetBucketTagging

:DescribeClusterParameters
:DescribeClusterSecurityGroups

:DescribeClusterSubnetGroups
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The following table lists the API operations that Systems Manager uses to make changes to
applications and resources listed in Application Manager or to view operations information for a

selected application or resource.

Application actions and details

applicationinsights:CreateApplication
applicationinsights:DescribeApplication
applicationinsights:ListProblems
ce:GetCostAndUsage

ce:GetTags

ce:ListCostAllocationTags
ce:UpdateCostAllocationTagsStatus

cloudformation:
cloudformation:
cloudformation:
cloudformation:
cloudformation:
cloudformation:
cloudformation:
cloudformation:
cloudformation:
cloudformation:

CreateStack

DeleteStack
DescribeStackDriftDetectionStatus
DescribeStackEvents
DescribeStacks

DetectStackDrift

GetTemplate

GetTemplateSummary

ListStacks

UpdateStack

cloudwatch:DescribeAlarms
cloudwatch:DescribeInsightRules
cloudwatch:DisableAlarmActions
cloudwatch:EnableAlarmActions
cloudwatch:GetMetricData
cloudwatch:ListTagsForResource
cloudwatch:PutMetricAlarm
config:DescribeComplianceByConfigRule
config:DescribeComplianceByResource
config:DescribeConfigRules
config:DescribeRemediationConfigurations
config:GetComplianceDetailsByConfigRule
config:GetComplianceDetailsByResource
config:GetResourceConfigHistory
config:ListDiscoveredResources
config:PutRemediationConfigurations
config:SelectResourceConfig
config:StartConfigRulesEvaluation
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Application actions and details

config:StartRemediationExecution
ec2:DescribeInstances
ecs:DescribeCapacityProviders
ecs:DescribeClusters
ecs:DescribeContainerInstances
ecs:ListClusters
ecs:ListContainerInstances
ecs:TagResource
eks:DescribeCluster
eks:DescribeFargateProfile
eks:DescribeNodegroup
eks:ListClusters
eks:ListFargateProfiles
eks:ListNodegroups
eks:TagResource
iam:CreateServicelinkedRole
iam:ListRoles
logs:DescribelogGroups
resource-groups:CreateGroup
resource-groups:DeleteGroup
resource-groups:GetGroup
resource-groups:GetGroupQuery
resource-groups:GetTags
resource-groups:ListGroupResources

resource-groups:
resource-groups:
:Untag

resource-groups

resource-groups:

ListGroups
Tag

UpdateGroup

s3:ListAl1MyBuckets
s3:ListBucket
s3:ListBucketVersions
servicecatalog:GetApplication
servicecatalog:ListApplications
sns:CreateTopic
sns:ListSubscriptionsByTopic
sns:ListTopics

sns:Subscribe
ssm:AddTagsToResource
ssm:CreateDocument
ssm:CreateOpsMetadata
ssm:DeleteDocument
ssm:DeleteOpsMetadata
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Application actions and details

ssm:
ssm:
ssm:

ssm

ssm:
ssm:
ssm:

ssm

ssm:
ssm:
ssm:
ssm:
ssm:
ssm:
ssm:
ssm:
ssm:
ssm:

ssm

ssm:
ssm:
ssm:

ssm

ssm:
ssm:
tag:
tag:
tag:
tag:

DescribeAssociation
DescribeAutomationExecutions
DescribeDocument
:DescribeDocumentPermission
GetDocument

GetInventory

GetOpsMetadata
:GetOpsSummary
GetServiceSetting
ListAssociations
ListComplianceltems
ListDocuments
ListDocumentVersions
ListOpsMetadata
ListResourceComplianceSummaries
ListTagsForResource
ModifyDocumentPermission
RemoveTagsFromResource
:StartAssociationsOnce
StartAutomationExecution
UpdateDocument
UpdateDocumentDefaultVersion
:UpdateOpsItem
UpdateOpsMetadata
UpdateServiceSetting
GetTagKeys

GetTagValues

TagResources

UntagResources

Configuring permissions

To configure Application Manager permissions for an IAM entity (such as a user, group, or role),

create an IAM policy using the following example. This policy example includes all APl operations

used by Application Manager.

{
"Version": "2012-10-17",

"Statement": [
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{

"Effect":
"Action": [

"Allow",

"acm:DescribeCertificate",

acm:ListTagsForCertificate",

"applicationinsights:CreateApplication",

"applicationinsights:DescribeApplication",

"applicationinsights:ListProblems",
"autoscaling:DescribeAutoScalingGroups",
"ce:GetCostAndUsage",

ce:GetTags'
ce:ListCostAllocationTags",
ce:UpdateCostAllocationTagsStatus",

1
’

"cloudformation:CreateStack",
"cloudformation:DeleteStack",

"cloudformation:

"cloudformation:DescribeStackEvents",
"cloudformation:DescribeStacks",
"cloudformation:DetectStackDrift",
"cloudformation:GetTemplate",
"cloudformation:GetTemplateSummary",
"cloudformation:ListStacks",
"cloudformation:ListStackResources",
"cloudformation:UpdateStack",

"cloudfront

"cloudfront:
"cloudtrail:
"cloudtrail:

"cloudtrail

"cloudwatch

:GetDistribution",

ListTagsForResource",
DescribeTrails",
ListTags",

:LookupEvents",
"cloudwatch:
"cloudwatch:
"cloudwatch:
"cloudwatch:
"cloudwatch:
:ListTagsForResource",
"cloudwatch:

DescribeAlarms",
DescribeInsightRules",
DisableAlarmActions",
EnableAlarmActions",
GetMetricData",

PutMetricAlarm",

"codebuild:BatchGetProjects",
"codepipeline:GetPipeline",
"codepipeline:ListTagsForResource",
"config:DescribeComplianceByConfigRule",
"config:DescribeComplianceByResource",
"config:DescribeConfigRules",

"config:DescribeRemediationConfigurations",
"config:GetComplianceDetailsByConfigRule",

DescribeStackDriftDetectionStatus",
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"config:
"config:
"config:
"config:
"config:
"config:
"config:

GetComplianceDetailsByResource",
GetResourceConfigHistory",
ListDiscoveredResources",
PutRemediationConfigurations",
SelectResourceConfig",
StartConfigRulesEvaluation",
StartRemediationExecution",

"dynamodb:DescribeTable",
"dynamodb:ListTagsOfResource",
"ec2:DescribeAddresses",

ec2:DescribeCustomerGateways",

"ec2:DescribeHosts",

ec2:DescribeInstances",

"ec2:DescribelnternetGateways",

ec2:DescribeNetworkAcls",

"ec2:DescribeNetworkInterfaces",

ec2:DescribeRouteTables",

"ec2:DescribeSecurityGroups",

ec2:DescribeSubnets",

"ec2:DescribeVolumes",

ec2:DescribeVpcs",

"ec2:DescribeVpnConnections",

ec2:DescribeVpnGateways",

"ecs:DescribeCapacityProviders",

ecs:DescribeClusters",

"ecs:DescribeContainerInstances",

ecs:ListClusters",

"ecs:ListContainerInstances",

ecs:TagResource",

"eks:DescribeCluster",

eks:DescribeFargateProfile",

"eks:DescribeNodegroup",

eks:ListClusters",

"eks:ListFargateProfiles",

eks:ListNodegroups",

"eks:TagResource",
"elasticbeanstalk:DescribeApplications",
"elasticbeanstalk:ListTagsForResource",

"elasticloadbalancing:DescribeInstanceHealth",
"elasticloadbalancing:Describelisteners",
"elasticloadbalancing:DescribelLoadBalancers",

"elasticloadbalancing:DescribeTags",
"iam:CreateServicelLinkedRole",
"iam:GetGroup",
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iam:GetPolicy",
"iam:GetRole",

iam:GetUser",
"iam:ListRoles",
"lambda:GetFunction",
"logs:DescribelogGroups",
"rds:DescribeDBClusters",
"rds:DescribeDBInstances",
"rds:DescribeDBSecurityGroups",
"rds:DescribeDBSnapshots",
"rds:DescribeDBSubnetGroups",
"rds:DescribeEventSubscriptions"”,
"rds:ListTagsForResource",
"redshift:DescribeClusterParameters",
"redshift:DescribeClusters"”,
"redshift:DescribeClusterSecurityGroups",
"redshift:DescribeClusterSnapshots",
"redshift:DescribeClusterSubnetGroups",
"resource-groups:CreateGroup",
"resource-groups:DeleteGroup",
"resource-groups:GetGroup",
"resource-groups:GetGroupQuery",
"resource-groups:GetTags",
"resource-groups:ListGroupResources",
"resource-groups:ListGroups",
"resource-groups:Tag",
"resource-groups:Untag",
"resource-groups:UpdateGroup",
"s3:GetBucketTagging",
"s3:ListAl1MyBuckets",
"s3:ListBucket",
"s3:ListBucketVersions",
"servicecatalog:GetApplication",
"servicecatalog:ListApplications",
"sns:CreateTopic",
"sns:ListSubscriptionsByTopic",
"sns:ListTopics",

"sns:Subscribe",
"ssm:AddTagsToResource",
"ssm:CreateDocument",
"ssm:CreateOpsMetadata",
"ssm:DeleteDocument",
"ssm:DeleteOpsMetadata",
"ssm:DescribeAssociation",

Getting started 377



AWS Systems Manager User Guide

ssm:DescribeAutomationExecutions",
"ssm:DescribeDocument",
"ssm:DescribeDocumentPermission",
"ssm:GetDocument",
"ssm:GetInventory",
"ssm:GetOpsMetadata",
"ssm:GetOpsSummary",
"ssm:GetServiceSetting",
"ssm:ListAssociations",
"ssm:ListComplianceltems",
"ssm:ListDocuments",
"ssm:ListDocumentVersions",
"ssm:ListOpsMetadata",
"ssm:ListResourceComplianceSummaries",
"ssm:ListTagsForResource",
"ssm:ModifyDocumentPermission",
"'ssm:RemoveTagsFromResource",
"ssm:StartAssociationsOnce",
"ssm:StartAutomationExecution",
"ssm:UpdateDocument",
"ssm:UpdateDocumentDefaultVersion",
"ssm:UpdateOpsMetadata",
"ssm:UpdateOpsItem",
"ssm:UpdateServiceSetting",
"tag:GetResources",
"tag:GetTagKeys",
"tag:GetTagValues",
"tag:TagResources",
"tag:UntagResources"

1,

"Resource": "*"

(® Note

You can restrict a user's ability to make changes to applications and resources in
Application Manager by removing the following API operations from the IAM permissions
policy attached to their user, group, or role. Removing these actions creates a read-only
experience in Application Manager. The following are all of the APIs that allow users to
make changes to the application or any other related resources.
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applicationinsights:CreateApplication
ce:UpdateCostAllocationTagsStatus
cloudformation:CreateStack
cloudformation:DeleteStack
cloudformation:UpdateStack
cloudwatch:DisableAlarmActions
cloudwatch:EnableAlarmActions
cloudwatch:PutMetricAlarm
config:PutRemediationConfigurations
config:StartConfigRulesEvaluation
config:StartRemediationExecution
ecs:TagResource

eks:TagResource
iam:CreateServicelinkedRole
resource-groups:CreateGroup
resource-groups:DeleteGroup
resource-groups:Tag
resource-groups:Untag
resource-groups:UpdateGroup
sns:CreateTopic

sns:Subscribe
ssm:AddTagsToResource
ssm:CreateDocument
ssm:CreateOpsMetadata
ssm:DeleteDocument
ssm:DeleteOpsMetadata
ssm:ModifyDocumentPermission
ssm:RemoveTagsFromResource
ssm:StartAssociationsOnce
ssm:StartAutomationExecution
ssm:UpdateDocument
ssm:UpdateDocumentDefaultVersion
ssm:UpdateOpsMetadata
ssm:UpdateOpsItem
ssm:UpdateServiceSetting
tag:TagResources
tag:UntagResources
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For information about creating and editing IAM policies, see Creating IAM Policies in the IAM User

Guide. For information about how to assign this policy to an IAM entity (such as a user, group, or
role), see Adding and removing IAM identity permissions.

Adding applications and clusters to Application Manager

Application Manager is a component of AWS Systems Manager. In Application Manager, an
application is a logical group of AWS resources that you want to operate as a unit. This logical
group can represent different versions of an application, ownership boundaries for operators, or
developer environments, to name a few.

When you choose Get started on the Application Manager home page, Application Manager
automatically imports metadata about your resources that were created in other AWS services

or Systems Manager capabilities. For applications, Application Manager imports metadata about
all of your AWS resources organized into resource groups. Each resource group is listed in the
Custom applications category as a unique application. Application Manager also automatically
imports metadata about resources that were created by AWS CloudFormation, AWS Launch Wizard,
Amazon Elastic Container Service (Amazon ECS), and Amazon Elastic Kubernetes Service (Amazon
EKS). Application Manager then displays those resources in predefined categories.

For Applications, the list includes the following:

Custom applications

Launch Wizard

CloudFormation stacks

AppRegistry applications

For Container clusters, the list includes the following:

« Amazon ECS clusters

« Amazon EKS clusters

After import is complete, you can view operations information for an application or a specific
resource in these predefined categories. Or, if you want to provide more context about a collection
of resources, you can manually create an application in Application Manager. You can then

add resources or groups of resources into that application. After you create an application in
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Application Manager, you can view operations information about your resource in the context of an
application.

Creating an application in Application Manager

Use the following procedure to create an application in Application Manager and add resources to
that application.

To create an application in Application Manager

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Application Manager.

3. Choose the Applications tab, and then choose Create application.

4. For Application name, enter a name to help you understand the purpose of the resources that
will be added to this application.

5. For Application description, enter information about this application.

6. Inthe Choose application components section, use the options provided to choose resources
for this application. You can add a combination of tagged resources, resource groups, and
stacks to an application. You must choose a minimum of two components and a maximum of
15. If you choose resources by using tags, then all resources assigned those tags will be listed
on the Resources tab after you add the new application. This is also true for resources included
in a resource group or in a stack.

If you don't see the resources you want to add to the application, then verify the resources
have been tagged properly, added to an AWS Resource Groups group, or added to an AWS
CloudFormation stack.

7. For Application tags - optional, specify tags for this application.

8. Choose Create.

Application Manager creates the application and opens it. The Components tree lists the new
application as the top-level component and the resources, groups, or stacks you selected as
subcomponents. The next time you open Application Manager, you can find the new application in
the Custom applications category.
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Working with Application Manager

Application Manager is a component of AWS Systems Manager. This section includes topics to help
you work with Application Manager applications and clusters and view operations information
about your AWS resources.

Contents

» Working with applications

« Working with AWS CloudFormation templates and stacks in Application Manager

« Working with clusters in Application Manager

Working with applications

Application Manager is a component of AWS Systems Manager. This section includes topics to help
you work with Application Manager applications and view operations information about your AWS
resources.

Contents

« Viewing overview information about an application

» Working with your application instances

« Viewing application resources

» Viewing compliance information

» Viewing monitoring information

» Viewing Opsltems for an application

» Viewing log groups and log data

» Working with runbooks in Application Manager

» Working with tags in Application Manager

Viewing overview information about an application

In Application Manager, a component of AWS Systems Manager, the Overview tab displays

a summary of Amazon CloudWatch alarms, operational work items (Opsltems), CloudWatch
Application Insights, and runbook history. Choose View all for any card to open the corresponding
tab where you can view all application insights, alarms, Opsltems, or runbook history.
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About Application Insights

CloudWatch Application Insights identifies and sets up key metrics, logs, and alarms across your
application resources and technology stack. Application Insights continuously monitors metrics and
logs to detect and correlate anomalies and errors. When the system detects errors or anomalies,
Application Insights generates CloudWatch Events that you can use to set up notifications or take
actions. If you choose the Edit configuration button on the Monitoring tab, the system opens the
CloudWatch Application Insights console. For more information about Application Insights, see
What is Amazon CloudWatch Application Insights in the Amazon CloudWatch User Guide.

About Cost Explorer

Application Manager is integrated with AWS Cost Explorer, a feature of AWS Cost Management,
through the Cost widget and Cost tab. After you enable Cost Explorer in the Cost Management
console, the Cost widget and Cost tab in Application Manager shows cost data for a specific non-
container application or application component. You can use filters in the widget, or tab, to view
cost data according to different time periods, levels of granularity, and cost types in either a bar or
line chart.

You can enable this feature by choosing the Go to AWS Cost Management console button. By
default, the data is filtered to the past three months. For a non-container application, if you choose
the View all button, Application Manager opens the Resources tab. For container applications, the
View all button opens the AWS Cost Explorer console.

Actions you can perform on this page

You can turn on and access information about the following widgets on the Overview tab on this
page. When a widget is enabled, choose its View all to see relevant application details for that
area.

« In the Insights and Alarms section, choose the number for a severity to open the Monitoring,
tab, where you can view more details about alarms of the chosen severity.

« In the Cost section, choose View all to open the Resources tab, where you can view cost data for
a specific application or application component.

 In the Compliance section, choose View all to open the Compliance tab, where you can view
compliance information from AWS Config and State Manager associations.
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® Note

To view patch compliance details, choose the Compliance tab directly. Then you can view
patch compliance details for the managed nodes used by the selected application.

« In the Runbooks section, choose a runbook to open it in the Systems Manager Documents page
where you can view more details about the document.

 In the Opsltems section, choose a severity to open the Opsltems tab where you can view all
Opsltems of the chosen severity.

» Choose a View all button to open the corresponding tab. You can view all alarms, Opsltems, or
runbook history entries for the application.

To open the Overview tab

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose Application Manager.

3. Inthe Applications section, choose a category. If you want to open an application you created
manually in Application Manager, choose Custom applications.

4. Choose the application in the list. Application Manager opens the Overview tab.

Working with your application instances

Application Manager integrates with Amazon Elastic Compute Cloud (Amazon EC2) to display
information about your instances in the context of an application. Application Manager displays
instance state, status, and Amazon EC2 Auto Scaling health for a selected application in a graphical
format. The Instances tab also includes a table with the following information for each instance in
your application:

Instance state (Pending, Stopping, Running, Stopped)

Ping status for SSM Agent

Status and name of the most recent Systems Manager Automation runbook processed on the
instance

A count of Amazon CloudWatch Logs alarms per state.

« ALARM - The metric or expression is outside of the defined threshold.
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» OK - The metric or expression is within the defined threshold.

« INSUFFICIENT_DATA - The alarm has just started, the metric is not available, or not enough
data is available for the metric to determine the alarm state.

« Auto Scaling group health for the parent and individual autoscaling groups

If you choose an instance in the All instances table, Application Manager displays information
about that instance on four tabs:

« Details — All of the instance details from Amazon EC2, including the Amazon Machine Image
(AMI), DNS information, IP address information, and more.

« Health - The current status as provided by EC2 system and instance status checks.

» Execution history — Execution logs for Systems Manager Automation runbooks and API calls
processed by the instance.

« CloudWatch alarms - The name, state, and more for any CloudWatch alarms raised by the
instance.

Actions you can perform on this page

You can perform the following actions on this page:

Start, stop, and terminate instances.

Apply a Chef recipe.

Attach instances to, or detach instances from, an Auto Scaling group.

Enable automated updates for SSM Agent.

To open the Instances tab

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose Application Manager.

3. Inthe Applications section, choose a category. If you want to open an application that you
created manually in Application Manager, choose Custom applications.

4. Choose the application in the list. Application Manager opens the Overview tab.

5. Choose the Instances tab.
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To view details for your application instances

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose Application Manager.

W

In the Applications section, choose a category. If you want to open an application that you
created manually in Application Manager, choose Custom applications.

Choose the application in the list. Application Manager opens the Overview tab.
Choose the Instances tab.

Select the button next to the instance whose details you want to view.

N o u s

Review the instance details at the bottom of the page.

To automatically update SSM Agent

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose Application Manager.

W

In the Applications section, choose a category. If you want to open an application that you
created manually in Application Manager, choose Custom applications.

Choose the application in the list. Application Manager opens the Overview tab.
Choose the Instances tab.

In the Agent actions dropdown, choose Configure SSM Agent update.

N o u A

Choose All instances to configure automatic SSM Agent updates for all managed instances.
Alternatively, choose Instance to configure automation SSM Agent updates for a single
instance in your application.

8. Select the Enable automatic update toggle.

In the Specify schedule dropdown, choose the schedule you want to use for SSM Agent
updates.

10. Select Configure.

Viewing application resources

In Application Manager, a component of AWS Systems Manager, the Resources tab displays the
AWS resources in your application. If you choose a top-level component, this page displays all
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resources for that component and any subcomponents. If you choose a subcomponent, this page
shows only the resources assigned to that subcomponent.

Actions you can perform on this page
You can perform the following actions on this page:

« Choose a resource name to view information about it, including details provided by the console
where it was created, tags, Amazon CloudWatch alarms, AWS Config details, and AWS CloudTrail
log information.

« Choose the option button beside a resource name. Then, choose the Resource timeline button
to open the AWS Config console where you can view compliance information about a selected
resource.

« If you enabled AWS Cost Explorer, the Cost Explorer section shows cost data for a specific
non-container application or application component. You can enable this feature by choosing
the Go to AWS Cost Management console button. Use the filters in this section to view cost
information about your application.

To open the Resources tab

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose Application Manager.

3. Inthe Applications section, choose a category. If you want to open an application you created
manually in Application Manager, choose Custom applications.

4. Choose the application in the list. Application Manager opens the Overview tab.

Choose the Resources tab.

Viewing compliance information

In Application Manager, a component of AWS Systems Manager, the Configurations page displays
AWS Config resource and configuration rule compliance information. This page also displays AWS
Systems Manager State Manager association compliance information. You can choose a resource, a

rule, or an association to open the corresponding console for more information. This page displays
compliance information from the last 90 days.

Actions you can perform on this page
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You can perform the following actions on this page:

» Choose a resource name to open the AWS Config console where you can view compliance

information about a selected resource.

Choose the option button beside a resource name. Then, choose the Resource timeline button
to open the AWS Config console where you can view compliance information about a selected

resource.

In the Config rules compliance section, you can do the following:

Choose a rule name to open the AWS Config console where you can view information about
that rule.

Choose Add rules to open the AWS Config console where you can create a rule.

Choose the option button beside a rule name, choose Actions, and then choose Manage
remediation to change the remediation action for a rule.

Choose the option button beside a rule name, choose Actions, and then choose Re-evaluate
to have AWS Config run a compliance check on the selected rule.

« In the Association compliance section, you can do the following:

Choose an association name to open the Associations page where you can view information
about that association.

Choose Create association to open Systems Manager State Manager where you can create an
association.

Choose the option button beside an association name and choose Apply association to
immediately start all actions specified in the association.

To open the Compliance tab

1.

Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

In the navigation pane, choose Application Manager.

In the Applications section, choose a category. If you want to open an application you created
manually in Application Manager, choose Custom applications.

Choose the application in the list. Application Manager opens the Overview tab.

Choose the Compliance tab.
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Viewing monitoring information

In Application Manager, a component of AWS Systems Manager, the Monitoring tab displays
Amazon CloudWatch Application Insights and alarm details for resources in an application.

About Application Insights

CloudWatch Application Insights identifies and sets up key metrics, logs, and alarms across your
application resources and technology stack. Application Insights continuously monitors metrics and
logs to detect and correlate anomalies and errors. When the system detects errors or anomalies,
Application Insights generates CloudWatch Events that you can use to set up notifications or take
actions. If you choose the Edit configuration button on the Monitoring tab, the system opens the
CloudWatch Application Insights console. For more information about Application Insights, see
What is Amazon CloudWatch Application Insights in the Amazon CloudWatch User Guide.

Actions you can perform on this page

You can perform the following actions on this page:

» Choose a service name in the Alarms by AWS service section to open CloudWatch to the
selected service and alarm.

« Adjust the time period for data displayed in widgets in the Recent alarms section by selecting
one of the predefined time period values. You can choose custom to define your own time
period.

» Hover your cursor over a widget in the Recent alarms section to view a data pop-up for a specific
time.
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« Choose the options menu in a widget to view display options. Choose Enlarge to expand a

widget. Choose Refresh to update the data in a widget. Click and drag your cursor in a widget

data display to select a specific range. You can then choose Apply time range.
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» Choose the Actions menu to view alarm data Override options, which include the following:

« Choose whether your widget displays live data. Live data is data published within the last

minute that hasn't been fully aggregated. If live data is turned off, only data points with an

aggregation period of at least one minute in the past are shown. For example, when using
5-minute periods, the data point for 12:35 would be aggregated from 12:35 to 12:40, and

displayed at 12:41.
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If live data is turned on, the most recent data point is shown as soon as any data is published
in the corresponding aggregation interval. Each time you refresh the display, the most recent
data point might change as new data within that aggregation period is published.

» Specify a time period for live data.

 Link the charts in the Recent alarms section, so that when you zoom in or zoom out on one
chart, the other chart zooms in or zooms out at the same time. You can unlink charts to limit
zoom to one chart.

» Hide Auto Scaling alarms.

Actions ¥ = |-

Overrides
Live data Do not override »
Period

Link charts

Hide Autoscaling alarms

Reset zoom

To open the Monitoring tab

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Application Manager.

3. Inthe Applications section, choose a category. If you want to open an application you created
manually in Application Manager, choose Custom applications.

4. Choose the application in the list. Application Manager opens the Overview tab.

5. Choose the Monitoring tab.

Viewing Opsltems for an application

In Application Manager, a component of AWS Systems Manager, the Opsltems tab displays
operational work items (Opsltems) for resources in the selected application. You can configure
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Systems Manager OpsCenter to automatically create Opsltems from Amazon CloudWatch alarms
and Amazon EventBridge events. You can also manually create Opsltems.

Actions you can perform on this tab

You can perform the following actions on this page:

« Filter the list of Opsltems by using the search field. You can filter by Opsitem name, ID, source ID,
or severity. You can also filter the list based on status. Opsltems support the following statuses:
Open, In progress, Open and In progress, Resolved, or All.

« Change the status of an Opsltem by choosing the option button beside it and then choosing an
option in the Set status menu.

« Open Systems Manager OpsCenter to create an Opsltem by choosing Create Opsltem.

To open the Opsitems tab

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Application Manager.

3. Inthe Applications section, choose a category. If you want to open an application you created
manually in Application Manager, choose Custom applications.

4. Choose the application in the list. Application Manager opens the Overview tab.

5. Choose the Opsltems tab.

Viewing log groups and log data

In Application Manager, a component of AWS Systems Manager, the Logs tab displays a list of log
groups from Amazon CloudWatch Logs.

Actions you can perform on this tab

You can perform the following actions on this page:

» Choose a log group name to open it in CloudWatch Logs. You can then choose a log stream to
view logs for a resource in the context of an application.

« Choose Create log groups to create a log group in CloudWatch Logs.
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To open the Logs tab

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.
2. In the navigation pane, choose Application Manager.

3. Inthe Applications section, choose a category. If you want to open an application you created
manually in Application Manager, choose Custom applications.

4. Choose the application in the list. Application Manager opens the Overview tab.

5. Choose the Logs tab.

Working with runbooks in Application Manager

You can remediate issues with AWS resources from Application Manager, a capability of AWS
Systems Manager, by using Automation runbooks. An Automation runbook defines the actions
that Systems Manager performs on your managed instances and other AWS resources when an
automation runs. Automation is a capability of AWS Systems Manager. A runbook contains one or
more steps that run in sequential order. Each step is built around a single action. Output from one
step can be used as input in a later step.

When you choose Start runbook from an Application Manager application or cluster, the system
displays a filtered list of available runbooks based on the type of resources in your application or
cluster. When you choose the runbook you want to start, Systems Manager opens the Execute
automation document page.

Application Manager includes the following enhancements for working with runbooks.

« If you choose the name of a resource in Application Manager and then choose Execute runbook,
the system displays a filtered list of runbooks for that resource type.

» You can initiate an automation on all resources of the same type by choosing a runbook in the
list and then choosing Run for resources of same type.

Before you begin
Before you start a runbook from Application Manager, do the following:

« Verify that you have the correct permissions for starting runbooks. For more information, see
Setting up Automation.
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» Review the Automation procedure documentation about starting runbooks. For more
information, see Running automations.

To start a runbook from Application Manager

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.
2. In the navigation pane, choose Application Manager.

3. Inthe Applications section, choose a category. If you want to open an application you created
manually in Application Manager, choose Custom applications.

4. Choose the application in the list. Application Manager opens the Overview tab.

5. Choose Start runbook. Application Manager opens the Automation widget pop up. For
information about the options in the Automation widget, see Running automations.

Working with tags in Application Manager

You can quickly add or delete tags on applications and AWS resources in Application Manager. For
more information about tags, see Tagging Systems Manager resources.

Use the following procedure to add a tag to or delete a tag from an application and all AWS
resources in that application.

To add a tag to or delete a tag from an application and all resources in the application

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Application Manager.

3. Inthe Applications section, choose a category. If you want to open an application you created
manually in Application Manager, choose Custom applications.

4. Choose the application in the list. Application Manager opens the Overview tab.

5. In the Application information section, choose the number beneath Application tags. If no
tags are assigned to the application, the number is zero.

6. To add a tag, choose Add new tag. Specify a key and an optional value. To delete a tag, choose
Remove.

7. Choose Save.
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Use the following procedure to add a tag to or delete a tag from a specific resource in Application
Manager.

To add a tag to or delete a tag from a resource

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
2. In the navigation pane, choose Application Manager.

3. Inthe Applications section, choose a category. If you want to open an application you created
manually in Application Manager, choose Custom applications.

4. Choose the application in the list. Application Manager opens the Overview tab.

5. Choose the Resources tab.

6. Choose a resource name.

7. In the Tags section choose Edit.

8. To add a tag, choose Add new tag. Specify a key and an optional value. To delete a tag, choose

Remove.

9. Choose Save.

Working with AWS CloudFormation templates and stacks in Application Manager

Application Manager, a capability of AWS Systems Manager, helps you provision and manage
resources for your applications by integrating with AWS CloudFormation. You can create, edit, and
delete AWS CloudFormation templates and stacks in Application Manager. A stack is a collection of
AWS resources that you can manage as a single unit. This means you can create, update, or delete
a collection of AWS resources by using CloudFormation stacks. A template is a formatted text file in
JSON or YAML that specifies the resources you want to provision in your stacks.

Application Manager also includes a template library where you can clone, create, and store
templates. Application Manager and CloudFormation display the same information about the
current status of a stack. Templates and template updates are stored in Systems Manager until you
provision the stack, at which time the changes are also displayed in CloudFormation.

After you create a stack in Application Manager, the CloudFormation stacks page displays
helpful information about it. This includes the template used to create it, a count of Opsltems for
resources in your stack, the stack status, and drift status.

About Cost Explorer
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Application Manager is integrated with AWS Cost Explorer, a feature of AWS Cost Management,
through the Cost widget. After you enable Cost Explorer in the Cost Management console, the
Cost widget in Application Manager shows cost data for a specific non-container application or
application component. You can use filters in the widget to view cost data according to different
time periods, granularities, and cost types in either a bar or line chart.

You can enable this feature by choosing the Go to AWS Cost Management console button. By
default, the data is filtered to the past three months. For a non-container application, if you choose
the View all button, Application Manager opens the Resources tab. For container applications, the
View all button opens the AWS Cost Explorer console.

(@ Note

Cost Explorer uses tags to track your application costs. If your AWS CloudFormation
stack-based application isn't configured with the AppManagerCFNStackKey tag key,
Cost Explorer fails to present accurate cost data in Application Manager. When the
AppManagerCFNStackKey tag key is not detected, you will be prompted in the console
to add the tag to your CloudFormation stack to enable cost tracking. Adding it maps the
tag key to the Amazon Resource Name (ARN) of your stack and enables the Cost widget to
display accurate cost data.

/A Important

Adding the AppManagerCFNStackKey tag will trigger a stack update. Any manual
configurations that were performed after the stack was originally deployed will not

be reflected after the user tag is added. For more information about resource update
behaviors, see Update behaviors of stack resources in the AWS CloudFormation User Guide

Before you begin

Use the following links to learn about CloudFormation concepts before you create, edit, or delete
CloudFormation templates and stacks by using Application Manager.

+ What is AWS CloudFormation?

« AWS CloudFormation best practices

» Learn template basics
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» Working with AWS CloudFormation stacks

» Working with AWS CloudFormation templates

« Sample templates

Topics

« Working with CloudFormation templates

» Working with CloudFormation stacks

Working with CloudFormation templates

Application Manager, a capability of AWS Systems Manager, includes a template library and other
tools to help you manage AWS CloudFormation templates. This section includes the following
information.

Topics

» Working with the template library

» Creating a template

 Editing a template

Working with the template library

The Application Manager template library provides tools to help you view, create, edit, delete, and
clone templates. You can also provision stacks directly from the template library. Templates are
stored as Systems Manager (SSM) documents of type CloudFormation. By storing templates as
SSM documents, you can use version controls to work with different versions of a template. You
can also set permissions and share templates. After you successfully provision a stack, the stack
and template are available in Application Manager and CloudFormation.

Before you begin

We recommend that you read the following topics to learn more about SSM documents before you
start working with CloudFormation templates in Application Manager.

o AWS Systems Manager Documents

» Sharing SSM documents
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» Best practices for shared SSM documents

To view the template library in Application Manager

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.
2. In the navigation pane, choose Application Manager.

3. Inthe Applications section, choose CloudFormation stacks.

4. Choose Template library.

Creating a template

The following procedure describes how to create a CloudFormation template in Application
Manager. When you create a template, you enter the stack details of the template in either JSON
or YAML. If you're unfamiliar with JSON or YAML, you can use AWS CloudFormation Designer,

a tool for visually creating and modifying templates. For more information, see What is AWS
CloudFormation Designer? in the AWS CloudFormation User Guide. For information about the

structure and syntax of a template, see Template anatomy.

You can also construct a template from multiple template snippets. Template snippets are
examples that demonstrate how to write templates for a particular resource. For example, you can
view snippets for Amazon Elastic Compute Cloud (Amazon EC2) instances, Amazon Simple Storage
Service (Amazon S3) domains, AWS CloudFormation mappings, and more. Snippets are grouped
by resource. You can find general-purpose AWS CloudFormation snippets in the General template

snippets section of the AWS CloudFormation User Guide.
Creating a CloudFormation template in Application Manager (console)

Use the following procedure to create a CloudFormation template in Application Manager by using
the AWS Management Console.

To create a CloudFormation template in Application Manager

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.
2. In the navigation pane, choose Application Manager.

3. In the Applications section, choose CloudFormation stacks.
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4. Choose Template library, and then either choose Create template or choose an existing
template and then choose Actions, Clone.

5. For Name, enter a name for the template that helps you identify the resources it creates or the
purpose of the stack.

6. (Optional) For Version name, enter a name or a number to identity the template version.
7. (Optional) For Description, enter information about this template.

8. Inthe Code editor section, choose either YAML or JSON and then either enter or copy and
paste your template code.

9. (Optional) In the Tags section, apply one or more tag key name/value pairs to the template.

Tags are optional metadata that you assign to a resource. By using tags, you can categorize a
resource in different ways, such as by purpose, owner, or environment. For more information
about tagging Systems Manager resources, see Tagging Systems Manager resources.

10. (Optional) In the Permissions section, enter an AWS account ID and choose Add account. This
action provides read permission to the template. The account owner can provision and clone
the template, but they can't edit or delete it.

11. Choose Create. The template is saved in the Systems Manager (SSM) Document service.

Creating a CloudFormation template in Application Manager (command line)

After you create the content of your CloudFormation template in JSON or YAML, you can use the
AWS Command Line Interface (AWS CLI) or AWS Tools for PowerShell to save the template as an
SSM document. Replace each example resource placeholder with your own information.

Before you begin

Install and configure the AWS CLI or the AWS Tools for PowerShell, if you have not already. For
information, see Installing or updating the latest version of the AWS CLI and Installing the AWS
Tools for PowerShell.

Linux & macOS

aws ssm create-document \
--content file://path/to/template_in_json_or_yaml \
--name "a_name_for_the_template" \
--document-type "CloudFormation" \
--document-format "JSON_or_YAML" \
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--tags "Key=tag-key,Value=tag-value"
Windows

aws ssm create-document A
--content file://C:\path\to\template_in_json_or_yaml *
--name "a_name_for_the_template" *
--document-type "CloudFormation" #
--document-format "JSON_or_YAML" A
--tags "Key=tag-key,Value=tag-value"

PowerShell

$json = Get-Content -Path "C:\path\to\template_in_json_or_yaml | Out-String
New-SSMDocument

-Content $json °

-Name "a_name_for_the_template"

-DocumentType "CloudFormation"

-DocumentFormat "JSON_or_YAML"

-Tags "Key=tag-key,Value=tag-value"

If successful, the command returns a response similar to the following.

"DocumentDescription": {
"Hash": "cl1d9640f15fbdbabdeb4laf6471d6ace@acc22f213bdd1449f03980358c2d4fb",
"HashType": "Sha256",
"Name": "MyTestCFTemplate",
"Owner": "428427166869",
"CreatedDate": "2021-06-04T09:44:18.931000-07:00",
"Status": "Creating",
"DocumentVersion": "1",
"Description": "My test template",
"PlatformTypes": [],

"DocumentType": "CloudFormation",
"SchemaVersion": "1.0",
"LatestVersion": "1",
"DefaultVersion": "1",
"DocumentFormat": "YAML",
"Tags": [

{
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"Key": "Templates",
"Value": "Test"

Editing a template

Use the following procedure to edit a CloudFormation template in Application Manager. Template
changes are available in CloudFormation after you provision a stack that uses the updated
template.

To edit a CloudFormation template in Application Manager

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

In the navigation pane, choose Application Manager.

In the Applications section, choose CloudFormation stacks.

Choose Template library.

ok W

Choose a template, and then choose Actions, Edit. You can't change the name of a template,
but you can change all other details.

6. Choose Save. The template is saved in the Systems Manager Document service.

Working with CloudFormation stacks

Application Manager, a capability of AWS Systems Manager, helps you provision and manage
resources for your applications by integrating with AWS CloudFormation. You can create, edit, and
delete CloudFormation templates and stacks in Application Manager. A stack is a collection of AWS
resources that you can manage as a single unit. This means you can create, update, or delete a
collection of AWS resources by using CloudFormation stacks. A template is a formatted text file

in JSON or YAML that specifies the resources you want to provision in your stacks. This section
includes the following information.

Topics

» Creating a stack

« Updating a stack
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Creating a stack

The following procedures describe how to create a CloudFormation stack by using Application
Manager. A stack is based on a template. When you create a stack, you can either choose an
existing template or create a new one. After you create the stack, the system immediately
attempts to create the resources identified in the stack. After the system successfully provisions
the resources, the template and the stack are available to view and edit in Application Manager and
CloudFormation.

(® Note

There is no charge to use Application Manager to create a stack, but you are charged for
AWS resources created in the stack.

Creating a CloudFormation stack by using Application Manager (console)

Use the following procedure to create a stack by using Application Manager in the AWS
Management Console.

To create a CloudFormation stack

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Application Manager.

3. Inthe Applications section, choose CloudFormation stacks.

4. Inthe Prepare a template section, choose an option. If you choose Use an existing template,
you can use the tabs in the Choose a template section to locate the template you want. If you
choose one of the other options, complete the wizard to prepare a template.

5. On the Specify template details page, verify the details of the template to ensure the process
creates the resources you want.
» (Optional) In the Tags section, apply one or more tag key name/value pairs to the template.

» Tags are optional metadata that you assign to a resource. By using tags, you can categorize a
resource in different ways, such as by purpose, owner, or environment. For more information
about tagging Systems Manager resources, see Tagging Systems Manager resources.

o Choose Next.
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6. On the Edit stack details page, for Stack name, enter a name that helps you identify the
resources created by the stack or its purpose.

« The Parameters section includes all optional and required parameters specified in the
template. Enter one or more parameters in each field.

» (Optional) In the Tags section, apply one or more tag key name/value pairs to the stack.

» (Optional) In the Permissions section, specify an AWS Identity and Access Management
(IAM) role name or an IAM Amazon Resource Name (ARN). The system uses the specified
service role to create all resources specified in your stack. If you don't specify an IAM role,
then AWS CloudFormation uses a temporary session that the system generates from your
user credentials. For more information about this IAM role, see AWS CloudFormation service
role in the AWS CloudFormation User Guide.

o Choose Next.

7. On the Review and provision page, review all the details of the stack. Choose an Edit button
on this page to make change.

8. Choose Provision stack.

Application Manager displays the CloudFormation stacks page and the status of the stack creation
and deployment. If CloudFormation fails to create and provision the stack, see the following topics
in the AWS CloudFormation User Guide.

« Stack status codes

» Troubleshooting AWS CloudFormation

After your stack resources are provisioned and running, users can edit resources directly by

using the underlying service that created the resource. For example, a user can use the Amazon
Elastic Compute Cloud (Amazon EC2) console to update a server instance that was created as

part of a CloudFormation stack. Some changes may be accidental, and some may be made
intentionally to respond to time-sensitive operational events. Regardless, changes made outside
of CloudFormation can complicate stack update or deletion operations. You can use drift detection
or drift status to identify stack resources to which configuration changes have been made outside
of CloudFormation management. For information about drift status, see Detecting unmanaged

configuration changes to stacks and resources.
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Creating a CloudFormation stack by using Application Manager (command line)

Use the following AWS Command Line Interface (AWS CLI) procedure to provision a stack by using
a CloudFormation template that is stored as an SSM document in Systems Manager. Replace each
example resource placeholder with your own information. For information about other AWS
CLI procedures for creating stacks, see Creating a stack in the AWS CloudFormation User Guide.

Before you begin

Install and configure the AWS CLI or the AWS Tools for PowerShell, if you have not already. For
information, see Installing or updating the latest version of the AWS CLI and Installing the AWS

Tools for PowerShell.

Linux & macOS

aws cloudformation create-stack \
--stack-name a_name_for_the_stack \
--template-url "ssm-doc://arn:aws:ssm:Region:account_ID:document/template_name"

Windows

aws cloudformation create-stack ~
--stack-name a_name_for_the_stack »
--template-url "ssm-doc://arn:aws:ssm:Region:account_ID:document/template_name"

PowerShell

New-CFNStack °
-StackName "a_name_for_the_stack" °
-TemplateURL "ssm-doc://arn:aws:ssm:Region:account_ID:document/template_name" °

Updating a stack

You can deploy updates to a CloudFormation stack by directly editing the stack in Application
Manager. With a direct update, you specify updates to a template or input parameters. After you
save and deploy the changes, CloudFormation updates the AWS resources according to the changes
you specified.
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You can preview the changes that CloudFormation will make to your stack before you update it

by using change sets. For more information, see Updating stacks using change sets in the AWS
CloudFormation User Guide.

To update a CloudFormation stack in Application Manager

1.

Lok W

Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

In the navigation pane, choose Application Manager.

In the Applications section, choose CloudFormation stacks.

Choose a stack in the list and then choose Actions, Update stack.

On the Specify template source page, choose one of the following options, and then choose

Next.

o Choose Use the template code currently provisioned in the stack to view a template.
Choose a template version in the Versions list, and then choose Next.

» Choose Switch to a different template to choose or create a new template for the stack.

After you finish making changes to the template, choose Next.

On the Edit stack details page, you can edit parameters, tags, and permissions. You can't
change the stack name. Make your changes and choose Next.

On the Review and provision page, review all the details of the stack, and then choose
Provision stack.

Working with clusters in Application Manager

This section includes topics to help you work with Amazon Elastic Container Service (Amazon ECS)

and Amazon Elastic Kubernetes Service (Amazon EKS) container clusters in Application Manager, a
component of AWS Systems Manager.

Contents

« Working with Amazon ECS in Application Manager

« Working with Amazon EKS in Application Manager

» Working with runbooks for clusters
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Working with Amazon ECS in Application Manager

With Application Manager, a capability of AWS Systems Manager, you can view and manage your
Amazon Elastic Container Service (Amazon ECS) cluster infrastructure. Application Manager applies
a tag to your Amazon ECS cluster using the Amazon Resource Name (ARN) of the cluster as the tag
value. Application Manager provides a component runtime view of the compute, networking, and
storage resources in a cluster.

® Note

You can't manage or view operations information about your containers in Application
Manager. You can only manage and view operations information about the infrastructure
hosting your Amazon ECS resources.

Actions you can perform on this page

You can perform the following actions on this page:

« Choose Manage cluster to open the cluster in Amazon ECS.

» Choose View all to view a list of resources in your cluster.

» Choose View in CloudWatch to view resource alarms in Amazon CloudWatch.

« Choose Manage nodes or Manage Fargate profiles to view these resources in Amazon ECS.

» Choose a resource ID to view detailed information about it in the console where it was created.
» View a list of Opsltems related to your clusters.

» View a history of runbooks that have been run on your clusters.

To open an ECS cluster

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Application Manager.

3. In the Container clusters section, choose ECS clusters.

4. Choose a cluster in the list. Application Manager opens the Overview tab.
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Working with Amazon EKS in Application Manager

Application Manager, a capability of AWS Systems Manager, integrates with Amazon Elastic
Kubernetes Service (Amazon EKS) to provide information about the health of your Amazon EKS
cluster infrastructure. Application Manager applies a tag to your Amazon EKS cluster using the
Amazon Resource Name (ARN) of the cluster as the tag value. Application Manager provides a
component runtime view of the compute, networking, and storage resources in a cluster.

® Note

You can't manage or view operations information about your Amazon EKS pods or
containers in Application Manager. You can only manage and view operations information
about the infrastructure hosting your Amazon EKS resources.

Actions you can perform on this page

You can perform the following actions on this page:

« Choose Manage cluster to open the cluster in Amazon EKS.

» Choose View all to view a list of resources in your cluster.

» Choose View in CloudWatch to view resource alarms in Amazon CloudWatch.

« Choose Manage nodes or Manage Fargate profiles to view these resources in Amazon EKS.

» Choose a resource ID to view detailed information about it in the console where it was created.
» View a list of Opsltems related to your clusters.

» View a history of runbooks that have been run on your clusters.

To open an EKS clusters application

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-
manager/.

2. In the navigation pane, choose Application Manager.

3. In the Container clusters section, choose EKS clusters.

4. Choose a cluster in the list. Application Manager opens the Overview tab.
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Working with runbooks for clusters

You can remediate issues with AWS resources from Application Manager, a capability of AWS
Systems Manager, by using Systems Manager Automation runbooks. When you choose Start
runbook from an Application Manager cluster, the system displays a filtered list of runbooks based
on the type of resources in your cluster. When you choose the runbook you want to start, Systems
Manager opens the Execute automation document page.

Before you begin

Before you start a runbook from Application Manager, do the following:

« Verify that you have the correct permissions for starting runbooks. For more information, see
Setting up Automation.

» Review the Automation procedure documentation about starting runbooks. For more
information, see Running automations.

« If you intend to start runbooks on multiple resources at one time, review the documentation
about using targets and rate controls. For more information, see Run automations at scale.

To start a runbook for clusters from Application Manager

1. Open the AWS Systems Manager console at https://console.aws.amazon.com/systems-

manager/.
In the navigation pane, choose Application Manager.

In the Container clusters section, choose a container type.

Choose the cluster in the list. Application Manager opens the Overview tab.

LA A

On the Runbooks tab, choose Start runbook. Application Manager opens the Execute
automation document page in a new tab. For information about the options in the Execute
automation document page, see Running automations.

AWS AppConfig

Use AWS AppConfig, a capability of AWS Systems Manager, to create, manage, and quickly deploy
application configurations. AWS AppConfig supports controlled deployments to applications of
any size and includes built-in validation checks and monitoring. You can use AWS AppConfig with
applications hosted on Amazon Elastic Compute Cloud (Amazon EC2) instances, AWS Lambda,
containers, mobile applications, or loT devices.
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Information about AWS AppConfig has been moved into a separate user guide. For more
information, see What Is AWS AppConfig?

AWS Systems Manager Parameter Store

Parameter Store, a capability of AWS Systems Manager, provides secure, hierarchical storage for
configuration data management and secrets management. You can store data such as passwords,
database strings, Amazon Machine Image (AMI) IDs, and license codes as parameter values. You
can store values as plain text or encrypted data. You can reference Systems Manager parameters
in your scripts, commands, SSM documents, and configuration and automation workflows by
using the unique name that you specified when you created the parameter. To get started with
Parameter Store, open the Systems Manager console. In the navigation pane, choose Parameter

Store.

Parameter Store is also integrated with Secrets Manager. You can retrieve Secrets Manager secrets
when using other AWS services that already support references to Parameter Store parameters. For
more information, see Referencing AWS Secrets Manager secrets from Parameter Store parameters.

(® Note

To implement password rotation lifecycles, use AWS Secrets Manager. You can rotate,
manage, and retrieve database credentials, API keys, and other secrets throughout their
lifecycle using Secrets Manager. For more information, see What is AWS Secrets Manager?

in the AWS Secrets Manager User Guide.

How can Parameter Store benefit my organization?

Parameter Store offers these benefits:

» Use a secure, scalable, hosted secrets management service with no servers to manage.
» Improve your security posture by separating your data from your code.

« Store configuration data and encrypted strings in hierarchies and track versions.

« Control and audit access at granular levels.

» Store parameters reliably because Parameter Store is hosted in multiple Availability Zones in an
AWS Region.
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Who should use Parameter Store?

« Any AWS customer who wants to have a centralized way to manage configuration data.
« Software developers who want to store different logins and reference streams.

« Administrators who want to receive notifications when their secrets and passwords are or aren't
changed.

What are the features of Parameter Store?

« Change notification

You can configure change notifications and invoke automated actions for both parameters and
parameter policies. For more information, see Setting up notifications or trigger actions based on

Parameter Store events.

« Organize parameters

You can tag your parameters individually to help you identify one or more parameters based on
the tags you've assigned to them. For example, you can tag parameters for specific environments
or departments. For more information, see Tagging Systems Manager parameters.

o Label versions

You can associate an alias for versions of your parameter by creating labels. Labels can help you
remember the purpose of a parameter version when there are multiple versions.

« Data validation

You can create parameters that point to an Amazon Elastic Compute Cloud (Amazon EC2)
instance and Parameter Store validates these parameters to make sure that it references
expected resource type, that the resource exists, and that the customer has permission to use
the resource. For example, you can create a parameter with Amazon Machine Image (AMI) ID

as a value with aws : ec2:image data type, and Parameter Store performs an asynchronous
validation operation to make sure that the parameter value meets the formatting requirements
for an AMI ID, and that the specified AMI is available in your AWS account.

« Reference secrets

Parameter Store is integrated with AWS Secrets Manager so that you can retrieve Secrets
Manager secrets when using other AWS services that already support references to Parameter
Store parameters.
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« Share parameters with other accounts

You can optionally centralize configuration data in a single AWS account and share parameters
with other accounts that need to access them.

« Accessible from other AWS services

You can use Parameter Store parameters with other Systems Manager capabilities and AWS
services to retrieve secrets and configuration data from a central store. Parameters work

with Systems Manager capabilities such as Run Command, Automation, and State Manager,
capabilities of AWS Systems Manager. You can also reference parameters in a number of other
AWS services, including the following:

« Amazon Elastic Compute Cloud (Amazon EC2)

« Amazon Elastic Container Service (Amazon ECS)
» AWS Secrets Manager

« AWS Lambda

« AWS CloudFormation

« AWS CodeBuild

« AWS CodePipeline

« AWS CodeDeploy

 Integrate with other AWS services

Configure integration with the following AWS services for encryption, notification, monitoring,
and auditing:

« AWS Key Management Service (AWS KMS)
« Amazon Simple Notification Service (Amazon SNS)

« Amazon CloudWatch: For more information, see Configuring EventBridge rules for parameters

and parameter policies.

« Amazon EventBridge: For more information, see Monitoring Systems Manager status changes

using Amazon SNS notifications and Reference: Amazon EventBridge event patterns and types

for Systems Manager.

o AWS CloudTrail: For more information, see Logging AWS Systems Manager API calls with AWS
CloudTrail.
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What is a parameter?

A Parameter Store parameter is any piece of data that is saved in Parameter Store, such as a block

of text, a list of names, a password, an AMI ID, a license key, and so on. You can centrally and
securely reference this data in your scripts, commands, and SSM documents.

When you reference a parameter, you specify the parameter name by using the following
convention.

{{ssm:parameter-name}}

(® Note

Parameters can't be referenced or nested in the values of other parameters. You can't
include {{}} or {{ssm:parameter-name}} in a parameter value.

Parameter Store provides support for three types of parameters: String, StringlList, and
SecureString.

With one exception, when you create or update a parameter, you enter the parameter value
as plaintext, and Parameter Store performs no validation on the text you enter. For String
parameters, however, you can specify the data type as aws: ec2:image, and Parameter Store
validates that the value you enter is the proper format for an Amazon EC2 AMI; for example:
ami-12345abcdeEXAMPLE.

Parameter type: String

By default, String parameters consist of any block of text you enter. For example:

« abcl23
« Example Corp

« <img src="images/bannerImagel.png"/>

Parameter type: StringList

StringlList parameters contain a comma-separated list of values, as shown in the following
examples.

What is a parameter?
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Monday,Wednesday, Friday

CSV, TSV, CLF,ELF,JSON
Parameter type: SecureString

A SecureString parameter is any sensitive data that needs to be stored and referenced in a
secure manner. If you have data that you don't want users to alter or reference in plaintext, such as
passwords or license keys, create those parameters using the SecureString data type.

/A Important

Don't store sensitive data ina String or StringlList parameter. For all sensitive data
that must remain encrypted, use only the SecureString parameter type.
For more information, see Create a SecureString parameter (AWS CLI).

We recommend using SecureString parameters for the following scenarios:

» You want to use data/parameters across AWS services without exposing the values as plaintext in
commands, functions, agent logs, or CloudTrail logs.

« You want to control who has access to sensitive data.
« You want to be able to audit when sensitive data is accessed (CloudTrail).

« You want to encrypt your sensitive data, and you want to bring your own encryption keys to
manage access.

/A Important

Only the value of a SecureString parameter is encrypted. Parameter names, descriptions,
and other properties aren't encrypted.

You can use the SecureString parameter type for textual data that you want to encrypt, such

as passwords, application secrets, confidential configuration data, or any other types of data that
you want to protect. SecureString data is encrypted and decrypted using an AWS KMS key. You
can use either a default KMS key provided by AWS or create and use your own AWS KMS key. (Use
your own AWS KMS key if you want to restrict user access to SecureString parameters. For more
information, see IAM permissions for using AWS default keys and customer managed keys.)
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You can also use SecureString parameters with other AWS services. In the following example,
the Lambda function retrieves a SecureString parameter by using the GetParameters API.

from _ future__ import print_function

import json
import boto3
ssm = boto3.client('ssm', 'us-east-2')
def get_parameters():
response = ssm.get_parameters(
Names=['LambdaSecureString'],WithDecryption=True
)
for parameter in responsel['Parameters']:
return parameter['Value']

def lambda_handler(event, context):
value = get_parameters()
print("valuel = " + value)
return value # Echo back the first key value

AWS KMS encryption and pricing

If you choose the SecureString parameter type when you create your parameter, Systems
Manager uses AWS KMS to encrypt the parameter value.

/A Important

Parameter Store only supports symmetric encryption KMS keys. You can't use an
asymmetric encryption KMS key to encrypt your parameters. For help determining whether
a KMS key is symmetric or asymmetric, see Identifying symmetric and asymmetric KMS

keys in the AWS Key Management Service Developer Guide

There is no charge from Parameter Store to create a SecureString parameter, but charges for
use of AWS KMS encryption do apply. For information, see AWS Key Management Service pricing.

For more information about AWS managed keys and customer managed keys, see AWS Key
Management Service Concepts in the AWS Key Management Service Developer Guide. For
more information about Parameter Store and AWS KMS encryption, see How AWS Systems
ManagerParameter Store Uses AWS KMS.
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® Note

To view an AWS managed key, use the AWS KMS DescribeKey operation. This AWS
Command Line Interface (AWS CLI) example uses DescribeKey to view and AWS managed
key.

aws kms describe-key --key-id alias/aws/ssm

More info

» Create a SecureString parameter and join a node to a Domain (PowerShell)

» Use Parameter Store to Securely Access Secrets and Config Data in CodeDeploy

 Interesting Articles on Amazon EC2 Systems Manager Parameter Store

Setting up Parameter Store

Before setting up parameters in Parameter Store, a capability of AWS Systems Manager, first
configure AWS Identity and Access Management (IAM) policies that provide users in your account
with permission to perform the actions you specify. This section includes information about how to
manually configure these policies using the IAM console, and how to assign them to users and user
groups. You can also create and assign policies to control which parameter actions can be run on

a managed node. This section also includes information about how to create Amazon EventBridge
rules that let you receive notifications about changes to Systems Manager parameters. You can also
use EventBridge rules to invoke other actions in AWS based on changes in Parameter Store.

Contents

» Restricting access to Systems Manager parameters using 1AM policies

« Managing parameter tiers

« Increasing or resetting Parameter Store throughput

« Setting up notifications or trigger actions based on Parameter Store events
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Restricting access to Systems Manager parameters using 1AM policies

You restrict access to AWS Systems Manager parameters by using AWS Identity and Access
Management (IAM). More specifically, you create IAM policies that restrict access to the following
APl operations:

¢ DeleteParameter

¢ DeleteParameters

« DescribeParameters

¢ GetParameter

¢ GetParameters

o GetParameterHistory

» GetParametersByPath

o PutParameter

When using IAM policies to restrict access to Systems Manager parameters, we recommend that
you create and use restrictive IAM policies. For example, the following policy allows a user to call
the DescribeParameters and GetParameters API operations for a limited set of resources. This
means that the user can get information about and use all parameters that begin with prod-*.

"Version": "2012-10-17",
"Statement": [

{
"Effect": "Allow",
"Action": [
"ssm:DescribeParameters"”
1,
"Resource": "*"
},
{
"Effect": "Allow",
"Action": [
"ssm:GetParameters"
1,
"Resource": "arn:aws:ssm:us-east-2:123456789012:parameter/prod-*"
}
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}

/A Important

If a user has access to a path, then the user can access all levels of that path. For example,
if a user has permission to access path /a, then the user can also access /a/b. Even if a
user has explicitly been denied access in IAM for parameter /a/b, they can still call the
GetParametersByPath API operation recursively for /a and view /a/b.

For trusted administrators, you can provide access to all Systems Manager parameter API
operations by using a policy similar to the following example. This policy gives the user full access
to all production parameters that begin with dbserver-prod-*.

{
"Version": "2012-10-17",
"Statement": [
{

"Effect": "Allow",

"Action": [
"ssm:PutParameter",
"ssm:DeleteParameter",
"ssm:GetParameterHistory",
"ssm:GetParametersByPath",
"ssm:GetParameters",
"ssm:GetParameter",
"ssm:DeleteParameters"”

1,

"Resource": "arn:aws:ssm:us-east-2:123456789012:parameter/dbserver-prod-*"

.
{

"Effect": "Allow",

"Action": "ssm:DescribeParameters",

"Resource": "*"

}
]
}
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Deny permissions

Each APl is unique and has distinct operations and permissions that you can allow or deny
individually. An explicit deny in any policy overrides the allow.

(@ Note

The default AWS Key Management Service (AWS KMS) key has Decrypt permission for

all IAM principals within the AWS account. If you want to have different access levels to
SecureString parameters in your account, we don't recommend that you use the default
key.

If you want all APl operations retrieving parameter values to have the same behavior, then you
can use a pattern like GetParametexr* in a policy. The following example shows how to deny
GetParameter, GetParameters, GetParameterHistory, and GetParametersByPath 